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IR'DlOOOCllOB 

n The me thod of modern economic 
investigation is the same as the method of 
all science. Economics studies facts, and 
seeks to arrange the facts in such ways as 
make it possible to draw conclusions from 
them 

nWhere does the economist get his facts 
from?n 

Sir John R. Hicks [1942] 

1. Economic Issues and Business Surveys 

Economists have long recognized that describing the economic state 

today and forecasting its evolution tomorrow are achieved by modelling 

the formation of expectations. Doing so, they take into account a 

natural and permanent activity of the human being: At each instant, 

each decision requires a prediction. 

Let me recall briefly the usual arguments that justify a study 

devoted to the formation of expectations. In the Arrow-Debreu world, 

assuming that neither moral hazard nor adverse selection can exist, 

all individual plans are made compatible in all markets at once (i.e., 

at each date in all contingencies), and moreover, the resulting 
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equilibrium allocation is a Pareto optimum. This abstract construction 

sheds light on the complexity that economists face when they cope with 

time and uncertainty, and also on the salient features that a scheme of 

expectation should satisfy in order to put such a world in concrete 

form. 

In reality, the economic structure is incomplete and puzzling: 

Nothing guarantees that agents will share the same perceptions on the 

continuum of states; agents may also find it difficult to reduce the 

uncertainty due to the future expectations of other agents. 

Economists have addressed these questions in various ways from either a 

theoretical or an empirical point of view. In order to deal with the 

departures from the abstract model, one response for modeling 

individual behavior in face of uncertainty is to postulate rational 

expectations. 

In an economy with uncertainty but with complete markets, this 

assumption means that people expect what actually happens so that the 

solution is identical to that of an Arrow-Debreu world. In such an 

economy where there is no reason for the agents to make systematic 

errors, such an expectation formation model allows us to say that 

assuming rational expectations is perhaps the answer to the search, as 

defined by J. Hicks (1977), for a model where expectations do not 

appear as "autonomous influences that come in from outside, (but) as 

elements that are molded in the course of the process that is being 

analyzed." 

The usual justification of this hypothesis is that the behavior of 

expectation should be consistent with the foundations of economic 
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theory. Specifically, since it is costly to acquire information about 

the future, agents may have incentives to behave rationally when making 

predictions as the expected reward could be large. (From this point of 

view, it should be remarked that expectations are rational with 

respect to an information set which must be precisely described. As 

time goes in the direction of increasing entropy, some information is 

lost, some becomes obsolete, and new one is added, but the memory 

capacity may be limited and the size of the information set may stay 

finite.) 

Closely related to this first justification, it is often argue~ that 

economic agents make rational expectations because they would be 

permanently using the correct or relevant theory: In other words, 

individuals would be intelligent and they would have reached this level 

of knowledge after a long evolution by learning. Finally, the 

hypothesis of rational expectations is also justified on a basis of 

arguments stemming from game theory since such expectations can be 

interpreted as the best strategy of an agent facing the expectations of 

other agents. Whatever its theoretical justification, this hypothesis 

must be tested since it is now a dominant paradigm of the new 

microeconomic foundations of macroeconomics. It also appears 

inseparable from models of intertemporal individual behavior. Indeed, 

choices of private agents derived from a dynamic stochastic 

optimization problem are often interpreted as ones compatible with the 

hypothesis of rational expectations. 

Our study will use this interpretation to investigate the production 

behavior of French manufacturing firms in the short run. Our objective 
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is to explain the temporal pattern of industrial production from an 

inter temporal mo.del of the firm. For policy analysis, forecasting 

industrial production is important since it is a large component of 

supply and consequently an essential element for the study of business 

cycles. 

In line of this approach, the model. of production smoothing has 

recently received a considerable interest for at least two reasons. 

(See Blinder [1986] among many others.) First, it is a particular 

example illustrating that the economic theory by means of models based 

on intertemporal optimization may help us to derive a dynamic 

specification. Second, it seems to be flexible' enough to explain 

various situations encountered in developped countries in consideration 

of the determinants of cycles. For instance, the fact that the 

variance of production is often greater than the variance of sales in 

the United States while the reverse is more often observed for European 

countries has received an answer by means of this model. (See Blinder 

[1986] and Rahiala, Terasvirta and Kanniainen [1987].) Hence 

confirming or denying the predictions of this model is crucial for the 

conduct of economic policy. 

Propositions are scientific if they can be refuted by empirical tests 

whose conditions must be stated with care: In particular, the type of 

data used for the analysis plays a crucial role. To directly assess 

models of expectations and to understand the way in which agents 

actually behave can only be performed through data collected at the 

individual level. In order to estimate microeconomic structures, 

aggregate data are relevant only if particular conditions for 
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aggregating individual behavior are fulfilled. The purpose of 

econometric methods based on micro data is to consistently identify 

behavioral models of interest from the data generating process. With 

respect to the above issues, business surveys are unique sources of 

information, as M. Ner10ve stresses in his presidential address before 

the Econometric Society ("Expectations, Plans and Realizations in 

Theory and Practice," [1983]). 

This dissertation offers some answers to the following questions: 

i) Are stochastic dynamic models of the rational firm suited to 

the interpretation of survey data on production plans and realizations? 

ii) Are expectations of entrepreneurs rational? Can we test the 

Rational Expectation Hypothesis using business survey data without the 

help of a behavioral model? 

To provide answers to these questions, I will apply the method of 

structural latent variable modelling to the analysis of expectations 

from the French business survey data, which is summarized in the 

appendix of this Introduction. 



2. Survey of Contents 

6 

"An improvement upon the simple method of 
interviewing is the questionnaire. If a 
large number of people are asked the same set 
of questions, some will not reply, some will 
make guesses or answer at random, some will 
reply seriously. By looking over all the 
replies together, it may be possible to sort 
out the replies which are significant from 
those which are not. The method of 
questionnaires is successful only where those 
questioned can be ,persuaded to take an 
interest in giving full and accurate 
answers. Occasionally this interest is 
secured by paying for the information. 
Sometimes the appeal is to a sense of fun of 
the person questioned, and to his desire for 
social prestige. But the difficulty of 
getting full and accurate replies, coupled 
with the high cost of assembling and tabulat­
ing the answers, limits the amount of 
information which can be collected 
specifically to help the economist analyze 
society." 

Sir John R. Hicks [1942] 

Still a great many people share the same opinion as J. Hicks although 

well-organized statistical institutes, helped by the increasing 

availability of powerful computers, have developed more and more 

accurate business surveys or consumer surveys. Perhaps the first use 

of business survey data for econometric research was H. Theil's [1958] 

seminal analysis on rational policy making and on the accuracy of 

entrepreneurial predictions; and since, business survey research has 

become increasingly more popular, as is evident in the published 

proceedings of the CIRET conferences that are now entering their 
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twentieth year. To contribute to this research, this dissertation 

focuses on some methodological aspects about the estimation of linear 

models when data are drawn from surveys. It also evaluates the 

informational content of survey data through the answers that will be 

given to the two questions formulated previously. 

organized in two main parts. 

The analysis is 

Our purpose in Part One is to estimate a simple theoretical model of 

a firm's production behavior along the lines of the production­

smoothing model whose underlying assumptions are analyzed in Chapter 1. 

This model is based on the idea that firms try to smooth production in 

the face of demand and cost uncertainty. The hypotheses underlying 

this construction are discussed at length, and then, using a dynamic 

stochastic control problem, I may describe the behavior of a rational 

firm. The closed loop solution is a linear relation expressing how the 

entrepreneur sets its production plan given past information on 

production, demand and cost. The parameters of this feedback rule are 

related by closed-form relations to the structural parameters 

characterizing the objective function of the firm. This approach is 

advantageous because it offers a precise specification of the model 

that will be estimated, and hence a device to discuss the validity of 

the resul ts . For instance, since the objective function must be 

convex, if estimates of structural parameters do not satisfy this 

assumption, it signifies that the estimation of the reduced-form model 

should be rejected and should be renewed. 

For different assumptions on the processes governing demand and cost 
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shocks, the production-smoothing model can explain a wide range of 

production behavior: The optimal solution can be either to smooth or 

to bunch production, and the variability of production can be greater 

or lower than the variability of sales depending on the size of cost 

shocks and on the values of the structural parameters. It is then 

necessary to perform an estimation to conclude which is the prevalent 

situation for France. Now, because the parameters must takes values on 

specific ranges for each case, we are able to qualify the results. 

Hence, in this chapter, I construct a tool to ease the interpretation 

of the estimations. 

How could we use the business survey data to estimate the parameters 

of the theoretical model? Chapter 2 is devoted to the econometric 

specification. I propose to consider an errors-in-variable model where 

the variables of interest are measured with errors through survey data. 

In various problems, assuming measurement errors should be a standard 

approach, but it must be recognized that the interpretation of such a 

model is not straightforward. One may understand these models as a 

means to identify or to recover a permanent structure conditionally on 

some noisy signals. This point is discussed at length at the end of 

Chapter 2. 

Two reasons explain the choice for such a model. First, the 

qualitative nature of the data prevent us for estimating directly the 

theoretical model: Consequently, it is assumed that there exists 

latent continuous variables that determine the categorical responses 

when they cross some thresholds, according to certain correspondences. 

(The latter may be not defined precisely in the sense that the 
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thresholds can be random.) Second, entrepreneurs' responses to the 

survey questions combine different elements of information on the 

stochastic environment of the firm. They must be extracted from these 

appraisals and one possible way is through a measurement model, which 

can be viewed as a model of factor analysis. The appendix to Chapter 2 

develops this last point, providing evidence that appraisals on 

inventory and order-backlog result from the evolution of demand and 

costs. By this way, information on these two processes which enter the 

feedback rule defined in Chapter 1 is indirectly obtained. 

Chapter 3 is devoted to the presentation of the estimation method 

for a general latent variable model for discrete data, which 

encompasses our econome.tric model. Indeed, the latter is a linear 

structural system of variables for which all the available information 

is a set of indicators. 

Our econometric model contains three types of variables: The first 

ones are the discrete variables directly observed through surveys; they 

are initiated, according to some correspondences (not necessarily 

differentiable), by the second type of variables which are called 

nlatent measuring'variables n; the latter are continuous and are used to 

measure through measurement equations the ntrue n variables, that is to 

say, the ones which appear in the structural equations defining the 

economic model, and which, for this reason, are called nlatent 

measurable variables n. 

The estimation procedure includes two steps. First, the correlations 

between the latent measuring variables are estimated from the survey 

data on the discrete variables by maximum likelihood estimation. This 
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method, called the theory of po1ychoric correlation coefficients, uses 

a Gaussian assumption to motivate the likelihood function associated 

with the latent variables. It is a particular implementation of 

pseudo-maximum likelihood estimation theory, which ensures us that the 

estimated correlations are consistent and which allows us to correctly 

compute an asymptotic covariance matrix of these correlation 

coefficients. (See Gourieroux, Monfort and Trognon [1984].) 

Second, the parameters of the structural and measurement equations 

can be estimated using these coefficients and their covariance matrix 

by applying a version of the method of moments. The estimation is 

carried out by weighted least squares. This minimum distance estimator 

is consistent and asymptotically efficient. It is equivalent to the 

maximum likelihood estimator when the latent measuring variables have a 

normal distribution, but is actually distribution-free. 

In order to justify the choice of the above two-step procedure, I 

return in the appendix to this chapter, to the questions raised by the 

estimation of linear equations on survey data. I point out that 

standard probit-type methods are not always adequate for the models I 

am considering. 

Chapter 4 presents the results of estimation. The production-

smoothing model appears to explain the data as the fit is rather good. 

By recovering information on the structural parameters, we may show 

that cost-of-adjusting production plays a crucial role in the 

production smoothing behavior. The variability of production appears 

to be lower than the variability of sales in France during the periods 

for which estimation has been performed. 
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As °a byproduct of the empirical analysis, a forecasting procedure 

based on the qualitative information is proposed. First, the final 

form of the economic model is derived and it is shown that the behavior 

of industrial production can be represented by a univariate 

autoregressive moving average process. Second, using this structure, 

it is possible to compute predicted values for the latent variable of 

production given the survey data. This is a way to check the validity 

of the model by comparing with other sources of macroeconomic 

information and to produce a general index of production whose 

evolution is governed by the underlying mlcroeconomic model. Overall, 

this chapter shows why a general latent variable model is a coherent 

methodology to estimate a model of production decisions by a rational 

firm. 

Testing directly the Rational Expectation Hypothesis is our concern 

in Part Two. Compared to the first part where the rationality of 

production expectations is studied in the context of a behavioral 

model, we take up the question by specifying ad hoc tests; that is to 

say, testing procedures are derived to check whether a condition for 

rationality is satisfied or not, without an explicit formulation of the 

underlying behavioral model. As stressed by Pesaran [1987], it is 

particularly relevant to do so. Indeed, nin the absence of direct 

observations on expectations, empirical analysis of the expectation 

formation process can be carried out only indirectly, and conditional 

on the behavioural model which embodies the expectational variables. 

This means that conclusions concerning the expectation formation 
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process will not be invariant to the choice of the underlying 

behavioural process. n Using business survey data, one may avoid this 

problem. Several procedures for performing such direct tests are 

proposed in the economic literature. They are discussed in Chapter 5, 

where the focus is on the relation between the type of data and the 

relevant test. 

Usually, the Rational Expectation Hypothesis is stated as follows: 

There exists an information set such that the observed prediction 

(I.e., the prediction collected by a survey) is identical to the 

optimal prediction, which is defined as the minimum mean square error 

predictor and which is obviously not observable. In this case, it can 

be shown that a necessary and sufficient condition for the prediction 

to be rational is that the forecast error is orthogonal to the 

prediction, if the information set is the smallest o-field containing 

the prediction. 

When the data are quantitative, a simple way to check this condition 

is to test if the slope of the regression of the realized variable on 

its prediction is equal to one. Two necessary conditions can also be 

tested. First, if expectations are rational in the previous sense, 

then the error forecast should be white noise. Second, the processes 

which determine the realization and the prediction should be 

identical. When data are qualitative, the above condition takes the 

following form: Given that the prediction takes a particular category 

on a set of discrete values, the event that the realization falls on 

the same category has the highest conditional probability. 

different testing procedures are implemented in Chapter 6 and 7. 

These 
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A first attempt to test the Rational Expectation Hypothesis is 

developed in Chapter 6. In business survey analysis, categorical 

surprise variables are often contructed to represent unexpected 

changes in demand, production, prices, etc. Specifically, it is said 

that there is no surprise when expected and realized changes of a 

variable have the same direction, and that the surprise is positive or 

negative in the other cases. Surprise variables are often interpreted 

as expectationa1 errors, i.e., as the difference between realizations 

and exepctations. This interpretation is in fact a translation in the 

discrete world of what we would easily write in the continuous world. 

Under this interpretation, the Rational Expectation Hypothesis holds 

should the time series of surprise variables exhibit no sytematic 

pattern. The statistical theory of discrete Markov Chains can be 

applied to test this consequence of the Rational Expectation 

Hypothesis. It is clearly rejected. However, I provide evidence that 

categorical surprise variables are not reducible to expectationa1 

errors, which may explain the conclusions of the preceding test. I 

interpret this result as an illustration (among many others in the 

literature) that we should never transfer analysis made for continuous 

variables to interpret the discrete world. 

Based on the condition proposed in Chapter 5, a direct test is then 

presented in Chapter 7, using the structure of a latent variable model, 

and is applied to demand, production and price expectations from the 

French business survey. It is shown that the Rational Expectation 

Hypothesis for the latent variable associated with the demand and 

production is not always rejected. Estimation of the latent variable 
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model for various periods shows that the slope of the relation between 

the latent realized variable and the latent expected variable is not 

statistically different from one. (This is not the case for prices, 

although the result could be conditional on the treatment of this 

variable, as I will explain.) This study on the accuracy of 

expectations is completed by a test of efficiency which consists of 

testing if the lag structure determining the evolution of changes of 

demand also governs the formation of expectations. Within the context 

of a latent variable model, this hypothesis is not rejected for demand. 

So evidence is given that the Rational Expectation Hypothesis can 

just be "identified" on survey data in the sense that the results are 

obtained by means of errors-in-variab1e models which must be 

interpreted with care as I already pointed it out. The idea that will 

be sustained here' is that, even if individual predictions may not be 

rational, a behavior compatible with the Rational Expectation 

Hypothesis may be extracted from the data and that this behavior 

explains a large part of the data. 

In a general conclusion, a summary of the main results is given and 

new steps for the econometric analysis by means of survey data are 

sketched. 
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Appendix to the Introduction: The DTSEE Business-Test Questimmaire 

Since 1951, the Service de la Conjoncture of the Institut National de 

la Statistique et des Etudes Economiques conducts a survey on activity 

and expectations in the industrial sector. However, the present 

questionnaire was established in 1962 and only small modifications have 

been introduced since then. Firms were surveyed three times a year, in 

March, June and November, until June 1978; since, they are surveyed 

four times a year in January, March, June, and October. This survey is 

one among the ten different tendency surveys that are administered by 

INSEE. 

The data set made available to us by INSEE contains 5371 different 

firms which have entered in the survey at a certain period between 

June, 1974 and October, 1985. A very few of them stay in the sample 

for a long period. At each period, around 4000 firms are surveyed. On 

average, the attrition rate is 25%. 

is much smaller than the overall 

The rate of response by question 

rate. 

illustration of the attrition in the survey. 

Figure A.l gives an 

If T is the duration in 

the state: "the firm answers the question on production change," and E 

means: "the firm does not answer this question any longer," the figure 

displays for all the firms in the sample the probability: 

Pr[T > t I E) 
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where t - 0, ... , 10 and the unit of time is the time period btween two 

successive surveys. This is the cumulative survival rate given the 

right censoring due to the exit from the sample. The median of this 

distribution corresponds roughly to one quarter, i. e., 50 percent of 

the firms will exit after answering the question on production changes 

only once. If they answer more than one time, they tend to keep 

replying. The associated hazard rate function given in Figure A.2 

shows that the modeling of the attrition rate by some known functions 

may be not simple (the hazard rate is scaled by a factor 0.088 on the 

figure) . 

The questionnaire has four parts which are. briefly presented. The 

variables used in the empirical studies receive more attention (their 

notations are mentioned). 

i) Part 1: 

Title General information about the firms (gross sales, labor 

force, etc.). 

ii) Part 2: 

Information about the conditions influencing the activity of the 

firms (bottlenecks, capacity utilization, financial constraints, 

expected changes of labor force and for work time, average change of 

the wage rate, etc.). 

iii) Part 3: 

Questions pertaining to raw materials and work-in-process inventories 

(trend for the last three months, expected trend for the next three 

months, appraisals of raw materials). Expectations of the general 

activity in the industrial sector (production level, exports, general 
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Figure A.l: Cumulative Survival Rate for the 

Responses of Production Changes 
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price level, hourly wage rate). 

iv) Part 4: Questions pertaining to the products of the plant. The 

following questions can be given for four different products (for 

saving place the illustration reports only the column on the answer 

sheet corresponding to one product). 

1. Changes of production 

a. Trend for the last three or four months (notation: Q or q) 

b. Expected trend for the next three or four months (notation: QS or 

qe) 

2. Changes of demand 

a. Trend for the last three or four months (notation: D or d) 

b. Expected trend for the next three or four months (notation: DE, 

DS or·de ) 

c. Number of weeks of production in the order book 

d. Appraisal of backlog of orders (if the firm has an order book) 

(notation: SA) . The translation of the question is: Given the 

season, how do you appraise your backlog of orders ? Above norma1-

normal - below normal 

Appraisal of new orders (if the firm does not have an order book) 

3 .. Foreign demand changes 

4. Lag of deliveries changes 

5. Changes of finished goods inventories 

a. Trend for the last three or four months 

b. Appraisal on inventories (notation: LA). The translation of the 

question is: Given the season, how do you appraise your finished good 
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inventories ? Above normal - normal - below normal 

c. Number of weeks of production in inventory 

6. Selling price changes 

a. percent change of the prices 

b. expected percent change of the price 

c. percent change of the export price 



PART ORE 

FORECASTING PRODUcrIOR BEHAVIOR. IN TIlE SBORT-lUJR 

As business survey data are a unique source of economic information 

which can be used to study the intertemporal behavior of individual 

firms, my objective in Part One is to use these data to estimate a 

stochastic dynamic model describing how firms determine their 

production decisions in the short-run. Some of the ideas underlying 

the analysis are now briefly introduced. 

The rational firm sets its optimal plan of production by minimizing 

the expected discounted cost under uncertain demand and random average 

cost. In such an environment, the existence of adjustment costs 

together. with the possibility of accumulating inventories and of 

queuing orders are incentives to anticipate the future and to alter 

production levels. This behavior is summarized by a feedback rule 

(which is a reduced-form representation of the theoretical model) 

determining the expected (planned) production level in terms of the 

past instruments and control variables. Hence, the relationships 

between the structural parameters (which characterize the objective 

function of the firm) and the reduced-form coefficients (which can be 
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estimated) are known. The empirical work amounts to solving 

econometrically an inverse problem, i.e., recovering the structural 

parameters from the estimates of the reduced-form model. (The reason 

for choosing such an approach is well understood since the influential 

work of Lucas [1976].) 

In order to estimate the optimal control rule, data on expectations 

are required. If such an information is not available, a model of 

expectation formation must be introduced, i.e., the expected variables 

must be replaced by some proxies such as, for instance, linear 

combinations of past realizations of these variables; then, we cannot 

test the structural behavioral relationships independently of the 

assumptions used to construct the model of expectation formation. So 

the latter could be rej ected simply because the former can be badly 

specified (or vice versa). By observing expectations through surveys 

we may avoid this situation. In particular, we may separate the 

behavioral equations and the constraints imposed by the assumption of 

rational expectations. 

Now, using survey data to estimate economic models raises some 

technical problems because they are qualitative. Indeed survey 

questions bear on the direction of the (expected or realized) trend in 

a variable, i.e., whether it is up,. down, or no change. The solution 

proposed here is to adopt a general setting, the latent variable model 

for discrete data. In addition to providing a satisfactory approach 

for the treatment of models based on ordinal variables, the use of 

errors-in-1atent-variab1e models ensures the coherence between the 

theoretical model and the econometric model: In particular, the 
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rationality assumption underlying the former can be clearly imposed in 

the statistical model. This point will be discussed later. 

The study is now developed in four chapters. The first is devoted to 

the presentation of the economic model and of its relations to the 

literature on the theory of the firm. The second chapter discusses at 

length the specification of the econometric model. The estimation 

method is explained in a third chapter. The fourth chapter presents 

the empirical results. Then, the final objective of Part One can be 

achieved since a method to forecast in the short-run the direction of 

economic activity from the estimates of the structural model and from 

survey data can be performed. In order to have a complete method for 

predicting the business conditions along the lines of this approach, 

there are still some unsolved questions which will be stated in the 

course of this part. 



Chapter 1. The Production Smoothing Hodel 

In the recent literature, the study of the firm's behavior takes 

place within the context of the production smoothing model. Initially 

stated by Holt et a1. [1961], this paradigm is based on the idea that 

inventory holding is stabilizing. (Often admitted, this can be proved. 

See Scheinkman and Schechtman [1983] , who exhibi t particular 

assumptions under which this is true.) In this view, macroeconomic 

fluctuations are not due to inventories as in early models of Keynesian 

inspiration, but must be related to the smoothing of supply shocks. 

(See Blinder [1986].) To my knowledge, the only conflicting approach 

proposed in the recent years is a re-consideration of the Keynesian 

model by Laroque [1987], who interprets inventory holding as for a 

speculative motive, and who shows that inventories can generate cycles. 

Nonetheless, it must be stressed that all the studies are, in effect, 

looking for a new supply function compatible with the spirit of the 

"new classical equilibrium economies" (Le., with the Rational 

Expectations Hypothesis) and with the Keynesian model. The forthcoming 

study will be only concerned by models where inventory plays the role 

of a buffer. 

The next section is devoted to an overview of the literature on the 

production-smoothing model in order to clarify the main characteristics 

of the model, then presented in a second section. 
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1.1 Variations around a Paradip. 

Here, the basic idea is that firms try to smooth production in the 

face of fluctuating demand, and that they can use inventories to do so. 

The two main consequences of the production-smoothing model are: (i) 

the variability of production should be less than that of sales and 

(11) firms would respond to a temporary increase (decrease) of the 

demand for their own products by accumulating (reducing) inventories as 

firms partially adjust the production level. These predictions have 

been proved to be contradictory to reality in various studies (see 

Blanchard [1983], Blinder [1986], West [1986], using in general data 

from the US manufacturing industry. 

One first response to these puzzling findings is to introduce a cost 

of being away from some positive target level of inventory in the 

traditional linear quadratic production-smoothing model. The idea 

arose with the critiques by Auerbach and Feldstein [1976] of the old 

stock adjustment model introduced by Lovell [1961]; it has been applied 

by Blanchard [1983], Eichenbaum [1984J, and West [1986J. If the target 

level of inventory is a proportion of the expected next-period sales 

level, then production can be more "volatile" than sales. B1,1t the 

inequality between the variances of sales and production implied by 

this revised version of the model (and derived West [1986J) is also 

rejected empirically. More recently, Kahn [1987] proposed a new 

justification of the model with an inventory target by modelling the 

stock-out avoidance motive; he proved that there is no a priori reason 
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to expect the variance of sales to exceed the variance of production. 

So the discussion along this line is still open: For instance, West 

[1987] points out that, when net inventories (physical inventories 

minus backlogs) are considered to describe their role as a buffer, the 

production smoothing model remains "qualitatively consistent. n (See 

also Abel [1985].) 

Another type of response to adapting the production- smoothing model 

with the stylized facts is to include a second source of uncertainty, 

which could act in the opposite direction of the demand shocks. An 

obvious candidate for this is the technological (or cost) uncertainty. 

This way is retained by Eichenbaum [1984], Maccini and Rossana [1984], 

Blinder [1986], Miron and Ze1des [1987]; recently Eichenbaum [1987] 

compared the production-smoothing model with and without cost shocks. 

The production-cost-smoothing model seems empirically plausible, 

although Miron and Ze1des [1987] found little evidence that cost shocks 

play any role when non-seasonally adjusted data are used. 

One of the characteristics of this debate comes from the permanent 

interaction between the theoretical studies and the empirical tests. 

With respect to this debate, two points should be stressed. First, the 

nature of the production-smoothing model suggests the use of micro­

data to infer the structural behavior as in Koenig and Ner10ve [1986]. 

While most of the empirical studies use macro-data, the latter are 

adequate for studying the production-smoothing model only under 

particular assumptions concerning aggregation. The use of macro-data 

are often justified on the basis of a representative agent, i.e., on a 

set of very strong assumptions. For long, the use of micro-data has 
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been advocated as a means to avoid such assumptions because they permit 

us to take into account a large variety of behavior. 

Second, if there is a general agreement among researchers for 

assuming that, in the production smoothing model, production decisions 

must be derived by solving a dynamic stochastic optimization problem, 

the distinguished features of the latter are however questionable. 

Indeed, the most common (production smoothing) model admits a linear 

quadratic objective function in the perspective of applying the "first­

period-certainty-equivalence" principle, which allows one to derive 

empirically tractable models. The certainty-equivalent optimal 

policies of the firms are not sensitive to market randomness due to 

risk aversion. Although the desirability of models integrating the 

risk is justified by realism, it is difficult to have a prior knowledge 

of the utility functions of the entrepreneurs. However, risk-sensitive 

behavior may be compatible with quadratic models, as shown by Clarke 

[1985]. 

Let us assume that a firm determines it~ optimal control rule in the 

context of the linear-quadratic case. In order to compute its plan 

according to the optimal rule, the firm must select (estimate) a vector 

of state variables. This choice re-introduces risk, since the firm's 

estimate is dependent on the uncertainty pertaining to the economic 

environment. Clarke builds on this conjecture and shows that Bayes 

estimation of the information set causes the behavior implied by. the 

feedback rule to appear as it would be if the risk was explicitly 

taken into account. This result means that a knowledgeable firm should 

react more strongly to market stimuli than less knowledgeable firms. 
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Since Bayes decision making resemble risk aversion exhibited by 

managerial utility functions, the econometrician must use Bayesian 

estimation methods in order to derive expectations, although prior 

distributions of these variables should be hard to find. 

In our case, survey data are direct observation of the entrepreneurs' 

expectations and appraisals. As they certainly reflect some degree of 

managerial uncertainty, then, on the basis of the Clarke's analysis, we 

may conclude that using these data is a way to take directly into 

account the sensitivity of firms to market randomness, without having 

to perform a Bayesian analysis. This deserves further research. 

This discussion motivates the objective that I pursue here, which is 

to estimate a structural model of production behavior, along the lines 

of the production-cost-smoothing model, using survey data from the 

French industrial sector. To my knowledge, such a project has not yet 

been undertaken, although Koenig and Ner10ve [1986] consider the joint 

determination of price and production decisions, using a system of 

conditional log-linear probabilities, which is not easy to use for 

structural interpretation. 

It is useful, before going into the details of the analysis, to know 

what we can learn from some aggregate data for - France about the 

variability of sales and production. For this purpose, I propose to 

compare equivalent statistics for the US and French manufacturing 

industries. The US situation is taken here as standard, since most of 

the empirical studies focusing on the production-smoothing model use 

data for this country and have shown that, for the US, the volatility 
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of production is greater than for sales. Table 1.1 displays the 

unconditional variances of balances associated with the changes of 

demand and production which are collected by surveys for the two 

countries. Let us recall that balances are computed as the difference 

between the percent of respondents reporting an increase of the demand 

(production) and the percent of those reporting a decrease. Since the 

INSEE survey for France and the Dun and Bradstreet survey for the US 

are similar, this aggregate information, so derived, is comparable. 

But it must be stressed that the statistics are computed for a 

different number of periods in each case since we consider, for the D&B 

survey, eight consecutive quarters from the third one of 1986, while 

fourty-two periods from June 1974 are available for the INSEE survey. 

Figures of Table 1.1 confirm that, for the US, the variance of 

production is greater than the variance of the demand. The opposite 

seems to be true for France, which indicates that the production­

smoothing model could well fit for the French industrial firms. Let us 

remark that the two series of balances for France behave very closely 

as it can be seen from Figure 1.1. According to the arguments advanced 

in the discussion of the production-smoothing model, this observation 

could mean that, for France, cost shocks should not be the major effect 

affecting the production behavior. 
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Table 1.1: Variances of the Balances (production and deaand changes) 

PRODUCTION DEMAND 

FRANCE 1. 34 2.05 

UNITED STATES 1.20 0.75 

(figures represent percentages) 
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Figure 1.1: Balances (France 1974 - 1985) 
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1.2. The Production Plan of a Rational FiDll 

Before presenting the model in detail, let us briefly present its 

main characteristics and how it should be interpreted. Each firm 

solves a stochastic control problem and the objective is to minimize 

expected discounted cost. There is one control variable: The 

production level. The firm faces two exogenous sources of uncertainty, 

demand (or sales) and cost shocks, which follow known stochastic 

processes. Inventories and backlogs (both are simultaneously present 

because products are heterogenous) are used to smooth out the 

production activity of the firm over time. Production takes place iri 

the "intermediate" run, i.e., a change of the net inventory levels 

(i.e. physical inventories minus backlogs) is only due to a change in 

production level and cannot be alleviated by other types of adjustment 

decisions such as changing the delivery lags, investment, or strategic 

behavior. Prices cannot be manipulated on this time horizon: In some 

sense, prices are fixed during the periods while the production level 

is adjusted. (Attempts to estimate a model where prices and production 

are simultaneously determined have not been successful because such a 

model is very demanding in terms of data availability, in the context 

of the estimation procedure adopted here.) 



32 

1.2.1. The Firm's Optimization Program 

The amount at of the firm's product sold to (or ordered by) consumers 

at period t is described by the following process: 

where 91(L) is a polynomial in the lag operator and u t is white-noise 

or is a moving-average. The exact specification for (1.1) is left as 

an empirical issue. The firm can always use data on new orders to 

determine by some time series analysis a process such as (1.1). 

For producing, the firm must bear different types of cost: 

(i) Cost of producing the amount qt at time t, which is given by: 

The time-dependent component lt of the average cost is assumed to be 

random; one can always represent such an effect (which is the result of 

different unknown or unmeasurable variables) by a stochastic process 

whose order is unknown at this point: 

(1.3) 92(L) 1 - v t t 

where v t is white noise or is a moving-average. The parameter cl is 

non-negative in order to have decreasing returns, which leads the 

desirability of production smoothing, a low value of cl being 

associated with a strong desire to smooth production. The processes 

and are assumed uncorrelated. 
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(ii) Cost of changing the production level defined by: 

which means that it is costly to adjust instantaneously the production 

level. Again this cost (which represents in particular hiring and 

firing costs) leads to production smoothing, a low value of c2 favoring 

decisions to smooth production. 

(iii) Cost of carrying over inventories or order-backlogs, given by: 

where xt is the stock of items at time t (xt is interpreted as net 

inventories). As it takes times to adjust the production level to the 

new conditions of environment, the firm may carry over inventories or 

backlog orders and this possibility has a cost which depends upon the 

magnitude of the change of the stock. In other words, this cost is due 

to the fact that the bigger the backlog or the smaller the inventory, 

the lengthier the delivery period and the greater the flexibility in 

adapting production. Obviously we are only concerned with firms which 

are able to put goods in or taking them out the stock after some time 

periods. A low value of c3 will encourage the use of inventories to 

smooth production. 

The parameters cl, c2 and c3 are assumed to be fixed which is a 

strong assumption. Indeed they could depend on state variables, i.e., 

total sales or inventory levels. For instance, an increase in demand, 

for any inventory level, increases the probability of stocking-out, 

which directly affects the cost of carrying over inventories, possibly 
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through the parameter c3. Even at this stage, these parameters are 

not truly structural. 

The decision variable of the firm is chosen here to be the production 

level qt. In this model, the program of the firm is to minimize at 

period 0, for a given discount factor p, the function: 

T 
(1.6) lim EO ( L 

T -+ 00 t-l 

subject to: 

t - 1, ... ,T, ... 

the latter being an accounting equation. If (xt - xt _l ) is positive, 

inventories are piled up and/or the order-backlogs are reduced; 

otherwise, inventories are drawn down and/or orders are accumulated. 

(Here sales, shipments and orders are not distinct). 

At time 0, the firm is assumed to have an information set 00 

including at least qO and the processes and "Yt observed at 

periods 0,-1, ... ,-00. The problem is to choose a linear decision rule 

for setting qt as a function of elements in 0t. 

This model describes the behavior of a typical firm taking prices as 

given. If we were to assume that the firm was a monopoly, or at least, 

a firm having a monopoly power with respect to its product, the 

equation (1.1) would have been transformed into: 

with: 

dt - at + f3 Pt 

9l(L) at - ut 

where Pt is the price of the product, dt the demand. Then at would 
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have been interpreted as the autonomous demand. This remark is made to 

clarify the meaning of the above model where p - O. 

1.2.2. The Optimal Control Equation 

If a sequence (qt) for t-l, ... ,~ is a solution to (1.6), it must 

satisfy the stochastic Euler equations derived by differentiating (1.6) 

with respect to qt for t - 1, ... ,T. 

conditions are: 

These first-order necessary 

-1 
(1.8) Et-l[pqt+l + ~qt + qt-l] - [ClEt _l ~t-C3Et_lQt] c2 

for t - 1, ... ,T ... 

1 
where: ~ - -

and Et _l is the conditional expectation given 0t_l. (The expectation 

should be EO' but since: EOEt _l (.) - E(E(. lOt_I) 1°0) - E(. 100) - EO(.) 

for t - 1, ... , T ... , we can restrict the calculus by considering the 

expectations with respect to 0t_l). Equations (1.8) can be obtained 

if some regularity conditions are met for the objective function 

defined by (1.6). Indeed, differentiation of this function under the 

integration operator is justified only if the derivative of the 

objective function is bounded by an integrable function. (See Serfling 

[1980], page 144.) This condition is satisfied here if the stochastic 

processes and are themselves bounded (in a sense 

specified below), which, in turn, must be imposed in order to get a 

terminal condition for our infinite horizon problem. 
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The transversality condition 

To solve the second-order difference equation (1. 8) one needs a 

transversality condition which is satisfied if and only if the 

stochastic processes qt' at' and ~t are of exponential order 

-1 less than p (see Bertsekas [1976], Hansen [1979], Hansen and Sargent 

[1980], Chow [1983]). The usual condition applied to this model is the 

following: 

(1.9) lim E pT[(Cl+C2+C3)qT - cl~T - C2qT_l- c3 aT] - 0 
T ... co 

By the triangle inequality, we have: 

A = I pT[(Cl+C2+C3)qT - cl~T - c2qT_l - C3aT] I 

~ pT(Cl+C2+C3)lqTI + pTCll~TI + pTc2 lqT_ l l + c31aTI - B 

If the processes are of exponential order less than 1/ p, that is to 

say: 

For all t and for some K > 0, Iqt l < Kzt , latl < Kzt , I~tl < Kzt , 

where 0 < z < l/p, 

then: 

Now, since pz < I, the limit of each term is zero, which shows that the 

equation (1.9) is satisfied. The conditions on the stochastic 

processes are then sufficient for the transversality condition (1. 9) 

to hold. Generally they are also necessary. Then, for solving the 

program (1.6), it remains to find a solution for the difference 

equations (1.8). 
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Computation of the optimal solution 

Let us consider the LHS of (1.8). Omitting the expectation operator, 

one can write: 

The polynomial in terms of the lag operator L can be factorized: 

-1 -1 
pL + ~ + L - p(L - ~2)(1 - ~lL) 

such that: P(~l + ~2) - -~ and P~1~2 - 1. Hence: P~l + ~il - -~. 

The convex function F(~) - p~ + ~ -1 has a minimum at ~ _ p -1/2. 

This implies that: 0 < ~l < p-l/2 < ~2' taking ~l as the smallest 

root without loss of generality. The two roots are given by: 

The roots are positive and are real and distinct when ~2 - 4p ~ 0, 

which requires that: (Cl+C3)C2- l ~ 2p-l/2 - (l+p). The parameters cl. 

being non-negative, the preceding inequality is true if P :s I, 

since, in this case, (l+p) is always greater than or equal to -1/2 2p . 

Consequently, by restricting the analysis to values of the discount 

factor less than one, we reject noncyclical solutions. 

-1 
It can be also shown that: ~l < p < ~2' Let us notice that: 

-1 
- ~ - (cl+c3)c2 + (l+p). 

If (cl+c3) - 0 (which is obviously false and which would imply: - ~ -

1 + p), then ~l would be solutions of: F(~) - l+p, such 

that: ~l - 1 and But since: -~ > (l+p) , the solutions for 

the . equation: F(~) - -~ must be such that: 

This in turn implies that: 0 < ~l < 1 :s p-l < ~2' (we still have: 
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-1/2 
~l < p < ~2·) 

The equation (1.8) becomes: 

-1 -1 
E[p(l - ~lL)(L - ~2)qt] - c2 [C1Et _17t - C3Et _1Q t ] 

1 -1 or, after premultiplying both sides by: [p(L- - ~2)] : 

(1.10) 

Let us observe that: 

where -1 P - P~l - ~2 which is less than p (since 
-1 

~l < p < >'2)· 

Then, rearranging (1.10), it yields a new form of the optimal control 

equation: 

As and are of exponential order less than -1 
p and as 

f3 - 1/>'2 < p, the infinite weighted sums on the RHS of (1.11) are 

converging. 

However, without additional assumptions on and there is no 

way to have a simple form for the solution in (1.11). 
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The case of Markov processes of order one 

Let us assume, for instance, that the two stochastic variables are 

Markov processes: 

(1.12) 
at - 91a t _1 + ut 

~t - 92~t_1 + v t 

and that they are of exponential order less than p-1, i.e., we assume 

that firms can perform time-series analysis to determine the dynamic 

pattern of their new orders and their unit cost, and they obtain the 

above specification for the two random variables. If (1.12) holds. 

then: 

Et _1 a t +j - 91j +1 a t _1 

Et _1 ~t+j - 92j +1 ~t-1 
for j - 0,1,2, ... 

In this case, the optimal control equation (1.11) is written: 

co 

(1.13) Et _1qt - A1qt_1 + A1 [c391 ( ~ (P91)j) a t _1 
j-O 

-1 
A1A2 - p the infinite sums 

take simple forms since they are converging. Let us define: 

gl - A1 

A1 co A1c391 91 c3 
(1.14) g2 c3 91 (~ (P91)j) ] -

c2 j-O c2(1-P91) P(A2- 91) c2 

A1 co -A1c192 -92 c1 
g3 - - c192 (~ (P92)j) ] -

c2 j-O c2(1-P92) p(A2- 92) c2 
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Then, the optimal control rule, when (at) and <"Yt ) are given by 

(1.12), is: 

(1.15) 

where the reduced forms parameters gl, g2 and g3 are obtained from the 

structural parameters according to the following relations: 

1 

2pc2 

(1.16) g2 - 29lc3[cl+c3+(l+p-2p9l)c2 + «Cl+C3+(l+p)C2)2_ 4pC22)1/2]-1 

Given the preceding assumptions and remarks, it is straightforward to 

observe that: 

i) 0 < gl < I, g2 ~ 0, g3:S O. (91 and 92 are assumed to be 

positive.) 

11) o when c2 - 0; The relation between the production plan and 

the past production level becomes weaker as costs of adjusting produc-

tion becomes negligible. This shows the importance of these types of 

cost in this model, which are relevant when the production level cannot 

be adjusted "perfectly" 1. e. instantaneously. 

iii) g2 (g3) is an increasing function of 91 (92), respectively. 

The optimal control rule (1.15) can be written as an equation for the 

optimal level of net inventories. Indeed, using the fact that: 

E la - 9la I' we may replace (1.15) by: t- t t-
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(1.17) 

Let us suppose a shock on the demand at time t-l. Then 

c3 
(1.18) - 1] 

It can be easily shown that g2 is always less than 81 for any 

admissible values of the parameters since the expression between square 

brackets is always negative. (See appendix to this chapter.) Hence, 

the firm decreases its net inventory (i.e., the firm runs down 

inventories and/or builds up backlogs) in response to a positive shock 

on demand (since 81 is taken to be positive). In this sense, the 

optimal behavior is production smoothing. Let us consider now both a 

demand and a cost shock. Then: 

This shows that firms adjust their production fully as 81 increases 

(because g2 is an increasing function of 81) and that the 

variability of production is increased due to the presence of the cost 

shock. Similar conclusions are already contained in the models studied 

by Blinder [1986] and by Koenig and Nerlove [1986]. 
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The case of ARKA(l.l) processes 

It is interesting to consider the case where the process cr is an 

ARMA(l.l) (while ~ is still Markov of order one): 

A new term appears in the optimal control rule. which becomes: 

where the parameters gr, g2, g3 are given by equations (1.14) and 

where the new reduced form parameter ~ is defined by: 

c3 
(1.21) ~ - ---- ----- -- - -- g2 

c2(1-,88l) c2 

This parameter is positive or negative depending on the sign of tP. 

The analogues of (1.17) and (1.18) are, respectively: 

(1.23) 
a Et_l(qt-crt) 

a Ut _l 
- [-----

By comparing (1.18) and (1.23), it can be seen that the optimal 

behavior implied by an ARMA(l,l) does not differ from the AR(l) case 

when tP has the same sign as 81 or when it is smaller than 81 in 

absolute value. (The expression between square brackets in (1. 23) is 

always negative, as shown in the appendix.) 

Hence the optimal solution is again production smoothing, except when 
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q, and 91 do not have the same sign and q, 

absolute value, in which case the optimal 

production. 

is greater than 

behavior is to 

91 in 

bunch 

By symmetry, similar results hold if the cost shock follows an 

ARMA(l, 1) . (As in equation (1. 20) we would have to add a stochastic 

component to the feedback rule.) When both processes are ARMA(l,l) , 

production smoothing or production bunching can characterize the 

optimal behavior depending on the values of the parameters. As a 

result, the choice among the possible specifications is an empirical 

issue. Depending on the estimation results, it will be possible to 

determine what is the prevalent solution. 

It can be easily checked that, given some estimates for gl, g2, g3, 

91, 92 and a given discount factor , one can recover values for c1/c2 

and c3/c2 (we cannot separate the three parameters). If one considers 

the case for an ARMA(l,l) on a, equation (1.21) shows that we must add 

a constraint of over-identification between parameters: g2q,-g49l (and 

the like if -y is itself ARMA(l, 1»,. 

The purpose of the following empirical part is to derive estimates 

for the structural parameters, i. e., to estimate the linear decision 

rule together with the parameters of the stochastic processes, using 

business survey data,which give information on expectations, or more 

precisely, offer some measures of Et _1 qt. 
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Appendix to Chapter 1: Signs of the Changes of Net Inventories. 

I study here the signs of equations (1.18) and (1.23). Because of 

the forms of these two equations, their signs depend on the sign of: 

(aLl) 

Since: 
1 

P(A2- 9l) - - - p9l, 
Al 

and since: 

1 
- > 1 > p9l, 

Al 

then, to find the sign of A, we can compare c3/c2 to P(A2-9l)' Without 

loss of generality, we may set: cl - O. Now, it can be shown that, 

assuming that A is positive, would be contradictory to other 

assumptions. Let us pose that: 

(al.2) c3/c2 > P(A2-9l), then some simple calculus will show that: 

c3/c2 + 2p9l - (l+p) > «c3/c2 + (1+p»2 _ 4p)1/2 

which is true only if: 

(al.3) c3/c2 + 2p9l - (l+p) > O. 

If (al.3) holds, some computations allow us to obtain that: 

(a1.4) [(l+p) - p9l] (c3/c2) < p (1 - 91) (1 - p9l) 

This inequality holds only if: 91 < 1, since the left-hand side of 

(a1.4) is always positive, given the admissible values of the 
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parameters. We have then two conditions on c3/c2, (al.3) and (al.4). 

Since: 

p (1 - 81) (1 - p8l) < l+p - 2p8l, 

given the admissible values of p and 81, the two conditions on c3/c2 

can be satisfied together only if: (l+p) - p8l < 1. Now, the latter 

is true only if: 81 > 1. Then (al.3) and (al.4) cannot be satisfied 

together and hence, the hypothesis (al.2) is always rejected and A is 

always negative. This proved the claim given in the chapter. 



Chapter 2. The Econometric Specification Using Survey Data 

In this chapter, an econometric model is specified in order to 

estimate the preceding theoretical relationships using business survey 

data. The characteristics of these data prompt three remarks. 

The first one concerns the meaning of the information about 

expectations in surveys. It is clear that, for economists, these 

variables are crucial in the process of economic activity. Beliefs 

have always been the center of the economic debate. Two points of view 

can be advanced about the nature of expectations from business surveys 

with respect to economic theory. For the first one, expectations 

comprise information on the adjustment process toward an equilibrium. 

Although economic theory can help to characterize this equilibrium, 

there is no well-grounded theoretical model of such an adjustment 

process and hence, the specification of an empirical model cannot be 

strictly derived from the theory. The second point of view says that 

the information in surveys contain some measures (with errors) of the 

variables that have a precise role in the theoretical model. 

Specifically, the idea is to separate for a particular variable what is 

due to the underlying economic model and what is the consequence of the 

adjustment to the theoretical model, like optimization and/or, 
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measurement errors. This view is based on the fact that most of the 

economic models are grounded on stationary and rationality assumptions, 

and that, generally, data available to estimate them do not satisfy 

these assumptions. Errors-in-variable models offer a structure to 

implement this approach, if stationary assumptions are imposed on 

measurement errors and if economic constraints are applied to the 

conditional expectations of the observed variables given the 

measurement errors. Here we will adopt the second point of view. 

The second remark bears on the methodology that can be used to 

estimate models with survey data. As all variables are categorical, 

least squares regressions give inconsistent estimates and non-linear 

methods are required. In the prospect of estimating a simple linear 

relation between endogenous and exogenous continuous variables which we 

observe qualitatively, we might be tempted to replace the exogenous 

variables by their qualitative counterparts. But this would produce 

biased estimates (as argued in the Appendix of Chapter 3) because the 

model is then mis-specified. In this chapter, the econometric 

specification of the theoretical model of Chapter 1 is developed for 

the continuous variables assuming errors - in-variables. In order to 

estimate the model on survey data, a technique allowing us to pass to 

the continuous variables from the discrete ones is presented in the 

next chapter. 

The last remark underlines the fact that survey data provide 

information on change of variables rather than on their levels. The 

answers of firms can be deciphered as bearing on changes in absolute 

values or in percent. In applied econometrics on continuous data, 
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using first differences or variation rates on variables does not give 

the same results. Here, there is no practical way to choose between 

the .two interpretations. 

The representation of the information in terms of percent changes is 

the most intuitive and agreeable; indeed it is certainly easier for the 

manager to say what is the percent changes associated with a stable 

variable than to know precisely the absolute limits of the range for 

stability. Nonetheless, the interpretation of variables in absolute 

changes is chosen here for its tractability, and it is noticeable 

that, from the point of view of the manager, the two interpretations 

(percent versus absolute values) are very close if we are ready to 

assume that there are measurement errors on the thresholds. (See end 

of this chapter.) The consequence of the interpretation of the 

variables in absolute changes is that the empirical model must be 

written in a differenced form. 

Given these remarks, we now review the different elements that will 

appear in the complete empirical model (whose equations are gathered in 

Table 2.1 at the end of this Chapter), and we discuss identification 

and the meaning of the structure chosen. 
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2.1 Outline of the Basic Equations. 

There will be two parts in the empirical model: A "structural" model 

which contains the equations derived from the theoretical model written 

under the Rational Expectations Hypothesis, and a measurement model 

which links the variables of the structural model to the variables for 

which we have information through survey data (i.e., indicators). 

At this point, it is important to notice that different types of 

latent variables will appear in the analysis. A first set of latent 

variables is used to explain the survey responses (the discrete 

variables) since the latter are produced when the former cross some 

thresholds. I called them the latent "measuring" variables as they 

serve to measure two other types of latent variables. The first type 

is formed by the variables which have a precise role (sense) with 

respect to an economic model. They are usually called the "true" 

variables or the latent "measurable" (or "observable") variables. 

These are the variables defined for the theoretical model of Chapter 1. 

The second type of latent variables gathers all the variables that can 

be measured but are not observable. These are measurement errors, 

errors-in-equations and the like; for this reason they may be defined 

as latent "unobservable" variables. (See Aigner et al. [1984] for a 

similar characterization of the latent variables.) 

Until discrete variables are explicitly introduced, the word "latent" 

should be reserved for characterizing the "true" and "unobservable" 

variables. For some of the discussion, the "measuring" variables could 
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be assumed perfectly observed (and hence they should not be designed as 

latent), but in order to avoid confusion later, I already indicate the 

difference between the types of latent variables by the following 

convention: A "true" variable is indicated by a tilde (-) over the 

letter used to name the variable, while a measuring variable is shown 

by a star (*). Consequently, a variable, which is neither starred nor 

tilded, will be discrete. The Greek symbol '£' and the character 

'u' will be reserved for defining "unobservable" variables. 

The model is now introduced. We assume that it can be defined over T 

periods, and that it can be applied for any individual 1. Without 

loss of generality, the index i is suppressed. 

2.1.1. The Structural Equations. 

These equations correspond to the 

presented in the preceding chapter. 

introduction of this chapter, the 

differenced form. 

(i) Exogenous stochastic processes 

ones of the theoretical model 

For reasons explained in the 

model must be written in a 

Let us recall that these processes refer to the demand schedule and 

the cost shock. A priori they could be any ARHA processes as far as 

they satisfy some stationary conditions (see Chapter 1). For 

simplicity of exposition, we assume that the exogenous stochastic 
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processes that enter in the theoretical model are defined as: 

(2.1) 

and we define: 

(2.2) 

The error terms and u'Y 
t 

are taken as white noise processes. 

The reasons for restricting ourselves to this specification are 

discussed later. It should be recalled here that, if at or 'Yt are 

ARMA(l,l) for instance, there would be some new components in the 

optimal rule as seen in Chapter 1. This would not change the 

discussion below. 

(ii) Determination of the production plan 

If we assume that the error terms and u'Y 
t 

in (2.1) are white 

noise processes to simplify exposition, then, using the notation: 

Et-lqt - q~, equation (1.12) defining the optimal control, is: 

- - -glqt + g2a t + g3'Yt 

-Substracting qt from both sides yields: 

, 
Renaming gl-l by gl, and assuming that the preceding equation is also 

true at time t-l. one derives an equation in terms of changes: 
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or, with a more compact notation: 

(2.3) 

where: and Under this 

new form, the linear decision rule of the firm can be estimated using 

survey data. If expected changes are rational, then: 

(2.4) 

where 

noise. 

~Ut+l - ut +l - ut and the expectational error ut is white 

Since expectations are derived from a model where firms act 

rationally, one must require that realizations must be obtained from 

the expectations according to the Rational Expectation Hypothesis. If 

this was not true, then it would mean that some stochastic elements 

(known by the firm) have been omitted. But this would be contradictory 

with the assumptions underlying the theoretical model. 

Equations (2.1) to (2.4) are basically the reduced form of the 

theoretical model. 

2.1.2 '!be KeasureJIent Equations. 

The variables in the structural equations are measured with errors by 

some variabler- (later, themselves observed by survey data). 
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(i) Measuring the production variables 

We assume: 

(2.5) { 

where ~q~, ~q~e are latent measuring variables (for which we have 

available discrete information from surveys). The measurement errors 

can be serially correlated, but this is an empirical issue. Equations 

(2.5) are standard in errors-in-variable models. 

The measurements errors can have various interpretations. They can 

be seen as noisy components that prevent. the firm from answering the 

survey questions according to the predictions derived from the 

theoretical model. These random components represents unanticipated 

elements such as technical failures of the production process, change 

of the government policy, etc. In fact they could be partly 

anticipated by firms but not by the econometricians, or the reverse. 

Indeed, it may be difficult for the firm to measure the effect of 

policy changes at a given point of time, while the econometrician, 

acting always ex-post, can explicitly take into account these shocks. 

On the contrary, entrepreneurs have a finer knowledge of their 

production processes than economists. The role and the meaning of the 

measurement errors are more completely justified and studied at the end 

of this chapter. 
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(ii) Measuring the exogenous stochastic processes 

The French business survey has questions on different aspects of the 

activity of firms, like bottlenecks, capacity utilization, financial 

constraints which could be used in a more general model. However the 

information on cost factors is poor, the only available variable is the 

rate of change of the wage bill. Often firms do not answer this 

question, which makes its use very difficult, given that we need a 

panel of firms to estimate our model. 

However, the survey contains appraisals on inventories and new 

orders, i.e., the answers to the questions relative to the adequacy of 

inventories (of finished goods) and of orders (backlogs or future 

sales) . Specifically, respondents to the surveys are asked if they 

consider the quantities of products ready for sale (inventories) as 

greater than normal, normal, or less than normal (and the question is 

similar for backlogs of orders). I have proposed an interpretation of 

this information as measuring the deviation of the actual state for the 

firm from its optimal path (see Ivaldi [1987]). One result of this 

study is that the appraisals of inventories and order-backlogs are 

determined by two main stochastic factors, affecting the environment of 

the firm, namely demand and cost. Thus the appraisals are measurements 

(with errors) for these two unobservable factors. Some empirical 

arguments justifying this interpretation are given in the Appendix to 

this chapter. 

Based on this descriptive analysis, we introduce here a factor model 

for measuring the components Qt" and :y t· We define: 



(2.6) 

where L* 
t 

and s* 
t 
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are, respectively, the latent inventory and order-

backlog appraisal variables (for which we have categorical data in 

surveys). 

Obviously there are no definitive arguments that can justify the use 

of inventory and order-backlog appraisals as measures of demand and 

cost factors. Our choice is only grounded on the interpretation of 

these appraisal variables and some empirical evidence given in the 

appendix. For instance, one generally observes from the data that 

managers say their inventory to be nbe10w (above) normal n when their 

incoming orders and their sales are increasing (decreasing); and they 

judge their order-backlogs ntoo high (low)n when they observe a strong 

(weak) demand. Many press releases from statistical institutes which 

produce business surveys support these relationships. This means that 

L* 
t 

should be negatively related with at (A < 0) and that s* and 
t 

at should vary in the same direction (what we assume by measuring at 

in terms of the unit of 

The introduction of as a component of the appraisals is 

based on the argument that, if the entrepreneur observes a large shock 

in production costs, he would expect an higher level of cost next 

period and he would then find his inventories (order-backlogs) to be 

too high (low). Indeed, his activity could no longer correspond to the 

optimal level and he would prefer to have a lower level of production 

and to sell more. This is why we have assumed that the inventory 
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appraisal variable is positively related to ~t (which is assumed by 

taking the unit of this variable as the one for :;t) and the order­

backlog appraisal variable depends negatively (p < 0) on :;t' 

Moreover, this interpretation of the appraisal variables can be 

related to the meaning of the theoretical model presented in the 

previous chapter. In such a model, the firm equates the expected 

marginal revenue of an additional unit of production to its expected 

cost, both being equal to the shadow value of the stock. Equation 

(1.8) can be easily rearranged to obtain this classical optimality 

condition, the shadow value of the net inventories being associated 

with the constraint (1.7) at each period. The firm chooses its 

optimal plan to satisfy this condition, implying that the optimal 

production plan will depend on the past production level and the shadow 

value of the net inventories. The latter is a function of the state 

variables, namely demand and cost changes. Hence one may consider that 

the inventory and order-backlog appraisals could be taken as indirect 

observations for the location of the schedule relating this shadow 

value to the state of firm, as Koenig and Nerlove [1986] have proposed. 

(See also Nerlove [1986].) In some sense, equations (2.6) are a linear 

representation for this interpretation of the theoretical model. 

In addition, if the measurement model (2.6) is used, it is easy to 

observe that the model says that the expected production plan is a 

function of L* and S*, the appraisal variables. (From 2.6, and 

~t are obtained as function of L* and S*; then it remains to write 

the equation (2.4) in terms of the appraisal variables.) Under this 

form, the expected change of production is a linear function of 
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variables which measure the distance between the actual levels of 

inventories and order-backlogs from their optimal levels. Hence, our 

theoretical model could correspond to a classical adjustment model. 

Finally, the estimation results for the model under investigation 

will confirm the conjecture that the inventory and order-backlog 

appraisals are together measures of demand and cost variables. 

2.2 An Identifiable Specification. 

The basic equations of the model to be estimated are: (2.1), (2.3), 

(2.4), (2.5), (2.6) together with the identities (2.2). This system 

constitutes a latent variable model. To specify completely the model, 

we need to define its time structure and to discuss the question of its 

identifiability by studying an example. 

2.2.1 Identification 

It is not possible to identify the parameters of the empirical model 

from a single cross-section. To obtain an identified model, we must 

assume that the parameters entering the empirical model are stable over 

several periods, Le., should not be time-dependent. Under this 

condition, the number of variables in the empirical model increases 

with the number of periods, while the number of parameters stays the 

same. Consequently, a panel is required to perform the estimation. 

(Joreskog [1978b] has already studied this type of problems. See also 

Aigner et al. [1984].) 
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However it is not easy to determine the smallest number of periods 

that should be considered in order to get identification. To 

understand this point, let us consider the following example which is a" 

classical errors-in-variable model, defined for period t-O: 

y~ 
x* o 

Let us assume that: (y~ ,x~) are jointly normally distributed 

with means 0, variances 1 and correlation PO(x,y). The parameters to 

be estimated are: 

Given an estimate of PO(x,y), the correlation between x* and y* 

obtained on a cross-section of individuals surveyed at timet-a, it is 

not possible to estimate the five structural parameters. 

Let us assume that data for the model are available for several 

periods and that the following parameters are stable overtime, i.e.: 

for any t, 

and let us write the preceding model over T periods: 

'I - a IT e + r 

y* 'I + I: 

x* e + 6 

with 'I, e, r, y*, x* being T by 1 vectors, and IT the identity matrix 

of order T. Since the number of exogenous variables is increased, the 
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number of elements of the covariance matrix between these variables 

increases; this T by T matrix is denoted: 

Let u~ consider the following structure for ~: 

E(et et +i ) - ~i for any t - 1.2 •...• T and i such that: t ~ t+i ~ T. 

*, *, Now. the knowledge of the correlation matrix for the vector (y .x ) 

2 gives us (2T -T) estimated correlations to identify (T+4) structural 

parameters (the 5 previous parameters and (T-1) covariances of the 

exogenous variables). For T large enough. identification is achieved. 

In practice the number of time periods retained to specify the 

model is the result of a compromise between the identification problem 

and the estimation conditions. Indeed. the technique used to estimate 

the model requires panel data with no missing observation. As firms 

neither answer each survey nor all questions in a given survey. the 

number of'firms that stay in the survey on successive periods decreases 

drastically. Thus. to obtain a sample large enough we must restrict 

the number of periods. as long as identification is not lost. (Let us 

recall that identification is not achieved if the initial information 

matrix is singular. But this way of checking for identification 

depends upon the initial estimates.) 

The model of the preceding section cannot be identified if one 

considers less than two periods on which we assume stability of the 

parameters. This means that the equations of the model should be 

estimated for at least three periods. As the model contains 4 

* A e* * * h 1 f variables (t:.qt' uqt • Lt' St)' and as t e initia conditions or the 
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stochastic processes and -"Yt have to be specified we should 

consider at least 14 variables. Moreover the linear decision rule 

(2.3) contains as an explanatory variable the expectation made one 

period backward; in order to estimate this equation at time t - 1, it 

is necessary to observe this expectation at time t - O. Finally, the 

relation (2.4) links the realization of the variable at time T+1 with 

its expectation made at time T. So the empirical model should at least 

contain 16 variables belonging to 4 successive surveys. 

In the sequel, I call the period of the last survey taken into 

account in the estimation, the ending period. From the 5371 firms that 

are included in the INSEE business survey (when one considers all the 

surveys from June 1974 to November 1985), only 386 firms answer the 16 

questions necessary to estimate the model when the ending period is 

January 1985. By increasing the number of periods used to estimate the 

model we would put at stake the robustness of the estimates. 

Obviously this method does not ensure that the panel of firms will be 

representative of the structure of the French industry, so that there 

is no way to deal with the heterogeneity inherent in such a sample. 

Nevertheless, experience on these data have shown that large firms keep 

answering to successive surveys while small firms do not. Since large 

firms are more numerous than small firms when one builds a panel with 

no missing data out of the successive surveys, we partly take c~re of 

the heterogeneity. The effect of firm size and response rates in this 

framework is a topic of future research. 
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2.2 The eo.plete Bodel. 

The complete empirical model is summarized in Table 2.1. There are 

16 "observable" latent variables, 31 latent "unobservable" variables 

and 20 parameters to be estimated. 

regarding this specification: 

Several comments should be made 

i) It is always possible to specify that the measurement errors 

follow a particular pattern. Here only the measurement error on the 

expectation variable for production is assumed to follow an 

autoregressive process of order 1. (See equation (2. 7)(g). But 

results will be given without this assumption.) Indeed, it appeared 

at the estimation stage that this specification gives better results. 

Given the discussion on the role of the measurement errors in section 

2.1.2 (i), this assumption shows that some stochastic exogenous 

elements are not taken into account in the structural model. Hence, 

even if the latter is based on the Rational Expectations Hypothesis, it 

does not mean that the observed behavior is coherent with this 

assumption. 

ii) If a covariance has not been specified, it is assumed to be 

zero. In particular, one may think that measurement errors could be 

correlated among themselves. Some of these correlations can be 

identified but were never significant. 

iii) We assume that, for period 0 (i.e., the first (initial) period 

covered by the model): 
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where V(.) denotes a variance. Only one of these three conditions 

appeared to be necessary for identification. But under these three 

conditions, the maximum likelihood procedure is more stable and gives 

better results in terms of the goodness-of-the fit without changing 

very much the values of the parameters. Moreover, these constraints 

are initial conditions and there is no way to choose one rather than 

another one. 

iv) The structural equations can be collected to form the following 

system: 

where ~ contains all the latent endogenous and exogenous variables, 

and the measurement errors (cqe , cq , ul , US). This implies that the 

elements on the lines of the matrix B corresponding to these errors 

can be zeros. For instance, the structural equation for is: 

rk if ui is the k~th variable in~; hence, we must impose: 

V(ui)-V(rk)-o~. 

v) Art error-in-equation (ut ) has been added to the linear rule 

determining production plans as we may expect that this rule cannot be 

applied strictly by the firm, and that we may have not taken into 

account all the variables. 

vi) The measurement equations can be collected to form the following 

system: 

y* - r ~ 
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where y* contains all the latent variables that will be "observed" 

through survey data. 

Alternative statistical specifications are. not numerous given the 

basic relations of the model and given the assumptions necessary to 

estimate a latent variable model. This will ensure the validity of the 

estimation results. However let us recall that the model of Table 2.1 

is based on the assumptions that the processes for demand and cost 

shocks are AR(l) , which.must be empirically verified. 

The obj ect of the next chapter is to present a method to estimate 

such a model. Before I do this, some additional remarks on the meaning 

of the measurement errors and the link between the continuous and 

discrete variables is warranted. Then we will explicitly define the 

indicators used to observe the latent measuring variables. 
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Table 2.1: Specification of the Empirical Hodel 

Structural eguations 

(a) ~q~+l - gi~qt + g2AOt + g3~~t + ~q~ + u~ 

(b) ~qt+l - ~q~+l + ~Ut+l 
- - a (c) at - '1 a t _1 + ut 

- - "I (2.7) (d) "It - '2 "It _1 + ut 

(e) AOt - at - a t _1 

(f) ~~t - ~t - ~t-1 

(g) £~e - p £~~1 + u~e 

Measurement eguations 

(a) ~qe* _ ~qe + £qe 
t t t 

(b) ~q* - ~q + £q t t t (2.8) 
* - - £1 (c)-Lt - ~at + "It + t 

Endogenous latent {measurable> variables (1) 

Endogenous latent {measuring> variables 

t - 1,2,3 

t - 0,1,2,3 

t - 1,2,3 

t - 1,2,3 

t - 1,2,3 

t - 1,2,3 

t - 1,2,3 

t - 1,2,3,4 

t - 1,2,3,4 

t - 0,1,2,3 

t - 0,1,2,3 
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Table 2.1 (continued) 

Exogenous latent (measurable) variables (2) 

Exogenous latent (measuring) variables (2) 

* (A e* L* S*)' Xl - ... ql' 0' 0 

Latent (measurable) variables 

Latent (measuring) variables 

y*' - (x~· , x~') 

Errors-in-equations 

r' - ( (ue)~ , (£)i ' 0') where 0 is the nul vector whose 

dimension is chosen for r and ~ to have same dimensions. 

Parameters (1) 

• gl; g2; g3; 81; 82; .A; 

2 

} - uU ' 

2 
- u.." 

V(u~) 

2 
V(u~) - ua' V(uf) 

V(u3e ) - u~eo; V(uie ) - u~e; 
2 

V(£i) - u q , t - 1,2,3; 

p; p; 

t - 1,2,3; 

V(£~) - ut 2 
- us' t - 1,2,3; 

cov(llqo 10) - '12; Cov(llqO cO) - '13; 

cov(co 10) - '23· 
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Table 2.1 (continued) 

GlossaIY 

~qe "true" expected change of production 

~qe*: "observable" expected change of production 

~q "true" change of production 

~q* "observable" change of production 

a latent variable for the demand schedule 

7 latent variable for the cost shock 

L* appraisal on inventory (latent) 

S* appraisal on order-backlog (latent) 

(1) notation: (x)~+i is the vector (xt • xt +1 •...• xt +i ) and V(X) is the 

variance of x. 

(2) Exogenous and endogenous variables are not separated in the 

sequel. 



67 

2.3 Discussion of the Overall Bodel. 

(i) To understand the meaning of the preceding model, let us 

consider the following errors-in-variable model: 

r: 
- a et + ut 

(A) Yt - "t + £t t-l, ... ,T 

x* et + 6t t 

* * where (Yt ' xt ' t-l, ... ,T) are observed. Model (A) can be written: 

(A) and (B) is a model of factor analysis where the two observed 

variables share a common factor (namely, ~) and also possess a 
"t 

specific factor (£t and 6t )· This remark shows that the model 

presented in the preceding sections can be written as a factor analysis 

model where the common factors of the observed variables are arranged 

(determined) in meaningful (structural) relations. It should be 

noticed that these common factors are the conditional expectations of 

the observed variables given the measurement errors, i.e.: 

(C) 
E(y* 

t 

* E(xt 

when " (e) is independent of £ (respectively, 6). Consequently, 

another way to justify the chosen structure for the econometric model 
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of this chapter is to argue that each element of a vector of 

stochastic processes may always be decomposed into its expectation and 

a residual process, and that a set of (dynamic linear) relations 

derived from an economic analysis relates the expectations between 

them, given some distributional assumptions on the residuals. From 

this viewpoint, the introduction of measurement errors is "natural." 

In addition, if we believe that, for various economic or empirical 

reasons, such errors must be explicitly specified, the above 

statistical argumentation offers the possibility to take into account 

these reasons in a coherent way. 

The preceding standpoint implies also that the economic content of 

the model can be strictly concentrated in the relationships between the 

common factors. This is a decisive point since, without an economic 

model, there is no way to define (Le., to give a name to) these 

factors. (In the examples (A) or (B), if the parameter of interest 

(i.e., a) does not have a particular meaning given from outside, then 

r t may have no direct (economic) meaning.) Since, in this chapter, 

all required economic assumptions are imposed on the common factors of 

the econometric model, we have a way to "identify" these factors. In 

particular, this is why the rationality assumption which underlines the 

theoretical model is "identified" by the statistical model. 

The situation is similar to the one which emerged with the discussion 

on the permanent-transitory income model of consumption in the sixties. 

(See Griliches [1974].) Here, the structural model based on the 

Rational Expectation Hypothesis is not observable, but it can be 

defined by the expectations of a set of observable variables 
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conditional on the "transitoryn components (Le., the measurement 

errors), and it can be interpreted as the ·permanent" component of the 

data. So, in this view, the terminology "measurement errors" or 

"errors-in-variab1e models" is perhaps not well suited, but it is 

usually employed in such a context. 

In connection with this point, it should be not~ced that all 

variables in a dynamic errors-in-variab1e model are a priori endogenous 

in the econometric sense, except the initial cond.itions. (See F10rens, 

Mouchard and Richard [1987] on this point.) Indeed, the model is not a 

regression. For example, model (A) can be written: 

(D) y* 
t 

Note that, without further assumptions, xt is not exogenous, since it 

is correlated with Hence, although the words "exogenous n and 

n endogenous " are used in Table 2.1, they here allow us locating the 

variables by their position in the model, but they do not have the 

usual econometric meaning. 

(ii) In the. above discussion, the fact that the available data are 

ordinal is not taken into account. To complete the example of this 

section , let us suppose that, instead of observing y* and x*, two 

indicators are available, defined as follows: 

if 
(E) 

if 

Y* > 0 t -

y* < 0 
t 

and 
if 

if 

x* ile: 0 
t 

x* < 0 
t 

Given model (A), these correspondences between discrete and continuous 
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(F) 
if 'It ~ -£t 

if 'It < -£t 
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and 
r 1 if et ~ -6 t 
x - { 
l to if e < 6 

"'t - t 

Under this form, the model could take into account the case where 

observations are misclassified, which is one of the usual reas'ons 

advanced for introducing measurement errors in this situation. 

However, the interpretation given above is preferred here. 

If we had considered the model formed by the correspondences (E) 

and the equation (D) without specifying the measurement errors (i.e., 

forgetting the definition of wt ), then we would have settled a 

regression analysis in the sense that the variable * xt would be !l 

priori assumed exogenous (in the econometric sense). This remark' 

emphasizes the discussion made above, again by pointing out that 

measurement errors may be indistinguishable from the disturbances 

usually introduced in an econometric. model. Now, when measurement 

errors are specified, even if it is at the level of the relations 

defining the categorical variables, the nature of the model is 

different from a classical regression as already explained. Hence this 

is not the nature of the data which justifies the introduction of 

measurement errors, but it is rather the type of model required here. 

Based on this discussion, it seems that, when the objective is to 

estimate a structural model under a set of economic assumptions (such 

that, for instance, the hypothesis that expectational errors are white 

noise), the approach in terms of errors-in-variable models is more 

suited since it allows us to impose the stochastic assumptions 
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necessary to characterize (to identify) the economic model. Let us now 

introduce the discrete variables in relation with the latent variables 

defined in Table 2.1. 

2.4 'lbe set of Indicator Variables 

The indicators that will be used as observations of the latent 

measuring variables are defined by the following correspondences: 

1 if 

(2.9) - { 2 if 

3if 

llX* > 6l (X) 
t t 

62(X) < llX* ~ 6l (X) t t t 

llX~ ~ 6~(X) 

t - 1,2,3,4 

where X is either q, qe, lA, or SA, and X* is either q*, 

qe*,_ L*, or S*. The realized and expected changes for production (q 

and take three categories "increase", "stay the same", 

"decrease", denoted respectively by 1,2,3. The inventory and order-

backlog appraisal variables (lA and SA) are also trichotomous, but the 

categories correspond to the three cases "above normal", "normal" , 

"below normal". 

We assume that the discrete response of the firm to each survey 

question is triggered when the latent variable crosses some thresholds, 

which are assumed to be time-dependent. It must be stressed that this 

chosen specification for the thresholds for each variable leads to a 

reparametrization where they appear to be symmetric around the mean 

over time of the differences between the upper and lower thresholds. 
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To show this, we need first - to explain how the thresholds can be 

computed. 

They are usually estimated by inverting the normal cumulative density 

function evaluated at the empirical frequencies. This is justified by 

invoking the following asymptotic argument. Let Pkt be the true 

probability that xt (x being q, qe, LA, or SA) falls in the cell k 

(k-l,2,3) and let Pkt be the corresponding observed frequency. When 

nt' the number of firms observed at time t, is large enough, it is 

known that 
12" 

(nt ) / (Pkt - Pkt) has an asymptotic normal distribution. 

Moreover, by Slutsky's theorem (see Monfort [1981], page 166), the 

variable 1 2 -1" -1 1 
(nt ) / (F (Pkt) - F (Pkt» (where F- (.) denotes here 

the inverse of the normal cumulative density function) is also 

asymptotically normal. Given this, we could write: 

Now, we can always define m and r t such that: 

with: 

and 

1 T "1 "2 
m - - I: (6 (x) + 6 t (x» 

T t-1 t 
and t-1,2, ... , T 

This specification is useful in view of explaining the temporal 

pattern of-the thresholds, as can be seen from Figure 2.1 where upper 

and lower thresholds for the variable "realized change of production" 

(solid lines) and for the variable "expected change of production" 

(dashed lines) are displayed (from June 1974 to October 1985. Figure 
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2.2 gives a similar information for inventory and order-appraisals. 

2 • 5 SUIIIIIaX'Y 

We now have an errors-in-variable model which integrates in a 

meaningful way the economic relations and assumptions made to build up 

the theoretical model. This statistical model is identifiable as 

explained in section 2.2, and the choice for such an approach is based 

on the idea that all variables are endogenous. The model for the 

continuous variables being completely defined, the problem is now to 

use the discrete information to estimate it, knowing that there exist 

some correspondences between the continuous and discrete variables. 
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Figure 2.1: Thresholds for Realized and Expected Changes of Production 
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Appendix to Chapter 2: An Empirical Study of 

Inventory and Order-backlog Appraisals 

In this appendix, some descriptive arguments are presented in order 

to justify the use of inventory and order-backlog appraisals to measure 

the demand and cost variables, as proposed in the model of Chapter 2. 

They are developed by means of a correpondence analysis and a 

covariance structure analysis. 

A2.l Correspondence Analysis 

Correspondence analysis performs a projection of the individual data 

on the hyperplane of the factors explaining the correlations among 

variables, where the factors are the eigenvectors of the matrix 

defining this projection. The method, so-called factor analysis of 

correspondences, is non-parametric since no distributional assumptions 

are required. Let us briefly introduce this method, and then apply it 

to the survey data. 

A2.l.l Determining Principal Components by Correspondence Analysis 

The surveys provide the analyst with a large amount of information 

from which one may want to extract the principal components in order to 
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analyze the structures of the answers. Various techniques could be 

used in order to do so, such as classical multidimensional scaling (see 

Schiffman, Reynolds, Young [1981], correspondence analysis (see 

Benzecri [1973], Deville and Saporta [1983]), and principal components 

analysis. (See Heiser and Meu1man [1983~ for an account of the 

relationships between these methods.) 

There are many empirical studies based on these techniques. They use 

graphical displays for studying the relationships between categorical 

variables. The idea is to interpret the eigenvectors of a matrix 

representing the correlations among variables as the factors explaining 

the similarities and dissimilarities between variables. For example, 

Abou and Ameller [1979] and Chazelas and Vila [1982] use it to 

construct an economic activity. indicator, Fayo11e [1980] to 

characterize :the behavior of firms on foreign markets, etc. 

Correspondence analysis can also be used to study dynamic aspects (see 

Deville [1982]) since the surveys are usually performed regularly. It 

is noticeable that correspondence analysis is not based on any 

distributional assumptions; as an alternative, the explanatory factor 

analysis posits normality of the observed variables and the underlying 

components (see Mardia, Kent and Bibby [1979]). 

The main arguments of correspondence analysis which handle only 

categorical variables and which are mathematically identical to 

canonical analysis of contingency tables can be mainly explained using 

the bivariate case. The central point is to compute the various 

canonical variables in order to plot the categories of the variables. 



77 

Let us consider a sample of n individuals who are observed through two 

traits Tl and T2, which take values on PI and P2 categories, 

respectively. Let us define the matrices Xl and X2 of size (n,Pl) and 

n,P2) associated with the variables by: 

Xt(i,k)-l if individual i belongs to category k of Tt 

Xt(i,k)-O otherwise, t being 1 or 2. 

The contingency table is obtained as: C - Xl'X2. The marginal 

frequencies of each variable are recorded in two diagonal matrices: 

Dl - Xl'Xl and D2 - X2'X2. The orthogonal projector onto the subspace 

-1 
spanned by the columns of Xt (t-l,2) is: Pt - XtDt Xt ', t - 1,2. The 

problem can be stated as follows: 

Max z' «Pl+P2)/2)z with z'z - constant, 

i.e., we look for a numerical variable z with fixed variance such that 

on average the variance of z due to Tl and T2 is maximum. 

The solution to the above problem is the eigenvector of (Pl+P2)/2 

associated with its greatest non-trivial eigenvalue. The categories of 

Tl and T2 can be displayed along the unique axis defined by z, and 

L -1 
their coordinates are given by Dl-~l' and D2 X2'. The procedure can 

be pursued by considering the second eigenvector of (Pl+P2)/2 

associated with its second largest non-trivial eigenvalue; this is 

another extremum of the preceding program, corresponding to another 

variable z complementary to the first one; then the categories of Tl 

and T2 can be displayed in a plane, and so on. 

The main difficulty with this method (and the related ones) is to 
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identify the factors, i.e., to name precisely the principal components. 

The interpretation of the results (mainly, graphical) are subject to 

criticism if there is no way to determine the meaning of the axis 

(factors). To circumvent this problem, one should use additional 

variables whose definitions are unambiguous so that their relations 

with the axis can be easily deciphered. Nevertheless, these methods 

provide a very handy representation of the structure of the data 

through the setting of contingency tables and the computation of 

numerical values for the common factors of the data. 

A2.1.2 Application 

Correspondence analysis is convenient for survey data. Here four 

variables are studied: Inventory appraisals, order-backlog appraisals, 

realizations of demand, and the rate of change of the firm wage bills. 

The first two have been presented previously. The third concerns 

changes in demand for the product of the firm between two surveys. For 

the variable 'wage', the continuous information available in the INSEE 

business survey is categorized in five groups: Increase by less than 1 

percent, between 1 and 1.5 percent, between 1.5 and 2 percent, between 

2 and 2.5 percent, by more than 2.5 percent. (This is consistent with 

the fact that respondents round off their answers.) So the associated 

contingency table has 33 x 5 cells. 

The correspondence analysis has given similar results for the eight 

surveys covering the years 1984-85. Only a synthesis of the results is 
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reported. Table A2.l gives the eigenvalues obtained for a typical 

quarter; it shows that three or four factors should be considered for 

the analysis of the four observed qualitative variables. 

Table A2.I: Eigenvalues for the Factor Analysis of Inventory 

and Order-backlog Appraisals. 

cumulative 
eigenvalues percent percent 

1 0.470 17.16 17 .61 

2 0.402 15.06 32.67 

3 0.355 13.32 45.99 

4 0.337 12.64 58.63 

5 0.324 12.16 70.79 

6 0.316 12.16 82.63 

7 0.253 9.50 92.13 

8 0.209 7.87 100.00 

(sum of the eigenvalues - 2.666) 

The figures A2.l and A2.2 summarize the locations of the variables in 

the vector space and their relations. The axes for the first graph 

correspond to the first two factors. The first figure shows that the 

inventory appraisal variable (U) is negatively correlated with the 

order-backlog appraisal (SA) and the demand (D) variables, as 

expected. Clearly, both axes of this figure should be related to the 
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conditions of the demand since one can order the variable along each 

axis according to the state of demand. One can also remark that axis 

12 separates the firms between those adapting their production to the 

economic situation, and those staying in the same position when demand 

does not change. 

The "wage" variable (W) is not reported on the first graph since it 

has no regular graphical pattern observed at each period, which 

indicates that the first two factors should certainly not be 

interpreted as cost variables. Now, the "wage" variable appears to be 

ranked according to the third axis; hence this latter should be 

interpreted as a cost factor. The fourth factor (axis) is possibly an 

indicator of the different strategies adopted by firms during the 

bu~iness cycle. The fact that the 'below (resp. above) normal' case 

for the inventory appraisal is symmetric by this axis to the ' above 

(resp. below) normal' case for the order-backlog appraisal may indicate 

that some firms choose to adjust their inventory and some to fill up 

the order book as a response to a change in their environment. 

Summing up, the data on inventory and order appraisals seem to convey 

information on factors related to the economic environment of the firm 

and to costs. But the preceding descriptive analysis is not at all 

dynamic since it is based on the study of different cross-sections. 

The generalization of correspondence analysis to panel data is not easy 

to implement. Hence, in order to justify the preceding fact in a more 

dynamic way, I propose another type of factor analysis. 
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Figure Al.l - First Display for the Factors Explaining 

Inventory and Order-backlog Appraisals 
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Figure Al.2 - Second Display for the Factors Explaining 

Inventory and Order-backlog Appraisals 
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A2.2 A Covariance Structure Kodel 

Here the factors explaining the evolution of the observed variables 

are assumed to be random variables. The problem is to determine the 

nature of these stochastic processes from the knowledge of the 

covariance matrix of the observed variables. The model proposed here 

is a particular case of the latent variable linear models whose 

estimation is studied in the next chapter. 

The model to be estimated will cover four periods. The sample 

contains 458 firms responding to each of the questions concerning 

inventory appraisal, order appraisal, change in demand, change in the 

wage bill. For the latter, we have constructed three classes of 

variation: class 1 corresponds to a variation of the wage bill between 

o and 1.2%, class 2 to a variation between 1.2 and 2.4%, and class 3 

the remainder. (This coding is chosen in order to be closer to the 

normality assumption, and to avoid some outliers in the sample.) 

The model, given in Table A2.2, assumes that two latent processes ~1 

and ~2 explain the behavior of four variables L *, S*, D*, V* and 

that they are autoregressive processes of order one. The stared 

variables are observed through the discrete variables LA, SA, D, W. I 

assume here that an empirical covariance matrix for the stared 

variables, obtained from the discrete variables, is available. The 

next chapter explains at length how to derive such a statistic and how 

to use it to estimate the parameters of latent variable models. The 

identification of the model in Table A2 . 2 is studied by different 

authors. (See, for instance, Marava11 and Aigner [1977].) 
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Table A2. 2: A Covariance Structure Hodel 

* Lt - ~11 ~lt + ~12 ~2t + £It 

S~ - ~sl~lt + ~s2~2t + eSt 

D* - + t ~lt edt 

~~ - ~2t + £Wt 

~lt - Pl~I't_l + rlt 

~2t - P2~2't-l + r2 t 

91 - Var(£l t ) 

9s - Var(£St) 

9d - Var(£dt ) 

9w - Var(£Wt) 

"11 - Var(~l1) 

"21 - Var(~21) 

"I - Var(rl t ) 

"2 - Var(r2t ) 

for any t - 1,2,3,4 

for any t > 1 
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Table A2.3: HL Estimates for the Factor Analysis of 

Parameters 

~11 
~12 
~sl 
~s2 

/32 

"11 
"21 
"1 
"2 

/J1 

/Jd 

Inventory and Order-backlog Appraisals 

Estimates 

-0.875 
16.636 
1.486 
2.855 

0.709 
0.665 

0.414 
0.002 
0.207 
0.001 

0.027 
0.067 

0.586 
0.997 

Standard 
Errors 

0.056 
8.332 
0.050 
1.554 

0.023 
0.034 

0.037 
0.002 
0.015 
0.001 

0.031 
0.017 

0.021 
0.033 
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Strong stationarity assumptions are imposed (for instance, Ih and 

fJ2 are assumed constant over time), but some of them can be easily 

relaxed without changing the results. The estimates are gathered in 

Table A2.3. Almost all parameters are significant and various measures 

show that the fit is quite good. (For instance, the Goodness-of-Fit 

Index is 0.868; the coefficient of determination for the observed 

variables is 1.0; the squared multiple correlations are between 0.42 

and 0.97. All these measures are defined later in Chapter 4.) 

The fact that the two factors '11 and '12 are measured with the same 

units as D* and W*, respectively, is a way to identify them as related 

to demand and cost shocks ,respectively. Given that the ~'s are 

significantly different from zero, we have a justification for using 

the inventory and order-backlog appraisals as a way to measure the 

demand and cost variables as it is proposed in this chapter. 

Let us recall that the motive of this appendix is to find a proxy for 

the cost shocks which playa crucial role in the model of Chapter 2. 

We could have used directly the "wage" variable as it is reported in 

the French survey. Two reasons explain why it is not possible. First, 

the percent increase of the wage bill is not the best measure of cost 

changes. Second, a very large number of firms do not answer 

consistently or do not answer this question at all. 

The results of the present analysis confirm that the latent variable 

for wages is poorly determined. Indeed, the very high value of ~12 

means that the associated factor has a very small variance. This 

explains why that variable is not considered in the econometric model 
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of Chapter 2 and why a measurement model based on the inventory and 

order-backlog appraisal has been chosen. 



Chapter 3: '!be General Latent Variable Hodel with Discrete Data 

This chapter is devoted to the presentation of an estimation 

technique when all variables arranged in meaningful relations are 

ordinal. The model that we consider may be stated in a very compact 

way as follows. Let 'I' - ('11, '12, .•• , '1m) be a random vector of 

latent variables, r' - (r1, r2, ... , rp) a random vector of residuals 

(errors-in-equations, random disturbances terms), Bam by m non-

singular matrix of regression coefficients with zeros on the main 

diagonal. Rather than observing 'I directly, we assume for the 

moment that we have information on y*' - (yt, y~, ... , y;), a column 

vector of m variables which are linear functions of the m variables in 

'I. Let r be a p by m coefficient matrix of the regressions for the 

unobserved variables in 'I. Then we consider: 

(3.1) 

(3.2) 

(3.3) 

y* - r 'I 

y - g(y*) 

Equation (3.1) is a classical simultaneous equation system where 'I 

is a vector containing latent endogenous and exogenous variables and 
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possibly measurement errors. These variables are measured by the 

vector y* according to equation (3.2). Finally, the variables in y* 

are also latent in the sense that they determine the ordinal variables 

in y (a column vector of dimension m) through the correspondence 

(3.3). (The latter usually takes the form introduced in section 2.4.) 

To avoid confusion between the different types of latent variables in 

the model, recall that " are considered "true" or "measurable" 

latent variables, and y* are considered "measuring" latent variables. 

Equations (3.1) and (3.2) form what is usually called the general 

latent variable model. It encompasses the classical simultaneous 

equation model, the errors-in-variable model, the factor analysis 

model, and has been extensively studied. (See Joreskog [1977], 

Joreskog and Sorbom [1977], Joreskog [1978], Muthen [1981, 1983], 

Bentler [1983], Long [1983], Aigner et al. [1984], Joreskog and Sorbom 

[1986a].) Estimation methods for such models are well known. The new 

element here is the introduction of equation (3.3), which complicates 

the estimation of the complete model. Nerlove [1987] has presented a 

technique for such a case. Let us briefly motivate the approach 

proposed here. 

Setting aside equation (3.3), and assuming that all variables in y* 

are observable for a while, the latent variable model can be estimated 

by Maximum Likelihood or by applying the Method of Moments. If all 

variables are centered, one requirement to implement these methods is 

to know the sample variance-covariance (or correlation) matrix for the 

observable variables. (Knowing higher moments would be useful in some 
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situations, in particular, when variables are not normally distributed. 

For simplicity of exposition, we consider the simplest case.) Can we 

apply this approach when the data are discrete? 

Directly obtained in general from a sample of quantitative data, such 
I> 

a sample covariance matrix must be carefully designed in our case 

since all the information available on y* is qualititative. We could 

use the matrix of product moments for the ordinal variables in y but 

it is a very poor estimate of the covariances of the "measuring" latent 

variables. (See Joreskog and Sorbom [1986b].) The solution proposed 

below consists in applying the maximum-likelihood method to the 

estimation of the correlation matrix for the variables in y* using 

the discrete data on y. This is the so-called theory of the poly-

choric correlation coefficient. 

When this estimated correlation matrix is used in place of the 

unknown sample correlation matrix of vector y*, then the log-

likelihood function associated with the latent variable model becomes a 

pseudo log-likelihood. Now, maximizing the latter yields consistent 

estimators, but the asymptotic covariance matrix of the estimates is 

not in general consistently estimated by the inverse of minus the 

second partial derivatives of the pseudo log-likelihood. (See 

Gourieroux, Montfort, and Trognon [1984]). As an alternative, minimum 

distance estimators for the parameters of the latent variable model can 

be proposed. These estimators, which are quadratic form functions of 

the theoretical correlations and of the polychoric correlation 

coefficients, require the knowledge of a weighting matrix. An obvious 

candidate for the latter is an estimate of the asymptotic covariance 
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matrix of the polychoric correlation coefficients. We may then compute 

correct asymptotic variances and covariances for the model parameters. 

Let us present this methodology in detail, first by reviewing the usual 

estimation method of the latent variable model, second, by presenting 

the theory of polychoric correlation coefficient and third, by showing 

how to implement these methods in practice. 



91 

3.1 Estimation for the General Latent Variable Hodel 

Model (3.1)-(3.2) can be analyzed in different ways; here I use a 

very compact form of the so-called LISREL (LInear Structural 

RELationships) model proposed by Joreskog and Sorbom [1986a]. It may 

be important at that point to be precise about the word "structural." 

It defines one of the two approaches proposed in the literature to 

study errors-in-variab1e models. The difference between these 

approaches comes from the type of treatment chosen for the vectors q 

in equations (3.1) - (3.2). If they are taken as incidental values of 

some parameters, then the latent variable model is called "functional." 

When the incidental values are considered as unobservable realizations 

of some stochastic processes (whose parameters are included in the 

parameters set of the model), then the errors-in-variab1e model is said 

to be "structural." (See Malinvaud [1984], Chapter 10, and F1orens, 

Mouchart, and Richard [1987].) 

To explain the difference between these two approaches, let us 

consider a special case of the above model. 

* 1 2 
Yit - ~t + ~i + £it' 

The variability of (for individual i at time t) is decomposed 

onto a time-dependent compo~ent, a individual specific effect and an 

error term. The functional approach for the estimation of this 

equation assumes that and are parameters and hence, the 

dimension of the parameter set increases with sample size. For the 

1 2 structural approach, ~t and ~i are variables whose distribution can 
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be known, and hence, the dimension of the parameter set is fixed and 

finite. (In the example above it may contain a mean and three 

variances as can be easily observed). 

The functional approach is usually implemented by Bayesian analysis, 

but seems quite untractab1e when we consider discrete data. We will 

follow the structural approach here. 

Stochastic assumptions 

The vector y* is assumed to have a multivariate distribution with 

mean zero and covariance matrix l: - E(y* y*'). The fourth-order 

moments of this distribution exist and are finite. From a sample of n 

independent observations on y*, one may obtain S the usual unbiased 

.estimator of l:. If y* has a multivariate normal distribution, then 

S has a Wishart distribution. Let 0 - vecs(l:) and s - vecs(S) 

where the operator vecs(.) creates a column vector of dimension 

p*-p(p+1)/2 by stacking the non-duplicated elements of the p by P 

matrices l: and S on top of each other. 

Identification 

Using equations (3.1) and (3.2), the so-called covariance structure 

equation for the general model is derived by expressing the covariance 

matrix of the vector (y*) in terms of the parameter matrices of the 

model. In matrix notation, this equation is: 

(3.4) l: - r (I-B)-l • (I-B,)-1 r' - l:(9) 
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where ~ - E(rr') is the covariance matrix for the errors r in (3.1), 

and where e is the vector formed by stacking all the parameters 

contained in B, r, ~. 

Identifica,tion of the model is achieved if equation (3.4) can be 

solved for a unique set of the parameters in B, r, ~ in terms of the 

elements of l:. The identification problem is different for each 

particular example and must be studied in its context. (See Long 

[1983a and b] for a general discussion, and in this study, see Chapter 

2. ) 

Estimation 

Given the sample covariance S, an estimate of e may be 

obtained by minimizing a discrepancy function, F(l:,S), which is a 

scalar valued function being twice continuously differentiable in S 

and l:, and taking non-negative values (F(l:,S)-O if and only if l:-S). 

Browne [1984] has studied the properties of the estimator obtained by 

minimizing quadratic form fit functions of the type: 

(3.5) 
-1 

F(l:(e),S) - (s - aCe»~' W (s - aCe»~ 

where aCe) - vecs(l:(e» and where W is a p* by p* positive definite 

matrix. Under some regularity conditions, the estimator, called here 

Weighted Least Squares (WLS) , is consistent and has an asymptotic 

normal distribution. 

Now, the asymptotic distribution of nl/2(s _ a) is multivariate 

normal with a null mean vector and covariance matrix U whose typical 

element is written: 
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where is a fourth-order central moment. If we let W - U, then 

WLS estimators have minimum asymptotic variances within the class of 

estimators minimizing (3.5). 

It can be shown (see Browne [1974]) that under the assumption of a 

multivariate normal distribution for y*, the estimator obtained by 

minimizing the function defined in (3.5) is the same as. the one 

obtained by minimizing: 

(3.6) F(~(e),S) - log I ~ I + tr (S ~-l) - log I S I - p, 

As a result, in this case, we do not need to compute the asymptotic 

covariance matrix of the sample variances and covariances. Since (3.6) 

is a linear transformation of the log-likelihood function associated to 

y*, the WLS estimator is called in this case, the Maximum Likelihood 

(ML) estimator. 

When correlation matrices are analyzed, the preceding method should be 

modified to take into account the fact that the diagonal elements of ~ 

are equal to one. If rand pare, respectively, the sample and 

popUlation correlation vectors, and if W denotes now a consistent 

estimate of the covariance matrix of r, then the WLS estimator is 

obtained by minimizing the following discrepancy functio~: 

[ 
Wo-l 0

1 
1 (3.7) F(p,r) - (r - p)' (r - p). 

This method is offered as a standard routine in LISREL 7, a program 

deve10pped by Joreskog and Sorbom [1988]. It requires large amounts 
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of computer memory when the number of variables is large. If p - 16, 

then W has 7260 elements (when E is a correlation matrix). 

To apply the previous method, we need estimates for S, and possibly 

for W. The next question is then: In view of using the above 

estimation method, how can we. compute the covariance or correlation 

matrix for variables for which only discrete data are available? The 

answer is given by the theory of the polychoric correlation 

coefficient, originally proposed by Pearson '[1901]. The idea behind 

polychoric correlation is that the bivariate discrete distribution 

between two ordered categorical variables is characterized by two 

jointly distributed latent variables which trigger the categorical 

responses as they cross certain thresholds. This is the assumption we 

have made so far to interpret survey data. Olsson [1979] has studied 

the maximum-likelihood estimator of this correlation which is now 

presented. 

3.2 XL Estimation of the Polychoric Correlation Coefficient 

From the vector y*, let us extract a pair of variables, * and Y2, 

which are observed through two categorical variables, Yl and Y2, 

taking on sand r discrete values. The correspondence between 
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each pair of variables. already introduced in (3.3) is now specified 

as: 

(3.8) 
Y1 - i 

Y2 - j 

for i - 1 •...• s 

for k - 1 •...• r. 

The ai's and bj's are called thresholds and are unknown. From a sample 

of size n on the categorical responses. we observe and 1I'ij 

which are. respectively. the count and the probability associated with 

the event Y1 - i. Y2 - j. for i - 1 •...• s and j - 1 •...• r. We have 

~ ~nij - n and ~ ~ 1I'ij - 1. 
i j i j 

Given that the density of the tuple * * (n. Y2) is bivariate normal. 

with mean (0.0) and correlation P12. and that variances set to one. 

the joint probabilities are defined by: 

1I'ij - Pr[Y1 - i. Y2 - j] 

(3.9) 1I'ij - Pr[ai _1 < yt ~ ai' bj _1 < y~ ~ bj 

where f2 stands for the bivariate normal density and:aO - bO • - co 

and a - b - + co). s r ' 

As successive observations are independent. the log likelihood 

function of the sample is: 

s r 
(3.10) log L - ~ ~ nij log 1I'ij 

i-I j-1 

Given (3.8). the log likelihood is a function of the thresholds: 
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a'-(a1 , ... ,as _1) and b'-(b1 , ... ,br _1), and of the correlation P12. 

Olsson [1979] has derived the maximum likelihood (ML) estimation of 

these parameters. He proposes to use the matrix of second derivatives 

evaluated at the maximum to estimate the asymptotic covariance matrix 

of the ML estimates. The estimator of P12 is called the polychoric 

correlation coefficient. As defined, it is a measure of association in 

the contingency table. 

The quality of the estimated correlation must be assessed. A 

Likelihood Ratio statistic can be used to test the hypothesis that it 

is significantly different from zero. A simple Kolmogorov-Smirnov chi­

square test allows us to compare the observed bivariate frequencies to 

the probabilities computed from a bivariate normal distribution 

evaluated at the estimated thresholds and the correlation, and is the 

usual way to test the meaningfulness of the bivariate normality 

assumption. In the case of two trichotomous variables, this test has 

three degrees of freedom since there are eight independent empirical 

frequencies and five parameters (four thresholds and one correlation 

coefficient). 

The technique presented in this section is discussed in various 

articles. First, Lee [1985] has generalized the preceding maximum 

likelihood estimation of polychoric correlations for the trivariate 

case. Lee and Poon [1988] have also proposed GLS approaches to 

estimate the correlations in the multidimensional contingency table. 

Second, correlations betWeen continuous and discrete variables can also 

be estimated by maximum likelihood and are called polyserial 

correlation coefficients. (See Olsson, Drasgow, and Dorans [1982] and 
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Lee and Poon [1986J.) In a recent article, Lee and Poon [1987J give a 

general presentation for the maximum-likelihood estimation of 

polys erial and po1ychoric correlation coefficients (PCC). 

A two-step procedure for estimating PCC 

An alternative to the maximum likelihood estimation fa also proposed 

by Olsson. This is a two-step estimation procedure which is 

computationally much easier. In a first step, the· thresholds are 

estimated from the univariate marginals of observed frequencies, i.e., 

consistent estimators of the thresholds are given by: 

i - 1, 2, ••• t s - 1 

j - 1, 2, ... , r - 1 

where F1 is the univariate normal distribution, and: 

-1 
-n 

r i 
E E n. 

j-1 k-1 Kj 

-1 s j 
P.j - nEE nik 

i-1 k-1 

In the second step, these estimates are inserted in the remaining 

first-order condition which characterizes the maximum likelihood 

estimator. Specifically one solves for the equation: 

810g L 
8p I - 0 

a,b 

Monte-Carlo studies have shown that the two-step estimators are very 

close to the ML estimates. 
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EstimatinE the matrix S 

The use of the two-step estimation is justified by its simplicity 

particularly when many correlation coefficients have to be computed. 

(See Joreskog and Sorbom [1986b].) Indeed, we usually deal with a 

vector of latent variables such as the vector y* which has more than 

two components in general. The practical method is to proceed by 

pairwise computation. For each pair of variables in y* a correlation 

coefficient is estimated and then a correlation matrix (to be used in 

the estimation of the latent variable model) is made up with all the 

estimated correlations. Such a procedure does not guarantee that the 

resulting matrix S is positive definite, a necessary condition to 

perform the ML or WLS estimation of the latent variable model presented 

previously. In order to satisfy this condition, we must select a 

sample of individuals with no missing data. In other words, when we 

have more than two variables, all marginal tables (which are used to 

estimate the thresholds) must come directly from the same overall 

contingency table. Indeed, if we have a sample for several variables 

with missing data, pairwise deletion in the data set may create a 

situation where the thresholds corresponding to each latent variable 

are not the same for every estimated correlation involving that 

variable because each correlation is computed on different samples. 

Since the two-step procedure is used to estimate the correlations, the 

resulting correlation matrix may not be positive definite. Obviously, 

considering only panel with no missing data does not guarantee that we 

will obtain a positive definite matrix. But it is easy to find 

examples showing that computation of the correlations, after having 



100 

performed pairwise deletion in a panel with missing data, finally 

produces a matrix which is not positive definite, while, by listwise 

deletion (i.e., creation of a panel without missing data) on the same 

data set we end up with a matrix satisfying positive definitiveness. 

Here we will consider only panel with no missing data, acknowledging 

that this point deserves further research. Let us remark that 

procedures (Ridge estimation) exist to deal with non positive definite 

matrices. (See Joreskog and Sorbom [1988].) 

Estimating the matrix W 

Asymptotic variances and covariances for the polychoric correlations 

could be obtained by evaluating the inverse of the information matrix 

at the last stage of the maximization of the log-likelihood function 

(3.10). But, when correlations are estimated via the two-step 

procedure, asymptotic covariances are not available directly. A 

solution is proposed by Joreskog and Sorbom (1986b) in this case. 

Some new notation is necessary to define the asymptotic covariance 

matrix W of the J>0lychoric correlations. 

normal density function, we denote by: 

N 
vhm - - (fl (~(m» - fl (~-l (m») 

~ 

If fl represents the 

h - 1,2,3 

the estimated normal score of the mth discrete variable of the vector 

y defined by the correspondence (3.3), when it takes the category h 

with frequency ~/N, Le., when the associated latent variable falls 

in the interval (~-l (m) , ~(m» whose limits have been estimated 

previously. For large samples, the means of the normal scores should 
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be equal to zero. If n(i,j ,k, 1) is the count associated with the 

cell (Zg - i, ~ - j, zr - k, Zs 1), where Ym (m-g,h,r,s) is the 

mth variable of the vector y. and i,j ,k,l takes values on the set 

{1,2,3}, then a typical element of the asymptotic covariance matrix W 

is consistently estimated by: 

where: ugh 'rs 

1 

N 

g ~ h, r ~ s, g,h,r,s - 1,2,3,4 

3 3 3 3 
L L L 1L_1 n(i,j,k,l) vig vjh vkr v1s 

i-1 j-1 k-1 

i.e., ugh are estimates of the fourth-order central moments. 
'rs 

Given estimates of . Sand W, we may estimate of the latent variable 

model as proposed in section 3.1. 

3.3 Properties of the Kethod and Remarks 

To summarize, the method for estimating a latent variable model when 

the data for all variables are discrete has two stages. In the first 

stage, the correlation matrix of the latent variables which trigger the 

responses to survey when they cross some thresholds are estimated 

directly from the discrete data using po1ychoric correlation 

coefficients. Instead of using a Maximum Likelihood estimation, these 

correlations are often estimated themselves by applying a two-step 

procedure. In the second stage, a method of moments is applied to 

estimate the parameters of the model using the WLS estimator. 
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The main reason for using the previous procedure to estimate the 

latent variable model for discrete data is that the Full-Information 

Maximum-Likelihood estimation of the whole model would involve the 

computation of multiple integrals. Progress in the speed and the 

accuracy of computers may allow the direct estimation by .FIML in the 

future. The technique presented here is much easier to implement, and 

should give estimates equivalent in quality to FIML estimates. 

However, a certain contradiction between section 3.1 and 3.2 is 

noticeable. The advantage of the WLS method presented before is that 

it is distribution-free and that it allows us to compute correct 

variances and covariances of the parameter estimates. But we need a 

distributional assumption, specifically normality, to compute the 

po1ychoric correlation coefficients. Can we reconcile these two parts 

of the method? What is the role of the normality assumption with 

respect to'the overall model? 

Two remarks can be made to answer these questions. First, it is not 

necessary to impose normality to obtain estimates of the thresholds as 

it is proposed above, since asymptotic results justify this way of 

estimating them. (See Chapter 2, section 2.4.) Second, from the point 

of view of the pseudo-maximum likelihood theory, the normality 

assumption is just used in motivating the likelihood function required 

to estimate the correlation coefficient, i.e., it is a way to obtain a 

consistent estimate of a correlation. Then, by mean of WLS 

estimation, we can obtain consistent estimates of the model parameters 

and correct asymptotic variances for the latter. Hence the normality 
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assumption does not play a crucial role, except obviously when it is 

imposed. 

For all these reasons, the method developed in this chapter is 

attractive, but it presents several difficulties in applied work. In 

particular, the . estimation of the fourth order moments is precise 

enough only if very large samples are available. When this condition 

is not met, it is better to impose normality and then to estimate the 

model by minimizing the function (3.6), i.e., by computing the ML 

estimator. The estimated variances of the parameters would not be 

correct, but we must notice here that the loss of efficiency in 

applying the ML rather than the WLS estimator appear to be small. (See 

Chapter 7, section 7.3.) 

In the appendix to Chapter 3, 1 attempt to motivate the use of the 

previous approach instead of standard Probit methods. The latter could 

be adopted to estimate structural models even if we assume measurement 

errors. (Contrary to Tobit models for which maximum likelihood 

estimators may be inconsistent in presence of errors in the dependent 

variable, such a situation in case of a probit model just complicates 

the identification of the parameters, since the measurement error can 

be indistinguishable from the structural disturbance. However ML 

estimators remain consistent if the likelihood function is correctly 

specified. (See Stapleton and Young [1984].» However, in our case, 

where all variables are measured by means of a set of indicators, 

Probit-type methods do not perform well. (In a way, the procedure 

presented in this chapter is a Probit-type method. But this term is 
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usually reserved for models where only endogenous variables are treated 

as latent variables.) 

The latent variable model with discrete data includes various 

specifications which makes this model a very general tool to study 

business survey data. Nonetheless. the presentation of this approach 

indicates that further research is needed in order to deal with the 

missing data problem (inherent to survey data). The latter should be 

solved for improving the estimation of the polychoric correlation 

coefficient. 
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Appendix to Chapter 3: Problt-Type Models and Survey Data 

Survey data sets can be viewed as panel of qualitative data with 

attrition: Indeed, the same individuals are surveyed several times, 

but they do not answer regularly. Moreover, other individuals are 

included as the survey is renewed. If we delete observations with 

missing data, then probit-type models, or more precisely, classical 

econometric models for qualitative or limited-dependent variables can 

be applied to study those data. These models allow general estimation 

of structural economic relations. In fact, as it will be clear later, 

these classical methods are not always suited to a structural analysis 

of survey data. This Appendix is intended to shed light on the 

technical difficulties imposed by this kind of data. with respect to 

these methods, when the analyst wants to use only the individual data. 

Probit-type models have been applied to survey data by many 

researchers: See for instance Ronning [1980, 1987], McIntosh, 

Schiantarelli and Low [1986a and b, 1988], Rahia1a, Terasvirta and 

Kanniainen [1987], among others. 

Let us assume that a panel data set can be extracted from a survey 

and let us consider the univariate mu1tiperiod probit model: 

(A3.1) * ' Yit - xitP + £it (i - 1, ... , N; t - 1, ... , T) 

where i indexes the individuals of a cross-section, t indexes the time 
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period in the panel. x is a vector of observed variables. £ is an 

unobserved disturbance. fJ is a vector of unknown parameters to be 

estimated. ytt is a continuous latent dependent variable; it is not 

observed. Instead. one observes a qualitative information Yit which 

takes values on two categories (without 'loss of generality) according 

to the correspondence: 

{ 
1 if ytt > 0 

Yit - o otherwise 

To complete the model. the independent variables are assumed strictly 

exogenous. One may assume that are independently and 

identically distributed. Finally. for any i. (£it. t - 1. ••• J T) has 

a normal density with mean zero and covariance matrix l:. The sample 

likelihood is: 

(A3.2) 

where 

N 
L(fJ.l:) - l: 

i-l 

Oil otT 
J .... J 
-00 -00 

Zi is a T by T diagonal matrix with 

generic element (2Yit-l). and f( ... ) is the T-variate standardized 

multivariate normal density. This structure allows us to present the 

main issues. 

Case 1: If there is only one cross-section. then the estimation of 

the equation (A3.l) is well known (see Amemiya [1976. 1985]) and is 

obtained by standard routines available in different computer packages. 



107 

Case 2: Let us suppose now that we have a time-series available for 

one individual, and that the disturbances for the model (A3.1) are not 

correlated. Then again we can apply standard probit estimation as far 

as the exogenous variables are directly observed. But most of the 

variables in surveys are categorical and the vector Xit contains only 

indicators. If the preceding equation is the reduced form of an 

economic model, one should have generally: 

* where Xit is a vector of continuous latent variables for which one 

observes a limited form Xit according to some non continuous 

correspondence. In that instance, the problem of maximizing L(P,E) can 

be complicated; indeed, one solution is to posit some distributional 

assumption for the vector xtt, but then the computational tractability 

of the likelihood function is not obvious. 

One solution is to use the general latent variable model. Here we 

look at another solution which is made up by replacing the continuous 

latent variables by their observed indicators, so that we return to the 

to a model similar to the original equation (A3.1). But this solution 

introduces a mis-specification and, if we do not take into account this 

fact in the likelihood function, ML estimates of p will be inconsistent 

estimators of b. This claim is explained in the following example. 

Let us suppose that the vector (y ,x) , is normally distributed with 

means (0,0) and correlation coefficient Pxy' and let us consider the 

model: 

y - a x + u. 
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The least-squares estimator is: als - Pxy. Instead of this model we 

estimate: 

where lx is the indicator function, i.e., Ix - 1 if x > 0, and Ix - 0 

otherwise. Then asymptotically, the estimator is ~ is: 

~asy -
V(lx) 

since: V(lx) - P '[x > 0] . P [x < 0] - 1/4, 

and: E(lxY) - als E (xlx) - als (2.-)-1/2 (I assume that x has 

unit variance for simplicity.) This last result is obtained by 

directly applying properties of the truncated normal distribution (see 

Gourieroux [1984], for instance). 

Thus ~asy is biased. In this simple example, one may correct for the 

bias, but this is not always possible in more general cases (several 

exogenous variables taking values on more than two categories). 

However ~asy has the same sign of also But nothing ensures us that it 

is always true in a more general context. 

Replacing the continuous variables by their observed indicators 

introduces a second type of difficulty, which has been noticed by 

Chamberlain [1984] and which is more severe with respect to the type of 

models we meet in economics. It appears when the exogenous variable in 

the above example is a lagged endogenous variable. Let us consider the 

model: 
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(A3.3) y* - Q with: 
if y* > 0 

otherwise 

and the model: 

(A3.4) y* Q y-1 + u . 

Chamberlain remarks that the second model implies a Markov chain, 

since: 

if u 

2 

{ 
F(a/u ) 

pr[y*-Oly\] -
0.5 

* ifY_1>0 

* ify_1 :S 0 

has a normal distribution with zero mean and variance u2 . But, 

for the first model, there is no way to reduce the number of variables 

appearing in the conditioning set of the conditional probabilities. 

Hence the latter involve an infinite number of variables. 

Then both models have a totally different meaning. The consequence 

is that the exogenous variables (or 1agged~endogenous variables) cannot 

be replaced by their discrete counterparts, and probit-type analysis 

cannot be performed. This problem is even more severe in a general 

setting (i.e., in the multivariate case) and must be taken into 

account. 

Case 3: Ye return to the panel data case and we assume that the 

exogenous variables are continuously observed. The standard difficulty 

is again the evaluation of T-fo1d integrals in equation (A3.2) when the 

disturbances are correlated over time, a very frequent situation. 

One solution is proposed by Butler and Moffit [1982] by postulating 

that: tit - Pi + Uit with V(£it) - 1 (i.e. the usual normalization in 
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probit models) and E(£it £is) - p for any t ~ s, i.e., the off-diagonal 

elements of l: are equal so that the disturbances are "equ:L-correlated." 

Then a familiar reduction formula for the multivariate normal integral 

(see Gupta [1963]) can be applied to have: 

N +co T 
L*(~,l:)- n f n F([xi~ + vpl/2] [1 - p2]-1/2 [2Yit - 1]) f(v) dv 

i+l -co t-l 

where F(.) and f(.) can be computed by available routines. 

If no particular constraints are imposed on the covariance matrix l:, 

Avery, Hansen, and Hotz [1983] have proposed a class of estimators 

similar to Nonlinear Instrumental Variables Estimators (see Jorgenson 

and Laffont [1974]). Another way to estimate the model (A3.1) is to 

apply the t~eory of the Pseudo-Maximum Likelihood (see Gourieroux, 

Montfort and Trognon [1984]): Roughly, this method shows that the 

estimator, obtained as if the disturbances in the above model were 

independent, is strongly consistent for the model with autocorre1ated 

errors. But the covariance matrix of this estimator cannot be 

estimated by the inverse of the information matrix; this latter must be 

corrected to take into account the effective presence of 

autocorrelation. The advantage of this method is that it gives a 

theoretical argument to bypass the problem of evaluating the T-fo1d 

integrals in equation (A3.2) (see Gourieroux, Montfort, and Trognon 

[1985]). 

But the remarks made for Case 2 apply here too. Indeed, let us 

consider a special form of equation (A3.1): 

* * ' Yit - Yi,t-1S + xi~ + Vit 
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* Here again, replacing Yi, t-l by the indicator Yi, t-l transforms the 

structure of the model itself, as emphasized by Chamberlain [1984]. 

Estimation methods for these cases have been proposed by Heckman 

[1982] (see also Grether and Maddala [1982]), but they cannot be easily 

generalized. 

All the preceding remarks show that the standard methods for studying 

qualitative responses models may be applied to analyze survey data. 

More general settings, such as simultaneous equations linear 

probability models can also be used (see Mallar [1977], Heckman and 

Macurdy [1985] for a general presentation of these models). But they 

are not always adequate to estimate structural models as it has been 

noticed, which motivates a specific approach. 



Chapter 4. The Empirical Analysis and Forecasting 

The model of Chapter 2 ,(see Table 2.1) is now estimated on four panel 

data sets corresponding to the four ending periods: January, March, 

June and October 1985. (That is to say, the first data set is made up 

from the four successive surveys: March-June-October 1984 and January 

1985; and so on for the other data sets). The objective here is to 

recover the structural parameters of the theoretical model of Chapter 1 

and to use the estimates for forecasting the economic activity. 

4.1 Estu.ation of the Correlation Matrtz 

In order to estimate the parameters of the model using the method 

presented in Chapter 3, we first need to derive the correlation matrix 

for the sixteen latent observable variables that appear in the model 

(see Table 2.1 in Chapter 2). This is done by applying the two-step 

procedure for estimating the polychoric correlation coefficients. The 

matrix for the ending period October 1985 is displayed in table 4.2 

(the others are not reported). It has been produced using a routine of 

the computer package PRELIS (see Joreskog and Sorbom [1986b). As for 

the other periods, this matrix is positive definite. What can be said 

about the quality of these estimated correlations? 

In the appendix of this chapter we give for each computed 

correlation, a chi-square statistic for testing the robustness of the 
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underlying assumption of bivariate normality and a chi-square value for 

testing the hypothesis that the correlation is significantly different 

from zero. Normality is rejected in 56 cases out of 136 at the 5% 

level. This is partly due to the skewness of the observed 

distributions of the variables over the categories (see Table 4.1). 

Table 4.1 

Univariate Frequency Distributions 

for Ordinal Variables (October 1985) 

Category 

Variable 1 2 3 

DEQI 69 233 94 
DEQ2 78 252 65 
DEQ3 65 240 91 

DQl 83 211 102 
DQ2 60 226 110 
DQ3 76 226 94 
DQ4 88 218 90 
Ll 99 268 29 
81 36 174 186 
L2 103 271 22 
82 38 186 172 
L3 113 260 23 
83 41 181 174 

DEQO 75 227 94 
LO 94 274 28 
80 49 158 189 

DEQt is the expected change of production at time t; 

DQt is the change of production; 

Lt is the appraisal on inventories; 

8t is the appraisal on order-backlogs. 
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Table 4.2 

Correlation llatrlx to be Analyzed (October 1985) 

DEQl DEQ2 DEQ3 DQl DQ2 DQ3 

DEQl 1.0000 
DEQ2 .5382 1.0000 
DEQ3 .1564 .3271 1.0000 
DQl .0655 -.0107 .0957 1.0000 
DQ2 .4162 .0903 .0943 .5162 1.0000 
DQ3 .4808 .4229 .1328 .1950 .4326 1.0000 
DQ4 .2307 .1612 .4855 .0966 .2211 .3743 
L1 -.1285 -.1158 -.0651 -.2210 - .1747 -.1471 
51 .4933 .1891 .0424 .4371 .4821 .3376 
L2 -.2440 -.2735 -.1245 -.1592 -.2240 -.1487 
52 .4535 .4552 .1492 .3780 .4355 .4508 
L3 -.1486 - .1495 -.2392 -.0593 -.1958 -.1764 
53 .2625 .3121 .4497 .2333 .3228 .4996 
DEQO .3993 .1378 .0298 .5772 .4199 .2779 
LO -.0094 -.0870 -.0584 -.1986 -.0756 .0691 
50 .2763 .1963 .0809 .4641 .4108 .2257 

DQ4 Ll 51 L2 52 L3 

DQ4 1.0000 
Ll -.0704 1.0000 
51 .0857 -.4178 1.0000 
L2 -.0693 .7632 -.3517 1.0000 
52 .1384 -.3160 .7530 -.3924 1.0000 
L3 -.1764 .5417 -.2441 .7277 -.2686 1.0000 
53 .3928 -.2748 .4782 -.2884 .6616 -.4319 
DEQO -.0226 -.1757 .3294 -.1030 .2912 -.0166 
LO .1010 .7333 -.2320 .5274 -.2275 .3898 
SO .0193 -.3504 .7369 -.2431 .6872 -.1693 

53 DEQO LO SO 

53 1.0000 
DEQO .1926 1.0000 
LO -.1753 -.2004 1.0000 
50 .4607 .4578 -.4215 1.0000 

Determinant • .3680640-04 
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As bivariate normality is rejected in several cases, let us again 

recall its role. This distributional assumption is used in order to 

estimate the correlation between the latent (observable) variables and 

then to estimate the structural parameters of an errors-in-variable 

model: This assumption merely motivates the likelihood function which 

in turn allows us to estimate the po1ychoric correlation coefficients. 

Without this assumption, the estimation of models on business surveys 

data requires alternative simplifying assumptions. In some sense, 

assuming normality is a second best. 

Two points can be advanced for the defense of the results. First, 

when two variables are not jointly normal, the ML estimation of the 

correlation may still provide consistent estimates if the limit of the 

objective function attains a unique maximum at the true correlation 

(under some regularity conditions, see Amemiya [1985] or White [1987]). 

Second, when we examine many tests like this, we should compute the 

overall rej ection rate; that is to say, if a 5% level is chosen for 

each hypothesis, the overall rate is much smaller. 

My own experience with these data shows that the normality assumption 

is less often rejected (at the stage of the estimation of the 

correlation coefficients) as the sample size increases. For instance, 

a sample is obtained by pooling the two samples corresponding to the 

ending periods October 1984 and October 1985;" the sample size is of 

779 firms; normality is now rejected in 41 cases (out of 136). The 

results are not reported for saving space. This pooling method is 

based on the idea that, to a particular firm at two different dates 

correspond two independent individuals, which is not true in general. 
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Finally, the appendix to this chapter gives (for October 1985) the 

asymptotic variances of the po1ychoric correlations (the asymptotic 

covariances are not given to save space). Even if one must be cautious 

in using these statistics, they indicate that the estimated 

coefficiel'lts are not well determined. The standard errors for the 

po1ychoric correlation coefficients are around 0.06 which can found too 

large. Now these standard errors decrease when we consider larger data 

sets. If the four panel data (March-June-October 1984 and January 

1985) are pooled, the sample size is 1557 and the standard errors of 

the po1ychoric correlation coefficients are around 0.03, which is small 

~ompared to the values of most coefficients. 

4.2 Assessaent of the Ellpirical Results 

Using the correlation matrix, we apply the methodology proposed in 

Chapter 3 to estimate the model presented in Table 2.1. This 

correlation matrix is the input matrix for the computer package LISREL 

(see Joreskog and Sorbom [1986a» which then performs the maximum­

likelihood estimation, the initial estimates being obtained by two­

stage least squares. Maximum-likelihood estimates of the parameters 

are given in table 4.3 (page 123) when data sets are small. The ML 

estimator, as it is defined in the preceding chapter, is here chosen 

rather than the WLS estimator since the samples are not large enough to 

obtain precise estimates of the covariances of the correlation 

coefficients. (See the discussion at the end of Chapter 3. The 

reasons which explain why the sample sizes are small were given in 
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Chapter 2, section 2.2.). The WLS estimator is applied for estimating 

the parameters in the case of large data sets. For this case, results 

are gathered in Table 4.3a. 

One question to be solved is to specify the structure of the 

stochastic processes and -rt , since to each specification of 

these random components corresponds a specification of the optimal 

control equation, as it is mentionned in Chapter 1 where I have derived 

the feedback rule when both processes are AR(l) or ARMA(l,l). Given 

that the econometric model is defined over four periods, we may suspect 

that restricting ourselves to considering only AR(l) and ARMA(l,l) 

processes is acceptable. But obviously, the model of Chapter 1 can be 

written for any type of stationary processes. 

For the first two periods, the parameter of the moving average part 

-for at when it is specified as an ARMA(l,l) is not significant while 

it is for the two others. For these two periods, the value of this 

parameter was positive (and relatively small). Given the discussion at 

the end of Chapter 1, this indicates that the optimal behavior was 

production smoothing as it is the case when the process is AR(l). For 

the four periods, the moving average part is always slightly 

significant when -rt is specified as an ARMA(l,l). This means that 

the variability of production tends to be close to the one of sales 

(again given the discussion of Chapter 1), but still the optimal 

behavior is production smoothing. 

When one of the two processes or both are ARMA(l, 1) , some new 

components appear in the optimal decision rule and some constraints of 

over-identification must be imposed. The software package LISREL 
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cannot handle this type of constraint, and I use in this case a 

similar program written in the GAUSS language proposed by Schoenberg 

[1987]. 

For instance, when at is ARMA(l,l) and ~t is AR(l), then it must 

be true that: is the parameter in the 

decision rule corresponding to the effect of the transitory component 

of demand. (See Chapter 1) When the constraints are not imposed, the 

complementary parameter of the optimal decision rule is never 

significant. Since the values of are small or are not 

significant, the constraint is statistically verified. This result is 

confirmed when the constraint is imposed. 

But this situation is not always observed, in particular when the 

cost shock is ARMA(l,l). The only general result is that parameters 

(such as which correspond to the impact of the transitory 

components of demand and/or cost shocks are never significant. 

order to support this result, let us notice that the variance 

(In 

2 
Uu 

reported in Table 4.3 is very small; this variance could be interpreted 

as the one of all components which could have been omitted in the 

decision rule. See also Table 2.1.) 

For these various reasons, I have finally chosen to specify both 

processes as AR(l) since, for forecasting, I only need the total 

variance of the errors characterizing the processes. I discuss now the 

final results. 

I discuss now the results given in Table 4.3. Most of the parameters 

are significant at the 1% level (the t-value is 2.608 for 116 degrees 

of freedom). The parameters which have a star in Table 4.3 are not 
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significant at this level. For some of them, this is not disturbing; 

the fact that the variances of the measurement error on the production 

change (O'~) variable is not significant means that the structural 

equation is close to the true model for this variable. With respect to 

the other parameters of interest (the first seven) of the model, one 

observes that only g3 is not significant for one estimation period, 

and ~ for two periods. All these parameters are stable over time 

except g3. 

We notice also that some of the variances of measurement errors on 

2 inventory appraisals (0'1) are negative. This happens in LISREL since 

the algorithms does not impose any non-negativity constraints on the 

variances during the estimation process. Here these "Heywood cases" 

(as they are called in the literature on LISREL models) are not 

significant. One may set these negative variances to zero without 

modifying the values of the parameters of interest. 

The assessment-of-fit can be judged by computing different measures. 

The goodness-of-fit index (GFI) gives an overall evaluation of the fit 

and is computed by the following formula: 

where S is the matrix of polychoric correlation coefficients, E is the 

estimated covariance matrix and I is the identity matrix. For October 

1985, GFI is 0.837 and, if we correct for degrees of freedom d and for 

the number of variables p, then the adjusted goodness-of-fit index, 

computed as: 

AGFI - 1 - [(p(p+l)/2d) (l-GFI)] 



120 

is 0.809. (CFI values are reported on Table 4.3.) 

Other measures show that each equation seems well determined and that 

the latent observable variables are good instruments for the latent 

measurable variables. For instance, the squared multiple correlations 

for the structural equations are all between 0.75 and 1.0. (Let us 

recall that the squared multiple correlation for the i th structural 

equation is defined as 1 - (var(r i ) / var(~i»' where var(r i ) is the 

variance of the errors on the ith equation and var(~i) is the 

variance of the latent variable determined by the ith equation.). 

I discuss now the results reported in Table 4.3a. As explained 

previously, it is possible to pool the small panel data sets. I 

consider the pooling data set obtained by stacking the four panel data 

sets used beforehand. Estimates are very similar with those of Table 

4.3. There are two comments. First, the model is the same as the one 

of Table 2.1 except that I have set the variance of the error 

associated to the feedback rule equation to zero and that I have 

assumed here that the measurement error on expectations of production 

is white noise. As this new specification has a slight influence on 

the values of the other parameters, the assumptions made before on 

these errors are not crucial. Second, I report in the first column of 

Table 4.3a the estimates when there are no measurement errors. 

Compared to column two which gives results for the errors-in-variab1e 

model, there are almost no difference. However, the LR test statistic 

for testing the null hypothesis that the right model does not contain 

measurement errors against the hypothesis that the model is an errors-

in-variable model allows us to reject the null. Indeed this 
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Table 4.3 
Estimation Results 

(parameters and t-va1ues in parentheses) 

Period January 85 Karch 85 June 85 October 85 

Size 386 381 394 396 
, 

-0.240 ( -11.4) -0.190 ( -9.3) -0.213 (-10.4) -0.266 (-12.1) gl 

g2 0.762 ( 10.1) 0.766 ( 12.0) 0.646 ( 13.2) 0.714 ( 13.4) 

g3 -0.530 ( -4.2) -0.184 ( -4.5) -0.097 ( -2.9) -0.121 ( -2.4) 

91 0.839 ( 41. 6) 0.861 ( 47.1) 0.811 ( 39.1) 0.797 ( 37.4) 

92 0.847 ( 40.2) 0.733 ( 27.0) 0.633 ( 19.2) 0.695 ( 23.7) 

). -0.148 ( -2.7) -0.107 ( -2.1) -0.179 ( -2.7) -0.220 ( -2.3) 

I" -0.646 ( -4.4) -0.357 ( -8.4) -0.227 ( -5.0) -0.223 ( -3.3) 

2 0.267 ( 3.4) 0.405 ( 3.9) 0.584 ( 5.4) 0.287 ( 3.9) °u 
2 0.090 ( 5.2) 0.090 ( 5.4) 0.077 ( 4.8) 0.084 ( 4.7) °e 

2 0.198 ( 5.3) 0.220 ( 9.8) 0.310 ( 11.3) 0.318 ( 10.6) 0 0 

2 0.195 ( 7.4) 0.440 ( 11. 0) 0.616 ( 11.9) 0.527 ( 12.1) 0"1 

2 0.629 ( 11.4) 0.541 ( 11.3) 0.646 ( 11.7) 0.431 ( 10.1) OqeO 

p 0.269 ( 6.2) 0.290 ( 6.8) 0.405 ( 10.3) 0.427 ( 10.2) 

2 0.481 ( 18.3) 0.543 ( 18.8) 0.465 ( 17.9) 0.480 ( 18.0) oueO 
2 0.159 ( 1. 9) 0.024 ( 0.2) -0.095 ( -0.8) 0.187 ( 2.3) Oq 

2 0.228 ( 11.1) 0.051 ( 2.2) -0.078 ( -2.3) -0.060 ( -2.3) 01 

2 0.077 ( 6.1) 0.094 ( 7.3) 0.084 ( 5.7) 0.090 ( 6.0) Os 

;12 -0.461 ( -7.4) -0.477 ( -9.0) -0.198 ( -2.7) -0.108 ( -1.2) 

;13 0.599 ( 6.6) 0.862 ( 48.3) 0.826 ( 43.3) 0.765 ( 32.4) 

;23 -0.198 ( -2.0) -0.305 ( -5.0) -0.186 ( -3.0) -0.024 ( -0.4) 

GFI 0.812 0.830 0.821 0.837 
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Table 4.3a 

Estimation Results 
(parameters and t-va1ues in parentheses) 

Period Pooling Pooling 

Size 1557 1557 
, 

-0.267 (-49.0) -0.356 (-34.3) gl 

g2 1.027 ( 31.4) 1.582 ( 16.2) 

g3 -0.762 ( -2.1) -0.502 ( -5.8) 

91 0.812 ( 47.0) 0.924 (104.2) 

92 0.740 (128.5) 0.887 ( 96.9) 

,\ -0.250 ( -3.7) -0.188 (-22.3) 

I-' -0.394 ( -6.8) -0.946 ( -6.8) 

2 0.309 ( 17.8) 0.365 ( 8.5) au 

2 0.315 ( 19.5) 0.120 ( 7.8) aa 

2 0.364 ( 15.8) 0.100 ( 7.3) a., 

2 0.272 ( 13.7) aqeO 
2 -0.092 ( -1. 9) aq 

2 0.293 12.5) a1 

2 0.173 ( 7.7) as 

;12 0.017 ( 0.3) -0.154 ( -6.6) 

;13 0.683 ( 49.5) 0.399 ( 13.6) 

;23 -0.212 (-10.1) -0.625 (-33.5) 

GFI 0.927 0.940 
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statistic is equal to 357; since the test has four degree of freedom, 

this value compared to the value of the chi-square indicates a clear 

rejection of the null hypothesis. 

Overall, the estimates seem to be statistically acceptable. But they 

are other ways to check the consistency of the estimation. In 

particular, we may assess the results with respect to the predictions 

from the theoretical model. 

4.3 Recovering the Structural Parameters. 

To do this internal evaluation, we can recover the values of the 

structural paramaters from the estimates of the reduced-form parameters 

according to the relations derived in Chapter 1 to define the optimal 

decision rule. 
, 

i) The parameter gl (i.e., gl - 1, see chapter 2 equation (2.3» is 

always negative. The discussion of the theoretical model has shown 

that should be less than one. Thus the values for 
, 

gl are 

consistent with the theoretical model. For the four periods we have: 

January 1985 

March 1985 

June 1985 

October 1985 

gl - 0.7603 

0.8097 gl 

gl - 0.7872 

0.7345 

Let us recall that this parameter is the first order correlation of the 

stochastic process of the production (this is the interpretation of the 

parameter A1 - gl in the model). This means that that process is 

strongly stationary. 
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ii) The processes Qt and it can be identified as the demand 

variable and the cost shocks respectively. 

Indeed, the theoretical model shows that if at is the process for the 

new orders coming to the firm, then its associated parameter in the 

optimal control equation (1.12) must be positive; the opposite should 

hold for 7t. Given the specification of the empirical model, the 

results are consistent with the prediction since g2 is positive and g3 

is negative for all periods. Consequently, the result allows to 

identify the variable Qt as the demand variable and 7t as the cost 

shocks. 

iii) Using the formulas (given in chapter 1) relating the parameters 

of the cost functions to the parameters which have been estimated, we 

can compute the ratios cl/c2 and c3/c2 which are decreasing functions 

of the discount factor p. Table 4.4 gives examples of the values for 

these ratios. From this table the main conclusions are: 

- cl and c3 are less than c2 since both ratios are less than one. 

This would indicate that the weight of the cost-of-adjusting production 

in the total cost is greater than the weights for the cost of producing 

and for the cost of holding inventories. 

- For a given c2, cl should be less than c3, so that the relation 

between these weights should be: cl < c3 < c2. But our estimates do 

not give a clear idea of the ratio cl/3 which varies between 1.4 and 

4.4 depending on the estimation period. It is difficult to explain why 

there is so large a variation, but one possible reason could be that 
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the seasonal effects are not explicitly taken into account in the 

empirical model. 

Nonetheless, the results seems consistent with other empirical 

studies, such as Blanchard [1983] for a different data set. 

Table 4.4 

Relative Values for the Veights in the Cost Function 

Ending January 85 
Period 

p 1.0000 0.9760 

cl/c2 0.2921 0.3048 

c3/c2 0.4331 0.4514 

March 85 June 85 October 85 

1.0000 0.9760 1.0000 0.9760 1.0000 1.0000 

0.1257 0.1301 0.0972 0.0995 0.1160 0.1189 

0.3325 0.3509 0.3658 0.3813 0.5055 0.5227 

iv) g2 is greater than 91, in all periods, which is again a proof of 

the consistency of the estimation results. (See chapter 1 for the 

meaning of the relations between g2 and 91.) From the estimated 

values, and the relations among variables in the theoretical model, 

some simple computations show that the empirical model implies a 

smaller variance for production than for demand. Let us recall that 

this result was expected from some prior aggregate information given in 

Chapter 1. 
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4.4 Forecasting 

A byproduct of this empirical analysis is a forecasting model of the 

industrial activity for the French manufacturing industry. Since the 

econometric model includes the expected change on production, we are 

able to forecast the individual forecasts! The forecasting method is 

based on a proposition derived by Gourieroux, Monfort and Trognon 

[1982]. 

Let us recall that the structural equations that explain the behavior 

of the "true" change on the production level are (see Table 2.1): 

~qe _ gl~qt + g2~t + g3~~t + -e + ue 
t ~qt-1 t 

- -e 

(4.1) 
~qt+1 - ~qt + ~Ut+1 

~ -t 81~t_1 + ~uQ 
t 

~~t 82~~t_1 + ~u"" t 

The derivation of the last two equations is obvious. After some 

simple manipulations, the changes on production can be obtained as an 

autoregressive process given by the following model: 

(4.2) [(1-glL)(1-81L)(1-82L)]~qt+1 - g2(1-82L)~u~ + g3(1-81L)~ui 

+ (1-81L)(1-82L)(u~ + ~Ut+1) 

where L is the lag operator. In other words, the n true" change in 

production is an autoregressive process of order 3; the right-hand side 

of (4.2) represents a complex moving-average process since each 

component in (Ut,U~,ui'u~) is white noise. This equation is in fact a 
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reduced form of our model and shows how the production changes are 

affected by unexpected changes in sales and costs. 

The equation (4.2) may also be written as: 

(4.3) Aqt - (gl + 91 + 92) Aqt_1 - [9192 + gl(91+92)] Aqt_2 

+ g19192 Aqt_3 + wt 

where w t is a process whose variance u~ can be computed from the 

estimates of the variances ( 2 2 2 2) uu,uo,u-"u£ and of the parameters: 

gl,g2,g3,91,92. But as we do not observe Aqt we must correct (4.3) 

for the measurement errors. Let us recall that: 

Then, (4.3) becomes: 

Hence: 

(4.4) 

where ~1' ~2' ~3 have obvious definitions and: 

vt - wt - ~lU£_l - ~2U£_2 - ~3U£_3 

From the estimation results, ~1' ~2' ~3 and the variance (u~) of vt 

can be evaluated. 

We would like forecasting the change in the level of production using 
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equation (4.4). The difficulty is that the" information available on 

Aq* is qualitative. What we may do is to evaluate the conditional 

expectations given the discrete data. For instance, let us assume that 

we observe a decrease of production at time t, so: 

* * * where 6t (q) is a threshold and that we know: Aqt_1,Aqt_2'··· ,AQt_k. 

Then the following holds: 

As is normally distributed, we may compute the conditional 

expectations: 

* f(6 t - ~~.Aqt .Iov) 
1. -1. 

where f and F are the normal density and the cumulative normal 

distribution, respectively. The 6' s are thresholds and are 

consistently estimated by inverting the normal cumulative density 

function. (This is a byproduct of the estimations of the polychoric 

correlation coefficients, see Chapter 3.) The relation given by (4.6) 

can be used for forecasting. Let us assume now that we observe the 

following regime for three periods, t - 1,2,3: 



6q1 - 1 i.e. 6qt ~ 61 

6q2 1 i.e. 6q! ~ 62 

6q3 1 i.e. 6q! ~ 63 

129 

which means that production has decreased permanently over the thre.e 

periods. According to (4.6) we can evaluate the following quantities 

using our empirical results from the preceding section: 

v2 62- t/l!6qt 
(4.7) :S 

Uv Uv Uv 

We define 6q% as the forecast given the discrete information given by 

6ql,6q2,6q3. This number, which obviously is not a probability, can be 

positive or negative; but as we do not know the thresholds for 6qt 

i.e., the thresholds in the future are not known, we cannot say if our 

forecast would indicate a future increase or decrease of the production 

level. What we can do is to compute: 

(4.8) Q4 - ~ 
i,j ,k 
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where l1q% (i,j ,k) is the forecast when: l1ql - i, l1q2 - j, l1q3 - k, 

where i,j,k takes values on 1,2,3 corresponding to the three cases 

"decrease", "no change", "increase" <U. is an aggregate index 

forecast. Table 4.5 (page 131) gives the empirical probabilities of 

observing one of the 27 possible regimes over the three periods: March­

June-October 1985 (frequencies for other periods are similar); then 

values for l1q% (corresponding to January 1986 which is outside our 

estimation periods), are computed with the estimated parameters from 

two estimation periods (ending periods: January 1985 and October 1985). 

(The results for the· two others are similar.) This shows that there 

are only a very few observable regimes, and that the forecasts are 

similar whatever the estimation period we consider. How could we use 

these figures? For instance, if such a value for a particular regime 

is available in October 1985, say, by comparing it with the 

corresponding one of January 1985, we can know if the probability of a 

particular regime will increase or decrease. But this is not very 

useful. A more aggregate information will be preferred. 

Table 4.6 (gives the values for <U. obtained when we consider the four 

sets of estimates for the empirical model. <U. is computed inside the 

estimation periods and outside the only one period, January 1986. The 

last column gives the industrial production index as it is released by 
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Table 4.5 

Conditional Forecasts of Changes in Production 

(January 1986) 

Observed Occuring Forecasts January 86 Forecasts January 86 

Regimes Probabilities Ending Period: Ending Period: 

January 85 October 85 

1 1 1 .0128 -0.1507 -0.2133 
1 1 2 .0592 5.8097 5.0286 
1 1 3 .0866 7.5665 6.7755 
1 2 1 .1464 -0.1507 -0.2133 
1 2 2 .0000 5.8097 5.0286 
1 2 3 .1642 7.5665 6.7755 
1 3 1 .0000 -0.1507 -0.2133 
1 3 2 .2827 5.8097 5.0286 
1 3 3 .0693 7.5665 6.7755 
2 1 1 .0000 -2.9477 -2.8124 
2 1 2 .0000 -0.4690 -0.4297 
2 1 3 .1235 2.2783 2.1940 
2 2 1 .0000 -2.9477 -2.8124 
2 2 2 .0000 -0.4686 -0.4297 
2 2 3 .0000 2.2783 2.1940 
2 3 1 .0000 -2.9477 -2.8124 
2 3 2 .0000 -0.4686 -0.4297 
2 3 3 .0413 2.2783 2.1940 
3 1 1 .0000 -8.2312 -7.3886 
3 1 2 .0000 -6.5149 -5.6820 
3 1 3 .0000 0.0831 0.1250 
3 2 1 .0000 -8.2312 -7.3886 
3 2 2 .0000 -6.5149 -5.6820 
3 2 3 .0000 0.0831 0.1250 
3 3 1 .0000 -8.2312 -7.3886 
3 3 2 .0000 -6.5149 -5.6820 
3 3 3 .0140 0.0831 0.1250 



Period 

January 85 

March 85 

June 85 

October 85 

January 85 
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Table 4.6 

Forecasts of the Production Index 

Jan. 85 March 85 June 85 Oct. 85 

3.8050 3.7590 3.6294 3.3662 

4.7047 4.6509 4.5021 4.1873 

5.2393 7.1777 5.0011 4.6664 

5.0102 4.9539 4.7968 4.4633 

4.7611 4.7042 4.5453 4.2176 

INSEE 
Production 
Index 

98 

99 

101 

100 

99 

INSEE. The indices that are built according to the preceding method 

are consistent with the evolution of the INSEE production index as they 

mimic (for any set of estimates) the same pattern over time. This is a 

test of the consistency of our results and it is encouraging for 

further research. Indeed the method developed here has provided a 

coherent way to aggregate the individual qualitative information for 

forecasting the economic activity of the whole industrial sector. 

Nonetheless, this method should be improved since one would prefer to 

forecast the probabilities that, given the past, production increases, 

stays the same or decreases. 
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4. 5 SUIIIIIal:Y and Remarks 

This part proposes an application of a general methodology to 

estimate economic structural models using business survey data. In the 

specific model that I have considered, the results show that the 

assumption of a rational behavior of production is identifiable with 

these data or that the latter can be interpreted as resulting from the 

former. The method allow us to recover the underlying cost structure 

where adjustment costs appear to be dominant over the other types of 

costs. The macroeconomic consequence of this finding is that there is 

a desire to keep production as constant as possible in the French 

industrial sector: Around seventy percent of the past production level 

is reproduced the next period. As costs of holding inventories or 

backlogging orders are not negligible, this desire for stability of the 

production level in the short-run is balanced by the desire to adjust 

the produc tion behavior to the future economic condi tions . From the 

estimated model, simulations could be performed to study the temporal 

response of the production level to unexpected shocks of sales and 

costs, in order to test (in particular) the variability of production 

compared to the var.iability of economic conditions. 

Such simulations would be meaningful if the model contained 

macroeconomic or policy variables and if the price behavior was 

explained. This is left for further research. Nonetheless, let us 

remark that, in the empirical model, unexpected shocks of sales and 

costs are evaluated by means of the inventory and order-backlog 
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appraisals of the managers. As soon as these data are known we could 

forecast the future changes of the production level. Here I have shown 

how to construct and to forecast an index of the production change. 

But this method must still be improved in order to use similar models 

and business survey data as a standard tool to predict the economic 

activity in the short-run. 
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Appendix to Chapter Four: Tests and Statistics 

Table M.l Correlations and Test Statistics 

(Correlation Matrix October 1985) 

Po1ychoric Correlation Test for lIorma1ity Test of Z.ero Corr. 
(df .. 3) 

Coefficient for Chisq. P-va1ue Chisq. P-va1'Je 

DEQ2 V5. DEQ1 .538 22.108 .000 142.264 .000 
DEQ3 V5. DEQ1 .156 36.736 .000 9.772 .002 
DEQ3 V5. DEQ2 .327 8.611 .035 45.303 .000 

DQ1 V5. DEQ1 .065 34.051 .000 1. 690 .194 
DQ1 V5. DEQ2 -.011 13.482 .004 .045 .833 
DQ1 V5. DEQ3 .096 5.234 .155 3.623 .057 
DQ2 V5. DEQ1 .416 17.514 .001 77.144 .000 
DQ2 V5. DEQ2 .090 36.160 .000 3.223 .073 
DQ2 V5. DEQ3 .094 10.368 .016 3.514 .061 
DQ2 V5. DQ1 .516 24.142 .000 128.210 .000 
DQ3 V5. DEQ1 .481 14.352 .002 107.934 .000 
DQ3 V5. DEQ2 .423 15.759 .001 80.029 .000 
DQ3 V5. DEQ3 .133 25.914 .000 7.012 .008 
DQ3 V5. DQ1 .195 17.406 .001 15.H1 .000 
DQ3 V5. DQ2 .433 30.953 .000 84.275 .000 
DQ4 V5. lJEQl .231 17.586 .001 21.681 .000 
DQ4 V5. DEQ2 .161 10.105 .018 10.391 .000 
DQ4 VS. DEQ3 .486 28.822 .000 110.482 .000 
DQ4 V5. DQ1 .097 9.814 .020 3.690 .055 
DQ4 V5. DQ2 .221 9.571 .023 19.855 .000 
DQ4 V5. DQ3 .374 20.719 .000 60.811 .000 

L1 V5. DEQ1 -.128 7.036 .071 6.556 .010 
L1 V5. DEQ2 -.116 4.444 .217 5.314 .021 
L1 VS. DEQ3 -.065 3.404 .333 1. 672 .196 
L1 V5. DQ1 -.221 10.990 .012 19.845 .000 
L1 V5. DQ2 -.175 5.293 .152 12.244 .000 
L1 VS. DQ3 -.147 6.211 .102 8.632 .003 
L1 V5. DQ4 -.070 .714 .870 1. 955 .162 
51 V5. DEQ1 .493 5.297 .151 114.799 .000 
51 VS. DEQ2 .189 5.461 .141 14.393 .000 
Sl V5. DEQ3 .042 1. 216 .749 .709 .400 
Sl VS. DQ1 .437 .713 .870 86.320 .000 
Sl VS. DQ2 .482 .887 .829 108.643 .000 
Sl VS. DQ3 .338 8.188 .042 48.525 .000 
Sl VS. DQ4 .086 7.088 .069 2.900 .089 
Sl VS. L1 -.418 5.396 .145 77.844 .000 
L2 VS. DEQ1 -.244 .517 .915 24.367 .000 
L2 VS. DEQ2 -.274 5.080 .166 30.957 .000 
L2 VS. DEQ3 -.124 1.136 .768 6.151 .013 
L2 V5. DQ1 -.159 6.131 .105 10.136 .000 
L2 V5. DQ2 -.224 21. 495 .000 20.411 .000 
L2 VS. DQ3 -.149 10.467 .015 8.815 .003 
L2 VS. DQ4 -.069 8.526 .036 1. 894 .169 
L2 VS. L1 .763 24.180 .000 396.061 .000 
L2 VS. Sl -.352 12.154 .007 53.038 .000 
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Table M.I Correlations and Test Statistics (Continued) 

Polychoric Correlation Test for Hormality Test of Zero Corr. 
(df - 3) 

Coefficient for Chisq. P-value Chisq. P-value 

S2 VS. DEQl .454 .902 .825 94.030 .000 
S2 VS. DEQ2 .455 9.801 .020 94.825 .000 
S2 VS. DEQ3 .149 4.707 .195 8.880 .003 
S2 VS. DQl .378 2.271 .518 62.174 .000 
S2 VS. DQ2 .435 11.180 .011 85.577 .000 
S2 VS. DQ3 .451 10.774 .013 92.689 .000 
S2 VS. DQ4 .138 8.532 .036 7.626 .006 
S2 VS. L1 -.316 1.609 .657 42.086 .000 
S2 VS. Sl .753 15.829 .001 377.271 .000 
S2 VS. L2 -.392 9.269 .026 67.555 .000 
L3 VS. DEQ1 -.149 .523 .914 8.811 .003 
L3 VS. DEQ2 -.150 3.333 .343 8.917 .003 
L3 VS. DEQ3 -.239 2.124 .547 23.381 .000 
L3 VS. DQ1 -.059 4.014 .260 1. 383 .240 
L3 VS. DQ2 -.196 6.103 .107 15.467 .000 
LJ VS. DQ3 -.176 21.323 .000 12.494 .000 
L3 VS. DQ4 -.176 7.032 .071 12.495 .000 
L3 VS. Ll .542 21.939 .000 144.586 .000 
L3 VS. Sl -.244 11.598 .009 24.397 .000 
L3 VS. L2 .728 14.870 .002 335.396 .000 
L3 VS. S2 -.269 14.089 .003 29.807 .000 
S3 VS. DEQl .263 7.668 .053 28.398 .000 
S3 VS. DEQ2 .312 6.803 .078 40.969 .000 
S3 VS. DEQ3 .450 8.419 .038 92.208 .000 
S3 VS. DQ1 .233 3.337 .343 22.199 .000 
S3 VS. DQ2 .323 5.353 .148 44.036 .000 
S3 VS. DQ3 .500 15.549 .001 11.8.347 .000 
S3 VS. DQ4 .393 3.484 .323 67.712 .000 
S3 VS. L1 -.275 1. 821 .610 31.259 .000 
S3 VS. Sl .478 8.994 .029 106.555 .000 
S3 VS. L2 -.288 6.435 .092 34.635 .000 
S3 VS. S2 .662 14.032 .003 248.839 .000 
S3 VS. L3 -.432 30.479 .000 83.945 .000 

DEQO vs. DEQ1 .399 45.266 .000 70.259 .000 
DEQO VS. DEQ2 .138 12.931 .005 7.561 .006 
DEQO VS. DEQ3 .030 12.312 .006 .349 .555 
DEQO VS. DQ1 .577 17.542 .001 170.287 .000 
DEQO VS. DQ2 .420 15.136 .002 78.722 .000 
DEQO VS. DQ3 .278 13.185 .004 32.015 .000 
DEQO VS. DQ4 -.023 10.908 .012 .201 .654 
DEQO VS. L1 -.176 1.515 .679 12.391 .000 
DEQO VS. Sl .329 1.013 .798 45.999 .000 
DEQO VS. L2 -.103 1.841 .606 4.196 .041 
DEQO VS. S2 .291 3.044 .385 35.345 .000 
DEQO VS. L3 -.017 .254 .968 .108 .742 
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Table A4.l Correlations and Test Statistics (Continued) 

Polychoric Correlation 

Coefficient for 

DEQO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
LO VS. 
SO VS. 
so VS. 
so VS. 
so VS. 
so VS. 
so VS. 
so VS. 
so VS. 
so VS. 
so VS. 
SO VS. 
SO VS. 
SO VS. 
SO VS. 
SO VS. 

S3 
DEQ1 
DEQ2 
DEQ3 

DQ1 
DQ2 
DQ3 
DQ4 

L1 
Sl 
L2 
S2 
L3 
S3 

DEQO 
DEQ1 
DEQ2 
DEQ3 

DQ1 
DQ2 
DQ3 
DQ4 

L1 
51 
L2 
S2 
L3 
S3 

DEOO 
LO 

.193 
-.009 
-.087 
-.058 
-.199 
-.076 

.069 

.101 

.733 
-.232 

.527 
-.228 

.390 
-.175 
-.200 

.276 

.196 

.081 

.464 

.411 

.226 

.019 
-.350 

.737 
-.243 

.687 
-.169 

.461 

.458 
-.421 

Test for Normality 
(df - 3) 

Chisq. P-value 

1.959 
2.940 
1.387 
3.464 
8.477 
2.430 
3.245 
4.303 

28.423 
4.161 

26.040 
4.109 

26.557 
1.236 
9.223 
9.182 
1.877 

10.250 
.616 
.341 

9.471 
4.247 
7.004 
5.491 
2.202 
9.918 
8.220 

18.238 
4.293 
7.853 

.581 

.401 

.709 

.325 

.037 

.488 

.355 

.231 

.000 

.245 

.000 

.250 

.000 

.744 

.026 

.027 

.598 

.017 

.893 

.952 

.024 

.236 

.072 

.139 

.532 

.019 

.042 

.000 

.232 

.049 

Remarks - df = number of dearees of freedoms 

Test of Zero Corr. 

Chisq. P-va1ue 

14.945 
.035 

2.991 
1.345 

15.914 
2.253 
1.882 
4.038 

344.184 
21.943 

135.215 
21. 079 
66.560 
12.327 
16.216 
31.618 
15.551 

2.584 
99.266 
74.903 
20.731 

.147 
52.614 

350.020 
24.180 

279.078 
11.488 
97.566 
96.110 
79.403 

.000 

.852 

.084 

.246 

.000 

.133 

.170 

.044 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.108 

.000 

.000 

.000 

.702 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

- Chisq .• value of" the Chi-square statistic 
- P-value - empirical level of significance 
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Table A4.2 Asymptotic Variances of Estimated Correlations 

(Correlation Matrix October 1985) 

R (2.11 R (3.11 R (3.2) R (4.11 R(4.2) R (4.3) 
.00236 .00394 .00347 .00397 .00411 .00397 

R (5.11 R(5.2) R (5.3) R(5.4) R (6.11 R (6,2) 
.00291 .00414 .00406 .00231 .00255 .00295 

R(6,3) R(6.4) R (6,5) R (7.11 R (7.2) R (7,3) 
.00396 .00369 .00280 .00363 .00394 .00253 

R(7.4) R (7.5) R(7,6) R (8.11 R (8,2) R(8,3) 
.00387 .00366 .00303 .00436 .00451 .00450 

R(8.4) R I 8.5) R(8.6) RI8.7) R (9.11 R (9.2) 
.00403 .00426 .00429 .00438 .00307 .00409 

R(9,3) R (9,4) R(9.5) R(9,6) R (9.7) R(9.8) 
.00427 .00285 .00267 .00339 .00412 .00340 

R(10.1I R(10.2) R(10.3) R(10.4) R(10,5) R(10,6) 
.00416 .00416 .00453 .00432 .00422 .00440 

R(10,7) R(10,8) R(10,9) R(ll,lI R(ll,2) R (11. 3) 
.00450 .00157 .00386 .00280 .00290 .00407 

R(1l.4) R(ll,5) R(ll,6) R(1l.7) R(ll,8) R(1l.9) 
.00311 .00289 .00279 .00399 .00386 .00111 

R(1l.10) R(12,lI R(12.2) R(12.3) R(12,4) R (12,5) 
.00361 .00434 .00446 .00411 .00439 .00421 

R(12.6) R(12.7) R(12,8) R(12.9) R(12,lO) R(12,ll) 
.00423 .00420 .00296 .00422 .00188 .0040B 

R(13.lI R!13.2) R(13.3) R(13,4) R(13,5) R(13.6) 
.00368 .00359 .00284 .00370 .00343 .00250 

R(1J.7) R(13.8) R(13.9) R(13,10) R(1J,ll) R(13,12) 
.00305 .00402 .00272 .00409 .00161 .00328 

R(14,l) R(14.2) R(14,3) R(14.4) R(14,5) R(14,6) 
.00297 .00402 .00409 .00196 .00287 .00347 

R(14.7) R(14.8) R(14,9) R(14.10) R(14,ll1 R(14.12) 
.00398 .00422 .00343 .00449 .00355 .00447 

R(14.13) R(15,l) R(15,2) R(15,3) R(15,4) R(15,5) 
.00388 .00456 .00462 .00457 .00416 .00451 
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Table A4.2 (Continued) 

R(15,6) R(15,7) R(15,81 R(15,91 R(15,10) R(15,11) 
.00448 .00440 .00182 .00432 .00320 .00428 

R(15,12) R(15,13) R(15,14) R(16,1) R(16,2) R(16,3) 
.00390 .00443 .00421 .00364 .00403 .00419 

R(16,4) R(16,5) R(16,6) R(16,7) R(16,81 R(16,9) 
.00266 .00301 .00379 .00413 .00370 .00115 

R(16,10) R(16,11) R(16,12) R(16,13) R(16.14) R (16,15) 
.00428 .00143 .00441 .00277 .00274 .00339 

Remarks R(i.j) is the asymptotic variance of the correlation 
coefficient located at the (i,j) entry of the 
correlation matrix given in table 2 



PART 'NO 

SURVEY EVIDENCE OR THE RATIORALITY OF EXPEcrATIONS 

Data on expectations collected in business surveys offer the 

opportunity to test the different models of expectation formation 

proposed in the economic literature. For some time, economists have 

recognized the fact that expectations play a crucial role in economic 

activity, but there is considerable debate about the appropriate 

modeling of expectation formation, and in particular, about the 

rationality of expectation formation. According to Muth [1961], an 

expectation is said to be rational if it is the optimal point forecast 

based on the observation of , some economic variables, and on the true 

model linking these variables and the predicted variables. 

This definition (to be more precisely stated) implies that a scheme 

of expectation formation must describe precisely the information set 

chosen to derive the predictions, i.e., how the agents use the 

available information. In this part I focus on the problem of testing 

directly the Rational Expectation Hypothesis (REB, herein), which is a 

central issue in the development of macro and micro models. Numerous 

studies deal with this question; the literature may be classified into 

two types of approach. 
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The indirect approach for testing the REH does not require data on 

expectations. Let us consider a dynamic structural model involving 

expectations of endogenous or exogenous variables. Vithout 

information on expectations, only the reduced-form, obtained from the 

structural model by inserting the REH, can be estimated. Then the 

constraints imposed by the model of expectation formation are 

indistinguishable from those characterizing the structural model. In 

this context, any test based on the reduced-form model is a joint test 

of the structural model specification and of the expectation formation 

model. So, there is no way to confirm or not the RElI, since its 

rejection could be the consequence of a mis-specification of the 

structural model (see for this type of test, Vallis [1980], Pesaran 

[1981], among others). 

Alternatively, survey data allow one to perform non-parametric (or 

direct) tests of the RElI, since surveys report both the expectations 

and the subsequent realizations for different variables. Such tests 

have been proposed by Theil [1958], Turnovsky and Vachter [1972], 

Pesando [1975], Carlson [1977], Mullineaux [1978], Friedman [1980], de 

Leeuw and McKelvey [1981], Brown and Maita1 [1981], Pesaran [1985], 

Taylor [1988], etc. Usually the tests bear on quantitative data such 

as the inflation rate, the wage rate, the stock market index. Yhen the 

data are qualitative, the information is usually transformed into 

quantitative data before performing the test (see Gourieroux and 

Peauce11e [1985], Seitz [1987], for instance). A very few studies use 

directly the qualitative information to infer the expectation behavior, 

see Ner10ve [1983], Gourieroux and Peauce11e [1985]. 
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In the next chapter, I will return to the definition of rational 

expectations, on the precise statement of the REB, and on the different 

tests of the REB proposed in the literature. In the following chapter, 

I present evidence that the surprise variables which can be derived 

from survey data cannot be interpreted as expectational errors; so 

tests of the REB using these variables are not meaningful. In the last 

chapter, I will propose a direct test for the business survey data 

based on a latent variable model. 



Chapter 5: On Testing the RE Hypothesis: A Survey 

5.1 Definition and Characterizations 

In Muth's definition given above, the decisive feature which 

differentiates rational expectations from other types of expectation 

behavior is the requirement of optimality. Then the question is: What 

is an optimal prediction? Usually it is defined as the minimum mean-

square error predictor. I follow here the presentation proposed by 

Prade1 [1985]. (See also Gourieroux and Prade1 [1986].) 

5.1.1 Definition 

Let 0 be a family of random variables with values on ~K. The 

question is to predict the K-dimensiona1 vector y 

The optimal prediction, denoted by e(y I 0), is the solution.of the 

following problem: 

(5.1) min 
xeO 

where E is the expectation operator. The set 0 is the information 

set. It can be the set of the possible predictions of y. In 

practice, the set 0 is chosen such that the solution for the above 

problem exists and is unique. Some examples for such a set are given 
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below, but at this point we may recall that, when 0 is a closed 

vector space of square integrable random variables, the optimal 

prediction is the orthogonal projection, that is to say, the 

orthogonality conditions are satisfied (see Monfort [1980]): 

E [y - e(y I 0)] x - 0 Vx e 0 

Given the Muthian definition, the Rational Expectation Hypothesis H 

is stated as follows: 

(5.2) H - ( 3 0 e I : ye - e(y I 0) ), 

where ye is the observable prediction of y, where I is a family of 

information set. So, testing the REH amounts to check for conditions 

ensuring that there exists an information set for which the observed 

prediction coincides with the (unobservable) optimal prediction. 

The following lemma, proved by Gourieroux and Pradel [1986], is 

useful in view of characterizing H. 

Lemma Let us assume that there exists a smallest element O(ye) of I 

such that: ye e O(ye) C o. Then the following propositions are 

equivalent: 

(i) 3 0 e I : ye - e(y I 0) 

(H) EIIY - yef ~ Elly - xf Vx e O(ye) 

(Hi) 

The proof is short. Indeed: 

(i) --> (ii): Since O(ye) C 0, we have: 
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Eb - ye l1 2 - min Eb - xf :S Eb - xf for all x E O(ye). 
X E 0 

(ii) --> (iii): Since: 

we deduce: 

(iii) --> (i): Obvious by taking: 0 - O(ye). Q.E.D. 

Consequently, the REH is defined by the condition: ye - e(y I O(ye», 

associated with the smallest information set generated by ye. This 

condition is obviously true only if the loss function is quadratic. We 

turn now to the question of finding simple conditions to test the REH. 

5.1.2 Quantitative Data 

Let Oe be the smallest closed vector space containing ye, for 

instance, the set (Aye for A E ~). Then it is trivial to show that, 

under some regularity assumptions, the well-known orthogonality 

condition, i.e., is a necessary and sufficient 

condition for having a unique solution, namely ye - e(y I O(ye», to 

problem (5.1). This motivates the following result: 

Property 1 (Pradel [1985]): 

If data are quantitative, the hypothesis H is satisfied if and only 

if: 

(5.3) 

That is to say, expectations are rational if the forecast errors are 

orthogonal to the observed prediction. 

Gourieroux and Pradel [1986] point out that this characterization of 

the REH does not require expectations to be unbiased. Indeed, for 
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deriving the preceding property, nothing impels the information set to 

contain the deterministic elements of the variable such as the trend, 

the seasonality, although they are observable. If there is a bias, it 

means that these elements are unknown since the condition for 

unbiasedness: E(y - ye)_O is equivalent to having: lEO. 

5.1.3 Qualitative Data 

The characterization of the REH in the case of qualitative data is 

less known. For ease of exposition we need some complementary 

notations. Let us suppose that the variable to be predicted y is 

po1ytomous and there exists a latent quantitative variable which 

allows us to determine how the responses are triggered. Without loss 

of generality, the correspondence between these two variables is 

defined by means of the indicator function in the following way: 

K 

(l if y* E ~ 

l 0 otherwise, 

where: kU_ ~ - S and ~ n A1 - ~ for k ~ 1. 

The information set for the quantitative variable is 0* E 1*. which 

generates the u-fie1d u(O*). The information set 0 E I is defined 

by: 

0- ( x - (x1 .···.L.): ~ - 1_ for k 1 K d 8 (0*) 
K k -Sk - •...• an kEU 

K 

U 8 -" k _ 1 k 
and 8k n 81 - ~ for k ~ 1 ). 
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that is, we impose the prediction to be qualitative. Now, it can be 

shown that the optimal prediction x. e(y I 0), solution of (5.1), is 

given by: 

if Pr[ y* E ~ I 0(0*) ] > max Pr[ y* E Ai I 0(0*) ] 
i ,. k 

otherwise 

Hence, the optimal prediction (which here is not a conditional 

expectation) is associated with the greatest conditional probability. 

This result appears to be intuitive in the dichotomous case, i.e., 

when the variable to be predicted is defined as: 

y-c * if Y E AO - [0, ~) 

* if Y E Al - (-~, 0[. 

Given an information set, defined as the o-field 0(0*), the problem is 

to find a set B E 0(0*) which minimizes: 

Let us remark that: 

E[(lA - 1 )2 + (lA - 1 )2] 
o BO 1 Bl 

- 2{l - [E(lA lB) + E(lA lB) ] ) 
o 0 1 1 

since: E(lA02) + E(l~2) - 1 
2 2 

and E(lB ) + E(lB ) - 1. 
o 1 

Hence, we must look for a set B which maximizes: 

E(lA lB) + E(lA lB)· 
o 0 1 1 

Now, if we denote by b a generic element of B, it can be observed 
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that: 

+ E(lA 1B ) - E( 1B E(AOlb) ) + E( 1B E(Allb) ) 
1 1 0 1 

- E( 1B Pr(Alb) ) + E( 1B Pr(Allb) ) 
o 1 

Let BO - ( b I Pr(Aolb) ~ pr(Allb» and let f(.) be the measurable 

function on the a-field defined as: f(b) - Pr(Aolb) - Pr(Allb). Then 

it is clear that: B - f-l([O.~[) is the solution. 

Two remarks can be added. First. the preceding proof can be 

generalized for the polytomous case. Second. the prediction is optimal 

for any 1P-norm criterium. because 11A - 1BI takes on values 0 or 1. 

and hence 11A - 1BIP does not depend on p. 

How to characterize the hypothesis H when the prediction must be 

qualitative? By the above lemma. the REH is satisfied if and only if: 

ye _ e(y is the smallest element of I. 

containing the observable qualitative prediction yeo Hence. when we 

observe: Yk - 1 for one k in (l •...• K). the optimal prediction 

x - e(y I O(ye» is given by: 

x - 1 i 

x - 0 i 

if Pr[Yi-l 

if Pr[ Yi - 1 

Yk - 1] > max Pr[ Yj - 1 
j ~ i 

Yk - 1] < max Pr[ Yj - 1 
j ~ i 

Yk - 1] 

Yk - 1] 

Let us denote by Pij the joint probability Pr[ Y i - 1 • Yj - 1]. 

Using these relations. Yk is an optimal prediction if and only if: 
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for all k - 1, ... ,K Pkk ~ max Pjk' 
j ;l k 

since: Pr[ Yj - 1 I Yk - 1] - Pjk / IPjk . Hence, it is stated that: 

Property 2 (Gourieroux and Prade1 [1986]): 

If data are qualitative, the hypothesis H is satisfied if and only 

if: 

for all k - 1, ... ,K. 

As pointed out by Gourieroux and Prade1 [1986], rational expectations 

are not necessarily "correct" or "right" expectations. The latter 

implies that the prediction error is small which is not required for 

expectations to be rational. Indeed, the optimality criterion with 

respect to an information set does not mean that the expectation will 

be the best approximation of the variable when the information set is 

not sufficiently large. 

At last, it must be stressed that the characterization of the REH in 

this case is based on the requirement that the expectation variable is 

an indicator variable as the realization. An alternative (developed by 

Prade1) would be to accept expectations of the qualitative variables to 

be quantitative. For instance, expectations can be viewed as 

probabilities on a finite set. As the data that I use here do not 

correspond to this case, it is just mentionned for sake of 

completeness. 
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5.2 Testing the IE Hypothesis in Practice. 

5.2.1 Quantitative Data. 

Given the characterization of the REH for quantitative data by the 

condition E(y_ye) ye - 0, a direct test can be derived by estimating 

first the linear model: 

i - 1, ... ,N t - 1, ... ,T 

where has mean zero and fixed variance 2 
(J , is the observed 

realization for individual i at time t, and is the observed 

prediction made at time t-l for period t. Second, a statistic is used 

to test the null hypothesis p - 1 (which is equivalent to the REH). 

On a cross-section, i.e., for a given period to' the test is 

performed by means of the classical t-statistic. Gourieroux and 

Pradel [1986] remark that this test is valid if the disturbance term is 

uncorrelated with expectations. Under the null, we may assume that the 

disturbance associated with the equation for individual i is 

independent with its own expectation and with the expectations of other 

individuals. (But this is not always true when, for instance, 

measurement errors on expectations are present; then the t- statistic 

should not be used if these errors are not explicitly taken into 

account.) 

For serial data (obtained by summing the variables over index i), 

the independence condition is rarely met, because the realizations y 
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being not known when the prediction is made, the forecast errors are 

not observable and hence, are not in the information set. So the .t-

statistic cannot be used any longer contrary to the usual practice. 

(See Brown and Maital [1981] for a complete analysis of this problem 

and see Gourieroux and Pradel [1986] for the correct statistic to be 

used in this situation.) 

Two variants of the preceding test are proposed in the literature. 

(See Prade1 [1985] for a complete survey on these types of tests.) For 

testing the REH together with unbiasedness, a constant term, say a, is 

added to the preceding regression and the F-statistic for a - 0 and 

P - 1 can be used. Let us recall that unbiasedness is not required 

for having rational expectations. If there is a bias, it means that, 

although variables such as trend or seasonality are observable. the 

relations between y and these variables are not in the information 

set because they are compiicated. 

Another test consists of estimating the following regressions: 

s 
y - ao + l: Q s Y _ j + u 

j-1 
s 

ye - Po + l: Ps y_j + v 
j-1 

Then the Chow test is derived for the null: HO: Qj - Pj Vj-1, .. ,s. 

This is called the test of efficiency. (See Friedman [1980].) Given 

the preceding definitions, this is not the most general case for the 

REH which is tested. Indeed. the null HO should be stated here as: 

ye _ e(ylO) with 

o the set of linear combinations of 1.y-1 •...• y-s ) 
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Obviously if the past values of y and the constant term belongs to 

the information set, then rej ection of HO will cause the REH to be 

rejected; but if HO is not rejected, we are not allowed to reject the 

REH since it may exist an other set than the linear combinations of 

past values of y and of a constant term for which the REH may be 

verified. 

5.2.2 Qualitative Data 

An order statistic is necessary to test the REH given its 

characterization (Property 2) for the case of qualitative data. Indeed 

the null hypothesis imposes the parameters to be inside a space, and 

not, as in the usual case, on the border of this space. Let us 

consider a sample of size n on the prediction observed at time t-l 

and on the realized variable Yt· The data are qualitative, each 

variable taking on K values in a finite set of alternatives 

(1, ... ,K). Then the sample log-likelihood is: 

Log L - ~ nijlog Pij 
i,j 

where nij is the number of individuals in the cell (Yt - i, y~ - j) 

and Pij is the associated probability. 

In order to estimate the model under the null, the constrained 

maximum likelihood estimators are computed by solving: 



Max Log L 

Pij 
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subject to: (i) 

(11) Pkk ~ Max Pjk for k - 1, ... ,K. 
j"k 

The statistic which is relevant to test the REH in this context must 

take into account the fact that the estimators are ordered and that not 

all constraints can be binding at the same time. Such a statistic has 

been derived by Gourieroux, Holly, and Montfort [1982] for the linear 

model: y - xp + u under RP ~ r. The statistic is a weighted sum of 

chi-square statistics, the weights being probabilities that the 

parameters belong to the different cones associated with the different 

configurations that the inequality constraints may satisfy. This order 

statistic can be generalized for non-linear models (see Gourieroux and 

Monfort [1986]). It is difficult to compute it when the dimension of 

the parameter space is larger than 6: Indeed the weights are 

multivariate integrals which are not easy to evaluate (see Farebrother 

[1984]) . The cost of evaluating this statistic for testing the REH 

seems very high. 

One simple way to check these conditions for rational expectations is 

just to look at the contingency table giving the joint probability of 

Yt and Gourieroux and Peaucelle [1985] examines these tables 

when the variable of interest is the size of the labor force in the 

firms. The three categories are expected or realized increase, 

stability, decrease. Considering all the firms having answered to the 

French business test, they observe that the conditions Pkk ~ Max Pjk 
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k - 1.2.3 are only satisfied for the stability category. The authors 

point out that this is certainly due to the lack of a "don't know" item 

in the questionnaire (Le .• firms choose stability when they do not 

know); so the test is biased towards the rejection for the other two 

cases. (This measurement problem in survey data is well-known. see 

Nerlove [1983].) This indicates that the test for qualitative data 

does not seem particularly powerful. 

In the literature. the test of the REH in the case of qualitative 

data is more usually based on some transformations of the data into 

quantitative variables. The basic arguments of this type of tests is 

that the qualitative data are ordinal information on an unobservable 

(latent) continuous variable. Then the necessary and sufficient 

condition for the REH in the case of quantitative data can be tested 

by using the linear regression presented above on the quantitative 

transformations of the qualitative information. 

For instance. Pesaran and Gulamini [1982] consider a scaling 

technique to obtain such a quantitative transformation. A sketch for 

this method is presented in the dichotomous case. Given a panel of I 

individuals (i-1 •...• 1) observed over T periods (t-l •...• T). let: 

Pkl.t - Pr[ Yit - k. y!t - 1 ] with k and 1 - 0.1. 

and let us assume that there exists two latent variables y* and ye* 

and two numbers Q < 0 and ~ > 0 such that: 



155 

* 
Yit -a if Yit 0, 

* Yit p if Yit 1, 

y*e a if e 0, it Yit 

*e Yit p if e Yit 1. 

Under the assumptions that the scales are time-invariant and are the 

same for both predictions and realizations, it can be seen that the 

condition: is equivalent to: POl t P - P10 t Q - O. , , 
Given the signs of Q and p, the REH is stated as: POl t - P10 t - O. , , 

Contrary to the above characterization for qualitative data, only the 

errors in predicting the variable matter from a statistical point of 

view. This method privileges the idea of minimizing the forecast error 

than the concept of optimality. 

Another method is to use balances, that is to say, the difference 

between the number of individuals reporting an increase and the numbers 

of those reporting a decrease. Such a procedure applies only for the 

trichotomous case. Let 

the latent realization 

and Be be the balances associated with 
t 

and the expectation y~*, respectively. It 

is easy to show that the conditions for rationality applied to the 

balances is equivalent to the ones for the latent variables, i.e: 

<-> 

if linear relations exist between latent variables and balances of the 

form: 

* a + b Yt 

a + b ye* 
t 
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Arguments for the existence of such relations are given by Fansten 

[19761, but it is not easy to find empirical evidence for them. If 

they are accepted, the test of the REH can be based on the linear 

regression proposed in 5.2.1 for the case of quantitative data. The 

method is questionable on the basis that information contained in the 

"no change" category is not at all taken into account. 

An other conversion of the raw response data into quantitative 

expectations and realizations series is proposed by several authors 

(see Taylor [1988] among others) . It is sometimes obtained by 

computing the following series: 

F-l(ft ) + -1 F (l-rt ) 
v t - a 

F-l(ft ) -1 - F (l-r) t 

F-l{fe ) + F-l{l-r~) 
v e _ p t 

t F-l{fe ) -1 e - F (l-r) t t 

where f t (respectively, r t ) and f~ (respectively, . r~) are the 

proportions of respondents which report a fall (rise) at time t and 

expect a fall (rise) at time t-l for period t; F{.) is the standard 

normal cumulant and a and p are scaling factors, chosen so that the 

means of the realized and expected changes over the whole sample period 

are equal. The two series can be used to perform the test proposed for 

quantitative data in 5.2.1. The main drawback here is that, although 

the constraints between the means of the two series are imposed, 

nothing is said about the correlations. Specifically, it is assumed 

that the conversion has no effect on the correlations between the 

variables, that is to say, nothing ensures us that the correlation 
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between and is related to the correlation between the 

qualitative variables. 

5 • 3 SUIIIIIIarY 

Let us stress the following points. First, there may exist an 

optimal prediction, that is to say, a solution to the program (5.1), 

and an information set such that the observed expectations coincide 

with the optimal predictions; yet this does not mean that rational 

expectations are "right" predictions since the forecast error can be 

large even at the optimal solution. 

Second, the statement of the REH is dependent on the type of data 

available for the test. In the case of qualitative data, the correct 

test is not easy to derive; direct inspection of the conditions Pkk ~ 

Max Pjk on the contingency tables is not a powerful test; it is just a 

means for observing if the optimal prediction and the observed 

expectation belong to the same set. 

Third, the methods based on the transformation of the qualitative 

information into quantitative data use a linear regression to test the 

REH, assuming no correlation between the expectations and the 

disturbance term. This is not in general the case for serial data and 

this should not be the case if the data are observed with errors. 

Moreover conversion procedures usually impose (implicitly or 

explicitly) specific constraints which cannot be tested. 

These remarks motivate the tests which are now proposed. 



Chapter 6: Surprise Variables and Expectational Errors 

In the study of causal relationships explaining expectations or plans 

as observed in business surveys, Ner10ve [1983] has introduced 

"surprise" variables. Such variables are constructed in the following 

way. 

For a variable Xt observed in a survey at time t, the available 

information is usually of the form: "increase", "stability", or 

"decrease" (since the last survey) and these three categories ca:n be 

denoted: "1", "2", "3". Data of the same type are available for X~, 

the expectation of X made at time t-1 for period t. The surprise 

variable SX is set up according to the following correspondence: 

-{ 
1 ("positive" surprise) if Xt - Xe < 0 t . 

(6.0) SXt 2 (no surprise) if Xt 
_ Xe 0 t 

3 ("negative" surprise) if Xt _ Xe > 0 t 

If a respondent expected an increase for X and if it turns out that X 

decreases, then there is a "negative" surprise, and so forth for each 

possible case. Various configurations could be created with more 

categories. Surprises or failures to fulfill a plan can be derived for 

prices, production, demand, 1. e., any variable generally measured by 

business surveys. 

These surprise variables play a crucial role in the Koenig-Ner10ve 

model [1986] which explains changes of prices and production during the 
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business cycle. It is interpreted as being distinctive of an 

adaptative expectations model. This interpretation comes from the 

idea that surprise variables, as the result of the difference 'Xt-X~' 

would be analogous to expectational errors. 

Now, if the surprise variable is interpreted as an expectational 

error, a test of the RE hypothesis can be obtained by testing the null 

hypothesis that the surprise variable is white noise. 

necessary condition for expectations to be rational 

Indeed, a 

is that 

expectational errors are uncorrelated over time. This can be easily 

seen in the continuous case (see Brown and Maital [1981] for instance). 

Using notation introduce'd at the outset of the last chapter, the 

observed prediction is rational if it is the conditional expectation 

given that the information set is a closed vector space of square 

integrable random variables, i.e.: 

ye _ E(y I 0). 

The forecast error is defined as: f - Y - yeo Hence, if expectatio~s 

are rational, we must have: E(f 0) - O. 

With this test, if the null hypothesis is rejected, then it is 

possible to conclude that expectations are not rational; otherwise, we 

cannot conclude. We develop now this test for the discrete variables 

by using the theory of Markov chains. 
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6.1 A Test of the R.F.H based on the lbeory of Markov Chains. 

Tests about Markov chains are proposed in Anderson and Goodman [1957] 

(see also Bouissou. Laffont and Vuong [1986]). 

a) Notation 

Let x be a discrete stationary stochastic process and let X~ be 

the set (xt : r < t < s). The variable x t takes on discrete values 

in the set The probability is 

defined: 

p(ii) - Pr [Xl - i l •...• xt - it •...• xT - iT) 

and n(ii) is the number of individuals in the cell: (il.···.i t •... i T) 
T 

of the contingency table II - nIt. 
t-l 

The log-likelihood for the joint distribution xI - (xl •...• xt •...• XT) 

is. given a sample of n independent observations: 

The Maximum-Likelihood estimate of p(iI) is the empirical frequency: 

n(q) 
~(q) - ---

n 

b) ML estimation under Markov assumptions: 

The process x is Markov of order m if and only if: 

(6.1) Pr[x llxlt] - Pr[x llxtt 1] for any t - m+l •...• T-l. t+ t+ -m+ 
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For m ?; 1, the maximum likelihood estimator of pUI) under the 

restrictions (6.1) is: 

T-m 

(6.2) 

n n(it+m) 
t-l t 

~m(q) _______ _ 

T-m-l 
n n(it+m) 

t-l t+l 
Proof: 

The joint probability pr[xI] can be written: 

T-m-l 
n Pr[xt+m+l I Xi+m] 

t-l 

It must be true that, under the restrictions (6.1): 

Pr[x I xt+m] - Pr[x I xt+m] t+m+l 1 t+m+l t+l' for any t - 1, ... , T-m-l. 

The ML estimate of the conditional probability model pr[xt+m+llx~1i] 

n(it+m+l) 
t+l is: 

n(it+m) 
t+l 

By multiplying these probabilities for t - 1, ... , T-m-l, and knowing 

that the ML estimate of pr[Xi+l ] is just the associated empirical 

frequency, we obtain (6.2). 

c) Test of the order of a Markov chain. 

The Likelihood Ratio (LR) statistic for testing the null hypothesis 

of a Markov of order m against no restrictions on the joint 

probability Pr[xI] is given by: 

(6.4) for m E [l,T-2] 
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Asymptotically this statistic has a chi-square distribution and the 

number of degres of freedom is: 

T T-m t+m T-m-1 t+m 
(6.5) dfm - n I - [~ (~Ik) - ~ (n 

t-1 t t-1 k-t t-1 k-t+1 

Proof: 

Given the decomposition (6.3) and the restrictions (6.1), there are: 

t+m 
[It+m+1 n Ikl independent conditional probability Pr[xt+m+1Ixi+ml, 

k-1 
t+m 

and there are: [(I t +m+1 - 1) n Ikl independent conditional 
k-t+1 

probability Pr[xt+m+1Ix~:il. Then the number of restrictions imposed 

by (6.1) is: 

t+m 
[(I t +m+1 - 1) ( n 

k-1 

which simplifies into (6.5). 

d) The case of White Noise process. 

t+m 
n 

k-t+1 

If m - 0, then the process is said to be white noise. Equations 

(6.1) to (6.5) become: 

n 

T 

(6.3') pr[Xil - n Pr[xt - itl 
t-1 
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n(ti) 
(6.4') LRO - 2 ~ n(ti) log ----

iT E IT . n pO(iT) 
1 1 1 

T T 
(6.5') dfO - IT I - [~ It - (T-1)] 

t-1 t t-1 

e) Test for white noise a~ainst Markov of order m 

The LR statistic for this test is: 

(6.6) 

For n large and under the null hypothesis, this statistic has a chi-

square distribution and the number of degrees of freedom is: 

where dfO and dfm are given by (6.5) and (6.5'). 

f) A test of the RE hypothesis 

If the surprise variable is interpreted as an expectationa1 error, 

then we can test the RE hypothesis by testing the null hypothesis that 

the surprise variable is white noise against the alternative that it is 

a Markov process, as explained above. 

This test is applied for the surprises on demand, defined according 

to (6.0). First, we test the null hypothesis that this variable is a 

Markov process of order one against no restrictions on the structure of 

the process. Second we can test for white noise ag~inst Markov of 

order one. By this method we can restrict the number of alternative 

hypotheses. 
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We need only three periods to check the restrictions for a Markov 

process of order one, since it is sufficient to test the following 

restriction: 

pr[x3Ix~] - Pr[x3l x2] 

Table 6.1 gives the results for some periods covered by the INSEE 

business survey. We consider for each period the set of all firms, and 

the set of firms reporting stable prices, in order to check if the 

expectation behavior of firms in a stationary environment is more 

compatible with the REH than in the most general case. In Table 6.1, 

AR(l) means Markov process of order one and liN means white noise. 

Clearly, if the hypothesis tJ.:1at the discrete surprise variable is a 

Markov process of order one cannot be rejected, we do reject the null 

hypothesis that it is a white noise process. The power of the test is 

very high because of the large size of the samples. Taking into 

account this fact, we must however conclude that here the results do 

not support the Rational Expectation Hypothesis. 

But this last claim is based on the interpretation of the surprise 

variables as expectationa1 errors. Intuitively, the derivation of the 

surprise as in (6.0) indicates that this variable combines informatiori 

pertaining to both the expectation and the realization of the variable. 

In some sense the surprise is a projection of the data on a particular 

subspace. To argue this new interpretation, we turn now to the problem 

of identifying the latent surprise variable. 



periods 

7S-06 

7S-11 

76-03 

76-06 

76-11 

77-03 

77-06 

77-11 

78-03 

78-06 

78-10 
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Table 6.1: Likelihood Ratio Tests for the REH 

using the Surprise Variable for Deaand. 

(chi-square values and levels of significance in parentheses) 

All lira 

number Test for 
of obser- AR(l) 
vationa d!. 12 

1064 14.8702 
(0.2486) 

I1S7 28.S206 
(0.005) 

1204 19.0142 
(0.088) 

1253 8.0824 
(0.7787) 

1252 13.7725 
(0.3155) 

1076 19.2861 
(0.0819) 

1098 16.7505 
(0.1592) 

ll24 24.1290 
(0.0195) 

1188 13.2994 
(0.3477) 

1128 25.0977 
(0.0144) 

1077 7.9836 
(0.7864) 

Test of WN 
against AR( 1) 

df • 8 

31.400S 
(0.000) 

3S.7748 
(0.000) 

59.6101 
(0.000) 

77.9884 
(0.000) 

68.3574 
(0.000) 

66.4784 
(0.000) 

37.1029 
(0.000) 

36.25ll 
(0.000) 

36.1352 
(0.000) 

78.7981 
(0.000) 

117.618 
(0.000) 

Fir .. reporting 
stable prices 

number Test of WN 
of oba.r- against AR(l) 
v.tiona df • 8 

120 9.614 
(0.293) 

198 27.163 
(0.000) 

234 12.505 
(0.130) 

212 11.048 
(0.199) 

173 13.732 
(0.089) 

155 11.386 
(0.181) 

143 11.158 
(0.193) 

158 14.028 
(0.081) 

147 7.380 
(0.496) 

140 6.882 
(0.549) 

134 15.467 
(0.051) 



166 

Table 6.1 (continued) 

79-01 1069 18.1147 70.3120 188 17.669 
(0.1122) (0.000) (0.024) 

79-03 1102 10.6175 88.3835 200 32.259 
(0.5619) (0.000) (0.000) 

79-06 1098 39.9556 133.481 215 34. 228 
(0.000) (0.000) (0.000 ) 

79-10 1294 49.6206 164.138 166 32.617 
(0.000 ) (0.000) (0.000) 

80-01 1272 20.3742 132.708 164 12.331 
(0.0603) (0.000) (0.137) 

80-03 1222 33.0387 174.254 131 32.416 
(0.000 ) (0.000) (0.000) 

80-06 1192 36.4410 186.461 163 37.507 
(0.000) (0.000) (0.000) 

80-10 11~7 18.7657 140.773 130 24.481 
(0.0943) (0.000) (0. 002) 

81-01 1193 15.7366 108.726 187 25.519 
(0.2036) (0.000) (0.001) 

81-03 1143 38.1581 85.8567 186 22.837 
(0.000) (0.000) (0.003) 

81-06 1099 23.8586 141.164 203 38.466 
(0.0213) (0.000) (0.000) 

81-10 1043 19.4939 103.367 133 21.166 
(0.0773) (0.000) (0.006) 

82-01 1032 12.8187 78.8156 136 22.484 
(0.3824) (0.000) (0.004) 

82-03 1079 28.7327 84.0496 123 14.789 
(0.004) (0.000) (0.063) 

82-06 1051 20.3906 115.596 168 22.206 
(0.060) (O.OOO) (0.004) 



167 

6.2 Analysis of the Latent Surprise Variable 

We may assume that there exists a latent variable which triggers the 

categories taken by the discrete surprise variable. Specifically, it 

exists SD* a continuous random variable such that the surprise on 

demand SD is defined by the usual correspondence: 

SD - i if 

where i -1,2,3 . which correspond to the categories "1", "2", "3", and 

the 6's are the thresholds (60(SD) - ~and 63(SD) - -~). 

There is no general way to specify the process characterizing the 

latent variable. Different autoregressive specifications have been 

tried, but it appears that a simple Markov process of order one gives a 

suitable representation of the data. (Other ARMA models give good 

results but they are not reported since the ones presented here 

suffice for supporting the arguments developed in this section.) 

The latent variable model is specified as follows: 

(6.7) 'It - b '1 t -l + r t 
for t - 1, ... , T 

(6.8) SD* - 'I + £t t t 

(6.9) Var(r t ) - l/J and Var(£t) - 8. 

It is a simple errors-in-variable model for an autoregressive process 

of order one. The model is identified as soon as T > 1. 

(Identification of a similar model is discussed in Chapter 2 and also 

in the appendix of Chapter 2.) 

To estimate this model we apply the procedure proposed in Chapter 3. 

We report now an estimation based on twelve successive surveys covering 
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the years 1983-84-85. The sample is made of 614 firms for which the 

surprise variable on demand can be derived at each of these twelve 

surveys. Table 6.2 gives the matrix of all po1ychoric correlation 

coefficients. 

Table 6~2 

Correlation Hatrix for the Surprise Variable for Demand 

SDOI SD02 SDOl SD04 SD05 SDO' SD07 SDOI SDO' 5010 5011 sou 

SDOI 1.0000 

SD02 .251 1.0000 

SUOl .016 .21l 1.0000 

SD04 .065 .121 .112 1.0000 

SDOS .066 .062 -.Oll .157 1.0000 

SDO' .071 .114 .14, .I61S .164 1.0000 

SD07 .041 .067 .222 .054 .01' .270 1.0000 

SUOI .011 .047 .065 .145 .111 .011 .091 1.0000 

SDO' .1l4 -.015 .062 .032 .040 .062 .051 .171 1.000 

5010 -.015 .201 .Olt] .030 .032 .221 .201 .1l6 .206 1.000 

SUIl .053 .111 .116 .Oll -.024 .072 .114 .016 .096 .152 1.000 

sou .006 .044 .011 .021 -.015 .010 .041 .101 .085 .051 .181 1.000 

OE'ERH1NAN' •• 424.771U+OO 
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The ML estimates are (standard errors given in parentheses): 

b - 0.729 (0.036) 

~ - 0.118 (0.022) 

9 - 0.745 (0.025) 

The goodness-of-fit index is 0.951, the adjusted goodness-of-fit 

index being 0.948. (See Chapter 4 for a definition of these indices.) 

The total coefficient of determination for the observed variables is 

0.941 . which means that the latent variable " is well determined. 

Correlation among parameter estimates are very small. These different 

statistics prove that the model is a good representation of the data-

generating process underlying the surprise variable. 

This suggests that a surprise variable has an informational content. 

In fact it is a combination of the variables from which it is derived. 

When the latent surprise variable for demand at time t is regressed on 

the latent variable ~De* representing the expected change on demand 

made at time t-l, the correlation is significantly different from zero. 

Indeed, the estimation of the simple relation: 

SD* - a ~e* + ut t t 

has given the following result (standard deviations in parentheses): 

a - 0.2102 (0.012) 

o~ - 0.9319 (0.043) 

Should the surprise variable be interpreted as an expectational error? 

The problem here comes from the definition of the surprise variable. 

The categories taken by SX as defined in (6.0) were obtained directly 
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from the qualitative variables Xt and X~, and then the latent 

variable for the surprise is introduced as in this section for the 

demand variable in this section. But it would be consistent to define 

the qualitative surprise SX from a latent variable SX*, itself 

related to the latent variables X* and xe* which are used to define 

X and Xe. Let us consider the following example by assuming that we 

have first defined: 

x - i if * 6i _l (X) ~ X > 6i (X) 

Xe - i if 6 i _l (Xe ) ~ Xe* > 6 i (Xe ) 

The latent surprise variable is given by: SX* - X* - Xe*. We define 

now the qualitative surprise variable as in (6.0) but we assume that 

there exists two thresholds that: 

SX - i 

Let us suppose that we observe: X - 2 (i.e., no change) and Xe - 2. 

According to (6.0) we must set: SX - 2. Now, in terms of the latent 

variables, we should have together: 

and: 
6i _l (SX) ~ SX* - X* - Xe* > 6i (SX) 

6i _l (X) - 6i (Xe) ~ SX* - X* - Xe* > 6i (X) - 6i _l (Xe ) 

But there is no reasons that these two sets of inequalities define the 

same interval for SX* except for some specific values of the 

thresholds. Hence, if we want a consistent way to define the surprise 

we should impose the condition that: 
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But it is trivial to show that the latter condition is not sufficient 

if we consider all the possible cases that X and Xe may take. (See 

Ivaldi [1987] for a complete study.) 

Consequently, we should be cautious in interpreting the surprise 

variable defined by (6.0) as a good measure of the latent expectational 

variable, and this problem could explain the results for the tests 

proposed in the preceding section. We turn now to an alternative 

procedure for testing the Rational Expectation Hypothesis. 



Chapter 7: Direct Tests of the Rational Expectation Hypothesis 

The basic argument underlying the present approach is again that the 

qualitative nature of the observations from business surveys is just 

the consequence of how the survey is conducted. Indeed, the 

categorical responses are assumed to be initiated by some latent 

continuous variables. Now, the correlations among these variables can 

be estimated by the method of the polychoric correlation coefficient 

exposed in Chapter 3. Then, we may ask the following question: Using 

correlations between predictions and realizations estimated from 

business survey data, could we test on the latent variables, the 

necessary and sufficient condition for rational expectations? 

Since the latent variables which determine the qualitative 

information are continuous by definition, a natural method to test the 

REH is then to use the condition and the method derived in Chapter 5 

for quantitative variables. Let us recall that, in this case, testing 

the REH consists in testing whether the slope of the regression of the 

realized variable on the observed prediction of this variable is equal 

to one. This approach can be implemented here since a regression 

between latent variables can be estimated by means of the estimated 

correlations among these variables as proposed in Chapter 3. 

Hence we may answer positively to the preceding question. However, 
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for various reasons which have been discussed in the first part, the 

testing procedure should explicitly take into account measurement 

errors on the variables. The presence of such errors are justified in 

a similar context by several authors, for instance by Pesaran [1985], 

Batchelor [1986], and Taylor [1988]. 

Overall, the setup built to answer the preceding question is a 

particular case of the latent variable model for discrete data, 

presented in Chapter 3. Consequently, the discussions made so far on 

the advantages of this type of models apply here as well. 

The steps of the analysis are the following: The testing procedure 

is proposed in section 7.2 and it is applied for the demand, 

production and price variables of French business survey (section 7.3); 

this study is completed by a model of expectation formation and a test 

of efficiency for the demand variable (section 7.4). 

But before going into this structural analysis, could we obtain 

evidences of the rationality of survey expectations from a direct 

inspection of the data? This is the object of section 7.1. 
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7.1 Direct Inspection of the Contingency Tables 

Let us recall that the conditions characterizing the REH in the case 

of qualitative data are stated as: 

Pkk ~ max Pjk for k - 1, 2, ... , 
j""k 

where Pjk is the probability that the realization of a variable at 

time t takes the value j and its prediction for period t at time t-l 

takes the value k. 

By direct inspection of the count tables (i.e., by comparison of the 

frequencies along each column of each contingency table), we can verify 

whether these conditions are satisfied or not. This is not 

statistically satisfying since, without any statistic, there is no way 

to compute an empirical level of significance and hence, to evaluate 

the extent for which the REH can be accepted or rejected. But it is a 

simple way to check for the existence of information sets for which the 

REH seems not to be rejected. 

Tables 7.1 and 7.2 display the j oint empirical distributions of 

realizations and expectations for the changes of demand and the changes 

of production. The usual categories for the actual changes, i. e. 

"increase", "stay the same" and "decrease" are coded here by "+", "-" 

and "-", respectively .. Analogous codes are used for the expected 

changes. 



175 

Table 7.1: Contingency Tables for Actual va Expected Changes of De-end 
(Figures are percent) 

de + - · d 

+ 7.49 9.13 2.39 

- 5.35 30.92 9.38 January 1985 

· 2.27 12:47 20.60 

de + - · 
d 

+ 5.35 8.50 2.14 

- 5.04 33.31 8.12 Karch 1985 

· 3.97 15.87 -17.70 

de + - · 
d 

+ 9.09 9.91 1.57 

-
- 7.15 32.29 7.45 June 1985 

-
· 4.57 14.55 13.42 

de + - · 
d 

+ 8.15 10.97 2.32 

- 7.15 35.17 9.34 October 1985 

· 2.63 11.41 14.04 



Table 7.2: 

qe 
g 

+ 

-
· 

qe 
g 

+ 

-
· 

qe 
g 

+ 

-
· 

q. 
g 

+ 

-
· 
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Contingency Tables for Actual vs Expected Changes of 
Production (Figures are percent) 

+ - · 
9.26 9.76 1.60 

5.19 37.20 10.13 January 1985 

1.60 8.78 15.78 

+ - · 
6.80 8.06 2.20 

5.60 39.27 8.99 Karch 1985 

3.15 11.96 13.97 

+ - · 
10.61 9.63 1.29 

7.11 40.77 7.85 June 1985 

2.S1 10.91 9.32 

+ - · 
9.62 11.17 2.04 

5.80 41.64 9.06 October 1985 

1.85 8.95 9.87 
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The reasons for looking at these variables are that entrepreneurs 

should be cautious about the evolution of the demand as it is one of 

the most important sources of uncertainty for the firm, and that 

expectations of production changes are the result of various factors 

but are certainly related to expected changes of demand. 

Both sets of contingency tables show that the conditions for 

rationality are satisfied for the four successive survey periods in 

1985. (This is also true for the year 1984; the results are not 

reported.) The conclusion drawn from this inspection of the data is 

that there is no reason to a priori reject the REH for these quantity 

variables and that performing a statistical test is meaningful. 

The reading of the tables suggests three supplementary remarks. 

First, it seems that there is a seasonal effect; but it is difficult to 

be more precise on its direction without further analysis. Second. the 

concentration in the no-change cell is noticeable; as previously 

mentionned this could be due to the lack of a "don't know" category; 

consequently the data could be biased. but there is no unanimity among 

analysts of business surveys on this point. At last. expectations are 

not right or correct in the sense that the following conditions: 

Pkk ~ max Pkj 
j"k 

for k - 1.2 •...• 

(which implies comparison of the frequencies along a row of the 

contingency table) are never satisfied for the reported cases. 

Neither statistically satisfactory nor very powerful (as explained in 

Chapter 5). the direct tests based on qualitative data must be 
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completed in order to obtain a more conclusive answer on the nature of 

expectations contained in business survey data. I turn now to the 

presentation of the method which have been sketched in the 

introduction of this chapter. 

7.2 A Test Based on a Latent Variable 1Iode1 

Let us consider a sample of N firms observed in two successive 

periods 0 and 1. Let ~il be the "true" change of a variable (for 

instance, demand or production of the product) of firm i at time 1 

and let eil be the "true" expected change of this variable made at 

time o for period 1. The Rational Expectation Hypothesis is 

characterized, according to the discussion in Chapter 5, by the 

following necessary and sufficient condition which applies in the case 

of continuous variables: 

(7.1) for i - 1, ... ,N. 

That is to say, expectations are rational if the forecast errors are 

orthogonal to the observed prediction. (Let us recall that this 

condition is characterized with respect to an information set, see 

Chapter 5.) It should be stressed that, if condition (7.1) holds for 

the change variables, nothing ensures that a similar condition would 

hold for the levels of the variables as well. A direct method to test 

the above condition is to estimate the linear regression: 
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qi1 - p ei1 + wi1 for i - 1 •...• N. 

and to perform a test of the null hypothesis p - 1. (Under classical 

conditions. it is easily seen that. if P is equal to one then (7.1) 

holds.) The relevant statistic depends on the particular assumptions 

made on the disturbance term w. In any cases. the error should not be 

correlated with the exogenous variable. This is not satisfied when the 

expectation is observed with errors. Then a more general setup is 

required. 

a) An errors-in-1atent-variab1e model 

The subscript i will be omitted since individual observations are 

independent. 

equations: 

(7.2) { (i) 

(ii) 

where and 

Now. the setup we propose contains the following 

x* 
1 are the realization and expectation of the changes 

of the variable (demand or production). which are assumed to be 

perfectly known for the moment. The REH is still associated with the 

hypothesis P - 1. Let us notice that the absence of a disturbance term 

in the structural equation is usual in the literature on errors-in-

variable models. (See Ma1invaud (1984). F1orens. Mouchart and Richard 

(1987).) Indeed. with respect to the consistency of the least-squares 

estimator. only the measurement errors on exogenous variables are 
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disturbing. The measurement errors on endogenous variables can be 

combined with errors-on-equations without loss of generality. Let us 

notice that the system (7.2) is equivalent to the equation: 

Under this form, it can be seen that £1 can contain expectationa1 

errors. 

Even with quantitative data and the most standard assumptions on the 

error terms, the model (7.2) cannot be estimated because it is not 

identifiable. Indeed, there are four parameters to be estimated (fJ, 

and the variances of e1 , 61 and £1) but only three information, i.e., 

the covariance between and x* 
1 and the variances of these 

variables. A specific treatment of the structural model and a series 

of assumptions are now proposed in order to achieve identification of 

the model. 

b) The structural equation 

Let us consider a sample of firms having answered to three successive 

surveys t - -1, 0, 1. Assuming that the condition for rationality 

holds in period 0, 1. e., '10 - eO' we may test the rationality of 

expectations in period 1 on the basis of a modified version of equation 

(7.2 (i»: 

(7.3) 

The null hypothesis is still fJ - 1. Equation (7.3) will allow us to 

achieve identification on a cross-section of firms for which we have 
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information to measure the variables entering this equation. 

Nonetheless, its use implies particular assumptions since the exogenous 

variables are correlated among themselves (but independent for each 

individual observation). 

Let us denote by: 

(7.4) 

e (~O' e1 ' eO )' 
~ (~1' e') 

't • E (e e') 

No constraints are imposed on the covariance matrix 'to Equation (7.4) 

becomes: 

(7.5) 

where 

as: 

Band r are matrices of free and fixed parameters, defined 

B - o 1 {J-1 
o 0 0 0 
o 0 0 0 
o 0 0 0 

r - 000 
100 
o 1 0 
001 

Equation (7.5) is a particular version of equation (3.1) of Chapter 3. 

c) The measurement model 

Let us turn now to the measurement model. Equations (7.2 (ii)) posit 

that there exists nmeasuringn variables which serve as measures of the 

ntrue n (nmeasurab1en) latent variables. This measurement model with 

consideration to the notations used for the structural equation (7.5) 
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is written: 

(7.6) z* - I '1 + r 

where: z* I is the identity matrix, and: 

e .. E (r r') where 

More specifically, the variances of the measurement errors are denoted 

by: 

(7.7) 
81 and V(t l ) -" 82 

83 for t - 0, 1 

We assume that the measurement errors associated with the expected 

changes El and EO have fixed variances, and that, for the realized 

variables, the variances of the measurement errors may be different 

since no error term is introduced in the structural equation. 

Moreover, the errors are not correlated among themselves, hence the 

matrix e is diagonal. These assumptions mean that the measurement 

errors on the change in variables are stationary. (This is reasonable 

since by first differencing we often obtain stationary series.) These 

assumptions are necessary in order to achieve identification, given the 

absence of constraints on the covariance matrix \lI of the exogenous 

variables. 

The relations between the latent variables and the measurement 

errors must be completed. The usual conditions are imposed, that is to 

say: 
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for t - 0, 1 
(7.8) 

Here these conditions are acceptable, except for E(el £o? Indeed one 

may think that the "true" prediction el made at time 1 contains 

information on the measurement errors (which in turn may contain 

expectational errors) observed at time O. In fact this unconditional 

expectation is equal to zero. Indeed: 

E(el (0) - E(e1 YO) - E(e1 ~o) by equation (7.6) 

- E(el (E(yO I 10» - E(e l ~O) 

where 10 is an information set which includes necessarily £0. Then: 

again by equation (7.6). Hence: E(el (0) - O. 

d) Data-generating-correspondences 

Let us introduce the qualitative information. We observe the ordinal 

variable and defined by the usual correspondences: 

(7.9) 
Yt - k 

x - k t 

k - 1,2,3 

where the a's and b' s are thresholds (which can be infinite). These 

correspondences define the three categories taken by the demand or 

production variables (see the preceding section). They allow us to 

interpret the variables and of the model as latent variables 
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which initiate the survey responses when they cross the thresholds. 

Adopting the convention introduced in the first part, we refer to 

latent variables of the vector z* as latent "measuring" variables and 

to the ones in ~ as latent "measurable" variables. 

d) Stochastic assumption 

Finally, the vector has a multivariate 

distribution with mean vector (0,0,0,0) " and correlation matrix 

The assumption that the means are zero can always be 

satisfied by redefining the thresholds in equation (7.9) accordingly. 

The fact that the variances are set to one is required to identify the 

stochastic model, but does not prevent obtaining consistent estimators 

of the parameters. 

e) Identification 

The parameters to be estimated are: 

elements of the matrix •. The model is identified if a unique value 

for each parameter can be found in terms of the elements of the 

correlation matrix 1: - of the vector z* -

(p is the correlation of the ith and jth element of 
ij 

( * * * *)' Yl'YO'x1,xO . 

z*.) For the 

model defined by equations (7.5) and (7.6), the system to be solved 

is given by the correlation structure equation: 

(7.10) 1: - (I-B)-l r • r' (I-B,)-l + 9 

and it can be easily verified that a unique solution exists. 
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f) Estimation method 

The model is estimated along the lines of the approach proposed in 

Chapter 3. First, the correlations between the measuring variables are 

estimated according to the theory of the polychoric correlation 

coefficient. Second, the parameters of the system formed by equations 

(7.5) and (7.6) are estimated by means of the weighted least squares 

method. 

s) Summary 

Using the theory of polychoric correlation coefficients, we obtain 

information on the realized and predicted variables. Our purpose is to 

test the RER, that is to say, to test whether there exists an 

information set such that the prediction (which is observable in the 

sense that we can get some information such as its correlation with the 

realization) is equal to the optimal predictor, as defined in Chapter 

5. To implement the test when measurement errors are present, I use a 

special form of the regression usually considered to perform such a 

test. Since the test is meaningful under some circumstances, the 

latter are imposed by means of a latent variable model. 
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7.3 Application: DeIIancl, Production, Prices. 

The empirical tests are performed for the variables, demand and 

production, as they are defined in section 7.1. But results for the 

price variable are also discussed below. 

7.3.1 REB Tests for the DeIIancl Variable 

a) Empirical correlation matrices 

Since observed variables in the model are ordinal, their correlation 

matrix ~ must be estimated as a matrix of polychoric correlation 

coefficients (according to the method presented in Chapter 3) for 

future use as input of the estimation procedure. For a particular 

period t, the prec!i!ding model involves three consecutive dates: We 

only consider data set for firms having answered all the variables 

included in the model. The empirical results reported here concern 

four different periods of time: 

period (1) October 1983-January-March 1984 

period (2) March-June-October 1984 

period (3) 

period (4) 

October 1984-January-March 1985 

March-June-October 1985. 

For each of these periods, the matrix of the polychoric correlation 

coefficients between the latent "observable" variables is reported in 

Table 7.3 where d denotes the change of the demand and de the 

expected change for this variable. 

parentheses) of these correlations 

The standard errors (given in 

coefficients show that all of 
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Table 7.3: llatrlces of Polychoric Correlati.,. Coefficients 
(d and de - actual and expected changes of demand) 

Period (1): June-October 1984 January 1985; number of observations-1628 

d2 d1 de 
1 

de 
0 

1.000 
.444 (.00067) 1.000 
.531 ( .00053) .287 (.00082) 1.000 
.257 (.00086) .432 (.00067) .313 (.00082) 1.000 

Period (2): October 1984 January-March 1985;number of observations-1588 

Period (3): 

Period (4): 

d2 

1.000 
.553 (.00051) 
.400 (.00074) 
.400 (.00073) 

1.000 
.301 (.00084) 
.531 (.00055) 

January - March - June 1985; 

d2 d1 

1.000 
.469 (.00061) 1.000 
.426 (.00068) .280 (.00085) 
.355 (.00077) .387 (.00074) 

March - June - October 1985; 

d2 d1 

1.000 
.371 ( .00073) 1.000 
.458 (.00065) .323 (.00081) 
.263 (.00086) .428 (.00068) 

1.000 
.402 (.00084) 1.000 

number of observations - 1609 

de 
1 

de 
0 

1.000 
.490 (.00062) 1.000 

number of observations -1595 

de 
1 

de 
0 

1.000 
.437 (.00069) 1.000 
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them are significant. These standard errors are the square roots of 

the diagonal elements of the covariance matrix of the polychoric 

correlation coefficients. This matrix is itself computed as proposed 

in Chapter 3, where it is denoted W. (The estimated covariances of 

the polychoric correlations are not reported to save space.) 

Let us remark that, given the values of the correlations between (d2 

and di) or (dl and dO)' we could reject the Rational Expectation 

Hypothesis. According to the REH, these correlations should be near 

one, which is clearly not the case here. This means that on the 

observed variables the REH is rejected. Finally let us notice a 

seasonal component, the correlations for the demand being higher in 

winter than in summer. 

b) Estimation results 

Estimates of the model are obtained using the covariance matrix W of 

the correlation coefficients as the weight matrix required to perform 

the weighted least squares estimation described in Chapter 3. Results 

are given in Table 7.4. For each period, the model is estimated 

without constraint (first column) and with the constraint fJ - 1 

(second column), which corresponds to the orthogonality condition 

characterizing the REH. 

Let us notice that the estimates of fJ when it is free are near one 

(except for one period), and that all other paramaters are very close 

for each pair of experiments. The seasonal effect is again 

perceptible: It seems that firms underpredict in winter and 

overpredict in summer. 
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The results are pretty good since all parameters are significant 

(standard errors are given under each parameter in parentheses) and 

that the measures of goodness of fit (GFI) are quite high. (The 

formulas for this measure and the following are given in Chapter 4.) 

We can also compute the coefficients of determination for the observed 

variables, which measure how well these latter serve jointly as 

measurement instruments for the latent variables. For the variable y~, 

this is given by CD-Y (see Table 7.4) which is computed as: 1 - 82, 

since we are working with a correlation matrix. An analogous formula 

stands for CD-X, which gives a similar measure for the other variables 

all together. As these measures are high, the model is meaningful, 

i.e., the latent variables are well determined. 

With respect to the quality of the chosen specification, one should 

'11 - ("ij) 

always positive definite (although the LISREL model does not impose 

stress the fact that all estimated covariance matrix are 

this matrix to be so during the course of the estimation). This result 

is an indication of a relevant specification. 

The t-values for the null hypothesis p - 1 and the empirical level 

of significance are: 

period t-value Significance level 

(1) 0.9808 0.2648 
(2) -0.4425 0.3636 
(3) 1.4766 0.1912 
(4) -0.4025 0.3741 

Based on these results, the REH should not be rejected. Tests for 

other periods give a similar conclusion. 
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Table 7.4: Estiaation Results for Jhe REII Tests on the ne.and Variable. 
(Parameter estimates and standard errors in parentheses) 

Period (1) Period (2) Period (3) Period (4) 

P 1.084 1.000 0.957 1.000 1.107 1.000 0.971 1.000 
(.09) (.10) ( .07) ( .07) 

'1 0.238 0.279 0.465 0.447 0.415 0.459 0.448 ().435 
( .07) ( .06) ( .07) ( .06) (,97) ( .06) ( .07) ( .06) 

'2 0.436 0.414 0.204 0.215 0.454 0.426 0.515 0.524 
( .06) ( .06) (.06} ( .06) (~06) (.06) ( .06) ( .06) 

'3 0.486 0.477 0.566 0.567 0.426 0.422 0.411 0.414 
( .05) ( .05) ( .05) ( .05) (.04) (.05) ( .05) ( .05) 

·11 0.564 0.586 0.797 0.785 0.546 0.574 0.485 0.476 
( .05) (.05) ( .05) (.04) ( .05) (.05) ( .05) ( .05) 

, ·12 0.285 0.298 0.301 0.296 0.280 0.297 0.323 0.319 
( .03) ( .03) ( .03) (.03) ( .03) ( .03) (.03) ( .03) 

·22 0.514 0.539 0.434 0.425 0.574 0.604 0.589 0.580 
(.05) (.04) ( .05) ( .04) (.05) ( .04) ( .05) ( .04) 

·13 0.432 0.441 0.532 0.528 0.387 0.403 0.428 0.424 
( .03) ( .03) ( .02) (.03) (.03) ( .03) ( .03) ( .03) 

·23 0.314 0.313 0.317 0.317 0.490 0.490 0.437 0.437 
( .03) ( .03) ( .03) (.03) (.03) (.03) (.03) (.03) 

t,633 0.514 0.508 0.434 0.440 0.574 0.553 0.588 0.593 
( .05) ( .05) ( .04) ( .04) (.04) ( .04) ( .04) ( .04) 

--
GFI 1.000 0.998 1.000 1.000 1.000 0.999 1.000 1.000 

CD-Y 0.762 0.721 0.535 0.553 0.585 0.541 0.552 0.565 

CD-X 0.855 0.868 0.896 0.890 0.871 0.881 0.864 0.861 
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It should be recalled each test for a given period is conditional to 

the assumption that the REH is true for the preceding period. The 

interpretation to be given to the preceding results is that one can 

extract, from the qualitative (individual) information, variables which 

are compatible with the Rational Expectation Hypothesis, as long as 

measurement errors are specified. Indeed, the proposed test as a 

special case of general latent variable models means that the REH can 

only be tested (identified) conditionally to the measurement errors. 

(On the interpretation of -latent variable models, see section 2.4 in 

Chapter 2.) 

We must point out that the latent "measurable" variables are well 

identified as we consider a classical errors-in-variab1e model: 

Indeed, these variables (i.e., ~1' ~O' e1 , eO) of equations (7.5) are 

measured in the same units as the latent "measuring" variables (i.e., 

the y* and x* variables). The next question is then: Is the use of an 

errors-in-variable model relevant? If the preceding model is estimated 

without measurement errors, the estimated value for p is 0.5716 (for 

period (4), similar results hold for the other periods). This would be 

a rejection of the Rational Expectation Hypothesis. But the goodness­

of-fit index the model without measurement errors is 0.787 which is 

qui te far from the value of this index when measurement errors are 

explicitly introduced. It seems that the errors-in-variable model is 

preferred. 
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7.3.2 REB Tests for the Production Variable 

The method is now applied to test the rationality of the expected 

changes of production. However, we have imposed here that the 

variances of the measurement errors on the realized variables; that 1s 

to say, '1'- '2' (In fact results with and without this assumption 

are very much the same.) The estimates of the latent variable model 

for testing the REH are collected in Table 7.5. The results of the REH 

tests are here reported for the eight successive surveys from January 

1984 to October 1985. (Matrices of po1ychoric correlation coefficients 

as well as their covariance matrices are not reported for saving 

space.) 

The presentation of the results follows the one used for the tests on 

the demand. Again we report the results when P is free and when it 

sets to one. For each pair of experiments, the parameters values are 

close. Obviously models where P is free are slightly better; this 

can be seen by comparing the usual measures (GFI, CD-Y, CD-X) but also 

by looking at the values of the likelihood ratio (CHISQ) (although one 

must be cautious when using this statistic since it strongly depends 

upon the number of observations). 

The estimates for P are slightly greater than one (except in 

October 1984). For the surveys corresponding to the months of October 

and January, the REH cannot be rejected for the latent measurable 

variables, while for the other two months, firms seem to underpredict 

and the REH cannot be rejected only at the 0.05 level. (Under the item 



193 

Table 7.5: Estiaation Results for the B.EH Tests on the Production 
Variable (Parameter estimates and standard errors in parentheses) 

Period: 
Sample 
size: 

f3 

'1 

83 

1PU 

1P12 

~22 

1P13 

1P23 

1P33 

--
GFI 

CD-Y 

CD-X 

CHISQ 

STUD 

8401 

1651 

1.084 1.000 
( .07) 

0.283 0.298 
( .05) ( .05) 

0.440 0.430 
(.05) ( .05) 

0.422 0.422 
( .04) ( .04) 

0.539 0.538 
( .03) (.03) 

0.208 0.229 
( .05) ( .04) 

0.274 0.255 
(.02) ( .02) 

0.506 0.507 
(.03) ( .03) 

0.291 0.290 
(.05) (.04) 

1.000 0.999 

0.717 0.702 

0.921 0.920 

1. 31 2.86 
(.25) (.24) 

1.21 
(.22) 

8403 

1621 

1.207 1.000 
( .07) 

0.224 0.251 
(.05) ( .04) 

0.516 0.501 
( .05) (.05) 

0.584 0.583 
(.04) ( .04) 

0.494 0.492 
( .03) (.03) 

0.263 0.309 
( .04) ( .04) 

0.422 0.380 
( .02) ( .02) 

0.528 0.528 
( .93) ( .03) 

0.330 0.334 
( .04) ( .04) 

1.000 0.998 

0.776 0.749 

0.904 0.898 

2.31 11.40 
(.13) ( .00) 

2.83 
(.12) 

8406 8410 

1665 1649 

1.225 1.000 0.983 1.000 
( .05) ( .05) 

0.339 0.381 0.379 0.378 
(.05) ( .04) ( .04) ( .04) 

0.356 0.354 0.363 0.365 
(.04) (.04) ( .04) ( .04) 

0.497 0.497 0.430 0.430 
( .04) ( .04) (.04) ( .04) 

0.547 0.538 0.543 0.543 
(.03) (.02) ( .03) ( .02) 

0.272 0.345 0.366 0.361 
( .04) ( .04) (.05) (.04) 

0.493 0.442 0.350 0.355 
(.02) (.02) (.02) (.02) 

0.482 0.493 0.363 0.557 
( .02) ( .03) (.03) ( .03) 

0.526 0.523 0.443 0.443 
(.04) (.04) (.04) ( .04) 

1.000 0.996 1.000 1.000 

0.661 0.619 0.621 0.622 

0.924 0.915 0.907 0.906 

1.05 20.66 0.29 0.39 
(.31) (.00) (.59) (.82) 

4.16 -0.32 
(.08) (.38) 



Period: 
Sample 
size: 

P 

(\ 

93 

1P11 

1P12 

1P22 

1P13 

1P23 

1P33 

--
GFI 

CD-Y 

CD-X 

CHISQ 

STUD 

8501 

1629 

1.097 1.000 
( .07) 

0.275 0.293 
(.05) ( .04) 

0.427 0.417 
(.05) ( .05) 

0.435 0.435 
( .04) ( .04) 

0.573 0.572 
( .03) ( .03) 

0.245 0.271 
( .05) (.04) 

0.328 0.305 
( .02) (.02) 

0.548 0.549 
( .03) ( .03) 

0.321 0.311 
( .04) (.04) 

1.000 0.999 

0.725 0.707 

0.921 0.920 

0.70 3.06 
( .40) (.22) 

1.49 
(.19) 
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Table 7.5: continued 

8503 8506 8510 

1589 1631 1621 

1.247 1.000 1.240 1.000 1.040 1.000 
( .07) ( .06) ( .06) 

0.282 0.310 0.343 0.386 0.381 0.385 
( .05) ( .04) ( .05) ( .05) ( .05) ( .05) 

0.493 0.479 0.372 0.363 0.370 0.366 
( .04) ( .05) (.04) ( .05) (.05) ( .05) 

0.578 0.577 0.463 0.463 0.414 0.413 
( .04) (.04) ( .05) ( .04) ( .04) ( .04) 

0.474 0.469 0.485 0.472 0.481 0.479 
( .03) ( .03) (.03) ( .03) (.03) ( .03) 

0.291 0.346 0.192 0.261 0.259 0.270 
(.04) ( .04) (.04) (.04) (.05) ( .04) 

0.492 0.443 0.407 0.352 0.296 0.284 
( .02) (.02) (.02) (.02) (.02) (.02) 

0.545 0.547 0.430 0.444 0.475 0.477 
( .03) ( .03) (.03) ( .03) ( .03) (.03) 

0.396 0.408 0.487 0.486 0.432 0.432 
( .04) ( .04) (.04) (.04) ( .04) ( .04) 

0.998 0.995 1.000 0.996 1.000 1.000 

0.718 0.690 0.657 0.614 0.619 0.614 

0.876 0.871 0.924 0.918 0.917 0.917 

11.69 26.34 0.01 17.06 0.00 0.44 
(.00) (.00) (.91) (.00) (1.0) (.80) 

3.55 3.84 0.65 
( .09) ( .09) ( .31) 
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STUD, are given the t-va1ues for the null hypothesis ~ - 1 as well as 

the empirical level of significance.) It can be seen that imposing ~ 

- 1 perturbs more the results for March and June than for the months 

of January and October for which the quality of the estimation is 

improved. There is a seasonal effect that cannot be taken into account 

in the context of this test where the dynamic structure is very poor. 

(Let us remark that the results for the model developed in the first 

part for explaining production behavior exhibited also a more unstable 

situation in March and June.) 

The comments made previously for the demand variable with respect to 

the relevance of an errors-in-variab1e model apply here too. From all 

experiments made so far, it seems that a priori the REH is more often 

an acceptable assumption to characterize demand expectations than for 

production plans. But this could be due to the structure of the test 

since the dynamic model of production behavior based on the REH 

proposed in the first part gives a good representation of the survey 

data. 

7.3.3 'l'he Price Variable. 

In the INSEE business survey, data on actual and expected changes on 

the product prices of the firms are available. The information is 

continuous since the respondents must answer by a percent of increase 

or decrease. 

grouped data. 

In fact, they round off the figures so that we have 

In that case it is appropriate to derive an ordinal 

variable; but it is not easy to realize such a transformation because 

the distributions of the responses for this variable strongly depend on 
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the inflation rate. For the years 1984-1985, the only possible way to 

determine a small number of categories is to consider three categories 

associated with: <Ot, Ot, >Ot. 

On this basis, the joint frequency distribution for the variables Pt 

and do not always satisfy the rank conditions characterizing the 

REB for qualitative data (the tables are not reported). Moreover, the 

estimates for the model used to test the REB give values for p close 

to or less than 0.9, for different periods. 

Although the results are conditional on the coding chosen to 

characterize the empirical distribution of the realized and expected 

price changes, there is strong evidence for rejecting rationality of 

price expectation. 

No reasons can be a priori found to explain this result compared to 

the previous findings for the quantity variables. The response could 

be found in the mechanims of price determination by firms and/or by 

regulatory rules. 

7.3.4 A eo..ent on the Test and Reaarks 

i) Let us return to the interpretation of the model used to test the 

RE hypothesis. Given equations (7.3) - (7 . 6) a simple relation can be 

derived for the latent variables which are observed through the 

discrete information. Indeed we can write: 

As the error terms of the RHS are white noise processes, the last 
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equation could be interpreted in terms of cointegration. (See Engle 

and Granger [1987].) If each variable of the LHS is assumed integrated 

to the order one (which could be an acceptable assumption since all 

variables refer to changes), then the preceding test would be a joint 

test of the REH and of co integration between the realized .and expected 

changes of demand or production. The consequence of this 

interpretation deserves further investigation. 

ii) Two criticisms apply to the above test. First, the meaning of 

the measurement errors cannot be clearly established. I partly 

answered in Chapter 2 to this is the usual critique made to the errors­

in-variable models. Second, the results for the tests of the REH are 

obtained in a rather static model. The next section proposes another 

method to test the REH in a dynamic context by specifying the 

underlying model of formation of expectations. 
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7.4 A Test of Efficiency of Deaand Expectations 

The object of this section is to perform a test of efficiency which 

has been defined in Chapter 5. Let us recall that, for a given 

variable y and its observed prediction ye, such a test consists of 

estimating the following regressions: 

s 
y - a O + ~ as Y.i + u 

i-I 

and of testing the null: 

s 
and ye - Po + ~ P Y.i + v 

i-I s 

If the past values of y 

and the constant term belongs to the information set, then rejection of 

HO will cause the REH to be rejected. But if HO is not rejected, we 

can only conclude that the past values of the variables are efficiently 

used for prediction. 

There are no practical methods available to specify the process 

generating the expectations as observed through surveys. To achieve an 

acceptable specification in the context of latent variable models, the 

only solution is to introduce all the lagged dependent variables and 

then to retain the most significant on the basis of the available 

statistics. In view of implementing the test of efficiency, this is an 

acceptable method since the problem is just to describe the 

information set used by the firm in making predictions. However, if a 

stationary representation could be obtained, it would be preferred in 

view of using the dynamic equations defining the variables for 

forecasting. 
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The number of lags which can be introduced finally depend on the size 

of the samples that can be drawn from the INSEE survey: As firms do 

not answer all surveys or to all questions, and as we need a panel data 

of significant size in order to estimate a latent variable· model, we 

must restrict the number of periods, and hence the number of variables 

on which the analysis is performed. 

The variable that I consider here is the demand and more specifically 

I look for a dynamic latent variable model for the changes of demand. 

The information on this variable is contained in a correlation matrix 

obtained by means of the theory of the po1ychoric correlation 

coefficient. 

Figure 7.1: 'Dlresholds for Actual and Expected Cbanges in Deaand 
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By looking at the series of thresholds for the actual and expected 

changes of demand, we can gain some information about the latent 

process. Figure 7.1 displays these thresholds computed by the inverse 

of the normal cumulative density function evaluated at the univariate 

marginals for each category taken by the ordinal variables. The solid 

lines represent the upper (THD1) and lower (THD2) thresholds for the 

realized changes of demand, the dashed lines (THEDl and THED2) 

corresponding to the analogous ones for the expected changes. The two 

series cover the period March 1975 to October 1985. Let us notice that 

the thresholds for each pair are quite close, but t~at they are moving 

wider apart for expectations than realizations. Nonetheless it seems 

that a stationary component is common to both variables. 

The model is now specified. Let us notice that the lagged dependent 

variables that were not significant at the est~mation stage have been 

already omitted. 

7.4.1 Model Specification 

The model is presented as a particular case of the general structure 

proposed in Chapter 3, and it is estimated by weighted least squares 

method. It covers eight consecutive periods, which are analyzed by 

means of the following system of equations: 

(7.11) et +1 - °1 'It + °2 "t-2 + °3 "t-4 + rOt t 5,6,7 

(7.12) 'It - f3 et + r1t t - 6,7,8 

(7.13) * Yt - 'It + tt t - 1, ... ,8 

(7.14) * xt - e + t 6t t 6,7,8 
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The meaning of the notations is also maintained: ~t represents the 

change in demand between t-1 and t and E't is the expected change 

between t and t+1 for the demand; these variables are measured with 

errors by y~ and x~, respectively. 

Equation (7.11) says that the "true" expected changes are explained 

by some lags on the "true" changes of the demand, namely the present 

change, the change at time t-2, and the change at time t-4. Given that 

we consider eight periods, this autoregressive process can only be 

written for the periods 5, 6, 7. For the other periods which can be 

viewed as the initial conditions, no particular assumptions are 

imposed, that is to say, the covariance matrix for the first five 

realized changes of demand must be estimated. This matrix is denoted 

by: 

for i,j - 1,2, ... ,5 

All the error terms are white noise and uncorre1ated among themselves. 

Their variances are given by: 

Finally, the actual change and the expected change are related by 

equation (7.13) which allows us to perform a test of efficiency by 

testing only the null hypothesis: {J-l. Instead of testing: 

- {J Vi i 
as proposed at the beginning of this section, I use the 

familiar test, the information set being defined by the lag structure: 

If {J equals one, the underlying process explaining the expectations 
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of demand should be identical to the one used to construct the 

realizations. 

7.4.2 Bstiaation Results 

A panel of 1031 firms having answe~ed to all the variables included 

in the model is drawn from the eight surveys of the years 1984 and 

1985. While the matrix of polychoric correlation coefficients and the 

asymptotic variances of these coefficients are reported in Table 7.6, 

the covariances of the correlations are not given for saving space 

although they are used to perform the weighted least squares. All 

polychoric correlation coefficients are significant. (In Table 7.6 the 

realized change of demand is denoted by D and the expected change by 

DE. ) 

Some remarks can be made on the estimation results of the model 

(7.11)-(7.14), gathered in Table 7.7. First, the autoregressive 

process is stationary, although it is not required to perform the test 

of efficiency. Second, the non-stationarity of the data is taken into 

account by the initial conditions whose estimated covariance matrix ~ 

is positive-definite. Third, given the structure of the model, the 

variances of the expectational errors can be set to zero without 

changing dramatically the values of the other parameters. Let us point 

out that the estimated model could be used to forecast the evolution 

of the observed variables, given the fact that the distributions of the 

measurement errors are known (using the method proposed in Chapter 4). 

The t-values for the hypotheis p - 1 is 1.2 (the empirical level 

of significance is 12%, the number of degrees of freedom being 43); we 
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Table 7.6: Correlation lfatrix for the Test of Efficiency 

DS5 D6 DS6 D7 DS7 D8 D5 D4 D1 D2 D1 

DS5 1.0000 

D6 .1971 1.0000 

DS6 .2165 .• 4401 1. 0000 

D7 .0575 .2952 .4587 1.0000 

DS7 .0511 .1l56 .1160 .5098 1.0000 

D8 .1011 .1388 .2971 .3461 .6135 1.0000 

D5 .3549 .3209 .1952 .2492 .1444 .1412 1.0000 

D4 .2368 .5750 .3444 .2936 .3624 .2875 .4659 1.0000 

D3 .2222 .2809 .0587 .1044 .1822 .2302 .2602 .2828 1. 0000 

D2 .4238 .2288 .3107 .1385 .1524 .1773 .3085 .2320 .1744 1.0000 

Dl .2505 .1563 .2209 .2725 .1348 .0605 .4632 .2460 .2341 .4048 1.0000 

DETERHINANT • .411586D-Ol 
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Table 7.7: Est~tes of the IIodeI for the Test of Efficiency 

(estimates and standard errors in parentheses) 

Parameters Estimates 

fJ 1.06 (0.05) 

°1 0.65 (0.06) 

°2 0.17 (0.06) 

°3 -0.13 (0.04) 
~O 0.17 (0.02) 

"1 0.03 (0.03) 

'0 0.57 (0.04) 
81 0.47 (0.04) 

CD-Y 0.92 
CD-X 0.92 
GFI 0.98 

.57 ( .04) 

.42 ( .03) .53 (.06) 
~ - .38 ( .03) .45 ( .03) .58 ( .06) 

.39 ( .03) .32 (.04) .52 ( .03) .55 ( .06) 

.35 ( .03) .31 (.04) .33 ( .03) .60 ( .03) .53 (.06) 
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should not reject the null hypothesis. 

variable models, this result should 

Given the meaning of latent 

not be interpreted as an 

acceptance of the Rational Expectation Hypothesis at the individual 

level. The correct interpretation is that a behavior compatible with 

this assumption can be derived from the data. 

7.5 Summary 

In this chapter, evidence that we can identify the Rational 

Expectations Hypothesis using survey data on expectations is given. 

Three types of tests have been performed. A first set of tests used 

the condi tions characterizing the REH when realizations and 

expectations are indicator variables. The results show that we cannot 

reject the REH, but it is recognized that these tests are not very 

powerful. 

By means of the second type of tests, I proposed testing the REH on 

the latent variables which are assumed to initiate the responses 

collected in surveys. For this purpose, an errors- in-variable model 

is developped and estimated along the lines of the method proposed in 

Chapter 3. The results show that the REH is not always rejected and 

that it is particularly acceptable for demand. 

The third type of tests is based on a dynamic model in the sense that 

the information set used to predict the variable is defined by 

specifying the random process that should represent the temporal 
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pattern of the variable of interest. Applied to the demand variable, 

this test, called test of efficiency in the literature, concludes that 

the REH should not be rejected for demand. 

It must be stressed that, given that latent variable models are used 

for implementing the second and' third types of tests, the REH could 

only be accepted conditionally to the measurement errors whose role in 

this type of models has been discussed in Chapter 2. This is why I 

interpret a result showing that the REH should not rejected as an 

indication that it is possible to extract from the survey data a 

behavior compatible with the REH. 

Finally, two points should deserve more attention. First, the 

analysis in this chapter is not conclusive for price variables. 

Second, I noticed a similarity between the second type of test of the 

REH and the tests of cointegration. 



CONCWSION 

This study emphasizes the advantages of interpreting the business 

survey data as resulting from the choices of agents who are assumed to 

face dynamic optimization problem. The empirical implementation of 

this structural analysis takes place in an errors-in-latent-variable 

model, which is well suited to the study of this type of data. This 

result is of interest to professional economists who look towards a 

more systematic utilization of survey data for infering the main 

factors at work during the business cycle. However, the methodological 

aspects and the economic contents of the present analysis need further 

improvements. 

1. The translation of causal relationships among continuous economic 

variables in terms of their discrete counterparts observed by surveys 

is not direct. As a matter of fact, the conditional expectation of a 

continuous variable given certain historical discrete data is not 

identical to the one obtained if information was complete. This is 

why probit-type estimation of economic models is not always convenient 

and consistent when all variables are measured through a set of 
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indicators. (See appendix to Chapter 3.) A solution proposed f01 

treating this problem assumes that the process generating the surve) 

data is determined by the theoretical relations among economi( 

variables interpreted as latent variables. To put this in concretE 

terms, I have considered structures arranged in three parts: ThE 

first one, corresponding to the economic model, is a set of lineal 

relations among the "true" variables; the second part is a set oj 

measurement equations of the latter variables by some "measuring' 

latent variables; the last part is a set of correspondences relatin~ 

the measuring variables to the discrete variables as observed it 

surveys. (See Chapter 3.) 

Full-information maximum-likelihood (FIML) estimation of such latent 

variable models on discrete data is conceivable should the evaluatiot 

of multiple integrals prove less burdensome in terms of computations. 

Multiple integrals appear necessarily since the basic idea behind thE 

adopted solution is to recover the complete distribution of the latent 

variables from some partial measures coming from the surveys. Undel 

certain circumstances depending on the admissible error tolerance, thE 

size of the economic model and the sample size, it could be worthwhilE 

to implement the FIML method since routines for approximating multiplE 

integrals are available. 

In Chapter 3, an alternative method is presented. If one hal 

available of an asympotic covariance matrix for the covariances 0] 

correlations of the observed variables, a minimum distance estimator, 

called the weighted least squares (WLS) estimator can be computed whicl 

gives consistent and asymptotically efficient estimates. Moreover it 
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is distribution free which is rather convenient when one has to deal 

with survey data. While this method can be easily implemented when 

data are quantitative, it requires different steps when data are 

qualitative. 

In the first step, the correlation matrix of the latent variables 

entering the economic model is estimated as a matrix of polychoric 

correlation coefficients. This method is motivated as a special case 

of the pseudo-maximum likelihood theory. In practice, the correlation 

for each pair of variables entering in the measurement model is 

computed separatly. The main reason for doing so is again to avoid 

computation of multiple integrals that would be required if we were to 

estimate directly the correlation matrix for all variables at once. 

Pairwise computation is much faster and easier but does not guarantee 

that the final product of the procedure will be a positive-definite 

correlation matrix, a condition which is desirable for performing the 

WLS estimation of the structural model in the second step. To obtain 

this condition, I argue that it is sufficient (but not necessary) to 

consider panel data set with no missing values. Indeed, in this case, 

the marginal frequencies used to estimate each correlation coefficient 

are computed from marginal tables which are all coming from the same 

full contingency table. Compelling ourselves to use panel data with no 

missing values seems to be a way to avoid meaningless correlations, 

i.e., correlations having a sign contracdicting the most common 

economic sense. 

But, the price to pay for using this pairwise estimation is double. 

First, estimates of the correlations can be biased although Monte-Carlo 
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experiments have shown that this is not the case. Second, the 

dimension of models to be estimated must be reduced. Indeed, as firms 

answer neither all questions of a survey nor all surveys, sample sizes 

decrease more rapidly as the number of variables included in the 

econometric model increases. This is, of course, disappointing when 

most of the business surveys are regularly conducted and cover long 

period of time. 

The missing data problem merits more attention. Information on the 

conduct of surveys may allow us to use, in certain instances, classical 

methods for dealing with missing data, such as imputation-based 

procedures. 

information. 

However, it is not always possible to obtain. such 

It may be that the quest for a more powerful solution 

for estimating polychoric correlations should be directed toward the 

extension of model-based procedures for the special case of business 

survey data which are categorical but also repeated. In particular, we 

may think of applying the EM algorithm introduced by Demspster, Laird 

and Rubin [1977], which is often used in econometrics with qualitative 

data. 

Besides the problem of estimating the correlations properly, the WLS 

estimator requires the knowledge of a correct asymptotic covariance 

matrix of the estimated correlations. Typical elements of such a 

matrix are the fourth-order moments of the observed variables. These 

moments are here computed by using normal scores since the variables 

are ordinal. By this way, a correct weight matrix is obtained but it 

could be useful to look for other methods such as non-parametric 

techniques. 
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Finally, two additional remarks should be made. First, at each step 

of the application of the WLS estimation, large sample sizes are highly 

desirable which, again, poses the problem of the treatment of missing 

data in surveys. Second, WLS estimation is computationally burdensome 

which may necessitate imposing gaussian assumptions in order to obtain 

a fit function which is easier to optimize. In this case, estimates of 

the model remain consistent because the procedure is still justifiable 

by the pseudo-maximum likelihood theory, but they are not efficient. 

The alternative is either to consider a simpler model estimated with a 

fully efficient method or to use an easily computable solution which, 

in any case, gives consistent estimates. 

Apart from these estimation problems, the applicability of latent 

variable models requires that equations of the economic model are 

linear which impels us to choose particular assumptions in order to· 

derive economic relations that fit within this structure. 

2. The empirical analysis developed in Chapter 4 supports the idea 

that the production-smoothing model explains the behavior of firms of 

French manufacturing industry facing demand and cost uncertainty. 

This result is obtained in the context of a Keynesian model in the 

sense that the production level is adjusted to demand. In this model, 

discussed in Chapter land 2, firms are assumed to be price-takers at 

the time production decisions are made. In the short-run, these 

assumptions are likely for the French manufacturing industry. 

Despite its link with the Keynesian model, our findings contradict 

early theories of Keynesian inspiration that inventories are 
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responsible for the macroeconomic fluctutations. In fact, production 

behavior appears to. be stabilizing. This is so for two reasons: (i) 

Cost shocks are not prevailing in the determination of production plans 

compared to demand shocks and (ii) the relative weight of adjustment 

costs of production in the cost function is higher than the ones 

related to costs of carrying-over net inventories and to production 

costs. 

The analysis on which these conclusions are based allows us to 

represent the temporal pattern of the production variable as an 

autoregressive process whose lag structure and parameters are 

determined by the parameters of the behavioral model. (See Chapter 4.) 

We are then able to forecast the evolution of the production level by 

using directly the business surveys. 

To improve this forecasting model, further development is required. 

First, the number of periods on which the analysis is conducted is too 

small. This may explain in particular why the optimal behavior is 

production smoothing. Indeed, over a short horizon, if demand is 

stable enough, it may not be worthwhile to bunch production. Second, 

no policy variables are taken into account in the decision of the 

firms. It would be interesting to simulate the responses of firms to 

policy changes. The introduction of such variables could be done 

within the structure of a latent variable model. Third, the economic 

model is too simple to detail the production process. It is known that 

the relations among the components of inventories could play a crucial 

role in the adjustment process. However, going in this direction 

relies on the availability of data. Fourth, the strategic behavior of 
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firms should be introduced. For technical reasons related to the 

estimation method used here, I did not succeed in estimating a model of 

the firm having a monopoly power on its product market. But more 

fundamentally, continuous-state, discrete-time models chosen for their 

convenience are not necessarily the relevant setup to analyze the 

evolution of the price variable. When many institutional elements such 

as contracts and transaction costs are advanced to explain prices, 

discrete-state models may be more suited in that case. As an example, 

we can think of a search model to derive the pricing behavior. The 

consequence would be to look at business survey data in terms of 

duration models. 

Whatever the improvements that can be made to the economic model to 

be estimated, the central tenet of this study has been that responses 

reported in business surveys can be usefully viewed in the traditional 

economic framework as the outcomes of choices of optimizing agents. 

This helps us to specify the dynamic structure of the econometric model 

and to guide the analysis of the empirical results. 

However, the behavioral model is based on rationality assumptions as 

it is often the case in the literature. It is stressed in this 

dissertation that it is not consistent to estimate such models if these 

assumptions cannot be identified with the data used for the inference. 

Business survey data permit us to directly test the Rational 

Expectation Hypothesis and empirical evidences show that this 

assumption is not always rejected. 

It must be noticed that the testing procedure I have proposed in 

Chapter 7 is designed to identify the REB for the latent variables that 
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are measured with errors by the variables observed in surveys, i. e. , 

the tests are particular examples of the general procedure used to 

estimate models on survey data. In this view, the REM hypothesis can 

be identified for the demand and production latent variables. However, 

it is also possible to observe through a direct inspection of the 

survey data that some simple conditions characterizing the REM are 

satisfied for the changes of demand and production. (The relation 

between qualitative and quantitative data with respect to the REM tests 

are in part studied in Chapter 6.) 

In any case, all the proposed tests are aimed to check whether the 

observed predictions are equal to the optimal predictions, defined as 

the minimum mean square error predictors. Although this is the usual 

way to define the Rational Expectation Hypothesis, this implies that 

all tests are correct only with respect to this quadratic criterium. 

(See Chapter 5.) If we define the rational expectation as the best 

strategy of an individual given the best strategies of other agents, 

the type of objective function chosen for deriving the solution will 

play an important role. 

this question. 

I t does not seem superfluous to deal wi th 

As is often the case, this micro-econometric analysis by means of 

business surveys has just helped to initiate further investigations. 

However, I hope that when new attempts to explain the relations among 

responses to survey questions will be carried out, this study will be 

of some interest. 
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see demand. 
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see principle. 

Contingency table: 
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see po1ychoric. 

Correspondence analysis: 
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application, 78. 

Cost: 
see inventory, production. 
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Demand (changes of _ ): 
test of rationality, 186, 175, 198; 
expectation formation model, 200; 
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Dynamic: 
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see optimal control. 
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__ and quantitative data, 145; 
__ and qualitative data, 146; 

-F-

test of the __ hypothesis, see test; 
formation models: 

see demand, production. 

Factor analysis: 
see correspondence analysis; 
see latent variable model. 

Forecasting: 
_ method for qualitative data, 126. 

Functional: 
_ approach to latent variable model, 91. 
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Goodness-of-Fit Index: 
for LISREL model, 119. 
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Heterogeneity: 
modeling _ in latent variable model, 91. 
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Latent variable model: 
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presentation of the ,87; 
maximum likelihood estimation of the _ , 94; 
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software, 220. 
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modelling 
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error, 69, 61. 

test of bivariate ,97, 135; 
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Optimal control: 
discrete case, 35; 
see principle, uncertainty. 

Order ( _ -backlog): 
interpretation of the 

see appraisal. 
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Panel data: 
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definition, 95; 
maximum likelihood, 96; 
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software, 220. 

Prediction: 
optimal _ , 143; 
see rational expectation. 

Principle: 
_ of Rational Expectation, 144; 
first-period-certainty equivalence _ , 26. 

Probit: 
_ type model for survey data, 105. 

Production: 
test of rationality for _ changes, 186, 176; 
_ smoothing behavior: 

presentation, 24. 
_ cost smoothing model, 25, 31. 
forecasting the level of _ , 126. 

Pseudo-Maximum Likelihood: 
interpretation of latent variable models, 101. 

-R-

Rational: 
see expectation, test. 

behavior and survey data, 21, 172. 

-s-

Smoothing: 
see production. 

Stochastic: 
_ control problem, see optimal control. 

Structural: 
_approach to latent variable model, 91. 

Surprise: 
definition of the _ variable, 158; 
latent variable model for the variable, 167; 
_ and expectational error, 158~ 170; 
see test. 

Survey (business _ ): 
INSEE ,15; 
_ and modeling, 46. 

-T-

Test (of the): 
_ bivariate normality, see normality; 
_ Rational Expectation Hypothesis: 

for qualitative data, 152; 
for quantitative data, 150; 
using balances, 155; 
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using surprise variables, 163. 
_ the order of a discrete Markov process, 161. 

Transversality condition: 
discrete case, 36; 

Threshold: 
definition and estimation, 72, 96; 
_ and forecasting, see forecasting; 
_ and heterogeneity, see heterogeneity. 

-u-

Uncertainty: 
and linear quadratic model, 26. 

-v-

Wage: 
use of the variable, 80, 85. 

Weighted least squares, 93. 
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DM 98,- ISBN 3-540-51571-2 

This book consists of 5 chapters. The general 
theme is to develop a mathematical frame­
work and a language for modelling dynamical 
systems from observed data. Two chapters 
study the statistical aspects of approximate 
linear time-series analysis. One chapter devel­
ops worst case aspects of system identifica­
tion. Finally, there are two chapters on system 
approximation. The first one is a tutorial on 
the Hankel-norm approximation as an 
approach to model simplification in linear 
systems. The second one gives a philosophy 
for setting up numerical algorithms from 
which a model optimally fits an observed time 
series. 
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Structural Change 
1989. XIX, 488 pp. 98 figs. 60 tabs. Hardcover 
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This book treats methods and problems of the 
statistical analysis of economic data in the 
context of structural change. It documents the 
state of the art, gives insights into existing 
methods, and describes new developments 
and trends. An introductory chapter gives a 
survey of the book and puts the following 
chapters into a broader context. The rest of 
the volume is organized in three parts: 
a) Identification of Structural Change; 
b) Model Building in the Presence of Struc­
tural Change; c) Data Analysis and Modeling. 
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cated to applications and case studies; it 
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