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## Preface

This book is intended for students of physical science, applied science and engineering, who, for the understanding and practice of their principal subjects, need a working knowledge of applicable mathematics.

Since it is not possible in a single text to cater for all degrees of mathematical facility, nor for all tastes in abstraction, a broad middle course has been adopted, set at the level of what, at the risk of being misunderstood, I describe as the 'average student'. It is hoped, however, that what is presented will also be of value to those who fall on either side of this central band, either as a less than rigorous introduction to the subject for the one group, or as an explanatory and illustrative text for the other.

The ground covered is roughly those areas of applied mathematics usually met by students of the physical sciences in their first and second years at university or technical college. Naturally much of it also forms parts of courses for mathematics students.

In any book of modest size it is impossible to cover all topics fully, and any one of the areas mentioned in this book can be, and has been, the subject of larger and more thorough works. My aim has been to take a 'horizontal slice' through the subject centred on the level of an average second-year student.

The preliminary knowledge assumed is that generally acquired by any student prior to entering university or college. In the United Kingdom, for example, it is that appropriate to the Advanced Level examination in Mathematics for Natural Science of one of the British Schools' Examination Boards. In the United States the material assumed is that which would normally be covered at junior college. Starting from this level, the first chapter of the book, consisting of a collection of topics mostly from the area of calculus, is aimed at providing a common base of the general techniques used in the development of the remaining chapters. Students who have had additional preparation, such as having offered Mathematics as a main A-Level subject, will find much of chapter 1 already familiar.

After the opening chapter, the contents of the remainder of the book fall under about half a dozen main headings. Chapters 2-4 deal with vectors and their uses, 5-8 with ordinary differential equations and 9-10
with partial differential equations. Stationary value problems are discussed in chapters 12-13 and matrices and tensors in 14-15, whilst chapter 11 on numerical methods and 16 on complex variables stand more or less alone, although both have connections with several other chapters.

The guiding principle for presenting the material has been that of introducing it wherever possible from a heuristic, physical point of view, and of deliberately avoiding strictly mathematical questions, such as the existence of limits, uniform convergence, interchanging integration and summation orders, etc., roughly speaking on the grounds that 'this is the real world; it must behave reasonably'. Free use has therefore been made of pictorial mathematics and sometimes of qualitative verbal descriptions instead of more compact mathematical symbolism. This has the effect of lengthening the book somewhat but makes the arguments less terse and tightly knit and therefore, for the average student, easier to unravel. In this same spirit, liberal use has also been made of parenthetical words of clarification [enclosed in square brackets]. They are certainly detrimental to the style and appearance of the text, but the author has found such asides to be appreciated by students and this is a quite sufficient justification for their use.

The general aim has been to present a topic in three stages, a qualitative introduction, the more formal presentation, and an explicit check or worked example to 'close the circle'. In the author's experience this last step is of great value to many students, who prefer to see the developed methods in action, rather than left as correct but abstract solutions. Such introductions and examples are based upon familiar situations and ideas in physical science and engineering, and it is such a general background which is, at the same time, both an important prerequisite for appreciating the material of this book and the main beneficiary of the methods it develops.

Straightforward manipulation and simple proofs, particularly when similar to previously displayed work, are often omitted, but the corresponding results are marked at the left-hand margin, by the symbol $\downarrow$, as are illustrative exercises in the body of the text. The symbol $>$ indicates something which most definitely should be carried through by the student. The required workings are generally neither long nor difficult and notes on their solutions are given in many cases at the end of the book, but most students will benefit greatly in technical skill, understanding and confidence, by carrying out these parts of the arguments themselves.

Many equations (especially partial differential equations) can be written more compactly by using subscripts, e.g. $u_{x y}$ for a second partial derivative instead of the more familiar $\partial^{2} u / \partial y \partial x$, and this certainly saves typographical space. However, for many students, trying to put physical
meaning to the equations rather than just manipulating them according to a set of allowed rules, the labour of mentally unpacking such equations, especially if $u$ or $x$ or $y$ carry further subscripts, indices or primes, is sufficiently great that it is not possible to think of the physical interpretation at the same time. Consequently it has been decided to write out such expressions in their more obvious but longer form. For ordinary differential equations, where less confusion arises, a prime notation has generally been used, except where the independent variable has a clear physical connection with time when a dot notation is employed to make this connection immediate.

The summation convention is introduced in the course of the first chapter, and where appropriate is used in later ones, but with a brief reminder given as to its meaning after each substantial intermission.

It is a pleasure to record my sincere thanks to Sue Mackenzie and Jacky Walters for their patience and care in typing a difficult text in a short time, and to Helen Maczkiewicz for the quality of the drawings and the speed with which she produced them.

I am also greatly indebted to those of my colleagues and students who have read parts of the original manuscript, for pointing out errors and making constructive suggestions. In particular I would like to thank C. M. M. Nex and A. C. Steven of the Cavendish Laboratory, and several of the undergraduates of Clare College, Cambridge, notably R. J. Citron, D. Deutsch, P. N. Jones, H. J. Manning, P. D. A. Orr and O. B. R. Strimpel. Of course all errors and ambiguities remaining are entirely the responsibility of the author, and I would be most grateful to have them brought to my attention.

My thanks also go to the University of Cambridge for permission to use some past examination questions, and to the Cavendish teaching staff whose lecture handouts have collectively provided the basis for some of the examples included.

Finally I wish to place on record my appreciation of the care in setting and printing taken by the staff of William Clowes \& Sons, Limited, and also my sincere thanks to the editorial staff of The Cambridge University Press for their much-appreciated advice on the preparation and presentation of the contents of this book.
K.F.R.

## Mathematical symbols

$\equiv \quad$ identically equal to; definition of
$\approx \quad$ approximately equal to
$\simeq \quad$ asymptotically equal to (see section 1.1)
$\stackrel{\wedge}{\wedge} \quad$ corresponds to
$\propto \quad$ proportional to
$\rightarrow \quad$ approaches; tends to; becomes
$\pm \quad$ plus or minus
$\mp \quad$ minus or plus
| | magnitude of; determinant of (according to context)
$\leqslant \quad$ less than or equal to
$\geqslant \quad$ greater than or equal to
$\ll \quad$ much smaller than
$\Rightarrow \quad$ much greater than
$O($ ) (see section 1.1)
o( ) (see section 1.1)
... similar terms included but not explicitly stated
$n!\quad$ factorial $n=1 \times 2 \times 3 \times \cdots \times(n-1) \times n ; 0!=1$
$\binom{n}{r} \quad$ binomial coefficient $=\frac{n!}{r!(n-r)!}$
$\ln x \quad$ natural logarithm of $x$
$\arcsin x$ the quantity whose sine is $x$ (often $\sin ^{-1} x$ )
$\arccos x$ the quantity whose cosine is $x$ (often $\cos ^{-1} x$ )
$\arctan x$ the quantity whose tangent is $x$ (often $\tan ^{-1} x$ )
$\lim _{x \rightarrow a} f(x)$ the limit to which $f(x)$ tends as $x$ approaches $a$
$\sum_{i=1}^{n} a_{i} \quad$ the sum $a_{1}+a_{2}+\cdots+a_{n}$

- exercises or working the reader should carry through


## 1

## Preliminary calculus

Although the major part of this book is concerned with mathematics of direct value in describing situations arising in physical science and engineering, this opening chapter, although directed to the same end, is of a less obviously 'applied' nature. It is concerned with those techniques of mathematics, principally in the field of calculus, which are the nuts and bolts of the more particularly orientated methods presented in later chapters.
Two particular factors have to be taken into account in its presentation; firstly the various levels of previous knowledge which different readers will possess, and secondly the fact that the subjects to be treated in this chapter form a less coherent whole than do those in any other.
The first of these has been approached at the 'highest common factor' level, namely, knowledge has been presumed only of those topics which will normally be familiar to a student who, in his previous studies, has taken mathematics in conjunction with other science subjects, rather than as his main or only subject. As a result, although several parts of this chapter will almost certainly be unfamiliar to him, the reader with more than this presumed level of knowledge may in some sections find it sufficient to make sure he can solve the corresponding exercises, marked by the symbol $\downarrow$, and then pass on to the next section.

As a result of the rather diverse nature of the topics considered, the degree of difficulty of the material does not vary 'monotonically' throughout the chapter. Rather, the order of presentation has been chosen so as to reduce, as far as possible, both abrupt changes in subject matter and forward references.

### 1.1 Notations and symbols

Throughout the text the notations and symbols adopted have, where possible, been made consistent with those recommended by international agreement. $\dagger$

[^0]For ease of future location and reference, all but the commonest of the symbols used for mathematical operations are set out in a list of mathematical symbols facing page 1 . In nearly all cases the brief explanations given there will be sufficient for the reader to understand the way in which the symbols are used.

However, the symbols $O, o$ and $\simeq$ need some further explanation. These three symbols are used to compare the behaviour of two functions, as a variable upon which they both depend tends to a particular limit, usually infinity or zero, and obvious from the context. The variable may be a discrete integer variable $n$ or a continuous one $x$. If the two functions are denoted by $f$ and $\phi$, and $\phi$ is positive, then the definitions of these symbols are as follows:
(i) If there exists a constant $k$ such that $|f| \leqslant k \phi$ as the limit is approached, then $f=O(\phi)$. The statement $f=O(1)$ means that $f$ is bounded.
(ii) If $f / \phi$ tends to 0 as the limit is approached, then $f=o(\phi)$. The statement $f=o(1)$ means that $f$ tends to zero.
(iii) If $f / \phi$ tends to a limit $l$, where $l \neq 0$, as the limit of $n$ or $x$ is approached, then $f \simeq l \phi$. The statement $a \simeq b$ means that the ratio of the two sides tends to unity.

Although equations relating the various symbols, and a resulting 'algebra', may be established, these notations will not be used in this book for anything more than shortening the presentation of equations, and to reduce the repetitive use of wordy additions to equations. However, the reader is urged to verify for himself the following examples of statements involving use of the symbols.

If $f(n)=3 n^{2}+2 n$ and $g(x)=a x^{1 / 2}+b x^{3 / 2}$, then:
(i) As $n \rightarrow \infty: f(n)=O\left(n^{2}\right), f(n)=O\left(n^{3}\right), f(n)=o\left(n^{3}\right), f(n) \simeq 3 n^{2}$.
(ii) As $x \rightarrow \infty: g(x)=O\left(x^{3 / 2}\right), g(x)=o\left(x^{2}\right), g(x) \simeq b x^{3 / 2}$, $\cos \lambda x=O(1), x^{-1} \cos \lambda x=o(1)$.
(iii) As $x \rightarrow 0: g(x)=O\left(x^{1 / 2}\right), g(x)=o\left(x^{1 / 4}\right), g(x) \simeq a x^{1 / 2}$, $\cos \lambda x \simeq 1, x^{-1} \cos \lambda x \simeq x^{-1}$.

### 1.2 Complex numbers

The notions of a complex number and of a complex function of a real number [e.g. $\exp (\mathrm{ix})$ ] are used extensively later and so we begin by summarizing without proofs the basic properties of complex numbers.

We denote a general complex number $z$ by

$$
\begin{equation*}
z=x+i y \tag{1.1}
\end{equation*}
$$

where $x$ is the real part $(\operatorname{Re} z)$ and $y$ the imaginary part $(\operatorname{Im} z)$ of $z$ and i
is usually described as 'the square root of -1 '. The numbers $x$ and $y$ are themselves real. An alternative notation is

$$
\begin{equation*}
z=r \cos \theta+\mathrm{i} r \sin \theta \tag{1.2}
\end{equation*}
$$

where $r=\left(x^{2}+y^{2}\right)^{1 / 2}$ and $\theta=\arctan (y / x)$ [taking regard of the signs of $x$ and $y$ individually].


Fig. 1.1 An Argand diagram.

Complex numbers can be represented by points on a diagram (an Argand diagram), such as that shown in fig. 1.1, in which the relationships between equations (1.1) and (1.2) are self-evident. The quantity $r$ is called the modulus of $z$, written $r=\bmod z$ or $r=|z|$, and $\theta$ is known as the argument of $z$, written $\theta=\arg z$. It is apparent that $\arg z$ is undetermined to the extent of $2 \pi n$, where $n$ is any integer; for this reason the principal value of $\arg z$ is also defined, and is given by that value which lies in $-\pi<\arg z \leqslant \pi$.

The defining laws of addition, subtraction, multiplication and division for two complex numbers $z$ and $z^{\prime}$ are summarized in the following formulae. The commutative, associative and distributive laws hold to exactly the same extent as they do for real numbers.

$$
\text { Addition: } \quad \begin{align*}
z+z^{\prime} & =(x+\mathrm{i} y)+\left(x^{\prime}+\mathrm{i} y^{\prime}\right) \\
& =\left(x+x^{\prime}\right)+\mathrm{i}\left(y+y^{\prime}\right)  \tag{1.3}\\
\text { Subtraction: } \quad z-z^{\prime} & =(x+\mathrm{i} y)-\left(x^{\prime}+\mathrm{i} y^{\prime}\right) \\
& =\left(x-x^{\prime}\right)+\mathrm{i}\left(y-y^{\prime}\right)  \tag{1.4}\\
\text { Multiplication: } z z^{\prime} & =(x+\mathrm{i} y) \times\left(x^{\prime}+\mathrm{i} y^{\prime}\right) \\
& =\left(x x^{\prime}-y y^{\prime}\right)+\mathrm{i}\left(x y^{\prime}+y x^{\prime}\right) . \tag{1.5}
\end{align*}
$$

$$
\text { Division: } \quad \begin{align*}
\frac{z^{\prime}}{z} & =\frac{x^{\prime}+\mathrm{i} y^{\prime}}{x+\mathrm{i} y} \\
& =\frac{x x^{\prime}+y y^{\prime}}{x^{2}+y^{2}}+\mathrm{i} \frac{x y^{\prime}-y x^{\prime}}{x^{2}+y^{2}} . \tag{1.6}
\end{align*}
$$

Two particular points should be noted:
(i) If all imaginary parts are zero, i.e. $y=y^{\prime}=0$, then all of equations (1.3) to (1.6) reduce to those appropriate to real numbers.
(ii) A particular case of (1.5) occurs when $x=x^{\prime}=0$ and $y=y^{\prime}=1$; we then have the fundamental result

$$
\begin{equation*}
\mathrm{i}^{2}=\mathrm{i} \times \mathrm{i}=-1 \tag{1.7}
\end{equation*}
$$

These results taken in total show that we may for practical purposes treat $x, y$ and i as though they are ordinary real numbers, provided that whenever $\mathrm{i}^{2}$ appears it is replaced by -1 .

For multiplication and division, the representation of complex numbers in terms of modulus and argument is particularly convenient, since, as

$$
\left(x x^{\prime}-y y^{\prime}\right)^{2}+\left(x y^{\prime}+y x^{\prime}\right)^{2}=\left(x^{2}+y^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)
$$

we have from (1.5) that

$$
\begin{equation*}
\bmod z z^{\prime}=(\bmod z) \times\left(\bmod z^{\prime}\right) \tag{1.8}
\end{equation*}
$$

Further, since

$$
\arctan \frac{x y^{\prime}+y x^{\prime}}{x x^{\prime}-y y^{\prime}}=\arctan \frac{y}{x}+\arctan \frac{y^{\prime}}{x^{\prime}}
$$

[from the formula $\tan (A+B)=(\tan A+\tan B) /(1-\tan A \tan B)$ ] we also conclude that

$$
\begin{equation*}
\arg \left(z z^{\prime}\right)=\arg (z)+\arg \left(z^{\prime}\right) \tag{1.9}
\end{equation*}
$$

Thus if $z=r(\cos \theta+\mathrm{i} \sin \theta)$ and $z^{\prime}=r^{\prime}\left(\cos \theta^{\prime}+\mathrm{i} \sin \theta^{\prime}\right)$ then $z z^{\prime}=$ $r r^{\prime}\left[\cos \left(\theta+\theta^{\prime}\right)+\mathrm{i} \sin \left(\theta+\theta^{\prime}\right)\right]$.

Similarly from (1.6) it can be shown that:
-1. $\bmod \left(z^{\prime} / z\right)=\left(\bmod z^{\prime}\right) /(\bmod z)$,
and
-2. $\quad \arg \left(z^{\prime} / z\right)=\left(\arg z^{\prime}\right)-(\arg z)$.
$\rightarrow$ 3. Show that multiplying a complex number $a+\mathrm{i} b$ by i corresponds to rotating its vector on the Argand diagram by $\pi / 2$ in the positive (anticlockwise) sense.

A more convenient and shorter expression for $\cos \theta+i \sin \theta$ may be obtained as follows. Recall that for a real number $x$ the function exponential $(x)$ or $\exp (x)$ or $\mathrm{e}^{x}$ is defined by the series

$$
\begin{equation*}
\exp (x)=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots=\sum_{r=0}^{\infty} \frac{x^{r}}{r!} \tag{1.12}
\end{equation*}
$$

If we replace $x$ by $i \theta$ (with $\theta$ real) in this and reduce any power of $i$ by writing $\mathrm{i}^{2}$ as -1 (see (1.7)) we obtain

$$
\begin{equation*}
\exp (i \theta)=1+i \theta-\frac{\theta^{2}}{2!}-\frac{i \theta^{3}}{3!}+\cdots \tag{1.13}
\end{equation*}
$$

The real and imaginary parts of this expression are

$$
\begin{equation*}
\operatorname{Re}[\exp (\mathrm{i} \theta)]=1-\frac{\theta^{2}}{2!}+\frac{\theta^{4}}{4!}-\cdots \tag{1.14a}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}[\exp (i \theta)]=\theta-\frac{\theta^{3}}{3!}+\frac{\theta^{5}}{5!}-\cdots \tag{1.14b}
\end{equation*}
$$

But these two latter series are just the power series expansions for the functions $\cos \theta$ and $\sin \theta$ respectively. Thus using this in (1.13) establishes that

$$
\begin{equation*}
\exp (i \theta)=\cos \theta+i \sin \theta \tag{1.15a}
\end{equation*}
$$

Changing $\theta$ to $-\theta$ and recalling that $\cos (-\theta)=\cos \theta$ whilst $\sin (-\theta)=$ $-\sin \theta$, shows that

$$
\begin{equation*}
\exp (-i \theta)=\cos \theta-i \sin \theta \tag{1.15b}
\end{equation*}
$$

Solving (1.15 a) and (1.15b) for $\cos \theta$ and $\sin \theta$ gives

$$
\begin{align*}
\cos \theta & =\frac{1}{2}[\exp (\mathrm{i} \theta)+\exp (-\mathrm{i} \theta)]  \tag{1.16a}\\
\sin \theta & =\frac{1}{2 \mathrm{i}}[\exp (\mathrm{i} \theta)-\exp (-\mathrm{i} \theta)] \tag{1.16b}
\end{align*}
$$

In this notation, (1.2) becomes

$$
\begin{equation*}
z=r \exp (\mathrm{i} \theta) \tag{1.17}
\end{equation*}
$$

and, for example, (1.5) takes the form

$$
\begin{equation*}
r \exp (\mathrm{i} \theta) r^{\prime} \exp \left(\mathrm{i} \theta^{\prime}\right)=r r^{\prime} \exp \left[\mathrm{i}\left(\theta+\theta^{\prime}\right)\right] \tag{1.18}
\end{equation*}
$$

It is apparent that, by repeated applications of (1.18), the following more general result may be obtained:

$$
\begin{align*}
z_{1} z_{2} \ldots z_{n} & =r_{1} \exp \left(\mathrm{i} \theta_{1}\right) r_{2} \exp \left(\mathrm{i} \theta_{2}\right) \ldots r_{n} \exp \left(\mathrm{i} \theta_{n}\right) \\
& =r_{1} r_{2} \ldots r_{n} \exp \left[\mathrm{i}\left(\theta_{1}+\theta_{2}+\cdots+\theta_{n}\right)\right] . \tag{1.19}
\end{align*}
$$

A particular case of this is that in which all the $z_{j}$ are equal and of unit modulus, i.e. $z_{j}=\exp (\mathrm{i} \theta)$ for all $j$; then

$$
\begin{equation*}
[\exp (i \theta)]^{n}=\exp (\mathrm{in} \theta) . \tag{1.20}
\end{equation*}
$$

Written in terms of cosines and sines, this result is known as de Moivre's theorem

$$
\begin{equation*}
(\cos \theta+i \sin \theta)^{n}=\cos n \theta+i \sin n \theta . \tag{1.21}
\end{equation*}
$$

The complex exponential form is a very useful way of expressing functions which undergo sinusoidal variation, either in time or with distance. Thus the function

$$
\begin{equation*}
f(t)=R \exp (\mathrm{i} \omega t)=R \cos \omega t+\mathrm{i} R \sin \omega t \tag{1.22}
\end{equation*}
$$

is one whose real and imaginary parts both undergo sinusoidal variations of amplitude $R$ and period $2 \pi / \omega$, although they are out of phase with each other by a quarter of a cycle.


Fig. 1.2 The representation of $\exp (i \omega t)$ in an Argand diagram.

In the Argand diagram (fig. 1.2) the point which represents $f(t)$ at any particular time lies on a circle of radius $R$. As time increases the point moves in the positive sense (anticlockwise) with angular velocity $\omega$. It is easily seen that the lengths $O A$ and $O B$ (reckoned positively or negatively) give the real and imaginary parts of (1.22).

The use of complex exponentials to describe travelling waves (in the form $\exp [\mathrm{i}(k x-\omega t)])$ is discussed in chapter 9 .

It may also be noted that ( 1.15 a ) and ( $1.16 \mathrm{a}, \mathrm{b}$ ) are closely related to the functions $\cosh (x)$ and $\sinh (x)$ which are defined as

$$
\begin{align*}
& \cosh (x)=\frac{1}{2}[\exp (x)+\exp (-x)]  \tag{1.23a}\\
& \sinh (x)=\frac{1}{2}[\exp (x)-\exp (-x)] \tag{1.23~b}
\end{align*}
$$

These two functions, also known as the hyperbolic cosine and hyperbolic sine respectively, satisfy the identity
-4. $\quad \cosh ^{2}(x)-\sinh ^{2}(x)=1$,
as is easily verified.
If $x$ is set equal to $\mathrm{i} \theta$ in $(1.23 \mathrm{a}, \mathrm{b})$ and comparison is made between the resulting right-hand sides and the right-hand sides of $(1.16 \mathrm{a}, \mathrm{b})$ then the equalities

$$
\begin{align*}
& \cosh (i \theta)=\cos (\theta)  \tag{1.25a}\\
& \sinh (i \theta)=i \sin (\theta) \tag{1.25~b}
\end{align*}
$$

are established. Conversely, putting $\theta$ equal to $\mathrm{i} x$ in $(1.16 \mathrm{a}, \mathrm{b})$ shows that

$$
\begin{align*}
& \cos (i x)=\cosh (x)  \tag{1.26a}\\
& \sin (i x)=i \sinh (x) \tag{1.26b}
\end{align*}
$$

Finally we define the complex conjugate (or simply conjugate) of $z(=x+i y)$ as the complex number

$$
\begin{equation*}
z^{*} \equiv x-\mathrm{i} y \tag{1.27}
\end{equation*}
$$

The following properties of the complex conjugate are almost immediate, and others can be derived from them,

$$
\begin{align*}
& \left(z^{*}\right)^{*}=z  \tag{1.28a}\\
& z+z^{*}=2 \operatorname{Re} z  \tag{1.28~b}\\
& z-z^{*}=2 \mathrm{i} \operatorname{Im} z  \tag{1.28c}\\
& z z^{*}=|z|^{2} \tag{1.28~d}
\end{align*}
$$

In $(r, \theta)$ notation the conjugate of $z$ is clearly given by

$$
\begin{equation*}
z^{*}=r \exp (-\mathrm{i} \theta) \tag{1.29}
\end{equation*}
$$

5. Verify that (1.29) is consistent with (1.28 a-d).

### 1.3 Convergence of series

In several places later in this book we will have occasion to consider the sum of a series of terms $a_{n}$ which are all given by a single formula involving $n$, but each for its own value of $n$. For example in the two series defined by:

$$
\begin{align*}
& b_{n}=1 / 2^{n}, \quad n=1,2, \ldots  \tag{i}\\
& c_{n}=1 / n, \quad n=1,2, \ldots \tag{1.30a}
\end{align*}
$$

$b_{7}$ has the value $1 / 128$ and $c_{7}=1 / 7$. Only series with real terms will be considered in this section.

Our concern will be with the quantity $S_{N}$ which is the sum of the first $N$ terms

$$
\begin{equation*}
S_{N}=\sum_{n=1}^{N} a_{n}, \tag{1.31}
\end{equation*}
$$

and the particular question to be answered is whether or not, if we allow $N$ to tend to infinity, $S_{N}$ tends to a definite limit, or increases or decreases without limit, or oscillates 'finitely or infinitely'. We will correspondingly say that the series $\sum a_{n}$ converges, diverges to $+\infty$ or $-\infty$, or oscillates finitely or infinitely.

A formal analytic treatment of these matters involves careful study of the properties of bounds and limiting processes. However we will take a more heavy-handed approach and use expressions such as:
(a) 'tends to infinity' when we should say 'exceeds any given quantity $M$ '; (b) 'a series converges to the sum $S$ ' when we should say 'given any $\epsilon>0$ there exists an $N_{0}$, which may depend upon $\epsilon$, such that $\left|S_{N}-S\right|<$ $\epsilon$ for all $N$ greater than $N_{0}$.

Even if we can establish in a particular case that a series does converge, this may not automatically determine the value of its sum $S$. The evaluation of the sum is often a separate problem, and one which we will sometimes leave unsolved.

Suppose first that a series $\sum a_{n}$ is convergent, then it is apparent that, however small a quantity $\epsilon$ we may have chosen, we must be able to find a value $N_{0}$ of $N$ such that

$$
\begin{equation*}
\left|\sum_{n=N_{0}}^{n=N_{0}+N_{1}} a_{n}\right|<\epsilon, \tag{1.32}
\end{equation*}
$$

whatever the value of $N_{1}(>0)$. Put roughly in words, 'we can always find a value $N_{0}$ of $n$ such that the sum of any number of terms from $N_{0}$ onwards is less than any preassigned positive quantity, however small'.

The smaller the preassigned quantity, the larger the value of $N_{0}$ needed, but one can always be found.

The converse of this is also true, namely that if, given any $\epsilon>0$, we can find an $N_{0}$ such that the statement involving inequality (1.32) is true, then the series must be convergent. This follows since the sum of $N_{0}+N_{1}$ terms must be within $\pm \epsilon$ of $S_{N_{0}}$ for any positive $N_{1}$, and $\epsilon$ itself could have been chosen arbitrarily small.

It is not usual to actually assign values to $\epsilon$, but for the sake of illustration we may do so and consider the series $\sum b_{n}$ given by ( 1.30 a). Suppose we choose $\epsilon$ as $10^{-3}$. The eleventh term of the series $b_{11}=2^{-11}=1 / 2048$, the next term is one half of this, and the one after that (the thirteenth) one quarter of it, and so on. It is apparent that the addition of each further term only halves the gap between the sum starting at the eleventh term and the value $2 / 2048$. Hence

$$
\left|\sum_{n=11}^{n=11+N_{1}} b_{n}\right|<\frac{2}{2048}<10^{-3}=\epsilon,
$$

for any $N_{1}$, thus showing that $\sum b_{n}$ is convergent. If instead of $10^{-3}$ for $\epsilon$ we had chosen $10^{-6}$, then we would have had to take $N_{0}$ as 21 rather than 11. What has to be shown is that whatever value of $\epsilon$ is given, provided it is positive, we can find a corresponding $N_{0}$.

The actual sum $S$ for this particular series is rather obvious if the first few terms are written out, and in any case as this series is a geometric one the formula for its sum, $\frac{1}{2} /\left(1-\frac{1}{2}\right)$, is probably well known to the reader.

It is almost as straightforward to show that the series $\sum c_{n}$ defined by ( 1.30 b ) is not convergent. This can be done by grouping its terms in the following way

$$
\begin{align*}
S_{N}=\sum_{1}^{N} c_{n}=1+\left(\frac{1}{2}\right)+\left(\frac{1}{3}+\frac{1}{4}\right) & +\left(\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}\right) \\
& +\left(\frac{1}{9}+\cdots+\frac{1}{16}\right)+\cdots \tag{1.33}
\end{align*}
$$

The sum of the terms in each bracket is in every case $\geqslant \frac{1}{2}$, and since it is apparent that as many such brackets can be made up as we desire, the sum $S_{N}$ can be made bigger than any finite value simply by making $N$ large enough. This shows that $S_{N}$ does not tend to a limit $S$ and that the series $\sum c_{n}$ does not converge. Such a series is said to diverge.

To investigate whether or not a given series $\sum a_{n}$ converges, it is useful to have a number of tests and theorems of general applicability available. Some of these we will merely state, since once they have been stated they become almost self-evident - but are no less useful for that.

1. Crucial consideration. In all tests for, or discussions of, the convergence of a series, it is not what happens in the first ten, or the first thousand, or the first million terms (or any other finite number of terms) that matters, but what happens ultimately.
2. A necessary (but certainly not sufficient) condition for convergence is that $\left|a_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$.

In the next four tests we will assume that all terms of all series mentioned are non-negative (or, more precisely, that the number of negative ones is finite).
3. If there exists a constant $M$ such that $S_{N}=\sum^{N} a_{n}$ is $<M$ for all values of $N$, then $\sum a_{n}$ is convergent. $\dagger$ If no such constant exists $\sum a_{n}$ diverges.
4. Comparison test. (i) If for some $N_{0}, a_{n} \leqslant \lambda d_{n}$ for some fixed $\lambda$ and all $n>N_{0}$, and $\sum d_{n}$ is convergent, then $\sum a_{n}$ is convergent.
(ii) If for some $N_{0}, a_{n} \geqslant \lambda d_{n}$ for some fixed $\lambda$ and all $n>N_{0}$, and $\sum d_{n}$ diverges, then $\sum a_{n}$ diverges also.
5. Ratio test ( $D^{\prime}$ Alembert). A series $\sum a_{n}$ converges or diverges according as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{a_{n+1}}{a_{n}} \tag{1.34}
\end{equation*}
$$

is $<1$ or $>1$ respectively. If the limit (1.34) is equal to 1 , no conclusion can be drawn.

To prove this we observe that if the limit (1.34) is $\lambda$ where $\lambda<1$, then we can find a value $r$ in the range $\lambda<r<1$ and a value $N_{0}$ such that

$$
\frac{a_{n+1}}{a_{n}}<r
$$

for all $n>N_{0}$. Now the terms of the series $a_{n}$ after $a_{N_{0}}$ are

$$
\begin{equation*}
a_{N_{0}+1}, \quad a_{N_{0}+2}, \quad a_{N_{0}+3}, \ldots, \tag{1.35a}
\end{equation*}
$$

and each of these is less than the corresponding term of

$$
\begin{equation*}
r a_{N_{0}}, \quad r^{2} a_{N_{0}}, \quad r^{3} a_{N_{0}}, \ldots \tag{1.35b}
\end{equation*}
$$

However, the terms of ( 1.35 b ) are those of a geometric series with a common ratio $r$ less than 1 ; the geometric series consequently converges

[^1]and therefore, by the comparison test (result 4) so must the series ( 1.35 a ). The observation in statement 1 is now enough to establish the validity of the ratio test.

The divergent case, where $\lambda>1$, is proved by an analogous argument.
6. Root test (Cauchy). A series $\sum a_{n}$ converges or diverges according as

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(a_{n}\right)^{1 / n} \tag{1.36}
\end{equation*}
$$

is $<1$ or $>1$ respectively. If the limit (1.36) is equal to 1 , no conclusion can be drawn.

The proof follows, almost exactly, the lines of that for the ratio test and so will not be given here.
6. Construct this proof.

Apart from obvious modifications, results 3, 4, 5 and 6 hold for series consisting entirely of negative terms, or [more liberally] with only a finite number of positive ones.

The one type of series for which we have as yet made no provision is one containing infinite numbers of both positive and negative terms. The two signs may appear in alternate terms or in a less symmetric way, e.g.
or

$$
\begin{align*}
& \frac{1}{1}-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots  \tag{1.37a}\\
& -\frac{1}{1}+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}-\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}-\frac{1}{9}+\cdots \tag{1.37~b}
\end{align*}
$$

The characteristic of this type of series is not that there are equal numbers of positive and negative terms, but that the numbers of each should be infinite. Specific to this type of series we will give only one particular test.
7. Alternating signs test. A series $\sum(-1)^{n} a_{n}$, where the $a_{n}$ are positive, converges if
(i) $a_{n} \rightarrow 0$ as $n \rightarrow \infty$, and (ii) an $N_{0}$ can be found such that $a_{n}>a_{n+1}$ for all $n \geqslant N_{0}$.

To prove this suppose for definiteness that $N_{0}$ is even and consider the series starting at $a_{N_{0}}$. First of all group the sum of its first $2 m$ terms as

$$
\begin{aligned}
S_{2 m-1}=\left(a_{N_{0}}-a_{N_{0}+1}\right)+\left(a_{N_{0}+2}\right. & \left.-a_{N_{0}+3}\right) \\
& +\cdots+\left(a_{N_{0}+2 m-2}-a_{N_{0}+2 m-1}\right) .
\end{aligned}
$$

By condition (ii) all the brackets are positive, and so $S_{2 m-1}$ increases as $m$ increases. But, on the other hand

$$
\begin{aligned}
& S_{2 m-1}=a_{N_{0}}-\left(a_{N_{0}+1}-a_{N_{0}+2}\right) \\
&-\cdots-\left(a_{N_{0}+2 m-3}-a_{N_{0}+2 m-2}\right)-a_{N_{\mathrm{c}}+2 m-1}
\end{aligned}
$$

and, since each bracket is positive, we must have $S_{2 m-1}$ is less than $a_{N_{0}}$. These two properties of $S_{2 m-1}$, together with result 3, establish the validity of the test.

It is clear that the proof does not depend in any essential way on $N_{0}$ being even, and this is in no way a restriction on the general result.

If from the series of terms $a_{n}$, the series $\left|a_{n}\right|$ is formed and $\sum\left|a_{n}\right|$ is convergent, then the series $\sum a_{n}$ is said to be absolutely convergent. Clearly there is no distinction between convergence and absolute convergence for series all of whose terms are positive anyway. Series containing only a finite (but non-zero) number of terms of a particular sign will be absolutely convergent if they are convergent; the actual value of the sums $S=\sum a_{n}$ and $S^{\prime}=\sum\left|a_{n}\right|$ will be different however.

It is apparent that a series can be convergent without being absolutely convergent. An example of such a series is ( 1.37 a), which is convergent by the alternating signs test of result 7 , but is shown by the divergence of ( 1.30 b ) not to be absolutely convergent.

On the other hand an absolutely convergent series is necessarily convergent.
$\rightarrow 7$. Determine how the behaviour of $S_{N}=\sum_{n=0}^{N} a x^{n}$ as $N \rightarrow \infty$ depends upon the value of $x$.
8. Find the sum $S_{N}$ of the first $N$ terms of the following series and hence determine whether the series are convergent, divergent, or oscillatory.
(a) $\sum_{0}^{\infty}(a+n d)$,
(b) $\sum_{1}^{\infty} \ln \left(\frac{n+1}{n}\right)$,
(c) $\sum_{0}^{\infty}(-2)^{n}$,
(d) $\sum_{1}^{\infty} \frac{1}{n(n+1)}$ [write as partial fractions],
(e) $\sum_{1}^{\infty}(-1)^{n+1} \frac{n}{3^{n}}$.
$\downarrow 9$. Determine whether the following series are convergent. (Their sums, where they exist, are not required.)
(i) $\sum_{1}^{\infty} \frac{1}{n^{2}}$,
(ii) $\sum_{1}^{\infty} \frac{1}{n^{1 / 2}}$,
(iii) $\sum_{1}^{\infty} \frac{\cos (n \theta)}{n(n+1)}$,
(iv) $\sum_{1}^{\infty} \frac{n^{1 / 2}}{(1+n)^{1 / 2}}$,
(v) $\sum_{1}^{\infty} \frac{n^{2}}{n!}$,
(vi) $\sum_{1}^{\infty} \frac{(\ln n)^{n}}{n^{n / 2}}$,
(vii) $\sum_{1}^{\infty} \frac{n^{n}}{n!}$.
10. Are the following series absolutely convergent, convergent or oscillatory?
(a) $\sum_{1}^{\infty} \frac{(-1)^{n}}{n^{5 / 2}}$,
(b) $\sum_{1}^{\infty} \frac{(-1)^{n}(2 n+1)}{n}$,
(c) $\sum_{1}^{\infty} \frac{(-1)^{n}\left(n^{2}+1\right)^{1 / 2}}{n \ln n}$,
(d) $\sum_{0}^{\infty} \frac{(-1)^{n}|x|^{n}}{n!}$,
(e) $\sum_{0}^{\infty} \frac{(-1)^{n}}{n^{2}+3 n+2}$,
(f) $\sum_{1}^{\infty} \frac{(-1)^{n} 2^{n}}{n^{1 / 2}}$.

### 1.4 Differentiation

If $f(x)$ is a function of $x$ only, then the first derivative (or differential coefficient) of $f(x)$, denoted by $f^{\prime}(x)$ or $\mathrm{d} f / \mathrm{d} x$ is defined to be

$$
\begin{equation*}
f^{\prime}(x) \equiv \frac{\mathrm{d} f(x)}{\mathrm{d} x} \equiv \lim _{\Delta x \rightarrow 0} \frac{f(x+\Delta x)-f(x)}{\Delta x} \tag{1.38}
\end{equation*}
$$

provided that the limit exists. The value of the limit will in almost all cases depend upon that of $x$ of course.

In graphical terms $f^{\prime}(x)$ also gives the slope of $f(x)$ at the particular value of $x$ as illustrated in fig. 1.3.


Fig. 1.3 The derivative $f^{\prime}(x)$ as the slope of $f(x)$. At point $A$ the derivative is discontinuous.

In the definition (1.38) we allow $\Delta x$ to tend to zero from either positive or negative values and require the same limit to be obtained in both cases. We will not concern ourselves with cases in which neither or only one of
the limits exists nor, except to notice that they correspond to kinks in the graph of $f(x)$, with cases in which the two limits exist but are not equal, such as at point $A$ in fig. 1.3.

The second derivative of $f(x)$ can be obtained by using (1.38) again, but with $f(x)$ replaced by $f^{\prime}(x)$, and so on. If we denote the $n$th (order) derivative of $f(x)$ by $\mathrm{d} f^{n} / \mathrm{d} x^{n}$ or $f^{(n)}(x)$, with $f^{(1)}(x) \equiv f^{\prime}(x)$, [and $f^{(0)}(x)$ formally $\equiv f(x)$ ] then

$$
\begin{equation*}
f^{(n+1)}(x)=\lim _{\Delta x \rightarrow 0} \frac{f^{(n)}(x+\Delta x)-f^{(n)}(x)}{\Delta x} \tag{1.39}
\end{equation*}
$$

provided that the limit exists.
All this should be familiar to the reader, as should the derivatives of many standard functions and forms. Because of this, further discussion will not be given; rather, the student is encouraged to carry out the following exercises.
$\rightarrow$ 11. Obtain the following from first principles, i.e. using (1.38):
(a) $\frac{\mathrm{d}}{\mathrm{d} x}(3 x+4)$,
(b) $\frac{\mathrm{d}}{\mathrm{d} x}\left(x^{2}+x\right)$,
(c) $\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\left(x^{2}+x\right)$,
(d) $\frac{\mathrm{d}^{3}}{\mathrm{~d} x^{3}}\left(x^{2}+x\right)$,
(e) $\frac{\mathrm{d}}{\mathrm{d} x}(\sin x)$.
$>12$. Write down or obtain the first derivatives of the following:
(a) $x^{8},(b) x^{-3},(c)\left(1+x^{2}\right)^{1 / 2},(d) \cos (2 x),(e) \tan (a x)$,
$(f) \arctan (a x),(g) \exp (x),(h) \cosh (x),(i) \operatorname{arsinh}(x),(j) \ln (k x)$, (k) $\sin ^{2} 3 x$.
13. Show from first principles that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{1}{f(x)}\right)=-\frac{1}{f^{2}(x)} \frac{\mathrm{d} f}{\mathrm{~d} x} \tag{1.40}
\end{equation*}
$$

Hence obtain the (first) derivative of:
(a) $\frac{1}{(2 x+3)^{3}}$,
(b) $\frac{1}{\exp (2 x)}$,
(c) $\sec ^{2} x$,
(d) $\operatorname{cosech}^{3}(3 x)$.

### 1.5 Differentiation of products and quotients

Let us consider a case in which the function $f(x)$ can be written as the product of two functions of $x$, namely $f(x)=g(x) h(x)$. For example if $f(x)$ were given by $x^{3} \sin x$ then we might take $g(x)=x^{3}$ and $h(x)=\sin x$. Clearly in many cases the separation is not unique: (In the given example possible alternative break-ups would be $g(x)=x^{2}, h(x)=x \sin x$, or even, to stretch a point, $g(x)=x^{4} \tan x, h(x)=x^{-1} \cos x$.) We may ask if there is a relationship between the derivative of $f$ and those of $g$ and $h$.

To answer this, we apply definition (1.38) to $f(x)$. In doing this we will have to consider $f(x+\Delta x)-f(x)$, which can be rearranged, by subtracting and adding $g(x+\Delta x) h(x)$, as follows

$$
\begin{aligned}
f(x+\Delta x)-f(x)= & g(x+\Delta x) h(x+\Delta x)-g(x) h(x) \\
= & g(x+\Delta x)[h(x+\Delta x)-h(x)] \\
& +h(x)[g(x+\Delta x)-g(x)] .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\frac{\mathrm{d} f}{\mathrm{~d} x} & =\lim _{\Delta x \rightarrow 0} \frac{f(x+\Delta x)-f(x)}{\Delta x} \\
& =\lim _{\Delta x \rightarrow 0}\left\{g(x+\Delta x)\left[\frac{h(x+\Delta x)-h(x)}{\Delta x}\right]\right. \\
& \left.+h(x)\left[\frac{g(x+\Delta x)-g(x)}{\Delta x}\right]\right\}
\end{aligned}
$$

In the limit $\Delta x \rightarrow 0$, the factors in square brackets become $\mathrm{d} h / \mathrm{d} x$ and $\mathrm{d} g / \mathrm{d} x$ (by the definitions of these quantities) and $g(x+\Delta x)$ simply becomes $g(x)$. Consequently we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}[g(x) h(x)]=\frac{\mathrm{d} f}{\mathrm{~d} x}=g(x) \frac{\mathrm{d} h}{\mathrm{~d} x}+h(x) \frac{\mathrm{d} g}{\mathrm{~d} x} \tag{1.41}
\end{equation*}
$$

which is a general result obtained without making any assumptions about the specific forms $f, g$ and $h$, other than $f(x)=g(x) h(x)$. In words, the result reads,

The derivative of the product of two functions is equal to \{the first function times the derivative of the second\} plus \{the second function times the derivative of the first $\}$.

For the example $f(x)=x^{3} \sin x$ given earlier, (1.41) gives

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(x^{3} \sin x\right) & =x^{3} \frac{\mathrm{~d}}{\mathrm{~d} x}(\sin x)+\sin x \frac{\mathrm{~d}}{\mathrm{~d} x}\left(x^{\mathrm{s}}\right) \\
& =x^{3} \cos x+3 x^{2} \sin x \tag{1.42}
\end{align*}
$$

This result for the derivative of a product containing two factors can be used to obtain one for a product of three factors by writing one of the two factors, say $h(x)$, itself as a product of two factors, viz. $h(x)=$ $j(x) k(x)$, so that $f(x)$ has the three-product form

$$
\begin{equation*}
f(x)=g(x) j(x) k(x) \tag{1.43}
\end{equation*}
$$

Then result (1.41) shows that

$$
\frac{\mathrm{d} f}{\mathrm{~d} x}=g(x) \frac{\mathrm{d}}{\mathrm{~d} x}[j(x) k(x)]+j(x) k(x) \frac{\mathrm{d} g}{\mathrm{~d} x}
$$

and (1.41) can again be used to expand the first term on the right, giving the complete result as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}[g(x) j(x) k(x)]=g(x) j(x) \frac{\mathrm{d} k}{\mathrm{~d} x}+g(x) k(x) \frac{\mathrm{d} j}{\mathrm{~d} x}+j(x) k(x) \frac{\mathrm{d} g}{\mathrm{~d} x} \tag{1.44a}
\end{equation*}
$$

In primed notation, without the argument $x$ written explicitly each time, this is

$$
\begin{equation*}
(g j k)^{\prime}=g j k^{\prime}+g j^{\prime} k+g^{\prime} j k \tag{1.44b}
\end{equation*}
$$

It is readily apparent that this can be extended to products containing any general number of factors $n$, and that the expression for the derivative will consist of $n$ terms with a prime appearing in successive terms on each of the $n$ factors in turn.
$\rightarrow$ 14. Verify these results formally for the previous function $f=x^{3} \sin x$ by writing it variously as (a) $x^{2} \cdot x \cdot \sin x$, (b) $x \cdot x \cdot x \cdot \sin x$, (c) $2 x^{3} \cdot \frac{1}{2} \sin x$, (d) $x^{4} \cdot \tan x \cdot x^{-1} \cos x$ and obtaining result (1.42) each time.
-15 . Obtain the first derivatives of the following:
(a) $x^{2} \exp (x),(b) \sin x \cosh x,(c) x(\ln x-1),(d) x^{3} \tan ^{3} x,(e) x \sin (a x)$. $\exp (\lambda x),(f) x^{2} \cos \left(1-x^{2}\right),(g)\left(a^{2}+x^{2}\right)^{-1}\left(b^{2}+x^{2}\right)^{-2}\left(c^{2}+x^{2}\right)^{-3}$.

By applying result (1.41) for the derivative of a product to a function $f(x)$ of the form $f(x)=g(x) \cdot[1 / h(x)]$, we may obtain the derivative of the quotient of two factors. Thus

$$
f^{\prime}=\left(\frac{g}{h}\right)^{\prime}=g\left(\frac{1}{h}\right)^{\prime}+\left(\frac{1}{h}\right) g^{\prime}=g\left(-\frac{1}{h^{2}} h^{\prime}\right)+\frac{g^{\prime}}{h},
$$

where the result of $>13$ has been used to evaluate $(1 / h)^{\prime}$. This can now be rearranged in the convenient and memorizable form

$$
\begin{equation*}
f^{\prime}=\left(\frac{g}{h}\right)^{\prime}=\frac{h g^{\prime}-g h^{\prime}}{h^{2}} \tag{1.45}
\end{equation*}
$$

As usually expressed in words [hardly mathematically, but sufficiently clearly];

The derivative of a quotient is equal to 'the bottom times the derivative of the top minus the top times the derivative of the bottom, all over the bottom squared'.
-16. Find the (first) derivatives of the following:
(a) $\frac{x}{(a+x)^{2}}$,
(b) $\frac{x}{(1-x)^{1 / 2}}$,
(c) $\tan x$ in the form $\frac{\sin x}{\cos x}$,
(d) $\frac{3 x^{2}+2 x+1}{8 x^{2}-4 x+2}$.

### 1.6 Leibniz theorem

Following on from the question posed in the first paragraph of the previous section about the existence of a relationship between the first derivative of a product and the derivatives of its constituent factors, and its answer contained in (1.41), we may further ask if corresponding results are obtainable for any arbitrary derivative, say the $n$ th.

It will be found that the answer is 'yes' with the general result expressed by Leibniz theorem, but before proving this let us carry out some trials to get a feel for what is involved.

Again suppose $f$ is of the form $f=g h$, where $f, g$ and $h$ are all functions of $x$, and the $n$th derivative of, for example, $g$ is denoted by $g^{(n)}$. Formally we denote the undifferentiated $g$ itself by $g^{(0)}$. Then from (1.41) we have

$$
\begin{equation*}
f^{(1)}=g^{(1)} h^{(0)}+g^{(0)} h^{(1)} \tag{1.46a}
\end{equation*}
$$

If we differentiate this directly several times, as is done below, it will be noticed that some of the terms obtained at any particular stage are repeated and can be gathered together before proceeding to the next differentiation. Starting from (1.46 a) we obtain successively, by repeated applications of (1.41) in its general form

$$
(a b)^{\prime}=a^{\prime} b+b^{\prime} a
$$

that

$$
\begin{align*}
f^{(2)} & =\left[g^{(2)} h^{(0)}+g^{(1)} h^{(1)}\right]+\left[g^{(1)} h^{(1)}+g^{(0)} h^{(2)}\right] \\
& =g^{(2)} h^{(0)}+2 g^{(1)} h^{(1)}+g^{(0)} h^{(2)} \tag{1.46b}
\end{align*}
$$

-17. $f^{(4)}=g^{(4)} h^{(0)}+4 g^{(3)} h^{(1)}+6 g^{(2)} h^{(2)}+4 g^{(1)} h^{(3)}+g^{(0)} h^{(4)}$.
The forms ( $1.46 \mathrm{a}-\mathrm{d}$ ) are certainly very suggestive, and, if it were not for the fact that $g^{(n)}$ means the $n$th derivative $\mathrm{d}^{n} g / \mathrm{d} x^{n}$, rather than the $n$th power of $g$, they would simply be statements of the binomial theorem expansions of $f^{n}$ for an $f$ given by $g+h$, rather than $g h$. Even so the forms make a very clear suggestion as to the general expression for the $n$th derivative of the product $g(x) h(x)$. This is embodied in the following theorem.

Leibniz theorem. If $f(x)=g(x) h(x)$, then

$$
\begin{equation*}
f^{(n)}=\sum_{r=0}^{n}\binom{n}{r} g^{(n-r)} h^{(r)} \tag{1.47}
\end{equation*}
$$

where the symbols $f^{(r)}, g^{(n-r)}$ and $h^{(r)}$, have the meaning previously assigned for $r=0,1,2, \ldots, n$, and $\binom{n}{r}$ is the binomial coefficient (see list of mathematical symbols).

We note that we have already proved (1.47) for values up to $n=4$ by explicit construction. The general proof proceeds by induction as follows.

Assume (1.47) holds for some particular value $N$ of $n$, and then construct $f^{(N+1)}$, which will be shown to be given by (1.47) also, but with $n=N+1$. From the assumed form

$$
\begin{align*}
f^{(N+1)} & =\sum_{r=0}^{N}\binom{N}{r}\left[g^{(N-r)} h^{(r)}\right]^{r} \\
& =\sum_{r=0}^{N}\binom{N}{r}\left[g^{(N-r+1)} h^{(r)}+g^{(N-r)} h^{(r+1)}\right] \tag{1.48}
\end{align*}
$$

Every term of (1.48) is of the form $g^{(N+1-m)} h^{(m)}$ for some value of $m$, which is the same as one of the terms of (1.47) with $n=N+1$. Hence the general form is correct and all that remains is to show that the corresponding multiplying constants are also correctly given by (1.47).

For any particular value of $m$ there are two terms in (1.48) containing $g^{(N+1-m)} h^{(m)}$ [one arising from $r=m$, the other from $r=m-1$ ]. The sum of the two corresponding binomial coefficients can be rewritten as one binomial coefficient as follows, $\dagger$

[^2]\[

$$
\begin{align*}
\binom{N}{m}+\binom{N}{m-1} & =\frac{N!}{m!(N-m)!}+\frac{N!}{(m-1)!(N-m+1)!} \\
& =\frac{N!(N-m+1+m)}{m!(N-m+1)!} \\
& =\frac{(N+1)!}{m!(N+1-m)!}=\binom{N+1}{m} \tag{1.49}
\end{align*}
$$
\]

Thus the term containing $g^{(N+1-m)} h^{(m)}$ in $f^{(N+1)}$ is

$$
\begin{equation*}
\binom{N+1}{m} g^{(N+1-m)} h^{(m)} \tag{1.50}
\end{equation*}
$$

which is exactly what is given by (1.47) if $n$ is set equal to $N+1$.
Thus the assumption that (1.47) is true for $n=N$ enables us to prove that it is true for $n=N+1$, and hence, by repeated applications, for any $n$ greater than $N$. But we have explicitly shown (1.47) is true for $n=1$ [actually for $n=2,3,4$ as well], and hence it must be true for all $n$. This general method of proceeding is called the method of induction.

As an example we may write down immediately the third derivative of our earlier function $f(x)=x^{3} \sin x$ [to begin with, reference to the explicit formula ( 1.46 c ) may be helpful],

$$
\begin{equation*}
\frac{\mathrm{d}^{3} f}{\mathrm{~d} x^{3}}=6 \cdot \sin x+3 \cdot 6 x \cdot \cos x+3 \cdot 3 x^{2} \cdot(-\sin x)+x^{3} \cdot(-\cos x) \tag{1.51}
\end{equation*}
$$

In practice, a convenient way is first to write $h$ and its derivatives [up to the third in this case] in the various terms from left to right, and then $g$ and its derivatives working from right to left, and finally to fill in the binomial coefficients.
18. Obtain (1.51) by direct differentiation of $f(x)=x^{3} \sin x$, and note the relative amounts of labour involved.
19. Find:
(a) the 2 nd derivative of $\tan x \sin 2 x$,
(b) the 3 rd derivative of $\sin x \ln x$,
(c) the 4th derivative of $\left(2 x^{3}+3 x^{2}+x+2\right) \exp (2 x)$.
20. If $y(x)=x^{2} \exp (x)$, show that

$$
x y^{(n+1)}+(n-x-2) y^{(n)}-n y^{(n-1)}=0
$$

If a function $f(x)$ has derivatives of all orders in some neighbourhood containing the point $x=a$, then, at any point in the neighbourhood, the function can be represented by a series in powers of $x-a$, as follows:

$$
\begin{align*}
f(x)=f(a)+(x-a) f^{(1)}(a) & +\cdots+\frac{(x-a)^{r}}{r!} f^{(r)}(a)+\cdots \\
& +\frac{(x-a)^{n-1}}{(n-1)!} f^{(n-1)}(a)+R_{n} \tag{1.52}
\end{align*}
$$

Here $n$ can have any value and $R_{n}$ can be shown to have the form

$$
\begin{equation*}
R_{n}=\frac{(x-a)^{n}}{n!} f^{(n)}\left(a+\theta_{n}(x-a)\right) \tag{1.53}
\end{equation*}
$$

where $\theta_{n}$ is some value which lies in the range $0<\theta_{n}<1$. This expansion is called a Taylor series and is very useful for obtaining a simple polynomial representation of a function which is valid near $x=a$. The 'remainder' $R_{n}$ can be written in a variety of forms, the one used in (1.53) being known as Lagrange's form.

For many functions $R_{n} \rightarrow 0$ as $n \rightarrow \infty$, and in these cases the Taylor series can be written as

$$
\begin{equation*}
f(x)=\sum_{r=0}^{\infty} \frac{(x-a)^{r}}{r!} f^{(r)}(a) . \tag{1.54a}
\end{equation*}
$$

When $a=0$ this reduces to Maclaurin's series

$$
\begin{equation*}
f(x)=\sum_{r=0}^{\infty} \frac{x^{r}}{r!} f^{(r)}(0) \tag{1.54b}
\end{equation*}
$$

If such a series expansion is required, the methods of finding derivatives discussed earlier in this section often prove useful.
$\rightarrow 21$. Find series expansions for the following functions about the points indicated: (a) $\sin 2 x$ about $x=0 ;(b) \tan x$ about $x=0$ up to the $x^{5}$ term; (c) $\ln x$ about $x=1 ;(d) \sin (x) \exp (x)$ about $x=0$ up to the $x^{5}$ term.

### 1.7 Maxima and minima

By reference to its interpretation as the slope of the graph of $f(x)$ against $x$, when $\mathrm{d} f / \mathrm{d} x$ has the value 0 at some particular value of $x$, then $f$ has a stationary value there. Three such points are indicated in the graph of fig. 1.4, the points $B, Q$ and $S$.


Fig. 1.4 Stationary points of a function of a single variable. A minimum occurs at $B$, a maximum at $Q$ and a point of inflection at $S$.

The behaviour of $f(x)$ is different in kind at the points $B$ and $Q$ from that at $S$. For the former pair the value of $f$ at $B(Q)$ is lower (higher) than that at any other point in the immediate neighbourhood of $B(Q)$, and the function $f$ is said to have a (local) minimum at $B$ and a (local) maximum at $Q$. Clearly, for either, a necessary condition is that

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} x}=0 . \tag{1.55}
\end{equation*}
$$

At $S$, although $\mathrm{d} f / \mathrm{d} x=0, f$ has neither a minimum nor a maximum since no neighbourhood about $S$ can be defined in which the value of $f(x)$ is everywhere greater than, or everywhere less than, the value of $f$ at $S$. Such a point is called a point of inflection.

To distinguish mathematically between minima and maxima we observe that as $x$ increases and $f$ passes through a minimum, the slope $\mathrm{d} f / \mathrm{d} x$ itself changes from a negative value (at $A$ ), through zero (at $B$ ), to a positive value (at $C$ ). Thus in this case $\mathrm{d} f / \mathrm{d} x$ is increasing, which means that its derivative $\mathrm{d}^{2} f / \mathrm{d} x^{2}$ must be positive. Likewise, at the maximum $P Q R$ in the figure we must have $\mathrm{d}^{2} f \mathrm{~d} x^{2}$ is negative. It is less obvious, but intuitively reasonable, that at $S, \mathrm{~d}^{2} f / \mathrm{d} x^{2}=0$.

Such tests will not be adequate for all cases - consider, for example, $f(x)=x^{4}$ which has a clear minimum at $x=0$, but has both $\mathrm{d} f / \mathrm{d} x$ and
$\mathrm{d}^{2} f / \mathrm{d} x^{2}=0$ there $\dagger$ - but we may summarize the following sufficient conditions for maxima and minima of functions with first and second derivatives:

$$
\begin{array}{lcc} 
& \frac{\mathrm{d} f}{\mathrm{~d} x} & \begin{array}{c}
\frac{\mathrm{d}^{2} f}{\mathrm{~d} x^{2}} \\
\text { maximum of } f(x)
\end{array} \begin{array}{c}
<0 \\
\text { minimum of } f(x)
\end{array} \quad 0
\end{array}
$$

-22 . Find the positions and natures of the stationary points of the following functions: (a) $2 x^{3}-3 x^{2}-36 x+2 ;(b) \sin (a x)$ with $a>0$; (c) $x^{5}+x^{3} ;(d) x^{5}-x^{3}$.
-23 . Find the lowest value taken by the function $3 x^{4}+4 x^{3}-12 x^{2}+6$.

### 1.8 Partial differentiation

In previous sections the function $f$ depended upon only one variable $x$ and was written $f(x)$. Certain constants and parameters may also have appeared in the definition of $f$, e.g. $f(x)=a x+2$ contains the constant 2 and the parameter $a$, but only $x$ was considered as a variable and only the derivatives $f^{n}(x) \equiv \mathrm{d}^{n} f / \mathrm{d} x^{n}$ defined.

However we may equally well consider functions which depend on more than one variable, for example, the function $f(x, y) \equiv x^{2}+3 x y$ depends upon the two variables $x$ and $y$ [and the constant 3]. For any pair of values $(x, y), f(x, y)$ has a well defined value, e.g. $f(2,3)=22$. This notion can clearly be extended to functions dependent on more than two variables and if we wish to discuss one involving a fixed, but otherwise arbitrary, number $n$ of them, we will simply write it as $f\left(x_{i}\right)$, meaning by this

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{1.57}
\end{equation*}
$$

When $n=2, x_{1}$ and $x_{2}$ can be thought of as the $x$ and $y$ used above, but for many purposes a specification of $n$ will not be needed.

Functions of one variable, like $f(x)$, can be represented by a graph on a plane sheet of paper, and it is apparent that functions of two variables can, with more effort, be represented by a surface in three-dimensional

[^3]space. The analogy between this and physical models of mountains or other geographical features need hardly be mentioned. For functions of more than two variables such representations are not available; however, the mathematical properties and procedures are simply the natural extensions of those for the one- and two-variable cases. For the purposes of visualizing the physical interpretation of the mathematics to be developed, the reader is advised to think of the two-variable case even where an unspecified $n$-variable one is being discussed.

Following on from the work of earlier sections, derivatives of functions of several variables can be defined and studied. A lead as to how this may be done can be obtained by considering the role played by parameters in functions of a single variable $x$; although of unspecified value, they are treated as constants when derivatives with respect to $x$ are found. From this it is only a small step to defining the derivative with respect to $x$ of a function $f(x, y)$ of two variables, by saying that it is that for a onevariable function when $y$ is held fixed and treated as a constant.

To signify that the derivative is with respect to $x$, but at the same time recognize that another derivative with respect to $y$ (with $x$ held constant) exists, it is denoted not by $\mathrm{d} f / \mathrm{d} x$ but by $\partial f / \partial x$, and called the partial derivative or partial differential coefficient of $f$ with respect to $x$. To define it formally along the lines of (1.38) we have

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial x} \equiv \lim _{\Delta x \rightarrow 0} \frac{f(x+\Delta x, y)-f(x, y)}{\Delta x}, \tag{1.58a}
\end{equation*}
$$

provided that the limit exists.
The other derivative mentioned for the function $f(x, y)$ of the two variables $x$ and $y$ is $\partial f / \partial y$ defined as the limit (if it exists)

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial y} \equiv \lim _{\Delta y \rightarrow 0} \frac{f(x, y+\Delta y)-f(x, y)}{\Delta y} . \tag{1.58b}
\end{equation*}
$$

It is obvious that $\partial f / \partial x$ and $\partial f / \partial y$ may both depend on both $x$ and $y$, and in general will do so. For the very simple example quoted earlier $f(x, y)=x^{2}+3 x y$, we have directly $\partial f / \partial x=2 x+3 y$ and $\partial f / \partial y=3 x$.

It is a common practice in connection with partial derivatives of functions involving more than one variable, to indicate those which are held constant by writing them as subscripts to the derivative symbol. Thus the quantities defined by ( 1.58 a ) and ( 1.58 b ) would be written (respectively) as

$$
\begin{equation*}
\left(\frac{\partial f}{\partial x}\right)_{y} \text { and }\left(\frac{\partial f}{\partial y}\right)_{x} \tag{1.59}
\end{equation*}
$$

The extension of these definitions to the general $n$-variable case is straightforward and can be formally written

$$
\begin{array}{r}
\frac{\partial f\left(x_{i}\right)}{\partial x_{k}}=\lim _{\Delta x_{k} \rightarrow 0} \frac{1}{\Delta x_{k}}\left\{f\left(x_{1}, x_{2}, \ldots, x_{k}+\Delta x_{k}, \ldots, x_{n}\right)\right. \\
 \tag{1.60}\\
\left.-f\left(x_{1}, x_{2}, \ldots, x_{k}, \ldots, x_{n}\right)\right\}
\end{array}
$$

provided the limit exists. For the purposes of illustration in this introductory chapter, only two-variable functions will normally be considered, but use is made of the more general notation in some later chapters.

In terms of a three-dimensional model the partial derivatives $\partial f / \partial x$ and $\partial f / \partial y$ are easily visualized, representing as they do the 'slopes' or 'rates of change with distance' of the function, when moving parallel to the $x$ - and $y$-axes respectively (in the positive senses).

Just as for one-variable functions, higher derivatives may be defined. For example, from $\partial f / \partial x$ a second derivative with respect to $x, \partial^{2} f / \partial x^{2}$, may be found, or equally validly the derivative of $\partial f / \partial x$ with respect to $y$. This latter (which of course will not normally be equal to $\partial^{2} f / \partial x^{2}$ ) is denoted by

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial y \partial x}, \text { meaning } \frac{\partial}{\partial y}\left(\frac{\partial f}{\partial x}\right) \tag{1.61}
\end{equation*}
$$

For most functions with which we will have to deal,

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial y \partial x}=\frac{\partial^{2} f}{\partial x \partial y} \tag{1.62}
\end{equation*}
$$

continuity of the derivatives being a sufficient condition to ensure this.
As simple but concrete examples using the same function $f(x, y)=$ $x^{2}+3 x y$ as previously, we have already noted that

$$
\frac{\partial f}{\partial x}=2 x+3 y, \quad \frac{\partial f}{\partial y}=3 x
$$

and so further obtain that

$$
\frac{\partial^{2} f}{\partial x^{2}}=2, \quad \frac{\partial^{2} f}{\partial y \partial x}=3, \quad \frac{\partial^{2} f}{\partial x \partial y}=3, \quad \frac{\partial^{2} f}{\partial y^{2}}=0
$$

-24. (i) Find all the first partial derivatives of the following functions:
(a) $x^{2} y,(b) x^{2}+y^{2}+4,(c) \sin (x / y),(d) \arctan (y / x),(e) r(x, y, z)=$ $\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$.
(ii) For (a), (b) and (e), find $\partial^{2} f / \partial x^{2}, \partial^{2} f / \partial y^{2}, \partial^{2} f / \partial x \partial y$.
(iii) For (d), say, verify that $\partial^{2} f / \partial x \partial y=\partial^{2} f / \partial y \partial x$.

Having defined partial derivatives for functions of more than one variable, we must next connect them with the changes which occur in the value of the function when all of the variables are changed at the same time. Again for discussion purposes we consider a function $f(x, y)$ of two variables $x$ and $y$.

Suppose that finite changes $\Delta x$ and $\Delta y$ are made in $x$ and $y$, and as a result $f$ changes to $f+\Delta f$. Then we must have

$$
\begin{align*}
\Delta f= & f(x+\Delta x, y+\Delta y)-f(x, y) \\
& =f(x+\Delta x, y+\Delta y)-f(x, y+\Delta y)+f(x, y+\Delta y)-f(x, y) \\
= & {\left[\frac{f(x+\Delta x, y+\Delta y)-f(x, y+\Delta y)}{\Delta x}\right] \Delta x } \\
& +\left[\frac{f(x, y+\Delta y)-f(x, y)}{\Delta y}\right] \Delta y \tag{1.63}
\end{align*}
$$

In line (1.63) we note that the quantities in square brackets are very similar to those involved in the definitions of partial derivatives. For them to be strictly equal to the partial derivatives, $\Delta x$ and $\Delta y$ would need to be infinitesimally small. But even for finite (but not too large) $\Delta x$ and $\Delta y$ an approximate formula [useful in estimating errors in $f$ knowing those in measured quantities $x$ and $y$, for example]

$$
\begin{equation*}
\Delta f \approx \frac{\partial f(x, y)}{\partial x} \Delta x+\frac{\partial f(x, y)}{\partial y} \Delta y \tag{1.64}
\end{equation*}
$$

can be obtained. It will be noticed that the first square bracket of (1.63) actually approximates to $\partial f(x, y+\Delta y) / \partial x$, but that this has been replaced by $\partial f(x, y) / \partial x$ in (1.64). This approximation clearly has the same degree of validity as that which replaces the square bracket by the partial derivative, has itself.

How valid an approximation (1.64) is to (1.63) depends not only on how small $\Delta x$ and $\Delta y$ are, but also upon the magnitudes of higher partial derivatives. This can be seen, for example, by treating $x$ as fixed in the second square bracket of (1.63) and expanding the bracket by a Taylor series in $\Delta y$ to give the exact equation,

$$
\begin{equation*}
\left[\frac{f(x, y+\Delta y)-f(x, y)}{\Delta y}\right]=\left(\frac{\partial f}{\partial y}\right)_{x}+\frac{1}{2!}\left(\frac{\partial^{2} f}{\partial y^{2}}\right)_{x} \Delta y+\cdots \tag{1.65}
\end{equation*}
$$

Approximation (1.64) corresponds to omitting all but the first term on the right-hand side.

It is perhaps appropriate to mention here the analogues of Taylor's and Maclaurin's series for functions of more than one variable. For our
standard two-variable function, Taylor's expansion about the point $\left(x_{0}, y_{0}\right)$ is

$$
\begin{align*}
f(x, y)= & f\left(x_{0}, y_{0}\right)+\left(x-x_{0}\right) \frac{\partial f}{\partial x}+\left(y-y_{0}\right) \frac{\partial f}{\partial y} \\
& +\frac{1}{2!}\left[\left(x-x_{0}\right)^{2} \frac{\partial^{2} f}{\partial x^{2}}+2\left(x-x_{0}\right)\left(y-y_{0}\right) \frac{\partial^{2} f}{\partial x \partial y}\right. \\
& \left.+\left(y-y_{0}\right)^{2} \frac{\partial^{2} f}{\partial y^{2}}\right]+\cdots \tag{1.66}
\end{align*}
$$

where all the derivatives are evaluated at ( $x_{0}, y_{0}$ ). Maclaurin's series is obtained by putting $x_{0}=y_{0}=0$. For functions of more than two variables the corresponding result is mentioned in the next section.

When we later come to discuss integrals and integration, we will need to consider expressions such as $\mathrm{d} x, \mathrm{~d} y$ and $\mathrm{d} f$ which are known as differentials and represent arbitrarily small quantities, not just approximately but in principle. From what has been said previously it is apparent that for the function $f=f(x, y)$ they are exactly related by

$$
\begin{equation*}
\mathrm{d} f=\left(\frac{\partial f}{\partial x}\right) \mathrm{d} x+\left(\frac{\partial f}{\partial y}\right) \mathrm{d} y . \tag{1.67}
\end{equation*}
$$

The left-hand side, $\mathrm{d} f$, of (1.67) is called the total differential of $f$.
If $f$ were a function of $n$ variables and denoted by $f\left(x_{i}\right)$ as in (1.57), then the corresponding expression for $\mathrm{d} f$ would be

$$
\begin{equation*}
\mathrm{d} f=\left(\frac{\partial f}{\partial x_{1}}\right) \mathrm{d} x_{1}+\left(\frac{\partial f}{\partial x_{2}}\right) \mathrm{d} x_{2}+\cdots+\left(\frac{\partial f}{\partial x_{n}}\right) \mathrm{d} x_{n} . \tag{1.68}
\end{equation*}
$$

In some situations, despite the fact that several variables $x_{i}$ appear to be involved, effectively only one of them is. This occurs if there are subsidiary relationships constraining all the $x_{i}$ to have values dependent on the value of one of them, say $x_{1}$. These relationships are represented by equations, typically of the form

$$
\begin{equation*}
x_{j}=g_{j}\left(x_{1}\right), \quad j=2,3, \ldots, n, \tag{1.69}
\end{equation*}
$$

where the $j$ th function $g_{j}$ gives the dependence of $x_{j}$ on $x_{1}$. In principle $f$ can then be expressed as a function of $x_{1}$ alone by substituting from (1.69) for $x_{2}, x_{3}, \ldots, x_{n}$, and then the total derivative [or simply the derivative] of $f$ with respect to $x_{1}$ obtained by ordinary differentiation.
Alternatively (1.68) can be used to give

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} x_{1}}=\left(\frac{\partial f}{\partial x_{1}}\right) \frac{\mathrm{d} x_{1}}{\mathrm{~d} x_{1}}+\left(\frac{\partial f}{\partial x_{2}}\right) \frac{\mathrm{d} x_{2}}{\mathrm{~d} x_{1}}+\cdots+\left(\frac{\partial f}{\partial x_{n}}\right) \frac{\mathrm{d} x_{n}}{\mathrm{~d} x_{1}}, \tag{1.70}
\end{equation*}
$$

or, including the functions $\boldsymbol{g}_{j}$ more explicitly,

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} x_{1}}=\frac{\partial f}{\partial x_{1}}+\frac{\partial f}{\partial x_{2}} \frac{\mathrm{~d} g_{2}}{\mathrm{~d} x_{1}}+\cdots+\frac{\partial f}{\partial x_{n}} \frac{\mathrm{~d} g_{n}}{\mathrm{~d} x_{1}} \tag{1.71}
\end{equation*}
$$

It should be noticed that the left-hand side of this equation is the total derivative $\mathrm{d} f / \mathrm{d} x_{1}$, whilst the partial derivative $\partial f / \partial x_{1}$ forms only a part of the right-hand side. In evaluating this partial derivative only explicit appearances of $x_{1}$ in the function $f$ must be taken account of, and no allowance must be made for the knowledge that 'as $x_{1}$ is changed, this necessarily changes $x_{2}$, and $x_{2}$ appears in $f^{\prime}$. This latter contribution is taken care of by the remaining terms on the right-hand side of (1.71).

Naturally what has been shown using $x_{1}$ in the above, applies equally well to any other of the $x_{j}$, with the appropriate consequent changes.

Finally, to illustrate what has been said with a simple transparent example, suppose that for our earlier function $f(x, y)=x^{2}+3 x y, y$ is constrained to be $y=\arcsin x$ and we require to find $\mathrm{d} f / \mathrm{d} x$. To evaluate (1.71) [here $n=2, x_{1}=x$, and $x_{2}=y$ ] we need

$$
\frac{\partial f}{\partial x}=2 x+3 y, \quad \frac{\partial f}{\partial y}=3 x, \quad \frac{\mathrm{~d} y}{\mathrm{~d} x}=\frac{1}{\left(1-x^{2}\right)^{1 / 2}}
$$

yielding

$$
\begin{aligned}
\frac{\mathrm{d} f}{\mathrm{~d} x} & =2 x+3 y+3 x \frac{1}{\left(1-x^{2}\right)^{1 / 2}} \\
& =2 x+3 \arcsin x+\frac{3 x}{\left(1-x^{2}\right)^{1 / 2}}
\end{aligned}
$$

-25 . Show that the same result is obtained if $y=\arcsin x$ is substituted in $f(x, y)$ before obtaining $\mathrm{d} f / \mathrm{d} x$ by 'one-variable differentiation'.
-26 . Obtain $\mathrm{d} f / \mathrm{d} y$ using each of the two methods.
-27 . Find $\mathrm{d} f / \mathrm{d} x$ if $f=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$, where $x, y$ and $z$ are given by $x=\sec ^{2} y$ and $z=x z^{2}+x^{2}$.

### 1.9 The summation convention

In the previous section it was apparent that series of terms such as those in (1.68) and (1.70) are cumbersome to write out explicitly. They can be shortened by the use of the summation sign $\Sigma$; for example, (1.68) could be written

$$
\begin{equation*}
\mathrm{d} f=\sum_{i=1}^{n}\left(\frac{\partial f}{\partial x_{i}}\right) \mathrm{d} x_{i} \tag{1.72}
\end{equation*}
$$

But by the use of the summation convention, such expressions can be compacted still further. The convention is:

> In any expression containing subscripted (or superscripted) variables, any lower-case alphabetic subscript (or superscript) which appears twice and only twice in any term of the expression is assumed to be summed over (unless the contrary is stated).

Thus a statement

$$
\begin{equation*}
\mathrm{d} f=\frac{\partial f}{\partial x_{i}} \mathrm{~d} x_{i} \tag{1.73}
\end{equation*}
$$

is completely equivalent to (1.68). Equally (1.70) can be replaced by

$$
\frac{\mathrm{d} f}{\mathrm{~d} x_{1}}=\frac{\partial f}{\partial x_{i}} \frac{\mathrm{~d} x_{i}}{\mathrm{~d} x_{1}}
$$

and the expression for the total derivative of $f$ with respect to any arbitrary $x_{j}$ written as

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} x_{j}}=\frac{\partial f}{\partial x_{i}} \frac{\mathrm{~d} x_{i}}{\mathrm{~d} x_{j}} \tag{1.74}
\end{equation*}
$$

In this last expression it should be noted that summation over values from 1 to $n$ applies to $i$ only. Since $j$ appears only once on the right-hand side, no summation with respect to it is to be carried out. This is in line with the fact that $j$ appears on the left-hand side but $i$ does not.

The general form of Taylor series for a function of $n$ variables $x_{i}$ can be conveniently written using the summation convention. For an expansion about the point $X_{i}$

$$
\begin{align*}
f\left(x_{i}\right)=f\left(X_{i}\right)+\left(x_{j}\right. & \left.-X_{j}\right) \frac{\partial f}{\partial x_{j}} \\
& +\frac{\left(x_{k}-X_{k}\right)\left(x_{l}-X_{l}\right)}{2!} \frac{\partial^{2} f}{\partial x_{k} \partial x_{l}}+\cdots . \tag{1.75}
\end{align*}
$$

We have here deliberately used different subscript letters $j, k, l, \ldots$ in each of the implied summations to emphasize which factors are multiplied together in each summation. Of course all the subscripts run over the range 1 to $n$ inclusive and, for example, $x_{3}$ is the same quantity whether it arises from $x_{j}$ with $j=3$ or $x_{l}$ with $l=3$. All the derivatives are evaluated at the point $X_{i}$.

Although the convention is introduced here in the context of partial differentiation, it is adopted in far more general circumstances. In later chapters expressions such as:
(i) $a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}$,
(ii) $a_{i 1} b_{1 k}+a_{i 2} b_{2 k}+\cdots+a_{i n} b_{n k}$,
(iii) $a_{11}+a_{22}+\cdots+a_{n n}$,
will appear, particularly in connection with vectors, tensors and matrices. All three can be expressed in substantially shorter forms by using the summation convention thus,
(i) $a_{i} b_{i}$,
(ii) $a_{i j} b_{j k}$,
(iii) $a_{i i}$.

This preliminary mention of the summation convention should prepare the reader for its more regular use in subsequent chapters, although on the first few occasions it appears, a brief reminder of its meaning is given.
-28 . Use the Taylor series (1.75) to find a polynomial expansion, up to quadratic terms in $x-\pi / 4, y$ and $z-1$, of the function $\sin (x+y z)$ about the point $x=\pi / 4, y=0, z=1$.

### 1.10 Change of variables

It is sometimes necessary or desirable to make a change of coordinate system during the course of an analysis, and consequently to have to change an equation expressed in one set of coordinates into an equation using another set. Effectively the same situation arises if a function $f$ depends upon one set of variables $x_{i}$, so that $f=f\left(x_{i}\right)$, but the $x_{i}$ are given in terms of a further set of variables $y_{j}$ by equations of the form

$$
\begin{equation*}
x_{i}=x_{i}\left(y_{j}\right) . \tag{1.76}
\end{equation*}
$$

For each value of $i$, the function $x_{i}$ on the right of this equation will be a different function of $y_{1}, y_{2}, \ldots$. The two subscripts $i$ and $j$ need not run over the same range, but if both the $x$ 's and $y$ 's are sets of independent variables they will do so.

In this section the behaviour of derivatives under changes of coordinates is considered. Differentials are treated later in connection with integration.

The simplest case occurs when there is only one $y$ upon which each of the $x_{i}$ depends. Perhaps the most common physical situation is that in which the one $y$ represents time [then usually denoted by $t$ of course] and the $x_{i}$ are the spatial coordinates of a point moving along a prescribed track. With only one $y$ the total derivative $\mathrm{d} f / \mathrm{d} y$ becomes directly meaningful and is given by

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} y}=\frac{\partial f}{\partial x_{i}} \frac{\mathrm{~d} x_{i}}{\mathrm{~d} y} \text { (summation convention). } \tag{1.77}
\end{equation*}
$$

This can be obtained manipulatively by dividing (1.68) through by $\mathrm{d} y$, and a proper formal proof follows closely the lines adopted in the next few paragraphs.

The next situation to consider is that in which more than one $y$ is involved. For the function $f\left(x_{i}\right)$ where $x_{i}=x_{i}\left(y_{j}\right)$ as discussed above, we determine the partial derivative of $f$ with respect to one of the $y$ 's, which we denote by $y_{j}$. It is clear that $f$ varies as $y_{j}$ is changed, but because the link is through all of the $x_{i}\left(y_{j}\right.$ effecting each $x_{i}$, and $f$ dependent on all $x_{i}$ ) the connection is an indirect one.

Suppose $y_{j}$ increases to $y_{j}+\Delta y$, then each of the $x_{i}$ will change by an amount

$$
\begin{equation*}
\Delta x_{i}=\frac{\partial x_{i}}{\partial y_{j}} \Delta y+O\left\{(\Delta y)^{2}\right\} \tag{1.78}
\end{equation*}
$$

That is $\Delta x_{i}$ is given only approximately by $\left(\partial x_{i} / \partial y_{j}\right) \Delta y$ for small but finite $\Delta y$, but as $\Delta y \rightarrow 0,(1.78)$ gives the ratio of $\Delta x_{i}$ to $\Delta y$ exactly. As a result of these changes, in each of the $x_{i}, f$ changes its value from $f\left(x_{i}\right)$ to $f\left(x_{i}+\Delta x_{i}\right)$, i.e. to $f\left(x_{1}+\Delta x_{1}, x_{2}+\Delta x_{2}, \ldots, x_{n}+\Delta x_{n}\right)$. We are thus interested in the limiting value of the ratio

$$
\frac{f\left(x_{i}+\Delta x_{i}\right)-f\left(x_{i}\right)}{\Delta y}
$$

The numerator of this can be expanded by a Taylor expansion (as in (1.75)) as

$$
\begin{equation*}
f\left(x_{i}+\Delta x_{i}\right)-f\left(x_{i}\right)=\frac{\partial f}{\partial x_{i}} \Delta x_{i}+O\left\{\left(\Delta x_{i}\right)^{2}\right\} \tag{1.79}
\end{equation*}
$$

[In obtaining this from (1.75), $X_{i}$ and $x_{i}$ of (1.75) have been replaced by $x_{i}$ and $x_{i}+\Delta x_{i}$ respectively. The summation convention applies to the repeated subscript in the first term on the right-hand side.]

Next, substitution from (1.78) for $\Delta x_{i}$ and division all through by $\Delta y$ gives

$$
\begin{equation*}
\frac{f\left(x_{i}+\Delta x_{i}\right)-f\left(x_{i}\right)}{\Delta y}=\frac{\partial f}{\partial x_{i}} \frac{\partial x_{i}}{\partial y_{j}}+O(\Delta y) \tag{1.80}
\end{equation*}
$$

[Since, as shown by (1.78), $\Delta x_{i}$ and $\Delta y$ are of the same order of smallness, the $O\left\{\left(\Delta x_{i}\right)^{2}\right\}$ of (1.79) can be considered as being replaced by $O\left\{(\Delta y)^{2}\right\}$.] Finally, letting $\Delta y$ tend to zero yields the required expression,

$$
\begin{equation*}
\frac{\partial f}{\partial y_{j}}=\lim _{\Delta y \rightarrow 0} \frac{f\left(x_{i}+\Delta x_{i}\right)-f\left(x_{i}\right)}{\Delta y}=\frac{\partial f}{\partial x_{i}} \frac{\partial x_{i}}{\partial y_{j}} \tag{1.81}
\end{equation*}
$$

This result is known as the chain rule for partial differentiation and is the analogue of that for ordinary (or total) derivatives; to which it reduces if there is only one $x$ and only one $y$,

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} y}=\frac{\mathrm{d} f}{\mathrm{~d} x} \frac{\mathrm{~d} x}{\mathrm{~d} y} \tag{1.82}
\end{equation*}
$$

-29 . If the position $(x, y, z)$ of a particle at time $t$ is given by

$$
x=2 t^{2}, \quad y=\sin 2 t, \quad z=\exp (-t)
$$

find the rate of change of radial distance $r$ of the particle at time $t$.
In deriving result (1.81) no assumptions have been made about $f$ and so the chain rule is really a property of the operation of differentiation. That is, it could equally well be written

$$
\begin{equation*}
\frac{\partial}{\partial y_{j}}=\frac{\partial x_{i}}{\partial y_{j}} \frac{\partial}{\partial x_{i}}, \tag{1.83}
\end{equation*}
$$

which in turn can be put into words as 'to change from the independent variables $y_{j}$ to the independent variables $x_{i}$, replace each partial derivative with respect to $y_{j}$ by ( $\partial x_{i} / \partial y_{j}$ ) times the partial derivative with respect to $x_{i}$ and add the contributions for all $i$ together'.

As an example of these procedures in practice, consider the following.

Example 1.1. Plane cylindrical polar coordinates $r$ and $\phi$ are given in terms of Cartesian coordinates $x$ and $y$ by

$$
x=r \cos \phi, \quad y=r \sin \phi
$$

as in fig. 1.5. For an arbitrary function $f(x, y)$, which when put into $(r, \phi)$ coordinates is $g(r, \phi)$, transform the expression

$$
\frac{\partial^{2} f}{\partial x^{2}}+\frac{\partial^{2} f}{\partial y^{2}}
$$

into one in $r$ and $\phi$.
To identify this problem in terms of the previous notation, we have

$$
y_{1} \hat{=} x, \quad y_{2} \hat{\wedge} y, \quad x_{1} \hat{=} r, \quad x_{2} \hat{=} \phi
$$

and

$$
r^{2}=x^{2}+y^{2}, \quad \phi=\arctan (y / x)
$$



Fig. 1.5 The connection between Cartesian and polar coordinates in two dimensions.

The four partial derivatives needed are:

$$
\begin{array}{ll}
\frac{\partial r}{\partial x}=\frac{x}{\left(x^{2}+y^{2}\right)^{1 / 2}}=\cos \phi, & \frac{\partial \phi}{\partial x}=\frac{-\left(y / x^{2}\right)}{1+(y / x)^{2}}=-\frac{\sin \phi}{r} \\
\frac{\partial r}{\partial y}=\frac{y}{\left(x^{2}+y^{2}\right)^{1 / 2}}=\sin \phi, & \frac{\partial \phi}{\partial y}=\frac{(1 / x)}{1+(y / x)^{2}}=\frac{\cos \phi}{r}
\end{array}
$$

Thus from (1.83) we may write
and

$$
\begin{equation*}
\frac{\partial}{\partial x}=\cos \phi \frac{\partial}{\partial r}-\frac{\sin \phi}{r} \frac{\partial}{\partial \phi} \tag{1.84}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial y}=\sin \phi \frac{\partial}{\partial r}+\frac{\cos \phi}{r} \frac{\partial}{\partial \phi} . \tag{1.85}
\end{equation*}
$$

Now it is only a matter of writing

$$
\begin{aligned}
\frac{\partial^{2} f}{\partial x^{2}}= & \left(\cos \phi \frac{\partial}{\partial r}-\sin \phi \frac{\partial}{\partial \phi}\right)\left(\cos \phi \frac{\partial}{\partial r}-\frac{\sin \phi}{r} \frac{\partial}{\partial \phi}\right) g \\
= & \cos \phi \frac{\partial}{\partial r}\left(\cos \phi \frac{\partial g}{\partial r}-\frac{\sin \phi}{r} \frac{\partial g}{\partial \phi}\right) \\
& -\frac{\sin \phi}{r} \frac{\partial}{\partial \phi}\left(\cos \phi \frac{\partial g}{\partial r}-\frac{\sin \phi}{r} \frac{\partial g}{\partial \phi}\right),
\end{aligned}
$$

and a similar expression for $\partial^{2} f / \partial y^{2}$,

$$
\begin{aligned}
\frac{\partial^{2} f}{\partial y^{2}}=\sin \phi \frac{\partial}{\partial r}\left(\sin \phi \frac{\partial g}{\partial r}\right. & \left.+\frac{\cos \phi}{r} \frac{\partial g}{\partial \phi}\right) \\
& +\frac{\cos \phi}{r} \frac{\partial}{\partial \phi}\left(\sin \phi \frac{\partial g}{\partial r}+\frac{\cos \phi}{r} \frac{\partial g}{\partial \phi}\right)
\end{aligned}
$$

When these two expressions are added together and the slightly lengthy but straightforward differentiations carried out (an exercise left to the reader), the change of variables is completed.
$\rightarrow 30 . \frac{\partial^{2} f}{\partial x^{2}}+\frac{\partial^{2} f}{\partial y^{2}}=\frac{\hat{\partial}^{2} g}{\partial r^{2}}+\frac{1}{r} \frac{\partial g}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} g}{\partial \phi^{2}}$.
Although we have referred to $f$ as $f(x, y)$ and to $g$ as $g(r, \phi)$, both functions in fact represent the same quantity in the two-dimensional space, even though $f$ and $g$ will have quite different algebraic forms. For this reason, it is not uncommon to leave the name of the function unchanged and assume that it is expressed in an algebraic form suitable to the coordinate system currently being employed.
$\rightarrow 31$. Express $\partial^{2} f / \partial x \partial y$ in plane cylindrical polar coordinates.
-32. New coordinates $\xi$ and $\eta$ are defined in terms of two-dimensional Cartesians $x$ and $y$ by

$$
\xi=x+y, \quad \eta=x-y .
$$

Express the equation

$$
\frac{\partial^{2} f}{\partial x^{2}}-\frac{\partial^{2} f}{\partial y^{2}}+\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y}=0
$$

in the new coordinates.

### 1.11 Dependent functions

In obtaining (1.67) we assumed that $f$ was a function of $x$ and $y$, but equally we could have said that $y$ was a function of $f$ and $x, y=y(f, x)$, since if the latter two are given, $y$ is determined. Equally $x=x(f, y)$. To emphasize this symmetry of relationship let us replace $f$ by $z$, without in any way intending to imply that any or all of $x, y$ and $z$ are coordinate positions.
Writing (1.67) in terms of $x, y, z$ we have

$$
\begin{equation*}
\mathrm{d} z=\left(\frac{\hat{\partial} z}{\partial x}\right)_{y} \mathrm{~d} x+\left(\frac{\partial z}{\partial y}\right)_{x} \mathrm{~d} y \tag{1.87a}
\end{equation*}
$$

and equally

$$
\begin{equation*}
\mathrm{d} x=\left(\frac{\partial x}{\partial y}\right)_{z} \mathrm{~d} y+\left(\frac{\partial x}{\partial z}\right)_{v} \mathrm{~d} z \tag{1.87~b}
\end{equation*}
$$

In equations (1.87) the subscript showing which variable is held fixed in each partial differentiation is explicitly attached to the corresponding partial derivative. Substitution for $\mathrm{d} x$ from ( 1.87 b ) into ( 1.87 a ) gives

$$
\begin{equation*}
\mathrm{d} z=\left(\frac{\partial z}{\partial x}\right)_{y}\left(\frac{\partial x}{\partial y}\right)_{z} \mathrm{~d} y+\left(\frac{\partial z}{\partial x}\right)_{y}\left(\frac{\partial x}{\partial z}\right)_{y} \mathrm{~d} z+\left(\frac{\partial z}{\partial y}\right)_{x} \mathrm{~d} y . \tag{1.88}
\end{equation*}
$$

Now it is clear that if $(\partial z / \partial x)_{y}$ exists and is not equal to zero, then $(\partial x / \partial z)_{y}$ also exists and is equal to the reciprocal of $(\partial z / \partial x)_{y}$

$$
\begin{equation*}
\left(\frac{\partial x}{\partial z}\right)_{y}=1 /\left(\frac{\partial z}{\partial x}\right)_{y} \tag{1.89}
\end{equation*}
$$

Of course for equations like (1.89) to be valid, the same quantities must be held constant in the two derivatives [here $y$ in both].

Using this general result shows that the terms in (1.88) involving $\mathrm{d} z$ cancel and hence that

$$
\begin{equation*}
\left(\frac{\partial z}{\partial x}\right)_{y}\left(\frac{\partial x}{\partial y}\right)_{z}+\left(\frac{\partial z}{\partial y}\right)_{x}=0 . \tag{1.90}
\end{equation*}
$$

By using (1.89) again to write the second term of this as $(\partial y / \partial z)_{x}^{-1}$, the result may be written in the more symmetrical form

$$
\begin{equation*}
\left(\frac{\partial z}{\partial x}\right)_{y}\left(\frac{\partial x}{\partial y}\right)_{z}\left(\frac{\partial y}{\partial z}\right)_{x}=-1 \tag{1.91}
\end{equation*}
$$

provided none of the derivatives vanish.
-33 . Show that

$$
\begin{equation*}
\left(\frac{\partial z}{\partial y}\right)_{x}=-\left(\frac{\partial z}{\partial x}\right)_{y} /\left(\frac{\partial y}{\partial x}\right)_{z} \tag{1.92}
\end{equation*}
$$

34. Verify explicitly the general result (1.91) for the special cases (i) $z^{2}=x^{2}+y^{2}$, (ii) $z=\arctan (x / y)$.

### 1.12 Maxwell's relations and Jacobians

To illustrate some of the ideas of the previous section, Maxwell's thermodynamic relations will now be obtained. They express relationships between four thermodynamic quantities describing unit amount of a substance. The quantities are $p$ the pressure, $V$ the volume, $T$ the thermodynamic temperature and $S$ the entropy of the substance. These four quantities are not independent, only two of them being independently variable. For the moment we will not specify which, but merely denote them by $x$ and $y$.

The first law of thermodynamics may be expressed as

$$
\begin{equation*}
\mathrm{d} U=T \mathrm{~d} S-p \mathrm{~d} V \tag{1.93}
\end{equation*}
$$

where $U$ is the internal energy of the substance. Comparing this with (1.68) and (1.70) we see that we may write

$$
\begin{equation*}
\left(\frac{\partial U}{\partial x}\right)_{y}=T\left(\frac{\partial S}{\partial x}\right)_{y}-p\left(\frac{\partial V}{\partial x}\right)_{y} \tag{1.94a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial U}{\partial y}\right)_{x}=T\left(\frac{\partial S}{\partial y}\right)_{x}-p\left(\frac{\partial V}{\partial y}\right)_{x} \tag{1.94~b}
\end{equation*}
$$

Next (1.94 a) is differentiated with respect to $y$ with $x$ constant and ( 1.94 b ) with respect to $x$ with $y$ constant, and the two results equated (since $\partial^{2} U / \partial y \partial x=\partial^{2} U / \partial x \partial y$ ). After cancelling $T \partial^{2} S / \partial y \partial x-p \partial^{2} V /$ $\partial y \partial x$ from each side we obtain the relationship

$$
\begin{equation*}
\left(\frac{\partial T}{\partial y}\right)_{x}\left(\frac{\partial S}{\partial x}\right)_{y}-\left(\frac{\partial p}{\partial y}\right)_{x}\left(\frac{\partial V}{\partial x}\right)_{y}=\left(\frac{\partial T}{\partial x}\right)_{y}\left(\frac{\partial S}{\partial y}\right)_{x}-\left(\frac{\partial p}{\partial x}\right)_{y}\left(\frac{\partial V}{\partial y}\right)_{x} \tag{1.95}
\end{equation*}
$$

By substitution of various pairs of quantities chosen from among $p, V$, $T$ and $S$, for $x$ and $y$, Maxwell's equations may be obtained. For example, taking $x$ as $S$ and $y$ as $V$ yields

$$
\left(\frac{\partial T}{\partial V}\right)_{S} \times 1-\left(\frac{\partial p}{\partial V}\right)_{S} \times 0=\left(\frac{\partial T}{\partial S}\right)_{V} \times 0-\left(\frac{\partial p}{\partial S}\right)_{V} \times 1
$$

or

$$
\begin{equation*}
\left(\frac{\partial T}{\partial V}\right)_{S}=-\left(\frac{\partial p}{\partial S}\right)_{V} \tag{1.96}
\end{equation*}
$$

$\rightarrow 35$. Prove the three other common Maxwell relations

$$
\begin{aligned}
& \text { (i) }\left(\frac{\partial T}{\partial p}\right)_{S}=\left(\frac{\partial V}{\partial S}\right)_{p}, \quad \text { (ii) }\left(\frac{\partial V}{\partial T}\right)_{p}=-\left(\frac{\partial S}{\partial p}\right)_{T} \\
& \text { (iii) }\left(\frac{\partial S}{\partial V}\right)_{T}=\left(\frac{\partial p}{\partial T}\right)_{V}
\end{aligned}
$$

Equation (1.95) can be rearranged to read

$$
\begin{equation*}
\left(\frac{\partial T}{\partial y}\right)_{x}\left(\frac{\partial S}{\partial x}\right)_{y}-\left(\frac{\partial T}{\partial x}\right)_{y}\left(\frac{\partial S}{\partial y}\right)_{x}=\left(\frac{\partial p}{\partial y}\right)_{x}\left(\frac{\partial V}{\partial x}\right)_{y}-\left(\frac{\partial p}{\partial x}\right)_{y}\left(\frac{\partial V}{\partial y}\right)_{x} \tag{1.97}
\end{equation*}
$$

The reader who has an acquaintance with determinants will notice that both sides of (1.97) have the appearance of being the expansion of a $2 \times 2$ determinant. [Determinants and matrices are discussed at length in chapter 14.] The left- and right-hand sides have respectively the forms

$$
\left|\begin{array}{ll|ll}
\left(\frac{\partial S}{\partial x}\right)_{y} & \left(\frac{\partial S}{\partial y}\right)_{x}  \tag{1.98}\\
\left(\frac{\partial T}{\partial x}\right)_{y} & \left(\frac{\partial T}{\partial y}\right)_{x}
\end{array}\right|, \quad\left|\begin{array}{ll}
\left(\frac{\partial V}{\partial x}\right)_{y} & \left(\frac{\partial V}{\partial y}\right)_{x} \\
\left(\frac{\partial p}{\partial x}\right)_{y} & \left(\frac{\partial p}{\partial y}\right)_{x}
\end{array}\right|
$$

Such forms occur sufficiently frequently in the theory of partial differentiation for them to be denoted by a special symbol defined by

$$
\frac{\partial(f, g, h, \ldots)}{\partial(x, y, z, \ldots)} \equiv\left|\begin{array}{cccccc}
\frac{\partial f}{\partial x} & \frac{\partial f}{\partial y} & \frac{\partial f}{\partial z} & & \cdot & \cdot  \tag{1.99}\\
\frac{\partial g}{\partial x} & \frac{\partial g}{\partial y} & \frac{\partial g}{\partial z} & . & . & \cdot \\
\frac{\partial h}{\partial x} & \frac{\partial h}{\partial y} & \frac{\partial h}{\partial z} & . & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & & \\
\cdot & \cdot & . & & \\
\cdot & \cdot & \cdot & & .
\end{array}\right|
$$

The determinant in (1.99) is known as the Jacobian of $f, g, h, \ldots$ with respect to $x, y, z, \ldots$ With this notation the two forms in (1.98) can be written as Jacobians and (1.97) expressed by

$$
\begin{equation*}
\frac{\partial(S, T)}{\partial(x, y)}=\frac{\partial(V, p)}{\partial(x, y)} \tag{1.100}
\end{equation*}
$$

With a little more obscurity but compensating compactness, the Jacobian of a set of functions $f_{i}(i=1,2, \ldots, n)$ with respect to variables $x_{j}(j=1,2, \ldots, n)$ can be described as the determinant of the matrix whose $(i, j)$ th element is $\partial f_{i} / \partial x_{j}$, and denoted by

$$
\begin{equation*}
\frac{\partial\left(f_{1}\right)}{\partial\left(x_{j}\right)} \equiv \frac{\partial\left(f_{1}, f_{2}, \ldots, f_{n}\right)}{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)} \tag{1.101}
\end{equation*}
$$

If $f$ and $g$ are two functions of variables $u$ and $v$, and $u$ and $v$ are in turn functions of $x$ and $y$, then by a direct but slightly lengthy expansion it can be shown that the relevant Jacobians satisfy

$$
\begin{equation*}
\frac{\partial(f, g)}{\partial(u, v)} \frac{\partial(u, v)}{\partial(x, y)}=\frac{\partial(f, g)}{\partial(x, y)} \tag{1.102}
\end{equation*}
$$

This result has obvious extensions to sets of $n$ functions and more than one intermediate set.

For readers who already have sufficient familiarity with matrices and their properties, a fairly compact proof for sets of $n$ functions of the result corresponding to (1.102) can be given as follows. Other readers may turn straight to the results ( 1.106 b ) and ( 1.107 b ) and return to the proof at some later time.

Consider three sets of variables $x_{i}, y_{i}$ and $z_{i}$, with $i$ running from 1 to $n$ for each set, and denote by $M(X Y)$ the matrix whose $(i, j)$ th element is $\partial x_{i} / \partial y_{j}$. From (1.73) applied twice

$$
\begin{equation*}
\mathrm{d} x_{i}=\frac{\partial x_{\mathrm{i}}}{\partial y_{j}} \mathrm{~d} y_{j}=\frac{\partial x_{\mathrm{i}}}{\partial y_{j}} \frac{\partial y_{j}}{\partial z_{k}} \mathrm{~d} z_{k} \tag{1.103}
\end{equation*}
$$

Thus

$$
\left.\frac{\partial x_{\mathrm{i}}}{\partial z_{k}}=\frac{\partial x_{\mathrm{i}}}{\partial y_{j}} \frac{\partial y_{j}}{\partial z_{k}}, \quad \text { [a chain rule }\right]
$$

or

$$
\begin{equation*}
[M(X Z)]_{i k}=[M(X Y)]_{i j}[M(Y Z)]_{j k} \tag{1.104}
\end{equation*}
$$

which is the statement that the matrix $M(X Z)$ is the matrix product of matrices $M(X Y)$ and $M(Y Z)$, in that order.

We now use the general result for determinants of product matrices that $|A B|=|A| \times|B|$ and recall that the Jacobian

$$
\begin{equation*}
\frac{\partial\left(x_{i}\right)}{\partial\left(y_{j}\right)}=J_{x y}=|M(X Y)| \tag{1.105}
\end{equation*}
$$

on taking the determinant of (1.104) we obtain

$$
\begin{equation*}
J_{x z}=J_{x y} J_{y z} \tag{1.106a}
\end{equation*}
$$

As a special case, if set $z_{i}$ is taken identical to set $x_{i}$ and the obvious result $J_{x x}=1$ used, we obtain

$$
\begin{equation*}
J_{x y} J_{y x}=1 \tag{1.107a}
\end{equation*}
$$

Written in the usual notation, these two results are

$$
\frac{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{\partial\left(z_{1}, z_{2}, \ldots, z_{n}\right)}=\frac{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{\partial\left(y_{1}, y_{2}, \ldots, y_{n}\right)} \cdot \frac{\partial\left(y_{1}, y_{2}, \cdots, y_{n}\right)}{\partial\left(z_{1}, z_{2}, \ldots, z_{n}\right)}
$$

and

$$
\begin{equation*}
\frac{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{\partial\left(y_{1}, y_{2}, \ldots, y_{n}\right)}=\left[\frac{\partial\left(y_{1}, y_{2}, \ldots, y_{n}\right)}{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)}\right]^{-1} \tag{1.107b}
\end{equation*}
$$

The similarity between the properties of Jacobians and those of derivatives is apparent, and to some extent is suggested by the notation.
$\rightarrow 36$. Use ( 1.106 b ) and ( 1.107 b ) to show that result (1.100) can be written as

$$
\frac{\partial(S, T)}{\partial(V, p)}=1
$$

### 1.13 Stationary values for functions of several variables

Just as for functions of a single variable, we may seek values of the variables $x_{i}$ upon which a function $f\left(x_{i}\right)$ depends, that give $f$ a (local) maximum or minimum. However the general situation is more complex than that for a function of one variable as may be seen from fig. 1.6.


Fig. 1.6 Stationary points of a function of two variables. A minimum occurs at $B$, a maximum at $P$ and a saddle point at $S$.

This figure gives a rough sketch of part of a three-dimensional model of a function $f(x, y)$. At positions $P$ and $B$ there are a peak and a bowl respectively - or, more mathematically, a local maximum and a local minimum. At position $S$ the situation is more complicated, since a section parallel to the plane $x=0$ would show a maximum, but one parallel to the plane $y=0$ would show a minimum. A point such as $S$ is known as a saddle point. The orientation of the 'saddle' in the $x y$-plane is irrelevant; it is as shown in the diagram solely for ease of discussion.

For a function of two variables, such as the one shown, it is geometrically obvious that a necessary condition for a stationary point (maximum, minimum or saddle point) to occur is that

$$
\begin{equation*}
\frac{\partial f}{\partial x}=0 \quad \text { and } \quad \frac{\partial f}{\partial y}=0 \tag{1.108}
\end{equation*}
$$

The vanishing of the partial derivatives in directions parallel to the axes is enough to ensure that the partial derivative in any other direction does so too, since any such derivative can be resolved along the directions of the two axes.

A more difficult criterion to formulate mathematically is that which determines the nature - maximum, minimum or saddle point - of the stationary point. To do so we may employ the Taylor expansion (1.75) about the point $\left(x_{0}, y_{0}\right)$ keeping only the first non-vanishing terms (in addition to $f\left(x_{0}, y_{0}\right)$ ), since they can always be made to dominate later ones by making $x-x_{0}$ and $y-y_{0}$ small enough. The second and third terms of (1.75) vanish on account of (1.108) and so we are left with

$$
\begin{align*}
f(x, y)- & f\left(x_{0}, y_{0}\right)=\frac{1}{2!}\left[\left(x-x_{0}\right)^{2} \frac{\partial^{2} f}{\partial x^{2}}\right. \\
& \left.+2\left(x-x_{0}\right)\left(y-y_{0}\right) \frac{\partial^{2} f}{\partial x \partial y}+\left(y-y_{0}\right)^{2} \frac{\partial^{2} f}{\partial y^{2}}\right] \tag{1.109}
\end{align*}
$$

Arrangement in this form shows that the variation of $f(x, y)$ from its value $f\left(x_{0}, y_{0}\right)$ at the stationary point is determined by the quantity in square brackets. For a maximum (such as $P$ in fig. 1.6) this quantity must be negative whatever the values of $x-x_{0}$ and $y-y_{0}$, and similarly for a minimum (such as $B$ ) it must be positive for all values. In both cases we should more strictly say 'for all sufficiently small values of $x-x_{0}$ and $y-y_{0}$.

To save space let us write the quantity in square brackets as

$$
\begin{equation*}
X^{2} A+2 X Y B+Y^{2} C \tag{1.110}
\end{equation*}
$$

where $A, B$ and $C$ are real constants, and then rearrange it in the form of the sum of two squares thus,

$$
\begin{equation*}
A\left(X+\frac{B Y}{A}\right)^{2}+\left(C-\frac{B^{2}}{A}\right) Y^{2} \tag{1.111}
\end{equation*}
$$

For this to be $>0$ for all $X$ and $Y$, we must have

$$
\text { (i) } A>0, \quad \text { (ii) } C-\left(B^{2} / A\right)>0
$$

In view of (i), (ii) can be written as $A C>B^{2}$.

If (for a maximum of $f$ ) expression (1.110) is to be $<0$ for all $X$ and $Y$, we must have

$$
\begin{equation*}
\text { (iii) } A<0, \quad \text { (iv) } C-\left(B^{2} / A\right)<0 . \tag{1.112b}
\end{equation*}
$$

In view of (iii), (iv) can, like (ii), be written as $A C>B^{2}$.
When expression (1.110) is positive for some values of $X$ and $Y$ and negative for others we have a situation corresponding to a saddle point. If it is zero for all $X$ and $Y$, then all second derivatives of $f$ are zero and our criterion fails.

Stated in terms of partial derivatives, results (1.112) become

$$
\left.\begin{array}{rl}
\frac{\partial^{2} f}{\partial x^{2}} & >0 \text { for a minimum, } \\
<0 \text { for a maximum, } \tag{1.113b}
\end{array}\right\}
$$

Failure of condition ( 1.113 b ) implies (except where both sides are zero) that the stationary point is a saddle point. It should not be forgotten that the above criteria apply only at points where $\partial f / \partial x=\partial f / \partial y=0$.
$\rightarrow 37$. Show that the function $x^{3} \exp \left(-x^{2}-y^{2}\right)$ has a maximum at the point $\left((3 / 2)^{1 / 2}, 0\right)$, a minimum at $\left(-(3 / 2)^{1 / 2}, 0\right)$, and a stationary point, whose nature cannot be determined by the above procedures, at the origin.

What has been shown above for functions of two variables can be extended to those of an arbitrary number. We will only state the results; the general lines of the proofs, if not the details, are probably apparent from the statements.

For a function of $n$ variables $x_{d}$, the condition that $f$ should be stationary at the point $x_{i}=x_{i 0}$ is that $\mathrm{d} f=0$ for all small values of $\left(x_{k}-x_{k_{0}}\right)$. From (1.68) this implies that

$$
\begin{equation*}
\left[\frac{\partial f}{\partial x_{i}}\right]_{x_{i}=x_{i_{0}}}=0, \quad \text { for } i=1,2, \ldots, n . \tag{1.114}
\end{equation*}
$$

The condition that the stationary point should be a maximum is that the expression

$$
\begin{equation*}
Q=\left(x_{i}-x_{i_{0}}\right)\left(x_{j}-x_{f_{0}}\right) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(\text { summation convention }) \tag{1.115}
\end{equation*}
$$

should be $<0$ for all sufficiently small values of ( $x_{k}-x_{k_{0}}$ ). For a minimum $Q$ must be $>0$ for all such values.

For the purely utilitarian purpose of practical application, we record here that the theory of matrices and quadratic forms shows that the question about $Q$ can be answered as follows. Consider the series of determinants,

$$
\begin{align*}
& Q_{1}=\frac{\partial^{2} f}{\partial x_{1}^{2}}, \quad Q_{2}=\left|\begin{array}{cc}
\frac{\partial^{2} f}{\partial x_{1}^{2}} & \frac{\partial^{2} f}{\partial x_{2} \partial x_{1}} \\
\frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f}{\partial x_{2}^{2}}
\end{array}\right|, \\
& Q_{3}=\left|\begin{array}{ccc}
\frac{\partial^{2} f}{\partial x_{1}^{2}} & \frac{\partial^{2} f}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} f}{\partial x_{3} \partial x_{1}} \\
\frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f}{\partial x_{2}^{2}} & \frac{\partial^{2} f}{\partial x_{3} \partial x_{2}} \\
\frac{\partial^{2} f}{\partial x_{1} \partial x_{3}} & \frac{\partial^{2} f}{\partial x_{2} \partial x_{3}} & \frac{\partial^{2} f}{\partial x_{3}^{2}}
\end{array}\right| \tag{1.116}
\end{align*}
$$

etc., up to the $n \times n$ determinant whose ( $i, j)$ th element is given by $\partial^{2} f / \partial x_{i} \partial x_{j}$ for $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant n$. Then $Q>0$ for all values of $\left(x_{k}-x_{k_{0}}\right)$ if all of $Q_{1}, Q_{2}, \ldots, Q_{n}$ are separately $>0$; also, $Q<0$ for all values of $\left(x_{k}-x_{k_{0}}\right)$ if $Q_{1}, Q_{3}, \ldots, Q_{2 r+1}$ are each $<0$ whilst $Q_{2}$, $Q_{4}, \ldots, Q_{2 r}$ are each $>0$.

The results obtained previously for a function of two variables are particular examples of these general ones, as may be checked by the reader.
$>38$. Show that the function

$$
10 x^{2}+8 y^{2}+z^{2}-12 x y-4 x-24 y-2 z+8
$$

has only one stationary point and that that is a minimum with a value of -33 .

### 1.14 Stationary values under constraints

We have considered the problem of finding stationary values of a function of two or more variables when all the variables may be independently varied. However, it often happens in physical problems that not all the variables used to describe a situation are in fact independent; for example, the sum of the energies involving the different spatial variables may be required to be constant in time.

If $f$ is a function of $n$ variables $x_{i}(i=1,2, \ldots, n)$, but the $x_{i}$ are not truly independent, being constrained by $m(\leqslant n-1)$ relationships

$$
\begin{equation*}
g_{f}\left(x_{\mathfrak{i}}\right)=0, \quad j=1,2, \ldots, m \tag{1.117}
\end{equation*}
$$

then effectively there are $n-m$ independent variables available for variation. The form of equation given in (1.117) is no restriction on the types of constraints so long as they can be written in algebraic form. We assume that each of the $m$ different functions $g_{j}$ has partial derivatives with respect to each $x_{i}$ appearing in it.

One can visualize the procedure for this situation as that of solving (1.117) for $m$ of the $x_{i}$ and then substituting for these $m$ variables, in terms of the other $n-m$, into $f$. The function $f$ would then contain $n-m$ independent variables and could be treated as in the previous section. In many cases, this procedure is feasible, but in others it is either cumbersome or impossible; for example, for some forms of the functions $g_{j}$ it may not be possible to write an explicit solution for a particular variable. Consider, for example, an equation such as

$$
x_{1}^{2}+x_{2}^{2}+\arcsin \left(x_{1} / x_{2}\right)=0
$$

which cannot be solved explicitly for either $x_{1}$ or $x_{2}$ in terms of the other.
When such situations arise, use may be made of a method known as Lagrange's undetermined multipliers. At first sight the method appears somewhat artificial, but in later chapters it will be seen that the apparently arbitrarily introduced 'multipliers' in fact have close connections with the sought-for stationary value solutions.

At a stationary point $x_{i_{0}}$ we must have $\mathrm{d} f=0$ as before, but not now for all sufficiently small values of $x_{k}-x_{k_{0}}$, but rather only for those which are such that

$$
\begin{equation*}
g_{j}\left(x_{k}\right)=0, \quad j=1,2, \ldots, m \tag{1.117bis}
\end{equation*}
$$

That is, only those variations of $x_{i}$ are allowed which do not change the value of each of the $g_{j}$; as a formula,

$$
\begin{equation*}
\mathrm{d} g_{j}=0, \quad j=1,2, \ldots, m \tag{1.118}
\end{equation*}
$$

Now consider a new function $F$ of the $x_{i}$, defined by

$$
\begin{equation*}
F\left(x_{i}\right)=f\left(x_{i}\right)+\lambda_{j} g_{j}\left(x_{i}\right), \tag{1.119}
\end{equation*}
$$

where the $\lambda_{j}$ ( $m$ of them) are as yet unknown multiplying constants hence the name of the method. The fact that they are taken as constants should be emphasized. In view of the requirements that at a stationary
point $\mathrm{d} f$ must be zero and from (1.118) that $\mathrm{d} g_{j}$ must also be zero, we must have that

$$
\begin{equation*}
\mathrm{d} F=\mathrm{d} f+\lambda_{j} \mathrm{~d} g_{j}=0 \tag{1.120}
\end{equation*}
$$

From this we may write (see (1.68))

$$
\begin{equation*}
\frac{\partial F}{\partial x_{k}}=0, \quad k=1,2, \ldots, n \tag{1.121}
\end{equation*}
$$

that is

$$
\begin{equation*}
\frac{\partial f}{\partial x_{k}}+\lambda_{j} \frac{\partial g_{j}}{\partial x_{k}}=0, \quad k=1,2, \ldots, n . \tag{1.122}
\end{equation*}
$$

Line (1.122) gives $n$ equations which may be used together with the $m$ equations (1.117) to provide $m+n$ equations for what are now $m+n$ unknowns, namely the $n$ quantities $x_{i}$ and the $m$ values of $\lambda_{j}$.

Thus at the price of increasing the total number of unknowns to $m+n$, the problem has been made into one in which the changes in the $x_{i}$ can be made independently.

To illustrate the undetermined-multiplier method described above, we will now (partially) derive a well known result from statistical mechanics the Boltzmann distribution. We will not be concerned here with the physical arguments involved, but merely summarize these by stating the problem as follows.

A system contains a very large number $N$ of particles, each of which can be in any of $R$ energy levels with a corresponding energy $E_{i}(i=$ $1,2, \ldots, R)$. If the number of particles in the $i$ th level is $n_{i}$, and the total energy of the system is $E$, then it is required to find the distribution $n_{i}$ for $i=1,2, \ldots, R$.

Statistical arguments indicate that the distribution will be that which maximizes the expression

$$
P=\frac{N!}{n_{1}!n_{2}!\ldots n_{R}!}
$$

but of course subject to the constraints

$$
\begin{equation*}
g_{1}\left(n_{i}\right) \equiv N-\sum_{i=1}^{R} n_{i}=0 \tag{1.123a}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{2}\left(n_{i}\right) \equiv E-\sum_{i=1}^{R} n_{i} E_{i}=0 \tag{1.123b}
\end{equation*}
$$

Maximizing $P$ is equivalent to minimizing its denominator since $N$ ! is fixed. This is most conveniently done by considering its logarithm and using an approximation due to Stirling $\dagger$ and valid for large $n$, that

$$
\ln (n!) \simeq n[\ln (n)-1] .
$$

The problem then becomes one of minimizing

$$
\begin{equation*}
\ln \left(n_{1}!n_{2}!\ldots n_{R}!\right) \simeq \sum_{i=1}^{R} n_{i} \ln \left(n_{i}\right)-\sum_{i=1}^{R} n_{i} \tag{1.124}
\end{equation*}
$$

subject to (1.123 a) and ( 1.123 b ). The second term on the right of (1.124) necessarily has value $-N$, and so may be disregarded from the point of view of finding stationary values. The implicit assumption has been made here that for distributions near to the required one, all the $n_{i}$ are reasonably large.

Thus we arrive at the situation described earlier, with the $n_{i}$ playing the role of the $x_{i}, \sum n_{i} \ln \left(n_{i}\right)$ the part of $f$, and equations (1.123) providing two constraints on the $R$ variables. The analogue of $F$ in (1.119) is

$$
\begin{equation*}
F=\sum_{i} n_{i} \ln \left(n_{i}\right)+\lambda_{1}\left(N-\sum_{i} n_{i}\right)+\lambda_{2}\left(E-\sum_{i} n_{i} E_{i}\right) \tag{1.125}
\end{equation*}
$$

Taking its partial derivative with respect to a general $n_{k}$ gives

$$
\begin{equation*}
\frac{\partial F}{\partial n_{k}}=n_{k} \frac{1}{n_{k}}+\ln \left(n_{k}\right)-\lambda_{1}-\lambda_{2} E_{k}, \tag{1.126}
\end{equation*}
$$

and setting this equal to zero at the value $n_{k_{0}}$, corresponding to the stationary value of $P$, yields

$$
\begin{equation*}
\ln \left(n_{k_{0}}\right)=\lambda_{2} E_{k}+\lambda_{1}-1 \tag{1.127}
\end{equation*}
$$

Hence the distribution of the $n_{k}$ follows the law

$$
\begin{equation*}
n_{k_{0}}=C \exp \left(\lambda_{2} E_{k}\right), \tag{1.128}
\end{equation*}
$$

where $C$ is independent of $k$, but of course $C$ and $\lambda_{2}$ are such that the two equations
and

$$
\sum_{k} C \exp \left(\lambda_{2} E_{k}\right)=N
$$

$$
\sum_{k} C E_{k} \exp \left(\lambda_{2} E_{k}\right)=E
$$

$\dagger$ More accurately, a first-order Stirling formula gives

$$
n!\simeq(2 \pi)^{1 / 2} n^{n+1 / 2} \exp (-n)
$$

for large $n$, and the form used in the text is an approximation to this in which all terms not increasing at least as quickly as $n$ have been dropped.
are satisfied. [The reader is probably aware that $\lambda_{2}$ has the value $-1 / k T$, where $k$ is Boltzmann's constant and $T$ the thermodynamic temperature.]
-39. Find the maximum and minimum values taken by the expression $13 x^{2}+8 x y+7 y^{2}$ on the circle $x^{2}+y^{2}=1$.

### 1.15 Integration

The notion of an integral as the area under a curve will be familiar to the reader. In fig. 1.7, in which the solid line is a plot of a function $f(x)$, the shaded area represents the quantity which is denoted by

$$
\begin{equation*}
I=\int_{a}^{0} f(x) \mathrm{d} x \tag{1.129}
\end{equation*}
$$

This expression is known as the definite integral of $f(x)$ between the lower limit $x=a$ and the upper limit $x=b$, and $f(x)$ is called the integrand.


Fig. 1.7 An integral as the area under a curve.

This is not the formal definition of the integral, but a readily visualizable representation of it. The formal definition of $I$ involves subdividing the interval $a \leqslant x \leqslant b$ into a large number of subintervals by defining intermediate points $\xi_{i}$ such that $a=\xi_{0}<\xi_{1}<\xi_{2}<\cdots<\xi_{n}=b$. After this the sum

$$
\begin{equation*}
S=\sum_{i=1}^{n} f\left(x_{i}\right)\left(\xi_{i}-\xi_{i-1}\right) \tag{1.130}
\end{equation*}
$$

is formed, where $x_{i}$ is an arbitrary point which lies in the range $\xi_{i-1} \leqslant$ $x_{t} \leqslant \xi_{t}$. Then if $n$ is allowed to tend to infinity in any way whatsoever, subject only to the restriction that the length of every subinterval $\xi_{i-1}$ to $\xi_{i}$ tends to zero, $S$ may or may not tend to a unique limit $I$. If it does, then the definite integral of $f(x)$ between $a$ and $b$ is defined as having the value $I$ and the fact expressed by (1.129). If no unique limit exists the integral is undefined.
This description in no way purports to be a proper analytical one, but merely a prosaic explanation of the steps involved. The reader interested in a rigorous development should consult a textbook on pure mathematics.

Some straightforward properties of definite integrals, for which general lines of proof are almost self-evident are:

$$
\begin{align*}
& \int_{a}^{b} 0 \mathrm{~d} x=0  \tag{1.131a}\\
& \int_{a}^{b} f(x) \mathrm{d} x=-\int_{b}^{a} f(x) \mathrm{d} x  \tag{1.131~b}\\
& \int_{a}^{c} f(x) \mathrm{d} x=\int_{a}^{b} f(x) \mathrm{d} x+\int_{b}^{c} f(x) \mathrm{d} x \tag{1.131c}
\end{align*}
$$

if $m \leqslant f(x) \leqslant M$ for $a \leqslant x \leqslant b$, then

$$
\begin{align*}
& m(b-a) \leqslant \int_{a}^{b} f(x) \mathrm{d} x \leqslant M(b-a),  \tag{1.131d}\\
& \int_{a}^{b}[f(x)+g(x)] \mathrm{d} x=\int_{a}^{b} f(x) \mathrm{d} x+\int_{a}^{b} g(x) \mathrm{d} x . \tag{1.131e}
\end{align*}
$$

The alternative view of integration as the converse of differentiation can be connected to the graphical representation as follows. Instead of considering the definite integral of $f$ between fixed limits $a$ and $b$, form the integral from a lower limit $x_{0}$ to a variable upper limit $y$ (as illustrated by the shading in fig. 1.8). This type of integral is formally defined just as previously, but because of its variable upper limit, it is known as an indefinite integral. Its value depends upon the value of $y$ and so we will write it as $F(y)$ where

$$
\begin{equation*}
F(y)=\int_{x_{0}}^{y} f(x) \mathrm{d} x . \tag{1.132}
\end{equation*}
$$

It is apparent that $F(y)$ is a continuous function of $y$.


Fig. 1.8 The indefinite integral of $f(x)$ from $x_{0}$ to $y$.
Now consider what happens if $y$ is increased to $y+\Delta y$; then

$$
\begin{equation*}
F(y+\Delta y)=\int_{x_{0}}^{y+\Delta y} f(x) \mathrm{d} x, \tag{1.133}
\end{equation*}
$$

which from (1.131 c) can be written as

$$
\begin{align*}
F(y+\Delta y) & =\int_{x_{0}}^{y} f(x) \mathrm{d} x+\int_{y}^{y+\Delta y} f(x) \mathrm{d} x \\
& =F(y)+\int_{y}^{y+\Delta y} f(x) \mathrm{d} x . \tag{1.134}
\end{align*}
$$

Rearranging (1.134) and dividing through by $\Delta y$ yields

$$
\begin{equation*}
\frac{F(y+\Delta y)-F(y)}{\Delta y}=\frac{1}{\Delta y} \int_{y}^{y+\Delta y} f(x) \mathrm{d} x . \tag{1.135}
\end{equation*}
$$

Now if $\Delta y$ is allowed to tend to zero, the left-hand side of (1.135) becomes, by definition, $\mathrm{d} F / \mathrm{d} y$, and the right-hand side becomes $f(y)$. This latter statement follows since all the $x_{i}$ referred to in definition (1.130) have to come from an arbitrarily small region close to $x=y$ and so the $f\left(x_{i}\right)$ have to have the value $f(y)$ arbitrarily precisely; the sum on the right of (1.130) then becomes $f(y)$ times the sum of the subintervals, which is exactly $f(y) \times \Delta y$.

Equation (1.135) therefore, in the limit $\Delta y \rightarrow 0$, reduces to

$$
\begin{equation*}
\frac{\mathrm{d} F(y)}{\mathrm{d} y}=f(y) \tag{1.136}
\end{equation*}
$$

that is, the indefinite integral $F(y)$ of a function $f(x)$, is that function which has $f$ as its derivative. This is such an important result that it is worth repeating in a different form, namely

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} y}\left[\int_{x_{0}}^{y} f(x) \mathrm{d} x\right]=f(y) \tag{1.137}
\end{equation*}
$$

It is also apparent that the value $I$ of the definite integral is given in terms of $F(y)$ by

$$
\begin{align*}
I=\int_{a}^{b} f(x) \mathrm{d} x & =\int_{x_{0}}^{b} f(x) \mathrm{d} x-\int_{x_{0}}^{a} f(x) \mathrm{d} x \\
& =F(b)-F(a) \tag{1.138}
\end{align*}
$$

In our presentation, different variables $x$ and $y$ have been used as the arguments of $f$ and $F$, and a specific lower limit included. It is common practice to omit one or both of the limits in an indefinite integral, e.g. to write (1.132) as

$$
\begin{equation*}
F=\int f(x) \mathrm{d} x \tag{1.139}
\end{equation*}
$$

and to insert them only when a specific evaluation has to be made. It is also not uncommon to use the same symbol for both variables

$$
F(x)=\int^{x} f(x) \mathrm{d} x
$$

but this practice can be confusing, and should be avoided for that reason.

### 1.16 Infinite and improper integrals

The prescription given earlier for the formulation of a definite integral does not accommodate the case in which the integration runs over an infinite range in $x$, that is $a$ or $b$ (or both) is infinite. Nor does it deal with the situation in which $f(x)$ is unbounded (becomes arbitrarily large in modulus) in some part of the range, e.g. $f(x)=(2-x)^{-1 / 4}$ near the point $x=2$.

The failure in the case of an infinite range for $x$ comes about because any finite number of intermediate division points must leave at least one infinite interval. At some point in this interval $f(x)$ will be non-zero (except for trivial cases) and so the corresponding term in the sum $S$ itself contributes an infinite amount. This difficulty is got round by taking the limit of, say, $b \rightarrow \infty$ after a finite integral with upper limit $b$ has been defined. Thus, if for finite $b$

$$
\begin{equation*}
I=\int_{a}^{b} f(x) \mathrm{d} x=F(b)-F(a) \tag{1.140}
\end{equation*}
$$

and if, when $b \rightarrow \infty, F(b)$ approaches a definite finite limit $L$, i.e.

$$
\begin{equation*}
\lim _{b \rightarrow \infty} F(b)=L, \tag{1.141}
\end{equation*}
$$

then we define the infinite integral of $f(x)$ from $a$ to $\infty$ as having the value $L-F(a)$,

$$
\begin{equation*}
\int_{a}^{\infty} f(x) \mathrm{d} x=L-F(a) \tag{1.142}
\end{equation*}
$$

Other infinite integrals

$$
\int_{-\infty}^{0} f(x) \mathrm{d} x \text { and } \int_{-\infty}^{\infty} f(x) \mathrm{d} x
$$

may be defined by similar limiting processes.
The second case of failure of the simple formulation, the case in which the integrand is unbounded, leads us to define an improper integral by the process of omitting from the range of integration a small piece of it containing the point at which the integrand is unbounded, evaluating the remaining integral, and then letting the size of the excluded range tend to zero. If with this procedure the integral tends to a finite limit, then the value of the improper integral is defined to be equal to that limit. The excluded piece may be entirely inside the range or may include one of the limits. An evaluation for the previously mentioned function will show what is meant. Suppose we have to find [or define]

$$
\begin{equation*}
J=\int_{0}^{2}(2-x)^{-1 / 4} \mathrm{~d} x \tag{1.143}
\end{equation*}
$$

The integrand tends to infinity near $x=2$ and so we replace $J$ by

$$
\begin{equation*}
J_{1}=\int_{0}^{2-\epsilon}(2-x)^{-1 / 4} \mathrm{~d} x \tag{1.144}
\end{equation*}
$$

where an interval of length $\epsilon$ has been removed between $x=2-\epsilon$ and $x=2$. Now $J_{1}$ can be evaluated as

$$
\begin{aligned}
J_{1} & =\left[-\frac{4}{3}(2-x)^{3 / 4}\right]_{0}^{2-\varepsilon} \\
& =-\frac{4}{3} \epsilon^{3 / 4}+\frac{4}{3} \times 2^{3 / 4} .
\end{aligned}
$$

If $\epsilon$ is now allowed to tend to zero, $J_{1}$ tends to the limit $\frac{4}{3} \times 2^{3 / 4}$ which is thus the value of the improper integral (1.143).
40. Determine whether the following integrals exist, and where they do evaluate them:
(i) $\int_{0}^{\infty} \exp (-\lambda x) \mathrm{d} x$,
(ii) $\int_{-\infty}^{\infty} \frac{x}{\left(x^{2}+a^{2}\right)^{2}} \mathrm{~d} x$,
(iii) $\int_{1}^{\infty} \frac{1}{x+1} \mathrm{~d} x$,
(iv) $\int_{0}^{1} \frac{1}{x^{2}} \mathrm{~d} x$,
(v) $\int_{0}^{\pi / 2} \cot \theta \mathrm{~d} \theta$,
(vi) $\int_{0}^{1} \frac{x}{\left(1-x^{2}\right)^{1 / 2}} \mathrm{~d} x$.

### 1.17 Integration by parts

Particular methods of evaluating definite and indefinite integrals will not be considered in general here, as the reader is presumed to have some familiarity with the integration of standard forms and the method of substitutions (changing to a new integration variable in order to reduce an integrand to a standard form).

However, one particular method known as integration by parts is of such general utility and will be employed so many times in the remaining chapters, that some discussion of it is amply justified.

The basis of the method is the result derived in (1.41) for the derivative of a product:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}[g(x) h(x)]=g \frac{\mathrm{~d} h}{\mathrm{~d} x}+h \frac{\mathrm{~d} g}{\mathrm{~d} x} . \tag{1.41bis}
\end{equation*}
$$

If this equation is rearranged and each term then integrated between limits $x=a$ and $x=b$, we obtain

$$
\begin{equation*}
\int_{a}^{b} g \frac{\mathrm{~d} h}{\mathrm{~d} x} \mathrm{~d} x=\int_{a}^{b} \frac{\mathrm{~d}}{\mathrm{~d} x}[g h] \mathrm{d} x-\int_{a}^{b} \frac{\mathrm{~d} g}{\mathrm{~d} x} h \mathrm{~d} x . \tag{1.145}
\end{equation*}
$$

Now the first term on the right is the integral of the derivative of a func-
tion $[=g(x) h(x)$ ] and is thus immediately evaluated as the difference between the two values of the function at the limits, namely
or

$$
\begin{align*}
& {[g(x) h(x)]_{a}^{b}}  \tag{1.146a}\\
& g(b) h(b)-g(a) h(a) \tag{1.146~b}
\end{align*}
$$

Thus, (1.145) can be written as the equation giving the 'formula for integration by parts',

$$
\begin{equation*}
\int_{a}^{b} g \frac{\mathrm{~d} h}{\mathrm{~d} x} \mathrm{~d} x=[g h]_{a}^{b}-\int_{a}^{b} \frac{\mathrm{~d} g}{\mathrm{~d} x} h \mathrm{~d} x, \tag{1.147}
\end{equation*}
$$

or, expressed in terms of differentials of $g$ and $h$,

$$
\begin{equation*}
\int_{a}^{b} g \mathrm{~d} h=[g h]_{a}^{b}-\int_{a}^{b} h \mathrm{~d} g \tag{1.148}
\end{equation*}
$$

To see how this may be of value in evaluating an integral $\int f(x) \mathrm{d} x$, where $f(x)$ is not a 'standard form' whose integral is known, suppose that $f$ can be written as the product of two functions, one of which has a known integral and the other of which is differentiable. Then the first function may be taken as $\mathrm{d} h / \mathrm{d} x$ in (1.147) and the second as $g$, and the integral replaced by the right-hand side of (1.147). The first term of the new expression can certainly be evaluated, and it may well be that the second term is now an integral which can be evaluated using known results. Even if this is not so, a second integration by parts [of course $h$ must be integrated again and $g$ further differentiated, or the work of the first integration by parts will be undone] may produce the desired situation and result in two definite expressions, each to be evaluated at the upper and lower limits, together with an integral which has a known value.

As with one or two earlier results in this chapter, integration by parts is often remembered for practical purposes in the form of a clumsy but recallable sentence.

The integral of a product is equal to \{the first times the integral of the second\} minus the integral of \{the derivative of the first times the integral of the second\}.
Although the discussion here has been in terms of definite integrals, integration by parts applies equally well to indefinite integrals.

To demonstrate one or two ways in which integration by parts can be used, we will solve the following three examples.

Example 1.2. Evaluate

$$
\begin{equation*}
I=\int_{a}^{b} x \cos x \mathrm{~d} x \tag{1.149}
\end{equation*}
$$

The function whose derivative is $x \cos x$ is not directly apparent, but if we identify the $x$ and $\cos x$ of (1.149) with the $g$ and $\mathrm{d} h / \mathrm{d} x$ of (1.147) respectively, then integration by parts gives

$$
\begin{aligned}
I & =[x \sin x]_{a}^{b}-\int_{a}^{b} 1 \times \sin x \mathrm{~d} x \\
& =b \sin b-a \sin a-(-\cos b+\cos a) \\
& =(b \sin b+\cos b)-(a \sin a+\cos a)
\end{aligned}
$$

## Example 1.3. Evaluate

$$
\int_{1}^{y} \ln (x) d x .
$$

Here we do not have an obvious product in the integrand, but one can be manufactured by taking $\ln x$ as one factor and unity as the other. Since we cannot integrate $\ln (x)$ [that is the whole problem] this is the factor which must be differentiated and unity is the factor to be integrated. Proceeding on these lines, we obtain

$$
\int_{1}^{y} \ln (x) \mathrm{d} x=[\ln (x) x]_{1}^{y}-\int_{1}^{y} \frac{1}{x} \cdot x \mathrm{~d} x .
$$

The integral on the right is now trivial and the result

$$
\begin{aligned}
\int_{1}^{y} \ln (x) \mathrm{d} x & =y \ln (y)-1 \ln (1)-[x]_{1}^{y} \\
& =y \ln (y)-y+1
\end{aligned}
$$

follows.

Example 1.4. By integrating by parts twice, evaluate

$$
I=\int_{0}^{\infty} \mathrm{e}^{-\lambda x} \cos a x \mathrm{~d} x, \quad \lambda>0
$$

Integrating by parts once (using $\exp (-\lambda x)$ as the $g$ of (1.147))

$$
I=\left[\mathrm{e}^{-\lambda x} \frac{\sin a x}{a}\right]_{0}^{\infty}-\int_{0}^{\infty}(-\lambda) \mathrm{e}^{-\lambda x} \frac{\sin a x}{a} \mathrm{~d} x
$$

The infinite upper limit causes no difficulty and so

$$
I=0-0+\frac{\lambda}{a} \int_{0}^{\infty} \mathrm{e}^{-\lambda x} \sin a x \mathrm{~d} x
$$

Now integrating by parts a second time,

$$
\begin{aligned}
& I=\frac{\lambda}{a}\left[\mathrm{e}^{-\lambda x} \frac{(-\cos a x)}{a}\right]_{0}^{\infty} \\
&-\frac{\lambda}{a} \int_{0}^{\infty}(-\lambda) \mathrm{e}^{-\lambda x} \frac{(-\cos a x)}{a} \mathrm{~d} x
\end{aligned}
$$

But the integral on the right is just a simple multiple $\left[-\lambda^{2} / a^{2}\right]$ of the original integral $I$. Thus

$$
I=\frac{\lambda}{a}\left[0+\frac{1}{a}\right]-\frac{\lambda^{2}}{a^{2}} I,
$$

and

$$
I=\frac{\lambda / a^{2}}{1+\lambda^{2} / a^{2}}=\frac{\lambda}{a^{2}+\lambda^{2}}
$$

These examples, together with the exercises below, should be sufficient to give the reader the working knowledge necessary to follow the use of integration by parts made in subsequent chapters.
$>41$. Use integration by parts to evaluate the following:
(i) $\int_{0}^{y} x^{2} \sin x \mathrm{~d} x$,
(ii) $\int_{1}^{y} x \ln (x) \mathrm{d} x$,
(iii) $\int^{y} \arcsin x \mathrm{~d} x$,
(iv) $\int^{y} \frac{\ln \left(a^{2}+x^{2}\right)}{x^{2}} \mathrm{~d} x$,
(v) $\int_{0}^{\pi / 2} \cos (2 x) \sin (3 x) \mathrm{d} x$,
(vi) repeat (v) reversing the roles of the factors.
$\rightarrow 42$. If

$$
I_{n}=\int_{0}^{\infty} x^{n} \mathrm{e}^{-x} \mathrm{~d} x
$$

show, by integrating by parts, that $I_{n}=n I_{n-1}$. Hence evaluate $I_{n}$.
-43 . If $J_{n}$ is the integral

$$
J_{n}=\int_{0}^{\infty} x^{n} \exp \left(-x^{2}\right) \mathrm{d} x
$$

show that
(i) $J_{2 r+1}=(r!) / 2$,
(ii) $J_{2 r}=\frac{(2 r-1) \cdot(2 r-3) \ldots 3 \cdot 1}{2^{r}} J_{0}$.

### 1.18 Multiple integrals

For a function of several variables, just as derivatives with respect to two or more of them may be considered, so may the integral of the function with respect to more than one variable be formed. The formal definitions of such multiple integrals follow very much the obvious extensions of the definition of the integral with respect to a single variable, discussed at the beginning of section 1.15 . We will discuss almost exclusively integrals involving only two or three variables, partly because they are more readily visualizable, and partly because they illustrate all the essential features of those involving more. The number of variables is called the dimension of the integral; up to the present only one-dimensional integrals have been considered.


Fig. 1.9 The region of integration for the double integral given in equation (1.150). The elementary strip shown is appropriate to the integral in the form expressed by line ( 1.151 a ).

For an integral involving two variables - a double integral - we have a function $f(x, y)$ to be integrated with respect to $x$ and $y$ between certain limits. The function $f$ may also depend upon other variables but we will not write these explicitly. The limits may, for both $x$ and $y$, be constants, or the limits for $x$ may depend on the value of $y$ or vice-versa. Whatever
the relationship, the limits can usually be represented by a closed curve $C$ in the $x y$-plane, bounding an area which we will denote by $S$ (fig. 1.9).

The integral is written symbolically as

$$
\begin{equation*}
I=\iint_{S} f(x, y) \mathrm{d} x \mathrm{~d} y \tag{1.150a}
\end{equation*}
$$

or as

$$
\begin{equation*}
I=\int_{S} f(x, y) \mathrm{d} A \tag{1.150~b}
\end{equation*}
$$

where $\mathrm{d} A$ (or $\mathrm{d} A_{x y}$ ) stands for the element of area in the $x y$-plane.
Some authors use a single integration symbol whatever the dimension of the integral; others use as many symbols as the dimension. In different circumstances, both have their disadvantages, either of ambiguity or of clumsiness. We will adopt the convention, typified by ( $1.150 \mathrm{a}, \mathrm{b}$ ), that as many integration symbols will be used as differentials explicitly written. This will allow the freedom to use the more compact form when no confusion is likely, but to be explicit when emphasis is needed or ambiguity is possible.

Form ( 1.150 b ) makes no explicit statement about the limits of integration except by reference to a diagram such as fig. 1.9 or to an equation $c(x, y)=0$ giving the boundary curve $C$. This same prescription for the limits may also be used in connection with form (1.150 a), but an explicit statement of them can be written in the form

$$
\begin{equation*}
I=\int_{Y_{1}}^{Y_{2}}\left\{\int_{x_{1}(y)}^{x_{2}(y)} f(x, y) \mathrm{d} x\right\} \mathrm{d} y \tag{1.151a}
\end{equation*}
$$

Expression (1.151 a) indicates (refer again to fig. 1.9) that $f(x, y)$ is to be integrated with respect to $x$ between the two values $x=x_{1}$ and $x=x_{2}$, where $x_{1}$ and $x_{2}$ both depend on $y$, and then the result (considered as a function of $y$ ) is to be integrated between the limits $y=Y_{1}$ and $y=Y_{2}$.

The same result would be obtained if the order of the two integrations were reversed, and the area $S$ 'cut up the other way'. A formula corresponding to ( 1.151 a) for this case would be

$$
\begin{equation*}
I=\int_{x_{1}}^{x_{2}}\left\{\int_{y_{1}(x)}^{y_{2}(x)} f(x, y) \mathrm{d} y\right\} \mathrm{d} x \tag{1.151~b}
\end{equation*}
$$

As a simple example consider

$$
I=\iint(x-y)^{2} \mathrm{~d} x \mathrm{~d} y
$$

over the triangular area (shown in fig. 1.10) whose sides are $x=0$, $y=0, x+y=1$.


Fig. 1.10 The triangular area for the evaluation of $I$.

Suppose we choose to carry out the integration with respect to $y$ first. With $x$ fixed, the range of $y$ is 0 to $1-x$, as indicated in the figure. Thus with all its limits explicitly filled in, the expression for $I$ becomes

$$
I=\int_{0}^{1}\left\{\int_{0}^{1-x}(x-y)^{2} \mathrm{~d} y\right\} \mathrm{d} x
$$

which can be evaluated as

$$
\begin{aligned}
I & =\int_{0}^{1}\left\{\left[-\frac{1}{3}(x-y)^{3}\right]_{0}^{1-x}\right\} \mathrm{d} x \\
& =\int_{0}^{1}\left\{-\frac{1}{3}(2 x-1)^{3}+\frac{1}{3} x^{3}\right\} \mathrm{d} x \\
& =\left[-\frac{1}{24}(2 x-1)^{4}+\frac{1}{12} x^{4}\right]_{0}^{1} \\
& =-\frac{1}{24}+\frac{1}{12}+\frac{1}{24}-0=\frac{1}{12} .
\end{aligned}
$$

In this case the symmetry between $x$ and $y$ of both the integrand and integration region is sufficient by itself to show that the same result would be obtained if the order of integrations were reversed and the integral with respect to $x$ evaluated first.
-44. (i) Evaluate $\iint x^{2} y \mathrm{~d} x \mathrm{~d} y$ over the same triangular region as in the above example (fig. 1.10).
(ii) Reverse the order of integrations and demonstrate that the same result is obtained.
45. Evaluate $\int_{S}\left(x^{2} y+x\right) \mathrm{d} A$, where $S$ is the rectangle with corners $(0,0),(a, 0),(a, b),(0, b)$.

Three-dimensional, or triple integrals, are described in an analogous way. Without going into details, we note that they will be written either as

$$
\begin{equation*}
\iiint_{V} f(x, y, z) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z \tag{1.152a}
\end{equation*}
$$

or as

$$
\begin{equation*}
\int_{V} f(x, y, z) \mathrm{d} V \text { or } \int_{V} f(x, y, z) \mathrm{d} V_{x y z} \tag{1.152~b}
\end{equation*}
$$

The integration is over a volume whose surface determines the upper and lower limits for $x, y$ and $z$. As with double integrals the particular values of the limits appropriate to any one of the variables of integration depends upon the order in which the individual integrations are carried out.

Multiple integrals over ranges which are infinite in extent or include points at which the integrand becomes infinite are treated in the same way as similar one-dimensional integrals.
-46. Evaluate the integral $\int_{V}\left(x^{2}+y^{2}+z^{2}\right) \mathrm{d} V$, where $V$ is the rectangular volume whose six surfaces are the planes $x= \pm a, y= \pm b, z= \pm c$.
$\checkmark 47$. Evaluate $\int x^{2} y \mathrm{~d} V$ over the volume bounded by the planes $x=0$, $y=0, z=0, x+y+z=1$. Use two different orders of carrying out the integrations, and show that the same result is obtained both times.
48. Evaluate, for $\lambda>0$,

$$
\iiint \exp (-\lambda r) \exp (\mathrm{i} r \cos \theta) r \sin \theta \sin ^{2} \phi \mathrm{~d} r \mathrm{~d} \theta \mathrm{~d} \phi
$$

over the infinite volume $0 \leqslant r<\infty, 0 \leqslant \theta \leqslant \pi$, and $0 \leqslant \phi \leqslant 2 \pi$. [This is the integral of the function $r^{-1} \exp [r(-\lambda+i \cos \theta)] \sin ^{2} \phi$ over all space, with everything expressed in spherical polar coordinates the element of volume being $r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \theta \mathrm{~d} \phi$.]

### 1.19 Change of variables in multiple integrals

It often happens that, either because of the form of the integrand involved, or because of the shape of the boundary of the region of integration, it is desirable to express a multiple integral in terms of a new set of variables.

As an illustration of what is meant by this, we may refer to the note in
-48 and see that if the function to be integrated over all space were expressed in Cartesian coordinates it would be

$$
\begin{align*}
f(x, y, z)=\frac{1}{\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}} & \exp \left[-\lambda\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}\right] \\
& \times \exp (\mathrm{i} z) \frac{\left(x^{2}+y^{2}\right)}{x^{2}+y^{2}+z^{2}} \tag{1.153}
\end{align*}
$$



Fig. 1.11 The connection between Cartesian and spherical polar coordinates.

The connections used to link the two sets of coordinates are depicted in fig. 1.11 and given as formulae by

$$
\left.\begin{array}{l}
x=r \sin \theta \cos \phi, \\
y=r \sin \theta \sin \phi,  \tag{1.154a}\\
z=r \cos \theta,
\end{array}\right\}
$$

and the inverse equations

$$
\left.\begin{array}{l}
r=+\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}  \tag{1.154b}\\
\theta=\arccos \left[z /\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}\right] \\
\phi=\arctan (y / x) .
\end{array}\right\}
$$

Now suppose that in the course of a calculation it is required to integrate $f(x, y, z)$ of expression (1.153) over all space, i.e. to evaluate the integral,

$$
\begin{align*}
I=\int_{-\infty}^{\infty} & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{x^{2}+y^{2}}{\left(x^{2}+y^{2}+z^{2}\right)^{3 / 2}} \\
& \quad \times \exp \left[-\lambda\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}\right] \exp (\mathrm{i} z) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z \tag{1.155}
\end{align*}
$$

Clearly the integrand has a simpler form when expressed in spherical polar coordinates [namely the previously noted $\left.r^{-1} \exp [r(-\lambda+i \cos \theta)] \sin ^{2} \phi\right]$ and changing this part of the integral to such new coordinates presents no difficulty. Neither, in this case, do the limits of integration which become $0 \leqslant r<\infty, 0 \leqslant \theta \leqslant \pi$ and $0 \leqslant \phi<2 \pi$. The part of the integral which requires more consideration is the element of volume $\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$, which, it is stated in -48 , becomes $r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \theta \mathrm{~d} \phi$.

The purpose of this section is to develop a general expression relating an element of volume (or area) in one coordinate system to the corresponding element in another. If the sets of coordinates in the two systems have corresponding physical dimensions (e.g. all are lengths, or two are lengths and one a time, in each set) then we may speak of the local magnification of the element of volume (or area) in going from one coordinate system to another.


Fig. 1.12 The regions of integration and the elementary areas in the original $x y$ plane and the transformed $\xi \eta$-plane.

We will use a language which suggests that we are all the time dealing with lengths, areas and volumes, but the results obtained apply to all sets of variables so long as there is a one-to-one correspondence between the values taken by the variables in the two systems in describing the same situation. Our approach will be a simple geometrical one and we will start with the two-dimensional case.

Suppose that we require to change an integral

$$
\begin{equation*}
\int_{s} f(x, y) \mathrm{d} A_{x y} \tag{1.156}
\end{equation*}
$$

in terms of coordinates $x, y$ into one expressed in new coordinates $\xi$ and $\eta$ which are given in terms of $x$ and $y$ by (differentiable) equations

$$
\begin{equation*}
\xi=\xi(x, y), \quad \eta=\eta(x, y) . \tag{1.157}
\end{equation*}
$$

The area $S$ and the curve $C$ which bounds it will become a new area $\Sigma$ and a new boundary $\Gamma$ in the $\xi \eta$-plane, as shown in fig. 1.12. The function $f(x, y)$ becomes $\phi(\xi, \eta)$.

An element of area in the $x y$-plane is given by $\mathrm{d} A_{x y}=\mathrm{d} x \mathrm{~d} y$ as in the figure and the question is 'what is the size of the area which this corresponds to in the $\xi \eta$-plane?'. In general the corresponding element $\mathrm{d} A_{\xi n}$ will not be the same as $\mathrm{d} A_{x y}$ in shape, but this does not matter since all elements are infinitesimally small and the value of the integrand is constant over the elementary area providing the latter is small.

Since $\mathrm{d} x$ and $\mathrm{d} y$ are infinitesimal, the lines of lengths $X$ and $Y$ corresponding to them will be straight and $\mathrm{d} A_{\xi n}$ will have the shape of a parallelogram. We work out the area of the parallelogram as follows (see fig. 1.12 for the notation),

$$
\begin{align*}
\mathrm{d} A_{\xi \eta} & =X Y \sin \left(\theta_{Y}-\theta_{X}\right) \\
& =Y \sin \theta_{Y} X \cos \theta_{X}-Y \cos \theta_{\mathrm{Y}} X \sin \theta_{X} \\
& =\frac{\partial \eta}{\partial y} \mathrm{~d} y \frac{\partial \xi}{\partial x} \mathrm{~d} x-\frac{\partial \xi}{\partial y} \mathrm{~d} y \frac{\partial \eta}{\partial x} \mathrm{~d} x  \tag{1.158}\\
& =\left(\frac{\partial \xi}{\partial x} \frac{\partial \eta}{\partial y}-\frac{\partial \xi}{\partial y} \frac{\partial \eta}{\partial x}\right) \mathrm{d} A_{x y} . \tag{1.159}
\end{align*}
$$

The substitutions made in line (1.158) follow from noticing that, for example, $Y \sin \theta_{Y}$ is the projection on the $\eta$-axis in the $\xi \eta$-plane of the line corresponding to the infinitesimal $\mathrm{d} y$ (parallel to the $y$-axis) in the $x y$-plane. Thus

$$
\begin{equation*}
Y \sin \theta_{Y}=\frac{\partial \eta}{\partial y} \mathrm{~d} y . \tag{1.160}
\end{equation*}
$$

Similarly for the other three terms.
The quantity in brackets in (1.159) is just the Jacobian of $\xi, \eta$ with respect to $x, y$, discussed in section 1.12. Thus we conclude that an element of area $\mathrm{d} A$ in the $x y$-plane corresponds to one

$$
J=\frac{\partial(\xi, \eta)}{\partial(x, y)}
$$

times as big in the $\xi \eta$-plane, i.e. the Jacobian at any particular point gives the local magnification of the size of an element of area in changing from the $(x, y)$ set of coordinates to the $(\xi, \eta)$ set.

If the 'physical' dimensions of $x, y$ and $\xi, \eta$ are different, as they are in example 1.5 below, then it seems inappropriate to speak of magnification. Nevertheless, the relationship between the size of the differential of area generated by $\mathrm{d} x, \mathrm{~d} y$ and the size of the corresponding differential of area generated by $\mathrm{d} \xi, \mathrm{d} \eta$ is

$$
\begin{equation*}
\mathrm{d} \xi \mathrm{~d} \eta=\frac{\partial(\xi, \eta)}{\partial(x, y)} \mathrm{d} x \mathrm{~d} y . \tag{1.161}
\end{equation*}
$$

Of course the value of the Jacobian can, and in general will, vary over the region of integration.

The order in which a new set of variables is arranged (e.g. $\xi, \eta$ rather than $\eta, \xi$ ) must agree with conventional use (i.e. a rotation from the $\xi$ - to the $\eta$-axis of $\pi / 2$ is in the positive (anticlockwise) direction) or spurious minus signs can be introduced into the double integral.

Rather than explain further in general terms the actual procedure, let us give an elementary example of a two-dimensional change of variable [to illustrate the method, but hardly to obtain a previously unknown result].

Example 1.5. Find the area of the circle $x^{2}+y^{2}=a^{2}$.


Fig. 1.13 The region of integration for example 1.5 in (a) the $x y$-plane and (b) the $r \phi$-plane.

In the given Cartesian coordinate system the required area $\alpha$ is

$$
\begin{equation*}
\alpha=\int_{x=-a}^{x=a} \int_{y=-\left(a^{2}-x^{2}\right)^{1 / 2}}^{y=\left(a^{2}-x^{2}\right)^{1 / 2}} \mathrm{~d} y \mathrm{~d} x . \tag{1.162}
\end{equation*}
$$

[In this case the function $f(x, y)$ of (1.151) is unity.] Because of the circular boundary of the integration region a change of variables to plane polar coordinates $r, \phi$ is indicated (fig. 1.13). The limits of the integral are then simple, namely $0 \leqslant r \leqslant a, 0 \leqslant \phi \leqslant 2 \pi$. This leaves only the Jacobian of the transformation to be computed.

For this purpose we have

$$
\begin{equation*}
x=r \cos \phi, \quad y=r \sin \phi . \tag{1.163}
\end{equation*}
$$

It is just as satisfactory to calculate $\partial(x, y) / \partial(r, \phi)$ as to calculate $\partial(r, \phi) / \partial(x, y)$, since these two are, by (1.107), reciprocals of each other. In this case it is more convenient, since the value of the Jacobian is automatically expressed in $r$ and $\phi$ rather than in $x$ and $y$, and it is $\mathrm{d} x \mathrm{~d} y$ we wish to replace. Carrying out the calculation, we obtain

$$
\frac{\partial(x, y)}{\partial(r, \phi)}=\left|\begin{array}{cc}
\cos \phi & -r \sin \phi  \tag{1.164}\\
\sin \phi & r \cos \phi
\end{array}\right|=r .
$$

Thus we have, using (1.161) in the form

$$
\begin{equation*}
\mathrm{d} x \mathrm{~d} y=\frac{\partial(x, y)}{\partial(\xi, \eta)} \mathrm{d} \xi \mathrm{~d} \eta, \tag{1.165}
\end{equation*}
$$

that

$$
\mathrm{d} x \mathrm{~d} y=\frac{\partial(x, y)}{\partial(r, \phi)} \mathrm{d} r \mathrm{~d} \phi=r \mathrm{~d} r \mathrm{~d} \phi .
$$

Putting this into (1.162) expressed in the new coordinates we obtain

$$
\alpha=\int_{r=0}^{a} \int_{\phi=0}^{2 \pi} r \mathrm{~d} r \mathrm{~d} \phi=\int_{r=0}^{a} 2 \pi r \mathrm{~d} r=\pi a^{2} .
$$

[Of course, since $f(x, y)$ equals 1 in $(x, y)$ coordinates, it does so in $(\xi, \eta)$ coordinates also.]

A change of variable in a three-dimensional integral follows the same general lines as that in a two-dimensional one. Without the same amount of subsidiary explanation as given above for the double integral, we will outline the main points of the derivation.
Suppose we wish to change from coordinates ( $x, y, z$ ) to coordinates $(\xi, \eta, \chi)$. A rectangular volume of sides $\mathrm{d} x, \mathrm{~d} y$ and $\mathrm{d} z$ in the original system will become a parallelepiped in the new one, with edges $X, Y$ and $Z$, corresponding to $\mathrm{d} x, \mathrm{~d} y$ and $\mathrm{d} z$ as in fig. 1.14 (a) and (b).

Consider the (straight) line element $X$, corresponding in the $\xi, \eta, x$


Fig. 1.14 (a) The rectangular volume in Cartesian coordinates. (b) In $(\xi, \eta, x)$ coordinates the volume is a parallelepiped. (c) The components of $X$ in $(\xi, \eta, \chi)$ space.
system to $\mathrm{d} x$. It has components in the directions of the $\xi-, \eta$ - and $\chi$-axes of

$$
\begin{equation*}
\frac{\partial \xi}{\partial x} \mathrm{~d} x, \quad \frac{\partial \eta}{\partial x} \mathrm{~d} x, \quad \frac{\partial x}{\partial x} \mathrm{~d} x \tag{1.166}
\end{equation*}
$$

as illustrated in fig. $1.14(c)$. The lines $Y$ and $Z$ have components given by (1.166), only with $x$ replaced by $y$ and $z$ respectively.

At this point we must use a result which is not proved until later (equations (2.23) and (2.25) of section 2.8) but which, it should be added, does not depend upon the present work for its proof of validity. The result gives the volume of the parallelepiped in terms of the components of its edges obtained above as

$$
\mathrm{d} V_{\xi \eta x}=\left|\begin{array}{lll}
\frac{\partial \xi}{\partial x} \mathrm{~d} x & \frac{\partial \xi}{\partial y} \mathrm{~d} y & \frac{\partial \xi}{\partial z} \mathrm{~d} z  \tag{1.167}\\
\frac{\partial \eta}{\partial x} \mathrm{~d} x & \frac{\partial \eta}{\partial y} \mathrm{~d} y & \frac{\partial \eta}{\partial z} \mathrm{~d} z \\
\frac{\partial \chi}{\partial x} \mathrm{~d} x & \frac{\partial \chi}{\partial y} \mathrm{~d} y & \frac{\partial \chi}{\partial z} \mathrm{~d} z
\end{array}\right|
$$

When the factor $\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$ has been taken out of the determinant, we again arrive at a Jacobian form of result, namely

$$
\begin{equation*}
\mathrm{d} V_{\xi \eta x}=\frac{\partial(\xi, \eta, \chi)}{\partial(x, y, z)} \mathrm{d} x \mathrm{~d} y \mathrm{~d} z=\frac{\partial(\xi, \eta, \chi)}{\partial(x, y, z)} \mathrm{d} V_{x y z} \tag{1.168}
\end{equation*}
$$

This shows that the ratio of elementary volumes in the two systems in the neighbourhood of any point is given by the Jacobian at that point.

Although we will not prove it, the general result for a change of coordinates in an $n$-dimensional space from a set $x_{i}$ to a set $y_{j}(i, j$ both run from 1 to $n$ ) is

$$
\begin{equation*}
\mathrm{d} x_{1} \mathrm{~d} x_{2} \ldots \mathrm{~d} x_{n}=\frac{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{\partial\left(y_{1}, y_{2}, \ldots, y_{n}\right)} \mathrm{d} y_{1} \mathrm{~d} y_{2} \ldots \mathrm{~d} y_{n} \tag{1.169}
\end{equation*}
$$

As a final example we use relationship (1.168) to obtain the result with which we started this section, namely that in a change from Cartesian to spherical polar coordinates, $\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$ becomes $r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \theta \mathrm{~d} \phi$.

From equations (1.154 a) we calculate the required Jacobian as

$$
J=\frac{\partial(x, y, z)}{\partial(r, \theta, \phi)}=\left|\begin{array}{ccc}
\sin \theta \cos \phi & r \cos \theta \cos \phi & -r \sin \theta \sin \phi  \tag{1.170}\\
\sin \theta \sin \phi & r \cos \theta \sin \phi & r \sin \theta \cos \phi \\
\cos \theta & -r \sin \theta & 0
\end{array}\right|
$$

The determinant can be evaluated most simply by expanding it with respect to the last row.

$$
\begin{aligned}
J= & \cos \theta\left[r^{2} \sin \theta \cos \theta\left(\cos ^{2} \phi+\sin ^{2} \phi\right)\right] \\
& \quad+r \sin \theta\left[r \sin ^{2} \theta\left(\cos ^{2} \phi+\sin ^{2} \phi\right)\right]+0 \\
& =r^{2} \sin \theta\left(\cos ^{2} \theta+\sin ^{2} \theta\right) \\
& =r^{2} \sin \theta
\end{aligned}
$$

This establishes the stated result, that

$$
\mathrm{d} x \mathrm{~d} y \mathrm{~d} z=\frac{\partial(x, y, z)}{\partial(r, \theta, \phi)} \mathrm{d} r \mathrm{~d} \theta \mathrm{~d} \phi=r^{2} \sin \theta \mathrm{dr} \mathrm{~d} \theta \mathrm{~d} \phi
$$

49. Verify formally that the general result (1.169) is trivially valid for a one-dimensional integral.
50. By defining new variables $\xi=x-y$ and $\eta=x+y$, evaluate the integral discussed in section 1.18 and fig. 1.10 (page 56)

$$
\iint(x-y)^{2} \mathrm{~d} x \mathrm{~d} y
$$

over the triangle with sides $x=0, y=0, x+y=1$.
$>51$. The moment of inertia $I$ about the origin of a uniform solid body of density $\rho$ is given by the integral

$$
I=\int_{V}\left(x^{2}+y^{2}+z^{2}\right) \rho \mathrm{d} V
$$

over the volume of the body. Show that the moment of inertia of a right circular cylinder of radius $a$, length $2 b$ and mass $M$, about its centre is

$$
M\left(\frac{a^{2}}{2}+\frac{b^{2}}{3}\right)
$$

[Transform to cylindrical polar coordinates $r, \phi, z$ given by $x=r \cos \phi$, $y=r \sin \phi, z=z$.]

### 1.20 Examples for solution

1. In the theory of special relativity the position coordinate $x$ and time coordinate $t$ in one frame of reference, are related to those in another by equations of the form:

$$
\begin{aligned}
x^{\prime} & =x \cosh \phi-c t \sinh \phi \\
c t^{\prime} & =-x \sinh \phi+c t \cosh \phi
\end{aligned}
$$

Express $x$ and $c t$ in terms of $x^{\prime}, c t^{\prime}$ and $\phi$ and show that

$$
x^{2}-c^{2} t^{2}=\left(x^{\prime}\right)^{2}-\left(c t^{\prime}\right)^{2}
$$

2. The $N+1$ complex numbers $\omega_{m}$ are given by

$$
\omega_{m}=\exp (2 \pi \mathrm{i} m / N), \quad m=0,1,2, \ldots, N
$$

(a) Evaluate
(i) $\sum_{m=0}^{N} \omega_{m}$,
(ii) $\sum_{m=0}^{N} \omega_{m}^{2}$,
(iii) $\sum_{m=0}^{N} \omega_{m} x^{m}$.
(b) Use these results to evaluate

$$
\text { (i) } \sum_{m=0}^{N}\left(\cos \frac{2 \pi m}{N}-\cos \frac{4 \pi m}{N}\right), \quad \text { (ii) } \sum_{m=0}^{3} 2^{m} \sin \frac{2 \pi m}{3} \text {. }
$$

3. In a quantum theory of a system of oscillators the average energy $E$ of the system is given by the expression

$$
E=\frac{\sum_{n=0}^{\infty} n h \nu \exp (-n x)}{\sum_{n=0}^{\infty} \exp (-n x)}
$$

where $x=h \nu / k T$. Carry out the summation to find $E$ and show that for small $x, \bar{E} \approx k T$, whilst for large $x, E \approx h \nu \exp (-h \nu / k T)$.
4. How does the convergence of the infinite series $\sum_{n=r}^{\infty} \frac{(n-r)!}{n!}$ depend on $r$ (integral)?
5. For what positive values of $x$ is $\sum_{n=1}^{\infty} \frac{x^{n / 2} e^{-n}}{n}$ convergent?
6. Prove that $\sum_{n=2}^{\infty} \ln \left[\frac{n^{r}+(-1)^{n}}{n^{r}}\right]$ is absolutely convergent for $r=2$, and convergent, but not absolutely convergent, for $r=1$.
7. Find the values of $x$ for which $f^{(4)}(x)=0$ when $f(x)=x^{2} \times$ $\exp (-x / a)$. What are the values of $f^{(8)}(x)$ at these points? $(a>0)$.
8. If $y(x)=\exp \left(-\frac{1}{2} x^{2}\right)$, show that $\mathrm{d} y / \mathrm{d} x+x y=0$ and hence that

$$
y^{(n+1)}+x y^{(n)}+n y^{(n-1)}=0, \quad n \geqslant 0
$$

If $g_{n}(x)=\exp \left(\frac{1}{2} x^{2}\right) y^{(n)}(x)$, show that for $n \geqslant 0$,
(i) $g_{n}$ satisfies $g_{n}^{\prime \prime}-x g_{n}^{\prime}+n g_{n}=0$,
(ii) $g_{n}^{\prime}+n g_{n-1}=0$,
(iii) $g_{n+1}+x g_{n}+n g_{n-1}=0$.

Calculate $g_{n}(x)$ for $n=0,1,2,3$.
9. Find a polynomial expansion of arsinh $x$ up to the term in $x^{5}$.
10. Use a Taylor expansion to show that

$$
\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\lim _{x \rightarrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)},
$$

provided the second limit exists, given that $f(a)=g(a)=0$. Use this result to evaluate
(a) $\lim _{x \rightarrow 0} \frac{\sin (3 x)}{\sinh (x)}$,
(b) $\lim _{x \rightarrow 0} \frac{\sin x-x \cosh (x)}{\sinh (x)-x}$,
(c) $\lim _{x \rightarrow 0} \frac{\tan (x)-x}{\cos (x)-1}$.
11. A surface is defined in Cartesian coordinates by $z=x^{2}+y^{2}$, where $x$ and $y$ are both functions of two other variables $s$ and $t$. Calculate $\partial z / \partial t$ for the following cases,
(i) $x=s \cos t, y=s \sin t$,
(ii) $x=\frac{1}{2}\left(s^{2}-t^{2}\right), y=s t$,
(iii) $x=\cosh s \cos t, y=\sinh s \sin t$.
12. Find the locations and characters of the stationary points of the function $z=\left(x^{2}-y^{2}\right) \exp \left(-x^{2}-y^{2}\right)$.
13. Two particles each of unit mass move in a vertical plane; the $x$-axis is horizontal and the $y$-axis vertical. The first particle is constrained to lie on the left branch of the hyperbola $x_{1}^{2}-y_{1}^{2}=a^{2}$ and the second on the vertical line $x_{2}=2 a$. Both particles are subject to gravity and to a mutually attractive force of magnitude $g / a$ times their relative displacement.

Assuming that at equilibrium the potential energy of the whole system is a minimum, show that the first particle lies at a point on the hyperbola

$$
\left(x_{1}-2 a\right)\left(y_{1}+2 a\right)+4 a^{2}=
$$

14. Evaluate the integrals

$$
I=\int_{0}^{\infty} \mathrm{e}^{-\alpha t} \cos \omega t \mathrm{~d} t, \quad J=\int_{0}^{\infty} \mathrm{e}^{-\alpha t} \sin \omega t \mathrm{~d} t
$$

by integrating $\exp (-\alpha t+\mathrm{i} \omega t)$ between 0 and $\infty$. [Compare with the methods used in example 1.4 (page 52).]
15. (i) Find positive constants $a, b$ such that $a x \leqslant \sin x \leqslant b x$ for $0 \leqslant x \leqslant \frac{1}{2} \pi$. Use this inequality to find upper and lower bounds for the integral

$$
I=\int_{0}^{\pi / 2}(1+\sin x)^{1 / 2} \mathrm{~d} x
$$

(Evaluate the bounds to 2 significant figures.)
(ii) Using the substitution $t=\tan (x / 2)$, evaluate $I$ exactly.
16. (More difficult.) Assume that the following equation is valid

$$
\frac{\mathrm{d}}{\mathrm{~d} y} \int_{a}^{b} f(x, y) \mathrm{d} x=\int_{a}^{b} \frac{\partial f}{\partial y}(x, y) \mathrm{d} x .
$$

Use it to show that, for any real $y$,

$$
I(y) \equiv \int_{0}^{\pi / 2} \arcsin (\tanh y \sin x) \mathrm{d} x=\int_{0}^{y} \frac{2 t \mathrm{~d} t}{\sinh 2 t}
$$

and hence evaluate

$$
K=\int_{0}^{\infty} \frac{t \mathrm{~d} t}{\sinh t} .
$$

[Assume that $-\frac{1}{2} \pi \leqslant \arcsin x \leqslant \frac{1}{2} \pi$ if $-1 \leqslant x \leqslant 1$.]
17. Evaluate $\iint(x+2 y)^{2} \mathrm{~d} x \mathrm{~d} y$ over the triangle bounded by the lines $y=x, y=-x, x=1$.
18. Evaluate $\int_{s} f(x, y) \mathrm{d} A_{x y}$ over the rectangle $0 \leqslant x \leqslant \mu, 0 \leqslant$ $y \leqslant \nu$ for the functions
(i) $f(x, y)=\frac{x}{x^{2}+y^{2}}$,
(ii) $f(x, y)=(\nu-y+x)^{-3 / 2}$.
19. Sketch the two families of curves

$$
y^{2}=4 u(u-x), \quad y^{2}=4 v(v+x),
$$

where $u$ and $v$ are parameters.
By transforming to the $u v$-plane evaluate the integral of $y /\left(x^{2}+y^{2}\right)^{1 / 2}$ over that part of the quadrant $x>0, y>0$ bounded by the lines $x=0, y=0$ and the curve $y^{2}=4 a(a-x)$.

## 2

## Vector algebra

This chapter is of a preliminary nature and is designed to indicate the level of knowledge assumed in the development of the third and subsequent chapters. It deals with those elementary properties of vectors and their algebra which will be used later. The results and properties are usually stated without proof, but with illustrations, and a set of exercises is included at the end in section 2.10 to enable the student to decide whether or not further preliminary study is needed. It is suggested that the reader who already has some working familiarity with vector algebra might first attempt the exercises and return to this chapter only if he has difficulty with them.

### 2.1 Definitions

The simplest kind of physical quantity is one which can be completely specified by its magnitude, a single number together with the units in which it is measured. Such a quantity is called a scalar and examples include temperature, time, work, and [scalar] potential.
Quantities which require both a magnitude ( $\geqslant 0$ ) and a direction in space $\dagger$ to specify them are known (with a few exceptions, such as finite rotations, discussed below) as vectors; familiar examples include position with respect to a fixed origin, force, linear momentum and electric field. Using an arbitrary but generally accepted convention, vectors can be used to represent angular velocities and momenta, the axis of rotation being taken as the direction of the vector and the sense being such that the rotation appears clockwise when viewed parallel [as opposed to antiparallel] to the vector. The magnitude of the angular velocity or momentum gives the magnitude of the corresponding vector.

A further, less intuitively obvious use of vectors is to represent a plane element of area of a surface or to give the local orientation of the surface

[^4][more precisely, of the local tangent plane to the surface]. In these cases the normal to the surface determines the direction of the vector, whilst its length (magnitude) is given by the size of the element in the first case or is unity in the second.

From what was said in the last paragraph but one, it is clear that finite rotations can be characterized by magnitudes and directions. However, they are not vectors, since they do not obey some of the 'working rules' given later in this chapter - for example, they do not add like vectors.

### 2.2 Notation

The fact that a vector has a sense of direction as well as a magnitude means that more than one number is needed to specify it. This specification can be done in many ways, but the simplest is in terms of components which give the amounts of each of a standard set of vectors [usually, but not always, mutually orthogonal] which must be added together [see section $2.5]$ to produce the given vector.

In common with most other textbooks, we will denote a vector by clarendon (bold) type, e.g. a, and its magnitude by italics $a$, except where confusion may arise, when the modulus sign $|a|$ will be used explicitly. Both upper and lower case letters will be used to represent vectors.

The components of a vector with respect to a given standard set are written as $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, where the order of the standard vectors and of the components correspond. The magnitude, or modulus, of a vector $\mathbf{a}$ is given in terms of its components by $a^{2}=a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}$ if the standard set consists of mutually orthogonal unit vectors [see section 2.5]. Vectors for which $a=1$ are called unit vectors and will be denoted by â. Clearly a unit vector $\hat{\mathbf{a}}$ in the same direction as $\mathbf{a}$ is obtained by dividing each of the components of a by $a$.

For the sake of definiteness and brevity, and since most physical problems occur in three-dimensional Euclidean space, we will continue our discussion of vectors as if they were all in three dimensions. Many later results and definitions in this chapter are expressed in terms of threedimensional Cartesian coordinates ( $x, y, z$ ), but with obvious modifications are equally valid for other coordinates and also in other dimensions. When a coordinate is denoted by $x_{i}$, where $i$ is a general subscript running from 1 to $n$, it will be understood to refer to $x, y$ or $z$ for $i=1,2$ or 3 respectively when applied to a Cartesian coordinate system.

Two vectors $\mathbf{a}$ and $\mathbf{b}$ are equal, $\mathbf{a}=\mathbf{b}$, if they have equal moduli and the same direction in space. Equivalently their corresponding components, in terms of the same standard set, are individually equal, $a_{i}=b_{i}(i=$ $1,2,3$ ).

### 2.3 Combining vectors

All students of elementary mechanics are familiar with the fact that the result of applying two separate forces $\mathbf{a}$ and $\mathbf{b}$ to a body is the same as applying a single force $\mathbf{c}$ to the body. This single force or resultant is written in vector form as

$$
\begin{equation*}
\mathbf{c}=\mathbf{a}+\mathbf{b} \tag{2.1}
\end{equation*}
$$

and can be determined graphically by the triangle law of addition (fig. 2.1). The components of $\mathbf{c}$ are given in terms of those of $\mathbf{a}$ and $\mathbf{b}$ by $c_{i}=a_{i}+b_{i}(i=1,2,3)$, i.e. $c_{1}=a_{1}+b_{1}$, etc. Naturally both sets of components must be expressed in terms of the same set of standard vectors.


Fig. 2.1 Addition of vectors.
The addition of vectors in general is defined in accordance with this procedure, and it is clear from either way of constructing $\mathbf{c}$ that the addition of vectors is commutative,

$$
\begin{equation*}
\mathbf{a}+\mathbf{b}=\mathbf{b}+\mathbf{a} \tag{2.2}
\end{equation*}
$$

It can be generalized to the addition of any number of vectors and in this is associative, namely, in the case of four vectors for example,

$$
\begin{equation*}
(\mathbf{a}+\mathbf{b})+\mathbf{c}+\mathbf{d}=\mathbf{a}+(\mathbf{b}+\mathbf{c})+\mathbf{d}=\mathbf{a}+\mathbf{b}+(\mathbf{c}+\mathbf{d}) \tag{2.3}
\end{equation*}
$$

Thus the order in which a number of vectors to be added appear is immaterial, but naturally they must all have the same dimension, and to make physical sense must represent quantities of like kind.


Fig. 2.2 Subtraction of vectors.
The extension to subtraction is obvious and may be summarized as: $\mathbf{a}-\mathbf{b}$ is the vector given by $\mathbf{a}+(-\mathbf{b})$, where $-\mathbf{b}$ is the vector having the same magnitude and line of action as $\mathbf{b}$, but in the opposite sense. The components of $\mathbf{a}-\mathbf{b}$ are given by $\left(a_{1}-b_{1}, a_{2}-b_{2}, a_{3}-b_{3}\right)$ and the cor-
responding graphical construction is illustrated in fig. 2.2 [note the directions of the arrows]. The subtraction of two equal vectors yields the zero vector 0 , which has zero modulus and no direction associated with it.

### 2.4 Multiplication of vectors

Apart from the multiplication together of two scalars to produce a further scalar [e.g. volume $\times$ density $=$ mass, all are scalars], the simplest multiplication of physical quantities is that of a vector a by a scalar $\lambda$ to produce another vector $\mathbf{b}=\lambda \mathbf{a}$. The scalar $\lambda$ may be positive, negative or zero [or even complex for some applications]. If it is zero the resultant $\mathbf{b}$ is the zero vector $\mathbf{0}$, but apart from this case the direction of $\mathbf{b}$ is that of a [or opposite to it if $\lambda$ is negative] and its magnitude is $|\lambda|$ times that of $\mathbf{a}$.

Multiplication of a vector by a scalar is associative, commutative and distributive, and these properties may be summarized for arbitrary vectors $\mathbf{a}$ and $\mathbf{b}$ and arbitrary scalars $\lambda$ and $\mu$ by

$$
\begin{array}{ll} 
& (\lambda \mu) \mathbf{a}=\lambda(\mu \mathbf{a})=\mu(\lambda \mathbf{a}) \\
\text { and } & (\lambda+\mu)(\mathbf{a}+\mathbf{b})=\lambda \mathbf{a}+\lambda \mathbf{b}+\mu \mathbf{a}+\mu \mathbf{b} \tag{2.5}
\end{array}
$$

As elementary illustrations of the addition and multiplication of vectors we consider the following examples. All vector positions are taken from a common origin $O$.

Example 2.1. To find the vector equation of a line, one point a of which is given and whose direction is parallel to another given vector $\mathbf{n}$.

Let $\mathbf{r}$ be the position vector of an arbitrary point $R$ on the line (fig. 2.3).


Fig. 2.3 The line in example 2.1.
Then $r$ is the sum of a and a vector representing the displacement $A$ to $R$. But this displacement is parallel [or antiparallel] to $\mathbf{n}$ and hence is given by $\lambda_{n}$ for some appropriate scalar $\lambda$. Thus the position of any arbitrary point $R$ on the line, and hence the equation of the line, is given by

$$
\begin{equation*}
\mathbf{r}=\mathbf{a}+\lambda \mathbf{n}, \tag{2.6}
\end{equation*}
$$

where the parameter $\lambda$ ranges over all real values.

Example 2.2. Any three non-collinear points in three dimensions determine a unique plane containing them. Find the (vector) equation of the plane containing the points (whose position vectors are) $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$.

Denote the points by $A, B$ and $C$ and an arbitrary point of the plane by $R$. Through $R$ draw lines parallel to $A C$ and $A B$ as in fig. 2.4. Then,


Fig. 2.4 The plane in example 2.2.
from the figure it is clear that the position $r$ of $R$ is given by the sum of $a$, a vector $[A Q]$ parallel to $\mathbf{b}-\mathbf{a}$, and a vector $[Q R]$ parallel to $\mathbf{c}-\mathbf{a}$. Thus $\mathbf{r}=\mathbf{a}+h(\mathbf{b}-\mathbf{a})+k(\mathbf{c}-\mathbf{a})$, or written more symmetrically with scalar parameters $\lambda, \mu, \nu$,

$$
\begin{equation*}
\mathbf{r}=\lambda \mathbf{a}+\mu \mathbf{b}+\nu \mathbf{c}, \text { where } \lambda+\mu+\nu=1 \tag{2.7}
\end{equation*}
$$

### 2.5 Base vectors

We have mentioned already the standard set of vectors in terms of which the components of a vector generate the vector, namely that if the standard set are the vectors $\mathrm{e}_{i}$, where $i$ runs from 1 to 3 [more generally 1 to $n$ ], then

$$
\begin{equation*}
\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3} \tag{2.8}
\end{equation*}
$$

or $a=a_{i} \mathbf{e}_{i}$ (using the summation convention, described in section 1.9, that repeated subscripts are implicitly summed over, unless the contrary is stated). The vectors in this set are called the base vectors.

The choice of suitable base vectors is by no means unique and all that is required of a chosen set is that any vector in the space can be written as in (2.8) for some set of numbers $a_{1}, a_{2}, a_{3}$. This is so provided that,
(i) there are as many $e_{i}$ as the dimension of the space, and
(ii) no one of them can be expressed as a linear sum [the form of (2.8)] of the others. [In three dimensions - they are not coplanar.]
In more formal language, the base vectors must (i) span the space, and (ii) be linearly independent. The linear independence can be expressed
in the form that: if $\lambda_{i} \mathbf{e}_{i}=\lambda_{1} \mathbf{e}_{1}+\lambda_{2} \mathbf{e}_{2}+\cdots=\mathbf{0}$, then all $\lambda_{i}$ must be 0 if the vectors $\mathbf{e}_{i}$ are linearly independent. It is natural to use a set all of which are unit vectors and we will always assume that this is done.


Fig. 2.5 The base vectors $\mathbf{i}, \mathbf{j}, \mathbf{k}$ of the Cartesian system.

When working in three-dimensional space the usual choice of base vectors is the mutually orthogonal set of three unit vectors in the directions of the Cartesian $x$-, $y$ - and $z$-axes. They are denoted by $\mathbf{i}, \mathbf{j}$ and $\mathbf{k}$ respectively [rather than the more strictly correct $\hat{\mathbf{i}}, \hat{\mathbf{j}}$ and $\hat{\mathbf{k}}$ ] and like the axes form a right-handed set when taken in their alphabetical order (see fig. 2.5). That is, $\mathbf{i}, \mathbf{j}$ and $\mathbf{k}$ are in the same relative directions as the thumb, index finger and second finger respectively, of a right hand, when the fingers and thumb are held mutually at right angles. Components of a vector a with respect to this base are written ( $a_{x}, a_{y}, a_{z}$ ) and so

$$
\begin{equation*}
\mathbf{a}=a_{x} \mathbf{i}+a_{y} \mathbf{j}+a_{z} \mathbf{k} \tag{2.9}
\end{equation*}
$$

Clearly the vector $\mathbf{i}$ itself is given by $(1,0,0)$, $\mathbf{j}$ by $(0,1,0)$, etc.

### 2.6 Scalar products

We turn now to the simplest form of multiplication of one vector a by another $\mathbf{b}$. The result, called the scalar product of $\mathbf{a}$ and $\mathbf{b}$ and denoted by $\mathbf{a} \cdot \mathbf{b}$, is a scalar quantity given by $a b \cos \theta$ where $\theta$ is the angle between the two vectors $(0 \leqslant \theta \leqslant \pi)$. If the two vectors are perpendicular $(\theta=$ $\pi / 2$ ) their scalar product is zero. The converse of this is also true, unless at least one of the vectors is the zero vector.

From its definition, the scalar product is clearly equal to the length of a multiplied by the projection of $b$ on the direction of $a$ [or vice-versa], and so the process of taking a scalar product follows both the commutative and distributive laws.
-1 . By noting that

$$
\begin{align*}
& \mathbf{i} \cdot \mathbf{j}=\mathbf{j} \cdot \mathbf{k}=\mathbf{k} \cdot \mathbf{i}=0  \tag{2.10}\\
& \mathbf{i} \cdot \mathbf{i}=\mathbf{j} \cdot \mathbf{j}=\mathbf{k} \cdot \mathbf{k}=1 \tag{2.11}
\end{align*}
$$

show that for arbitrary vectors $\mathbf{a}$ and $\mathbf{b}$, the scalar product is also given by

$$
\begin{equation*}
\mathbf{a} \cdot \mathbf{b}=a_{x} b_{x}+a_{y} b_{y}+a_{z} b_{z} \tag{2.12}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
\cos \theta=l_{a} l_{b}+m_{a} m_{b}+n_{a} n_{b} \tag{2.13}
\end{equation*}
$$

where the direction cosines $l_{a}, m_{a}, n_{a}$ are given respectively by $a_{x} / a$, $a_{y} / a, a_{z} / a$ and similarly for vector $\mathbf{b}$. Note that $l_{a}=\hat{\mathbf{a}} \cdot \mathbf{i}, m_{a}=\hat{\mathbf{a}} \cdot \mathbf{j}$, etc.

Examples of scalar products arise naturally throughout physics and in particular in connection with energy. Perhaps the simplest is the work done in moving the point of application of a constant force $F$ through a displacement $\mathbf{r}$ when the work done is $\mathbf{F} \cdot \mathbf{r}$; notice that, as expected, if the displacement is perpendicular to the direction of the force then $\mathbf{F} \cdot \mathbf{r}=0$ and no work is done. A second simple example is afforded by the potential energy $-\mathbf{m} \cdot \mathbf{B}$ of a magnetic dipole, represented in strength and orientation by a vector $\mathbf{m}$, placed in an external magnetic field $\mathbf{B}$.

Example 2.3. To find the equation of a plane that contains a given point a and is perpendicular to a given unit vector $\mathbf{f}$.


Fig. 2.6 The plane of example 2.3 containing the point a and with unit normal $\hat{n}$.

If $R$ is a general point of the plane with position $\mathbf{r}$ then the line $A R$, represented by vector $\mathbf{r}-\mathbf{a}$, lies in the plane and is therefore perpendicular to $\mathbf{A}$. Thus we have for the equation of the plane

$$
\begin{equation*}
\mathbf{f} \cdot(\mathbf{r}-\mathbf{a})=0, \quad \text { or } \quad \hat{\mathbf{n}} \cdot \mathbf{r}=\mathbf{f} \cdot \mathbf{a} . \tag{2.14}
\end{equation*}
$$

$>2$. Deduce that (2.14) can be written as $\hat{\mathrm{n}} \cdot \mathrm{r}=p$, where $p$ is the perpendicular distance from $O$ to the plane (the length of $O P$ in fig. 2.6).

For some [less geometrical] applications of vectors to physical systems it is convenient to work with complex rather than purely real components. In these cases the scalar product definition has to be modified to

$$
\begin{equation*}
\mathbf{a}^{*} \cdot \mathbf{b}=a_{i}^{*} b_{i}=\left(a_{i} b_{i}^{*}\right)^{*}=\left(\mathbf{a} \cdot \mathbf{b}^{*}\right)^{*} \tag{2.15}
\end{equation*}
$$

where * indicates complex conjugation. With this wider definition, the property of commutation is lost in the sense that $\mathbf{a}^{*} \cdot \mathbf{b} \neq \mathbf{b}^{*} \cdot \mathbf{a}$ for general complex vectors $\mathbf{a}$ and $\mathbf{b}$. Of course $\mathbf{a}^{*} \cdot \mathbf{b}$ is still equal to $\mathbf{b} \cdot \mathbf{a}^{*}$. The determination of magnitude however from $a^{2}=\mathbf{a} \cdot \mathbf{a}$ [see equation (2.12) and section 2.2] is essentially unaltered since $\mathbf{a}^{*} \cdot \mathbf{a}=\mathbf{a} \cdot \mathbf{a}^{*}=$ real quantity, even if a has complex components.

Finally it should be noted that the scalar product of two vectors is an invariant, that is its value does not depend upon the set of base vectors chosen [although its algebraic form may well do so]. This is to be compared with the vector components themselves, which are very much determined by the choice of base vectors.

### 2.7 Vector products

In addition to the scalar product, it is possible to obtain from two vectors a further quantity, which is itself a vector. This vector is called the vector (or cross) product of the two vectors and will be denoted by $\mathbf{a} \wedge \mathbf{b}$. It is defined as a vector $v$ which is simultaneously perpendicular to both $\mathbf{a}$ and $\mathbf{b}$ [i.e. to the plane containing them], and has magnitude $a b \sin \theta$,


Fig. 2.7 The direction of the vector product $\mathbf{v}=\mathbf{a} \wedge \mathbf{b}$.
where again $\theta$ is the angle between $a$ and $b$. The sense of the vector $\mathbf{v}$ is that along which a rotation about $\mathbf{v}$ from the direction of a to the direc-
tion of $b$ must be viewed in order to appear clockwise (see fig. 2.7). Stated in another way, $\mathbf{a}, \mathbf{b}$ and $\mathbf{v}$ form a right-handed set. It is apparent from this definition that

$$
\begin{equation*}
\mathbf{b} \wedge \mathbf{a}=-(\mathbf{a} \wedge \mathbf{b}) \tag{2.16}
\end{equation*}
$$

but that the distributive law holds for vector products

$$
\begin{equation*}
\mathbf{a} \wedge(\mathbf{b}+\mathbf{c})=(\mathbf{a} \wedge \mathbf{b})+(\mathbf{a} \wedge \mathbf{c}) \tag{2.17}
\end{equation*}
$$

Other obvious relationships include,

$$
\begin{align*}
& \mathbf{a} \wedge \mathbf{a}=\mathbf{0}  \tag{2.18a}\\
& \mathbf{a} \cdot(\mathbf{a} \wedge \mathbf{b})=0=\mathbf{b} \cdot(\mathbf{a} \wedge \mathbf{b}) \tag{2.18b}
\end{align*}
$$

and $\quad(\mathbf{a} \cdot \mathbf{b})(\mathbf{a} \cdot \mathbf{b})+(\mathbf{a} \wedge \mathbf{b}) \cdot(\mathbf{a} \wedge \mathbf{b})=a^{2} b^{2}$.
Two straightforward examples, taken from mechanics, of physical quantities which can be represented by the vector (cross) product of two other vectors, are the moment of a force about a point and the linear velocity of a point in a rotating body.

Consider first the force $\mathbf{F}$ (fig. 2.8) acting at the point $\mathbf{r}$. Its moment about $O$ is $F \times$ distance $O P$, which numerically is just $F r \sin \theta$; in addition, the sense of the moment is clockwise about an axis through $O$ perpendicularly into the plane of the paper. Thus the moment is completely represented by the vector $\mathbf{r} \wedge \mathbf{F}$, in both magnitude and spatial sense. [Imagine the lines of $\mathbf{r}$ and $\mathbf{F}$ extended beyond $R$ when determining the sense of the vector product.]


Fig. 2.8 The moment of the force $F$ about $O$ is $r \wedge F$ (into the plane of the paper).
For the second example consider the point $r$ of a body which is rotating with angular velocity $\omega$ about an axis $O A$ through the origin. The angular rotation is represented, as discussed in section 2.1 , by the vector $\omega$ in fig. 2.9. The instantaneous linear velocity of $R$ is into the plane of the paper and its magnitude is $\omega \times(P R)=\omega r \sin \theta$. It is therefore completely represented by a vector $\mathbf{v}$ given by $\mathbf{v}=\boldsymbol{\omega} \wedge \mathbf{r}$.

Other examples of the vector product taken from the area of electro-
magnetism include the force on a current-carrying wire in a magnetic field, given in an obvious notation by $\mathbf{F}=\mathbf{I} \wedge \mathbf{B}$, and the energy flow or Poynting vector of an electromagnetic wave, $\mathbf{S}=\mathbf{E} \wedge \mathbf{H}$.


Fig. 2.9 The velocity of the point $R$ in a rotating body is $\omega \wedge \mathbf{r}$.

In Cartesian coordinates it is apparent that,

$$
\begin{align*}
& \mathbf{i} \wedge \mathbf{i}=\mathbf{j} \wedge \mathbf{j}=\mathbf{k} \wedge \mathbf{k}=\mathbf{0},  \tag{2.20}\\
& \mathbf{i} \wedge \mathbf{j}=\mathbf{k}=-(\mathbf{j} \wedge \mathbf{i}), \quad(\mathbf{j} \wedge \mathbf{k})=\mathbf{i}=-(\mathbf{k} \wedge \mathbf{j}), \\
& \mathbf{k} \wedge \mathbf{i}=\mathbf{j}=-(\mathbf{i} \wedge \mathbf{k}), \tag{2.21}
\end{align*}
$$

and from these that if $\mathbf{v}=\mathbf{a} \wedge \mathbf{b}$, then the components of $\mathbf{v}$ are given by
-3. $\quad\left(v_{x}, v_{y}, v_{z}\right)=\left(a_{y} b_{z}-a_{z} b_{y}, a_{z} b_{x}-a_{x} b_{z}, a_{x} b_{y}-a_{y} b_{x}\right)$.
This last result is sometimes conveniently written in determinantal form,

$$
\mathbf{a} \wedge \mathbf{b}=\left|\begin{array}{ccc}
a_{x} & a_{y} & a_{z}  \tag{2.22b}\\
b_{x} & b_{y} & b_{z} \\
\mathbf{i} & \mathbf{j} & \mathbf{k}
\end{array}\right|
$$

### 2.8 Triple products

By combining the notions of scalar and vector products of two vectors, it is straightforward to construct quantities from three or more vectors. The two commonest of these, which merit some further discussion, are the triple products.

We first consider the triple scalar product formed in an obvious way from three vectors, namely ( $\mathbf{a} \wedge \mathbf{b}$ ) $\cdot \mathbf{c}$ which is a simple number, and, using the form of $\mathbf{a} \wedge \mathbf{b}$ given in (2.22 b), can be written as

$$
(\mathbf{a} \wedge \mathbf{b}) \cdot \mathbf{c}=\left|\begin{array}{lll}
a_{x} & a_{y} & a_{z}  \tag{2.23}\\
b_{x} & b_{y} & b_{z} \\
c_{x} & c_{y} & c_{z}
\end{array}\right|
$$

From this form it follows immediately that

$$
\begin{align*}
(\mathbf{a} \wedge \mathbf{b}) \cdot \mathbf{c} & =(\mathbf{c} \wedge \mathbf{a}) \cdot \mathbf{b}=(\mathbf{b} \wedge \mathbf{c}) \cdot \mathbf{a} \\
& =-(\mathbf{b} \wedge \mathbf{a}) \cdot \mathbf{c}=-(\mathbf{a} \wedge \mathbf{c}) \cdot \mathbf{b}=-(\mathbf{c} \wedge \mathbf{b}) \cdot \mathbf{a} . \tag{2.24}
\end{align*}
$$

The simplest geometrical interpretation of the triple scalar product is in terms of the volume of a parallelepiped whose edges are given by $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ (see fig. 2.10). The vector $\mathbf{v}=\mathbf{a} \wedge \mathbf{b}$ is perpendicular to the base of the solid and has magnitude $v=a b \sin \theta$, i.e. the area of the base. Further $\mathbf{v} \cdot \mathbf{c}=v c \cos \phi$. Thus, since $c \cos \phi=O P=$ vertical height of the parallelepiped, it is clear that
$(\mathbf{a} \wedge \mathbf{b}) \cdot \mathbf{c}=($ area of the base $) \times($ perpendicular height $)$
$=$ volume.


Fig. 2.10 The volume of the parallelepiped is the triple scalar product $(\mathbf{a} \wedge \mathbf{b}) \cdot \mathbf{c}$.

The triple scalar product [and the volume of the solid] vanishes when $\mathbf{c}$ lies in the plane of $\mathbf{a}$ and $\mathbf{b}$, since then $\mathbf{v}$ is perpendicular to $\mathbf{c}$. This condition can also be expressed as $\mathbf{c}=\lambda \mathbf{a}+\mu \mathbf{b}$ for some $\lambda$ and $\mu$, a condition which is both necessary and sufficient for the vanishing of the triple scalar product.

Finally, from both its geometrical interpretation and the fact that it is a scalar product, we note that the triple scalar product is invariant with respect to the choice of base vectors.

We turn now to the vector form of triple product, which is given by ( $\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}$ and can be written in terms of simpler products as

$$
\begin{equation*}
(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}=(\mathbf{a} \cdot \mathbf{c}) \mathbf{b}-(\mathbf{b} \cdot \mathbf{c}) \mathbf{a} \tag{2.26}
\end{equation*}
$$

This alternative expression for the triple vector product can be understood in general form by reference to fig. 2.11. As remarked previously, $\mathbf{a} \wedge \mathbf{b}$ is perpendicular to the plane containing $\mathbf{a}$ and $\mathbf{b}$, and since $(\mathbf{a} \wedge \mathbf{b}) \wedge$ $\mathbf{c}$ must be perpendicular to $\mathbf{a} \wedge \mathbf{b}$ it must lie in the plane containing $\mathbf{a}$ and $\mathbf{b}$. Hence it must be expressible as $\lambda \mathbf{a}+\mu \mathbf{b}$ for some $\lambda$ and $\mu$.


Fig. 2.11 The triple vector product $(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}$.
4. By applying (2.22 a) twice, show that $\lambda=-(\mathbf{b} \cdot \mathbf{c})$ and $\mu=(\mathbf{a} \cdot \mathbf{c})$.
-5. By studying the form of (2.26) and/or by drawing diagrams similar to fig. 2.11, show that forming the triple vector product is in general nonassociative, i.e.

$$
(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c} \neq \mathbf{a} \wedge(\mathbf{b} \wedge \mathbf{c})
$$

### 2.9 Reciprocal vectors

We conclude this introductory chapter by defining the notion of reciprocal vectors. They have considerable use in solid state physics and crystallography but they will be only briefly discussed in this book.

Given a set of non-coplanar vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$, their reciprocal vectors $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}$ are defined by

$$
\left.\begin{array}{l}
\mathbf{a}^{\prime}=\lambda^{-1}(\mathbf{b} \wedge \mathbf{c}) \\
\mathbf{b}^{\prime}=\lambda^{-1}(\mathbf{c} \wedge \mathbf{a}),  \tag{2.27}\\
\mathbf{c}^{\prime}=\lambda^{-1}(\mathbf{a} \wedge \mathbf{b}),
\end{array}\right\}
$$

where $\lambda$ is the triple scalar product of the three vectors. Clearly $\mathbf{a}^{\prime}$ is perpendicular to $\mathbf{b}$ and $\mathbf{c}$, but not to a since the three vectors are noncoplanar, and in fact $\mathbf{a}^{\prime}$ is of such a length that its scalar product with a is unity.
*6. Verify that

$$
\begin{align*}
& \mathbf{a}^{\prime} \cdot \mathbf{a}=\mathbf{b}^{\prime} \cdot \mathbf{b}=\mathbf{c}^{\prime} \cdot \mathbf{c}=1, \\
& \mathbf{a}^{\prime} \cdot \mathbf{b}=\mathbf{a}^{\prime} \cdot \mathbf{c}=0, \mathrm{etc} . \tag{2.28}
\end{align*}
$$

7. Show that the reciprocal vectors of $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}$ are the original vectors.

It should be noted that $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}$ and $\mathbf{c}^{\prime}$ are not mutually perpendicular unless $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ are.

### 2.10 Examples for solution

1. Which of the following statements are true? (The vectors a,b and $\mathbf{c}$ are general vectors.)
(a) $\mathbf{c} \cdot(\mathbf{a} \wedge \mathbf{b})=(\mathbf{b} \wedge \mathbf{a}) \cdot \mathbf{c}$. (b) $\mathbf{a} \wedge(\mathbf{b} \wedge \mathbf{c})=(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}$. (c) $\mathbf{a} \wedge(\mathbf{b} \wedge \mathbf{c})=(\mathbf{a} \cdot \mathbf{c}) \mathbf{b}-(\mathbf{a} \cdot \mathbf{b}) \mathbf{c}$. $(d) \mathbf{d}=\lambda \mathbf{a}+\mu \mathbf{b}$ implies $(\mathbf{a} \wedge \mathbf{b})$. $\mathbf{d}=0$. (e) $\mathbf{a} \wedge \mathbf{c}=\mathbf{b} \wedge \mathbf{c}$ implies $\mathbf{c} \cdot \mathbf{a}-\mathbf{c} \cdot \mathbf{b}=c|\mathbf{a}-\mathbf{b}| . \quad(f)$ $(\mathbf{a} \wedge \mathbf{b}) \wedge(\mathbf{c} \wedge \mathbf{b})=\mathbf{b}(\mathbf{b} \cdot(\mathbf{c} \wedge \mathbf{a}))$.
2. Treating the earth as a sphere of radius $R$, find the distance measured on the earth's surface, between two points at co-latitudelongitude $\left(\theta_{1}, \phi_{1}\right)$ and ( $\theta_{2}, \phi_{2}$ ). In physics, $\theta$ is measured from the North Pole not from the Equator and is called co-latitude.
3. Prove Lagrange's identity

$$
(\mathbf{a} \wedge \mathbf{b}) \cdot(\mathbf{c} \wedge \mathbf{d})=(\mathbf{a} \cdot \mathbf{c})(\mathbf{b} \cdot \mathbf{d})-(\mathbf{a} \cdot \mathbf{d})(\mathbf{b} \cdot \mathbf{c})
$$

4. Find the length of the common perpendicular to the two nonparallel lines $\mathbf{r}=\mathbf{a}+\lambda \mathbf{b}$ and $\mathbf{r}=\mathbf{a}^{\prime}+\mu \mathbf{b}^{\prime}(-\infty<\lambda, \mu<\infty)$.
5. Three non-coplanar vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$, have as their respective reciprocal vectors the set $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}$. Show that the normal to the plane containing the points $h^{-1} \mathbf{a}, k^{-1} \mathbf{b}$ and $l^{-1} \mathbf{c}$ is in the direction of the vector $h \mathbf{a}^{\prime}+k \mathbf{b}^{\prime}+l \mathbf{c}^{\prime}$.
6. $A B C D E F G H$ is a cube of side $2 a \mathrm{~m}$ and whose centre is $O . J$ is the centre of the face $B C G F$ (see fig. 2.12).


Fig. 2.12 The cube. All edges are $2 a \mathrm{~m}$ in length.

Vector algebra
(a) Express the area $A E C$ as a vector.
(b) What is the angle between the face diagonal $A F$ and the body diagonal $A G$ ?
(c) Find the equation of the plane through $B$, parallel to the plane $C G E$.
(d) Find (i) the perpendicular distance from $J$ onto the plane $O C G$, and (ii) the volume of the tetrahedron JOCG.
(e) A force of 5 N acts at $H$ in the direction $\overrightarrow{H J}$. What is (i) its moment $M$ about the point $A$, and (ii) its moment about the line $\overrightarrow{A F}$ ? (iii) If the force moves its point of application from $H$ to $G$ to $F$ to $J$, what is the total work done?
( $f$ ) The cube is given two simultaneous angular velocities, one of $2 \mathrm{rad} \mathrm{s}^{-1}$ about the axis $O J$ and the other of $\sqrt{ } 3 \mathrm{rad} \mathrm{s}^{-1}$ about $O G$. Find (i) the distance from $J$ of the stationary point on the face $B C G F$, and (ii) the speed of corner $C$.

## 3

## Calculus of vectors

This chapter is concerned with the differentiation and integration of vectors, both of vectors describing particular bodies, such as the velocity of a particle, and of vector fields in which a vector is defined as a function of the coordinates throughout some volume [one-, two- or three-dimensional].

Since our aim is to develop methods for handling problems arising from physical situations, we limit ourselves to functions which have sufficiently amenable mathematical properties. In particular we will assume that the functions with which we have to deal are continuous and differentiable, except where the opposite is physically obvious [e.g. a square-wave electrical input, or a sharp corner of an electrical conductor].

### 3.1 Derivatives of vectors and vector expressions

When a vector is a function of a scalar quantity it is possible to consider the derivatives of the vector with respect to that scalar. The most common such scalar is time and for the sake of definiteness we will call the scalar $t$ and interpret it as time, although clearly all our results will be valid for any other analogous physical scalar.

Consider a vector $\mathbf{a}$, with value $\mathbf{a}(t)$ at time $t$, and value $\mathbf{a}(t+\Delta t)$ a short time $\Delta t$ later. Then the small change in the vector during $\Delta t$ is itself a vector $\Delta \mathbf{a}=\mathbf{a}(t+\Delta t)-\mathbf{a}(t)$, and we define the derivative (also a vector) as,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{a}}{\mathrm{~d} t}=\lim _{\Delta t \rightarrow 0} \frac{\mathbf{a}(t+\Delta t)-\mathbf{a}(t)}{\Delta t} \tag{3.1}
\end{equation*}
$$

assuming that this limit exists.
The most obvious example of a vector derived in this way is the velocity vector $v$ of a particle which moves along a path given as a function of time, $\mathbf{r}=\mathbf{r}(t)$. Then the velocity vector is obtained as

$$
\mathbf{v}(t)=\frac{\mathrm{d}(t)}{\mathrm{d} t}
$$

and, being itself both a vector and a function of $t$, also gives rise to a further vector, the acceleration

$$
\mathbf{f}(t)=\frac{\mathrm{d} \mathbf{v}}{\mathrm{~d} t}=\frac{\mathrm{d}^{2} \mathbf{r}}{\mathrm{~d} t^{2}}
$$

Clearly the magnitude of $\mathbf{v}$ at any time gives the speed of the particle, whilst its direction is along the tangent to the path at the instantaneous position of the particle.

In terms of coordinates [taken here as Cartesian] the derivative of a vector is given by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{a}}{\mathrm{~d} t}=\frac{\mathrm{d} a_{x}}{\mathrm{~d} t} \mathbf{i}+\frac{\mathrm{d} a_{y}}{\mathrm{~d} t} \mathbf{j}+\frac{\mathrm{d} a_{z}}{\mathrm{~d} t} \mathbf{k} \tag{3.2}
\end{equation*}
$$

[Note that $\mathbf{i}, \mathbf{j}$ and $\mathbf{k}$ are taken as fixed and time independent - this may not be true of base vectors in all cases.]

In the composite vector expressions discussed in chapter 2, each of the vectors and scalars may [in general] be functions of $t$, or perhaps functions of other scalars which are themselves functions of $t$. However, the procedures for obtaining their derivatives (with respect to $t$ ) are intuitively obvious from, and readily verifiable by, ordinary differential calculus.

They may be summarized by noting that differentiation is distributive and that

$$
\begin{align*}
& \frac{\mathrm{d}(s)}{\mathrm{d} t}=\frac{\mathrm{d} s}{\mathrm{~d} t} \frac{\mathrm{da}}{\mathrm{~d} s}, \text { where scalar } s=s(t)  \tag{3.3a}\\
& \frac{\mathrm{d}(\lambda \mathbf{a})}{\mathrm{d} t}=\lambda \frac{\mathrm{d} \mathbf{a}}{\mathrm{~d} t}+\frac{\mathrm{d} \lambda}{\mathrm{~d} t} \mathbf{a}, \text { where } \lambda \text { is a scalar }  \tag{3.3~b}\\
& \frac{\mathrm{d}}{\mathrm{~d} t}(\mathbf{a} \cdot \mathbf{b})=\mathbf{a} \cdot \frac{\mathrm{d} \mathbf{b}}{\mathrm{~d} t}+\frac{\mathrm{da}}{\mathrm{~d} t} \cdot \mathbf{b}  \tag{3.3c}\\
& \frac{\mathrm{~d}}{\mathrm{~d} t}(\mathbf{a} \wedge \mathbf{b})=\mathbf{a} \wedge \frac{\mathrm{db}}{\mathrm{~d} t}+\frac{\mathrm{d} \mathbf{a}}{\mathrm{~d} t} \wedge \mathbf{b} \tag{3.3~d}
\end{align*}
$$

where of course in ( 3.3 d ) the order of the factors in the products on the right is just as important as it was in the original vector product. The derivatives of more complicated vector expressions can be evaluated by the repeated use of these equations.

The integration of a vector (or an expression containing vectors) with respect to a scalar $t$ can be regarded in a straightforward way as the inverse of differentiation. The only points to be noticed are,
(i) the integral has the same nature (vector or scalar) as the integrand, and
(ii) the constant of integration must be of the same nature as the integral.

Two simple illustrations will suffice.
$\rightarrow$ 1. Show $\int\left[\left(\mathrm{a} \wedge \frac{\mathrm{d}^{2} b}{\mathrm{~d} t^{2}}\right)+\left(\mathrm{b} \wedge \frac{\mathrm{d}^{2} \mathrm{a}}{\mathrm{d} t^{2}}\right)\right] \mathrm{d} t$

$$
=\left(\mathbf{a} \wedge \frac{\mathrm{d} \mathbf{b}}{\mathrm{~d} t}\right)+\left(\mathbf{b} \wedge \frac{\mathrm{d} \mathbf{a}}{\mathrm{~d} t}\right)+\mathbf{h} .
$$

2. Show $\int\left[\frac{\mathrm{d} \mathbf{a}}{\mathrm{d} t} \cdot(\mathbf{b} \wedge \mathbf{c})+\mathbf{a} \cdot\left(\frac{\mathrm{d} \mathbf{b}}{\mathrm{d} t} \wedge \mathbf{c}\right)+\mathbf{a} \cdot\left(\mathbf{b} \wedge \frac{\mathrm{d} \mathbf{c}}{\mathrm{d} t}\right)\right] \mathrm{d} t$

$$
=\mathbf{a} \cdot(\mathbf{b} \wedge \mathbf{c})+k
$$

Here $\mathbf{h}$ is an arbitrary constant vector and $k$ an arbitrary constant scalar.

### 3.2 Vectors with several arguments

The ideas of the last section are easily extended to cases where the vectors [or scalars] are functions of more than one independent scalar, $t_{1}, t_{2}, \ldots, t_{n}$, when the derivatives become partial derivatives $\partial \mathbf{a} / \partial t_{i}$ defined as in ordinary differential calculus. Equation (3.3 a), in particular, generalizes to the chain rule of partial differentiation. If $\mathbf{a}=\mathbf{a}\left(s_{1}, s_{2}\right.$, $\ldots, s_{n}$ ), where each $s_{j}$ is a function $s_{j}\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ of the $t_{i}$, then

$$
\begin{equation*}
\frac{\partial \mathbf{a}}{\partial t_{i}}=\frac{\partial \mathbf{a}}{\partial s_{1}} \frac{\partial s_{1}}{\partial t_{i}}+\frac{\partial \mathbf{a}}{\partial s_{2}} \frac{\partial s_{2}}{\partial t_{i}}+\cdots+\frac{\partial \mathbf{a}}{\partial s_{n}} \frac{\partial s_{n}}{\partial t_{i}}=\frac{\partial \mathbf{a}}{\partial s_{j}} \frac{\partial s_{j}}{\partial t_{i}} \tag{3.4}
\end{equation*}
$$

A special case of this rule arises when a is a function of $t$ explicitly as well as of other scalars $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ which are themselves functions of $t$. Then we have, $\dagger$

$$
\begin{equation*}
\frac{\mathbf{d} \mathbf{a}}{\mathrm{d} t}=\frac{\partial \mathbf{a}}{\partial t}+\frac{\partial \mathbf{a}}{\partial s_{j}} \frac{\partial s_{j}}{\partial t} \tag{3.5}
\end{equation*}
$$

In the derivation of (3.1), the notion of a small [and, in the limit $\Delta t \rightarrow 0$, infinitesimal] vector $\Delta \mathbf{a}$ was used. In sections 3.4 onwards, we will have repeated need for this idea and, as can be seen from the definition, the differential da can be written as

$$
\begin{equation*}
\mathrm{d} \mathbf{a}=\frac{\mathrm{d} \mathbf{a}}{\mathrm{~d} t} \mathrm{~d} t \tag{3.6}
\end{equation*}
$$

or for vectors dependent on several variables,

$$
\begin{equation*}
\mathrm{d} \mathbf{a}=\frac{\partial \mathbf{a}}{\partial t_{i}} \mathrm{~d} t_{i} \tag{3.7}
\end{equation*}
$$

[^5]As specific examples we may consider the infinitesimal change in position of a particle moving with velocity $\mathbf{v}$ in infinitesimal time $\mathrm{d} t$

$$
\begin{equation*}
\mathbf{v} \mathrm{d} t=\mathrm{dr}=v_{x} \mathrm{~d} t \mathbf{i}+v_{y} \mathrm{~d} t \mathbf{j}+v_{z} \mathrm{~d} t \mathbf{k}, \tag{3.8}
\end{equation*}
$$

or the change in an electric field $\mathbf{E}$ in moving from one position $\mathbf{r}$ to a neighbouring one $\mathrm{r}+\mathrm{dr}$ [here $x, y, z$ are the scalar arguments]

$$
\begin{equation*}
\mathrm{d} \mathbf{E}=\frac{\partial \mathbf{E}}{\partial x} \mathrm{~d} x+\frac{\partial \mathbf{E}}{\partial y} \mathrm{~d} y+\frac{\partial \mathbf{E}}{\partial z} \mathrm{~d} z . \tag{3.9}
\end{equation*}
$$

Written more explicitly, da is a vector whose $x$-component is

$$
\frac{\partial a_{x}}{\partial x} \mathrm{~d} x+\frac{\partial a_{x}}{\partial y} \mathrm{~d} y+\frac{\partial a_{x}}{\partial z} \mathrm{~d} z,
$$

and similarly for the other components with $a_{x}$ replaced by $a_{y}$ and $a_{z}$ in turn. [In chapter 4, expression (3.9) will be written more compactly using the vector operator $\boldsymbol{\nabla}$ as (dr• $\boldsymbol{\nabla}$ )E.]

A further important differential expression is that used to represent an infinitesimal element of area $\mathrm{d} S$ on a surface [in the limit it can be accurately represented as plane]. In this case the vector is as for a finite area (see section 2.1) except for its magnitude, thus,

$$
\begin{equation*}
\mathrm{d} \mathbf{S}=\mathrm{d} S\left(n_{x} \mathbf{i}+n_{y} \mathbf{j}+n_{z} \mathbf{k}\right), \tag{3.10}
\end{equation*}
$$

where ( $n_{x}, n_{y}, n_{z}$ ) are the components of a unit vector in the direction of the outward normal to the surface [outward with respect to the volume whose surface is being considered].

In connection with integration in particular, it should always be borne in mind that the differentials dr and $\mathrm{d} \mathbf{S}$ are vectors with a sense of direction, which in general will vary over the range of the integration. This is to be contrasted with, for example, integrals with respect to volume, where the infinitesimal element is a scalar e.g. $\mathrm{d} V=r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \theta \mathrm{~d} \phi$, and carries no directional sense.

### 3.3 Fields and line integrals

We now turn to the case when a particular scalar or vector quantity is defined not just at one point in space, but continuously throughout some volume of the space [often the whole space]. The space then has associated with it a scalar or vector field, the variation of which from point to point we will assume to be both continuous and differentiable.
Simple examples of scalar fields include the pressure at a point in a fluid and the electrostatic potential in the presence of an electric charge, whilst vector fields drawn from the same areas are the velocity vector in the fluid [giving the local strength and direction of flow] and the elec-
tric field. The familiar notion of a line of force in the electrostatic case is then simply a curve whose tangent anywhere is in the direction of the vector field at that point. Through each point of the space there is in general one and only one such line. In the hydrodynamic case the corresponding physical interpretation is that of a streamline. So long as the field does not vary with time these tangent lines are also the paths that would be followed by small free test charges in the field or particles in the fluid.

With the study of continuously varying vector and scalar fields there arises the need to consider the integration of the field quantities, along lines, over surfaces and throughout volumes in the space of the field. We start with line integration between two given points [or one fixed one and a variable upper limit] and along a prescribed path. The path may be given parametrically by $x=x(u), y=y(u), z=z(u)$ or by means of simultaneous equations relating $x, y, z$ of the path.

Before considering the important line integrals discussed in section 3.4 where the 'variable of integration' is a vector, we deal briefly, by means of examples, with two cases in which the differential is a scalar. In the first of these the integrand is also a scalar [field], whilst in the second it is a vector.

Example 3.1. For the scalar function $\phi(x, y)=(x-y)^{2}$, evaluate $\int_{L} \phi \mathrm{~d} l$ where $\mathrm{d} l$ is an elemental length of the curve $L$ which is the semicircle of radius $a$ joining $(a, 0)$ and $(-a, 0)$ [in that sense] and for which $y \geqslant 0$.

For this path $\mathrm{d} l=a \mathrm{~d} \theta$, where the parameter $\theta$ has an obvious geometrical meaning, and $(x-y)^{2}=a^{2}(1-\sin 2 \theta)$. Thus,

$$
\int_{L} \phi \mathrm{~d} l=\int_{0}^{\pi} a^{3}(1-\sin 2 \theta) \mathrm{d} \theta=\pi a^{3}
$$

Example 3.2. Evaluate $\int \mathbf{F} \mathrm{d} t$ along the path $x=c t, y=c / t, z=d$, ( $1 \leqslant t \leqslant 2, c$ and $d$ are constants) and $\mathbf{F}$ is the vector (field) with Cartesian components ( $x y^{2}, 2, x$ ).

We observe that the integral will itself be a vector, with its three components each given by a [scalar] integral. On substituting we obtain

$$
\begin{aligned}
\int_{1}^{2} \mathbf{F} \mathrm{~d} t & =\mathbf{i} \int_{1}^{2} \frac{c^{3}}{t} \mathrm{~d} t+\mathbf{j} \int_{1}^{2} 2 \mathrm{~d} t+\mathbf{k} \int_{1}^{2} c t \mathrm{~d} t \\
& =c^{3} \ln 2 \mathbf{i}+2 \mathbf{j}+\frac{3}{2} c \mathbf{k}
\end{aligned}
$$
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### 3.4 Line integrals with respect to vectors

We now obtain an expression for the total work done by a force $\mathbf{F}$ when it moves its point of application along a continuous curve $C$ joining two points $A$ and $B$, which may or may not coincide (see fig. 3.1). We allow the magnitude and direction of $\mathbf{F}$ to vary along the curve. Let the force


Fig. 3.1 Tangential line integral of $\mathbf{F}$ along curve $C$.
be acting at a point $\mathbf{r}$ and consider a small displacement $d \mathbf{r}$ along the curve, then the small amount of work done $\mathrm{d} W=\mathbf{F} \cdot \mathrm{dr}$, as discussed in section 2.6. [Note that this can be either positive or negative.] It follows in the usual way that the total work done is

$$
\begin{equation*}
W_{C}=\int_{C} \mathbf{F} \cdot \mathrm{~d} \mathbf{r}=\int_{A}^{B}\left(F_{x} \mathrm{~d} x+F_{y} \mathrm{~d} y+F_{z} \mathrm{~d} z\right) . \tag{3.11}
\end{equation*}
$$

Once the curve $C$ has been specified, this is the sum of three straightforward integrals.

The scalar quantity formed by an integral of the form (3.11) is called the tangential line integral of $\mathbf{F}$ from $A$ to $B$ along $C$. Naturally its occurrence is not confined to cases involving forces explicitly although this is the commonest physical origin; for example, the electrostatic potential energy gained by moving a charge $e$ along a path $C$ in an electric field $\mathbf{E}$ is $-e \int_{C} \mathbf{E} \cdot \mathrm{dr}$. We may also note that Ampère's law concerning the magnetic field associated with a current-carrying wire can be written as a tangential line integral,

$$
\begin{equation*}
\int_{C} \mathbf{B} \cdot \mathbf{d r}=\mu_{0} I, \tag{3.12}
\end{equation*}
$$

where $I$ is the current enclosed by a closed path $C$ traversed in a righthanded sense with respect to the current direction.

A very simple example of such a line integral, in which $\mathbf{F}$ is a force, independent of position, is provided by part (iii) of example $6(e)$ of section 2.10. There, the curve $C$ consists of the straight line segments, $H G$,
$G F$ and $F J$, whilst $F_{x}, F_{y}, F_{z}$ are $-5 / \sqrt{ } 6,-5 / \sqrt{ } 6,10 / \sqrt{ } 6$ respectively. As a slightly more complicated evaluation we consider the following.

Example 3.3. Evaluate $\int \mathbf{F} \cdot \mathrm{dr}$ for the $\mathbf{F}$ and path of example 3.2.


Fig. 3.2 The paths $C_{1}$ and $C_{2}$ of example 3.3 and example 3 of section 3.8.
The path joining $A,(c, c, d)$, and $B,\left(2 c, \frac{1}{2} c, d\right)$ and denoted by $C_{1}$ in fig. 3.2 is given by

$$
x=c t, \quad y=c / t, \quad z=d
$$

Thus $\mathrm{d} x=c \mathrm{~d} t, \mathrm{~d} y=-c / t^{2} \mathrm{~d} t, \mathrm{~d} z=0$, and on substituting in (3.11) we obtain

$$
\begin{aligned}
\int_{C_{1}} \mathbf{F} \cdot \mathrm{~d} \mathbf{r} & =\int_{1}^{2}\left(\frac{c^{4}}{t}-\frac{2 c}{t^{2}}+0\right) \mathrm{d} t \\
& =c^{4} \ln 2-c
\end{aligned}
$$

4. Evaluate the same integral between $A$ and $B$, but this time along the curve $C_{2}$ (straight line) $2 y=3 c-x, z=d$. Show that it has value $\frac{13}{16} c^{4}-c$.

It will be seen from these two examples that the value of the integral depends not only on the vector $\mathbf{F}$ and the end points $A$ and $B$, but also on the path $C$ taken. [The two values are numerically close because the two curves $C_{1}$ and $C_{2}$ nearly coincide.] However, anticipating one of the results of chapter 4 , we record here that for certain important kinds of vectors $F$, the integral is in fact independent of the path taken. In these cases, since $\int_{A}^{B}=-\int_{B}^{A}$ for all integrals, the value of $\int \mathbf{F} \cdot \mathrm{d} \mathbf{r}$ taken round any simply connected closed loop $A P B Q A$ is zero for arbitrary positions of $P$ and $Q$.

We conclude this section by obtaining a line integral which is a vector. Consider a loop of wire $L$ carrying a current $I$ and placed in a magnetic field $\mathbf{B}$. Then the force dF on a small length dr of the wire is given by Fleming's left-hand rule as $\mathrm{dF}=I \mathrm{dr} \wedge \mathbf{B}$, and so the total force on the loop is

$$
\begin{equation*}
\mathbf{F}=I \int_{L} \mathrm{dr} \wedge \mathbf{B} \tag{3.13}
\end{equation*}
$$

-5. Write the Biot-Savart law of electromagnetism in vector form and hence obtain as a double integral an expression for the total force between two current-carrying loops.

### 3.5 Surface integrals

As with line integrals, integrals taken over surfaces can involve vectors and scalars, and equally can result in either a vector or a scalar. The simplest case involves entirely scalars and is exemplified by the computation of the total electric charge on a surface, or of the mass of a shell, when the charge or mass density is known,

$$
\begin{equation*}
\int_{S} \rho(\mathbf{r}) \mathrm{d} S \tag{3.14}
\end{equation*}
$$

This is a double integral, since $\mathrm{d} S$ is a general notation for an element of area [note that here we are only concerned with the magnitude of the area, hence $\mathrm{d} S$ not dS ], and in particular cases could be $\mathrm{d} x \mathrm{~d} y$ or $r^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi$ or many others. However once a suitable coordinate system has been chosen and $\mathrm{d} S$ and $\rho$ expressed or given in terms of it, such a scalar integral is straightforward to evaluate.

Next consider a vector field $\mathbf{F}$ defined throughout a region containing the surface $S$ and take, as a particular case of the scalar density, the normal component of $\mathbf{F}$. If, as discussed in section 3.2, we define a unit vector $f$ as the local outward normal to the surface, then the normal component of $\mathbf{F}$ is the scalar density $\mathbf{F} \cdot \mathbf{n}$. The resultant integral is called the (outward) flux of $\mathbf{F}$ through $S$,

$$
\begin{equation*}
\int_{S} \mathbf{F} \cdot \hat{\mathbf{n}} \mathrm{~d} S=\int_{S} \mathbf{F} \cdot \mathrm{dS}, \tag{3.15}
\end{equation*}
$$

this last form being justified by (3.10). This is illustrated in fig. 3.3.
Ready examples of physically important flux integrals are (i) the total volume or mass of a fluid crossing a given area in unit time inside a fluid in motion, $\int_{S} \rho(\mathbf{r}) \mathbf{v}(\mathbf{r}) \cdot \mathrm{dS}$ where $\mathbf{v}(\mathbf{r})$ is the velocity field, and (ii) the electro-
magnetic flux of energy out of a given volume bounded by a surface $S$, $\int_{S}(\mathbf{E} \wedge \mathbf{H}) \cdot \mathrm{dS}$.


Fig. 3.3 The flux of $\mathbf{F}$ through surface $S$ is $\int F \cdot d S$. The contribution to the integral is positive at $A$ and negative at $B$.

As an additional example of a flux integral we note also that Gauss's theorem of electrostatics - over any closed surface, the integral of the normal component of the electric displacement is equal to the total charge enclosed - can be written in this form,

$$
\begin{equation*}
\int_{S} \mathbf{D} \cdot \mathrm{~d} \mathbf{S}=\sum_{i} q_{i} \tag{3.16}
\end{equation*}
$$

If no dielectric is present $\mathbf{D}=\epsilon_{0} \mathbf{E}$, and for an isotropic dielectric $\mathbf{D}=$ $\epsilon \epsilon_{0} \mathbf{E}$.

The solid angle subtended at a point $O$ by a surface [closed or otherwise] can also be represented by an integral of the form (3.15) although it is not strictly a flux integral [except for imaginary isotropic rays radiating from $O$ ]. The integral

$$
\begin{equation*}
\Omega=\int_{S} \frac{\mathbf{r} \cdot \mathrm{~d} \mathbf{S}}{r^{3}} \tag{3.17}
\end{equation*}
$$

gives the solid angle subtended at $O$ by surface $S$ if $r$ is the position of an element of the surface measured from $O$. A little thought will show that the expression $\mathbf{r} \cdot \mathrm{dS} / r^{3}$ or $\mathbf{~} \cdot \mathrm{dS} / r^{2}$ takes account of all three relevant factors, the size of the element of surface, its inclination to the line joining the element to $O$ and the distance from $O$. Such a general expression is often useful for computing solid angles when the three-dimensional geometry is complicated.

It will be noted that (3.17) remains valid when the surface $S$ is not convex and a single ray from $O$ in certain directions would cut $S$ in more than one place [but we exclude multiply-connected surfaces]. In particular, if the surface is closed, (3.17) yields zero if $O$ is outside $S$, and $4 \pi$ if it is an interior point.

Surface integrals resulting in vectors are also possible, although they occur less frequently in physical situations. However, by way of illustration, we may quote the example of the total resultant force experienced by a body immersed in a stationary fluid, in which the hydrostatic pressure $p$ is given as $p(\mathbf{r})$. The pressure is everywhere inwardly directed and so the resultant force is the integral of $-p \mathrm{dS}$ taken over the whole surface. An exercise relating this to the Archimedean upthrust is given in the examples at the end of this chapter.

### 3.6 Volume integrals

Volume integrals are defined in an obvious way, and they too may result in scalars or vectors. Two closely related examples, one of each kind, are provided by the total mass of a fluid contained in a volume $V$ and given by $\int_{V} \rho(\mathbf{r}) \mathrm{d} V$, and the total linear momentum of that same fluid $\int_{V} \rho(\mathbf{r}) v(\mathbf{r}) \mathrm{d} V$, where $\mathbf{v}(\mathbf{r})$ is the velocity vector field in the fluid.
As a slightly more complicated example of a volume integral we may consider the following example.

Example 3.4. Find an expression for the angular momentum of a solid body rotating with angular velocity $\omega$ about an axis through the origin.
Consider a small volume element $\mathrm{d} V$ situated at position r ; its linear momentum is $\rho \mathrm{d} V \tilde{\mathbf{r}}$, where $\rho=\rho(\mathbf{r})$ is the density distribution, and its angular momentum about $O$ is $\mathbf{r} \wedge p \dot{\mathrm{r}} \mathrm{d} V$. Thus for the whole body the angular momentum $\mathbf{H}$ is

$$
\mathbf{H}=\int_{V}(\mathbf{r} \wedge \dot{\mathbf{r}}) \rho \mathrm{d} V
$$

Putting $\dot{\mathbf{r}}=\omega \wedge \mathbf{r}$ yields

$$
\begin{aligned}
\mathbf{H} & =\int_{V}(\mathbf{r} \wedge(\boldsymbol{\omega} \wedge \mathbf{r})) \rho \mathrm{d} V \\
& =\int_{V} \boldsymbol{\omega} r^{2} \rho \mathrm{~d} V-\int_{V}(\mathbf{r} \cdot \boldsymbol{\omega}) \mathbf{r} \rho \mathrm{d} V .
\end{aligned}
$$

$\downarrow$ 6. Show that in a Cartesian system this result can be written in terms of coordinates as

$$
H_{i}=T_{i j} \omega_{j} \quad(i, j=x, y, z),
$$

where $T_{i j}$ is a $3 \times 3$ array in which

$$
T_{x x}=\int_{V}\left(r^{2}-x^{2}\right) \rho \mathrm{d} V, \text { similarly } T_{y y}, T_{z z},
$$

$$
T_{x y}=-\int_{V} x y \rho \mathrm{~d} V=T_{y x}, \text { similarly } T_{y z}, T_{z x}
$$

[The $T_{x x}$, etc. are called the moments of inertia and $-T_{x y}$ the products of inertia. $T_{i j}$ is known as the inertia tensor and is discussed further in chapter 15.]

### 3.7 Non-Cartesian systems

Because of the nature or symmetry of some physical situations it is useful to be able to describe a system in other than Cartesian coordinates, and for the work described in this chapter to be able to express, in particular, lengths, areas and volumes in these other systems.

In three dimensions we will need three coordinates, call them $u_{i}(i=$ $1,2,3$ ), in order to describe uniquely the position of a point in space by a set of particular values ( $u_{1}, u_{2}, u_{3}$ ) [in Cartesians they are $x, y, z$ ]. In this brief treatment, we will confine ourselves to orthogonal systems of coordinates, that is ones in which the three surfaces on which the $u_{i}$ have constant values $u_{1}=\alpha, u_{2}=\beta, u_{3}=\gamma$ and which pass through the point $(\alpha, \beta, \gamma)$, meet at that point at right angles. For example, in spherical polar coordinates, $u_{1}=r, u_{2}=\theta, u_{3}=\phi$ and the three surfaces through the point $(R, \Theta, \Phi)$ are the sphere $r=R$, the circular cone $\theta=\Theta$, and the plane $\phi=\Phi$.

We remark that $u_{1}, u_{2}, u_{3}$ need not themselves have the dimensions of length. For example, of the polar coordinates $r, \theta, \phi$ only $r$ has dimensions of length. However a small change $\mathrm{d} u_{i}$ in one of them, causes the point originally at $(\alpha, \beta, \gamma)$ to move through a small length $\mathrm{d} l$ given by $\mathrm{d} l=$ $h_{i} \mathrm{~d} u_{i}$ (no summation), where $h_{i}$ may be a function of the values $\alpha, \beta, \gamma$, but is independent of the size of $\mathrm{d} u_{i}$ so long as the latter is small. To take a concrete example, if again $u_{1}, u_{2}, u_{3}$ are the polar coordinates $r, \theta, \phi$, then for a change $\mathrm{d} \phi, \mathrm{d} l=r \sin \theta \mathrm{~d} \phi$, i.e. $h_{3}=r \sin \theta$.

Since we are considering only orthogonal systems, $\dagger$ and hence the changes of position in space corresponding to changes $\mathrm{d} u_{1}, \mathrm{~d} u_{2}$ and $\mathrm{d} u_{3}$ separately are at right angles to each other, the total change is given by

$$
\begin{equation*}
|\mathrm{dr}|^{2}=h_{i}^{2}\left(\mathrm{~d} u_{i}\right)^{2} \quad \text { (summation convention) } \tag{3.18}
\end{equation*}
$$

This is to be considered as the defining equation for the $h_{i}$.
We will be concerned almost exclusively with three common cases, Cartesians, spherical polars and cylindrical polars. For these the elements

[^7]are set out in table 3.1 below and are sufficiently familiar for no further explanation to be needed.
[Whilst $r$ is the internationally recommended symbol in both spherical and cylindrical coordinates, the two $r$ 's are not the same, and the use of $\rho$ for the distance from the $z$-axis in cylindrical polar systems has something to recommend it.]

## Table 3.1

|  | Cartesian | Spherical polar | Cylindrical polar |
| :---: | :---: | :---: | :---: |
| $u_{1} u_{2} u_{3}$ | $x y z$ | $r \theta \phi$ | $r \phi z$ |
| $h_{1} h_{2} h_{3}$ | 111 | $1 r r \sin \theta$ | $1 r 1$ |
| (dr) ${ }^{2}$ | $\mathrm{d} x^{2}+\mathrm{d} y^{2}+\mathrm{d} z^{2}$ | $\mathrm{d} r^{2}+r^{2} \mathrm{~d} \theta^{2}+r^{2} \sin ^{2} \theta \mathrm{~d} \phi^{2}$ | $\mathrm{d} r^{2}+r^{2} \mathrm{~d} \phi^{2}+\mathrm{d} z^{2}$ |
| $\mathrm{d} S_{1}$ | $\mathrm{d} y \mathrm{~d} z$ | $r^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi$ | $r \mathrm{~d} \phi \mathrm{~d} z$ |
| $\mathrm{d} S_{2}$ | $\mathrm{d} x \mathrm{~d} z$ | $r \sin \theta \mathrm{~d} r \mathrm{~d} \phi$ | $\mathrm{d} r \mathrm{~d} z$ |
| $\mathrm{d} S_{3}$ | $\mathrm{d} x \mathrm{~d} y$ | $r \mathrm{~d} r \mathrm{~d} \theta$ | $r \mathrm{~d} r \mathrm{~d} \phi$ |
| $\mathrm{d} V$ | $\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$ | $r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \theta \mathrm{~d} \phi$ | $r \mathrm{~d} r \mathrm{~d} \phi \mathrm{~d} z$ |

### 3.8 Examples for solution

1. Write the following physical laws or descriptions in vector notation:
(a) Newton's second law for a variable mass particle;
(b) the equation of motion of a simple harmonic oscillator;
(c) Faraday's law for the electric field in a conductor cutting a magnetic field;
(d) the motion of a charged particle in an electric and magnetic field;
(e) the moment of all external forces acting on a system of particles equals the rate of change of the total angular momentum.
2. Evaluate $\int\left[\mathbf{a}(\dot{\mathbf{b}} \cdot \mathbf{a}+\mathbf{b} \cdot \mathbf{a})+\dot{\mathbf{a}}(\mathbf{b} \cdot \mathbf{a})-2(\dot{\mathbf{a}} \cdot \mathbf{a}) \mathbf{b}-\dot{\mathbf{b}} a^{2}\right] \mathrm{d} t$, where $\dot{\mathbf{x}}$ stands for $\mathrm{dx} / \mathrm{d} t$.
3. For the vector with components ( $x y^{2}+z, x^{2} y+2, x$ ) evaluate the tangential line integrals along the curves $C_{1}$ and $C_{2}$ of fig. 3.2 (p. 89). Show that they are the same, each equal to $c(d-1)$. [The equations of $C_{1}$ and $C_{2}$ are given in example 3.3 and 4 .]
4. A single-turn coil $C$ of arbitrary shape is placed in a magnetic field B. Show that the couple on the coil can be written as

$$
\mathbf{M}=I \int_{C}(\mathbf{B} \cdot \mathbf{r}) \mathrm{d} \mathbf{r}-I \int_{C} \mathbf{B}(\mathbf{r} \cdot \mathrm{~d} \mathbf{r})
$$

where $I$ is the current carried by the coil.

For a planar rectangular coil of sides $2 a$ and $2 b$ placed with its plane vertical, at an angle $\phi$ to a uniform horizontal field $\mathbf{B}$, evaluate $\mathbf{M}$, showing that it gives the expected answer $(0,0,4 a b B I \cos \phi)$.
5. Show that the solid angle subtended by a rectangular aperture of sides $2 a$ and $2 b$ at a point a distance $c$ away from the plane of the aperture, and on that plane normal which passes through the centre of the rectangle, is

$$
\Omega=4 \int_{0}^{b} \frac{a c \mathrm{~d} y}{\left(y^{2}+c^{2}\right)\left(y^{2}+c^{2}+a^{2}\right)^{1 / 2}} .
$$

Verify that if $c \gg a$ and $b$, then the expected approximate value $4 a b / c^{2}$ is obtained. [The integral can be evaluated exactly to give $\Omega=4 \arctan \left[a b / c\left(a^{2}+b^{2}+c^{2}\right)^{1 / 2}\right]$.]
6. An axially symmetric body with its axis $A B$ vertical is immersed in an incompressible fluid of density $\rho$. By evaluating the vertical ( $z$ direction) component of the resultant force ( $-\int p \mathrm{~d} \mathbf{S}$ ) on the body show that the Archimedian upthrust is as expected $\rho g V$, with an obvious notation. [Take the radius as $r=r(z)$, with $r\left(z_{A}\right)=$ $r\left(z_{B}\right)=0$.]
7. In a Cartesian system $A$ and $B$ are the points $(0,0,-1)$ and $(0,0,1)$ respectively. In a new coordinate system a general point $P$ is given by $\left(u_{1}, u_{2}, u_{3}\right)$ with $u_{1}=\frac{1}{2}\left(r_{1}+r_{2}\right), u_{2}=\frac{1}{2}\left(r_{1}-r_{2}\right)$, $u_{3}=\phi$, where $r_{1}, r_{2}$ are the distances $A P$ and $B P$ respectively and $\phi$ is the angle between the planes $A B P$ and $y=0$.
(a) Express $z$ and the distance $\rho$ from $P$ to the $z$-axis in terms of $u_{1}, u_{2}, u_{3}$.
(b) Evaluate $\partial x / \partial u_{i}, \partial y / \partial u_{i}, \partial z / \partial u_{i}(i=1,2,3)$.
(c) Show that the Cartesian components of $\hat{\mathbf{u}}_{j}$ are ( $\partial x / \partial u_{j}, \partial y / \partial u_{j}$, $\left.\partial z / \partial u_{j}\right)$. Hence show that the new coordinates are mutually orthogonal, and evaluate the quantities $h_{1}, h_{2}, h_{3}$ and the element of volume in the new coordinate system.
(d) Determine and sketch the forms of the surfaces $u_{i}=$ constant ( $i=1,2,3$ ).

## 4 <br> Vector operators

The next step in the theory of vectors is the introduction of vector operators and in particular the differential operators denoted by div, grad and curl. It is usual to define these operators from a strictly mathematical point of view as follows. For an arbitrary scalar $\phi$ and an arbitrary vector $\mathbf{a}$,
(i) $\operatorname{grad} \phi$ is a vector with components given by

$$
\begin{equation*}
\operatorname{grad} \phi \equiv\left(\frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y}, \quad \frac{\partial \phi}{\partial z}\right), \tag{4.1}
\end{equation*}
$$

(ii) $\operatorname{div} \mathbf{a}$ is a scalar given by

$$
\begin{equation*}
\operatorname{div} \mathbf{a} \equiv \frac{\partial a_{x}}{\partial x}+\frac{\partial a_{y}}{\partial y}+\frac{\partial a_{z}}{\partial z}, \tag{4.2}
\end{equation*}
$$

(iii) curl $\mathbf{a}$ is a vector with components given by

$$
\begin{equation*}
\operatorname{curl} \mathbf{a} \equiv\left(\frac{\partial a_{z}}{\partial y}-\frac{\partial a_{y}}{\partial z}, \frac{\partial a_{x}}{\partial z}-\frac{\partial a_{z}}{\partial x}, \frac{\partial a_{y}}{\partial x}-\frac{\partial a_{x}}{\partial y}\right) \tag{4.3}
\end{equation*}
$$

These mathematical definitions are then related to particular physical situations.

However, in this book it is our aim to introduce ideas from as physical a basis as possible, and we will use as our definitions more cumbersome but more physically transparent expressions. We will then show that they are equivalent to the above if certain (mathematical) conditions are met, which in fact they are although we will not prove this.

### 4.1 Gradient of a scalar

Let us first consider a scalar field $\phi(x, y)$ defined throughout a twodimensional space. For example, $\phi$ might represent the height above sealevel of the ground at map reference ( $x, y$ ) and would be represented on a map by a series of contours which joined together all points with the
same value of $\phi$. [On any realistic map of course, only representative contours would be shown and each of these may consist of several disjoint parts.] Through any point $P=(x, y)$ in the space there will be one such contour and we can ask about the gradient (of the height) at that point. Clearly the gradient will have a direction which is perpendicular to the contour through $P$ [since the direction of the contour is the direction of no change in height by definition] and a magnitude which depends upon the 'steepness'. On moving parallel to the coordinate axes, the rate of change of height with distance is $\partial \phi / \partial x$ or $\partial \phi / \partial y$, and the total gradient is represented completely by a two-dimensional vector with components $(\partial \phi / \partial x, \partial \phi / \partial y)$. Its direction gives the direction of the local gradient and its modulus the steepness.
This can all be recast for three dimensions and for a general scalar field $\phi$, defined throughout some volume. In this case, instead of lines or contours of constant $\phi$, we have surfaces of constant $\phi$, one through each point $(x, y, z)$. The normal to the surface through any point is in the direction of a vector with components ( $\partial \phi / \partial x, \partial \phi / \partial y, \partial \phi / \partial z$ ), and the magnitude of this vector is precisely equal to the rate of change of $\phi$ with distance in the direction of the normal. We therefore define the gradient of $\phi$, or $\operatorname{grad} \phi$, to be the vector with these components, just as in (4.1),

$$
\begin{equation*}
\operatorname{grad} \phi \equiv\left(\frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y}, \frac{\partial \phi}{\partial z}\right) . \tag{4.1bis}
\end{equation*}
$$

It will be noticed that this can be written in the form of a vector operator (associated with the operation of taking a gradient) acting upon a scalar (giving the properties of the physical system), namely

$$
\begin{align*}
\operatorname{grad} \phi & =\left(\frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y}, \frac{\partial \phi}{\partial z}\right)=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right) \phi \\
& =\left(\nabla_{x}, \nabla_{y}, \nabla_{z}\right) \phi=\nabla \phi, \tag{4.4}
\end{align*}
$$

where $\boldsymbol{\nabla}$ stands for the linear vector operator

$$
\begin{equation*}
\boldsymbol{\nabla} \equiv \mathbf{i} \frac{\partial}{\partial x}+\mathbf{j} \frac{\partial}{\partial y}+\mathbf{k} \frac{\partial}{\partial z}, \tag{4.5}
\end{equation*}
$$

and is called del (or sometimes nabla). Equation (4.4) has the form 'vector operator acting upon a scalar producing a vector' and should be distinguished from $\phi \nabla$ which has components ( $\phi \partial / \partial x, \phi \partial / \partial y, \phi \partial / \partial z$ ) and is still a vector operator.
From its physical definition, grad $\phi$ is clearly a vector field associated with the space and does not change its magnitude or direction in space, even if the coordinates used to describe the space are changed - although
of course the values of its components will change from one coordinate system to another.
For a particular direction given by $\hat{\mathbf{n}}$, the rate of change of $\phi$ is simply obtained from grad $\phi$ by forming the scalar product $\hat{\mathbf{n}} \cdot \boldsymbol{\nabla} \phi$. Other immediate extensions include

$$
\begin{equation*}
\nabla 1 . \quad \nabla(u v)=u \nabla v+v \nabla u \tag{4.6}
\end{equation*}
$$

2. $\nabla(\phi(u))=(\partial \phi / \partial u) \nabla u$.

### 4.2 Divergence of a vector

An important property of physical systems is the way in which the vector fields that are associated with them vary with position. If the fields are ones with which field lines are readily associated (e.g. electrostatic fields or fluids in motion) then these variations are easily visualized as the converging or diverging of the field lines.

In order to describe these variations in a quantitative way at the different points in space, we consider the net flux (per unit volume) of the vector out of a small volume surrounding any particular point. Clearly if field lines start or stop in the volume [sources or sinks present] then this net flux will not be zero. Obvious examples include a small volume surrounding an isolated charge, where the vector electric field is outwards in all directions and must produce a non-zero net flux, and a medium which is being raised in temperature as heat flows through it, more entering any particular volume than leaving it.
In a space in which a vector field $\mathbf{a}=\left(a_{x}, a_{y}, a_{z}\right)$ is defined, consider a small volume $V$ with surface $S$ positioned in the neighbourhood of a point $P=(x, y, z)$. We will take the volume as a rectangular box with $P$ at one corner (fig. 4.1). The flux out of any surface element dS is a-dS and the flux over the whole surface is $\int_{S} \mathbf{a} \cdot \mathrm{~d} \mathbf{S}$, where $S$ stands for the six faces of the box, denoted by $S_{x}, S_{x}^{\prime}$ (marked in the figure), $S_{y}, S_{y}^{\prime}$, $S_{z}$ and $S_{z}^{\prime}$. The volume $V$ of the box is just $\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$. We are thus led to consider the scalar quantity

$$
\begin{equation*}
\operatorname{div} \mathbf{a} \equiv \lim _{v \rightarrow 0} \frac{1}{V} \int_{s} \mathbf{a} \cdot d \mathbf{d} . \tag{4.8}
\end{equation*}
$$

It is not apparent from our construction that a limit as defined in (4.8) exists which is independent of the shape of the volume assumed, and from this point of view a definition using (4.2) is to be preferred. However the limit can be shown to exist and, as it is our approach to adopt the most


Fig. 4.1 The elementary rectangular volume for the calculation of the divergence of $\mathbf{a}$.
physical starting point, (4.8) is our definition of the divergence of the vector a at the point $P$.

We now show the equivalence of this to the usual definition. On the plane surface $S_{x}$ the flux is given by

$$
\mathbf{a} \cdot \mathrm{d} \mathbf{S}=-a_{x} \mathrm{~d} y \mathrm{~d} z
$$

the minus sign appearing because the outward normal to $S_{x}$ is in the negative $x$-direction. For the parallel plane $S_{x}^{\prime}$, a distance $\mathrm{d} x$ away, we have by a Taylor expansion

$$
\mathbf{a} \cdot \mathrm{d} \mathbf{S}=a_{x} \mathrm{~d} y \mathrm{~d} z+\frac{\partial}{\partial x}\left(a_{x} \mathrm{~d} y \mathrm{~d} z\right) \mathrm{d} x+\text { higher orders. }
$$

Adding these two contributions together and retaining only terms which are less than fourth order in small quantities, we have

$$
\frac{\partial a_{x}}{\partial x} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} z
$$

Similar contributions come from the other pairs of surfaces to give for the evaluation of (4.8),

$$
\begin{align*}
\operatorname{div} \mathbf{a} & =\lim _{\mathrm{dx}, \mathrm{~d} y, \mathrm{a} z \rightarrow 0}\left(\frac{\partial a_{x}}{\partial x}+\frac{\partial a_{y}}{\partial y}+\frac{\partial a_{z}}{\partial z}\right) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z / \mathrm{d} x \mathrm{~d} y \mathrm{~d} z \\
& =\frac{\partial a_{x}}{\partial x}+\frac{\partial a_{y}}{\partial y}+\frac{\partial a_{z}}{\partial z} \tag{4.2bis}
\end{align*}
$$

which is just the definition more usually adopted.

Like grad, the divergence can also be written in terms of $\nabla$. Equation (4.2) is just $\nabla_{x} a_{x}+\nabla_{y} a_{y}+\nabla_{z} a_{z}$ which can be written

$$
\begin{equation*}
\operatorname{div} \mathbf{a}=\left(\mathbf{i} \frac{\partial}{\partial x}+\mathbf{j} \frac{\partial}{\partial y}+\mathbf{k} \frac{\partial}{\partial z}\right) \cdot\left(\mathbf{i} a_{x}+\mathbf{j} a_{y}+\mathbf{k} a_{z}\right)=\boldsymbol{\nabla} \cdot \mathbf{a} . \tag{4.9}
\end{equation*}
$$

The divergence theorem, which relates the total flux of a vector field out of a surface $S$ surrounding a finite volume $V$ to the properties of the field inside the volume, follows almost immediately from our definition of the divergence. The only step needed is that of going from infinitesimal volumes to finite ones. To do this $V$, in which $\mathbf{a}$ is continuous and differentiable, is divided into a large number of smaller volumes $V_{i}$, each of which will ultimately be allowed to tend to zero. We then apply the definition to each infinitesimal volume and sum the results. The flux contributions over all the corresponding surfaces $S_{i}$, except those in common with $S$, cancel in pairs to give the required result.

Carrying this out formally gives, using (4.8) for each small volume $V_{i}$, that

$$
V_{i}(\operatorname{div} \mathbf{a})_{\operatorname{in} V_{i}}=\int_{S_{i}} \mathbf{a} \cdot \mathrm{~d} \mathbf{S} .
$$

Both sides of this equation are now summed over $i$ and each $V_{i}$ allowed to tend to zero size. The left-hand side is then exactly the definition of $\int_{V}$ div a $\mathrm{d} V$, whilst the right-hand side $\sum_{i} \int_{s_{i}} \mathbf{a} \cdot \mathrm{dS}$ can be divided into two parts, one integral over those parts of the $S_{i}$ which are also a part of $S$, the other over those parts which are internal to $S$. For these latter, each surface element appears in two terms with opposite signs, since the outward normals in the two terms are equal and opposite, and so this part of $\sum_{i} \int_{S_{i}} \mathbf{a} \cdot \mathrm{dS}$ gives zero contribution.

Writing out the non-vanishing parts gives the divergence theorem

$$
\begin{equation*}
\int_{V} \operatorname{div} \mathbf{a} d V=\int_{S} \mathbf{a} \cdot \mathrm{~d} \mathbf{S} . \tag{4.10}
\end{equation*}
$$

Interpreted physically, it states that the sum of all net losses of flux for all parts of a body or region equals the total loss from its surface.

The theorem finds most use as a tool in formal manipulations, but sometimes it is of value in evaluating surface integrals of the type $\int \mathbf{F} \cdot \mathrm{dS}$ over a complicated surface $S$ if a simple surface $S^{\prime}$ can be found so that $S$ and $S^{\prime}$ enclose a volume $V$ in which div $F$ is easily obtained. (See example 3 of section 4.8.)

The reader will easily verify by direct calculation that the divergence operation satisfies the following.
-3. (i) $\boldsymbol{\nabla} \cdot(\lambda \mathbf{a})=\lambda \boldsymbol{\nabla} \cdot \mathbf{a}$ ( $\lambda$ is constant, independent of position).
4. (ii) $\boldsymbol{\nabla} \cdot(\mathbf{a}+\mathbf{b})=\boldsymbol{\nabla} \cdot \mathbf{a}+\boldsymbol{\nabla} \cdot \mathbf{b}$.
-5. (iii) $\nabla \cdot r=3$.
6. (iv) $\boldsymbol{\nabla} \cdot[\mathrm{r} f(r)]=3 f(r)+r f^{\prime}(r)$, where $r^{2}=x^{2}+y^{2}+z^{2}$.

If the vector a is itself derived from a scalar as $\mathbf{a}=\operatorname{grad} \phi$ then $\boldsymbol{\nabla} \cdot \mathbf{a}$ has the form $\nabla \cdot \nabla \phi$ or, as it is usually written, $\nabla^{2} \phi$, where $\nabla^{2}$ (del squared) is the differential operator

$$
\begin{equation*}
\nabla^{2} \equiv \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} \tag{4.11}
\end{equation*}
$$

As an example of the use of the divergence theorem, involving $\nabla^{2}$ as well, we will now prove Green's theorems.

Consider two scalar functions $\phi$ and $\psi$ satisfying our usual differentiability conditions, and apply the divergence theorem to the vector $\phi \nabla \psi$, giving

$$
\begin{align*}
\int_{S} \phi \nabla \psi \cdot \mathrm{dS} & =\int_{V} \boldsymbol{\nabla} \cdot(\phi \nabla \psi) \mathrm{d} V \\
& =\int_{V}\left[\phi \nabla^{2} \psi+(\nabla \phi) \cdot(\nabla \psi)\right] \mathrm{d} V \tag{4.12}
\end{align*}
$$

Reversing the roles of $\phi$ and $\psi$ in (4.12) and subtracting the two equations gives

$$
\begin{equation*}
\int_{S}(\phi \nabla \psi-\psi \nabla \phi) \cdot \mathrm{d} \mathbf{S}=\int_{V}\left(\phi \nabla^{2} \psi-\psi \nabla^{2} \phi\right) \mathrm{d} V \tag{4.13}
\end{equation*}
$$

Equation (4.12) is usually known as Green's first theorem and (4.13) as his second. In both it is common to replace $\nabla \psi \cdot \mathrm{dS}$ by $(\partial \psi / \partial n) \mathrm{d} S$. The expression ( $\partial \psi / \partial n$ ) stands for $\nabla \psi \cdot \hat{\mathbf{n}}$, the rate of change of $\psi$ in the direction of the outward normal to $S$. [Despite its formal appearance, $\partial \psi / \partial n$ is not a partial derivative with respect to the magnitude of $\hat{\mathbf{n}}$, which is unity and therefore constant anyway.]

### 4.3 Curl (or rotation) of a vector

First consider a body which is rotating with angular velocity $\omega$ about the $z$-axis (fig. 4.2).
At the point $(x, y, z)$ the velocity components are $v_{x}=-\omega r \sin \theta=-\omega y$ and $v_{y}=\omega r \cos \theta=\omega x$ and so the velocity vector field $a$ has the form

$$
\begin{equation*}
\mathbf{a}=-\omega y \mathbf{i}+\omega x \mathbf{j}+0 \mathbf{k} \tag{4.14}
\end{equation*}
$$

To make the connection with our previous usage, we would like to be able to derive from this field the angular velocity vector $(0,0, \omega)$ which characterizes the rotation.


Fig. 4.2 The velocity field of a rigid body rotating with angular velocity $\omega$ about the $z$-axis.


Fig. 4.3 A rectangular closed path in the $x y$-plane.

If, instead of a solid body, it were a liquid which had this velocity distribution, the rotation would be immediately recognized if it were required to swim round a simple closed path in the liquid. Clearly it would be much easier to swim one way round than the other, and this would be so even if the path did not enclose the axis. This help or hindrance, depending on which way round the path is traversed, is an indication of the rotation or curl of the liquid. Some quantitative measure of this is the product of the velocity (counted positive or negative) and the
distance travelled in the direction of the velocity i.e. for an infinitesimal path length the product $\mathbf{a} \cdot \mathrm{dl}$ or for the complete course $C, \int_{C} \mathbf{a} \cdot \mathrm{dl}$. In general the bigger the area $A$ of $C$, the bigger this integral, and as we are interested in a local property, we consider the quantity

$$
\begin{equation*}
\lim _{A \rightarrow 0}\left[\frac{1}{A} \int_{C} \mathbf{a} \cdot \mathrm{dl}\right] \tag{4.15}
\end{equation*}
$$

around a simple closed curve $C$ lying in one plane. The analogy with (4.8) should be noticed, surface integrals have become line integrals and volumes become areas.

We will take as $C$ a rectangle in the $x y$-plane as in fig. 4.3. Then, taking the sides in the order they are numbered, (4.15) is evaluated using (4.14) for a as

$$
\begin{aligned}
& \lim _{A \rightarrow 0} \frac{1}{A} \int_{C} \mathbf{a} \cdot \mathrm{~d} \mathbf{l} \\
& =\lim _{\mathrm{d} x, \mathrm{~d} y \rightarrow 0} \frac{-\omega y \mathrm{~d} x+\omega(x+\mathrm{d} x) \mathrm{d} y-\omega(y+\mathrm{d} y)(-\mathrm{d} x)+\omega x(-\mathrm{d} y)}{\mathrm{d} x \mathrm{~d} y} \\
& =\lim _{\mathrm{d} x, \mathrm{~d} y \rightarrow 0} \frac{\omega \mathrm{~d} y \mathrm{~d} x+\omega \mathrm{d} x \mathrm{~d} y}{\mathrm{~d} x \mathrm{~d} y}=2 \omega
\end{aligned}
$$

Now a path in the $x y$-plane described in the sense used, is associated with a vector perpendicular to the plane, i.e. in the positive $z$-direction. Thus we can by this procedure associate with the $z$-direction a value $2 \omega$.

If we now draw another rectangle $C^{\prime}$ in the $y z$-plane (with normal in the $x$-direction) and recalculate the line integral we obtain,

$$
\lim _{A \rightarrow 0} \frac{1}{A} \int_{C^{\prime}} \mathbf{a} \cdot \mathrm{d} \mathbf{l}=\lim _{\mathrm{d} y, \mathrm{~d} z \rightarrow 0} \frac{\omega x \mathrm{~d} y+0+\omega x(-\mathrm{d} y)+0}{\mathrm{~d} y \mathrm{~d} z}=0 .
$$

Thus the value associated with the $x$-direction is 0 , and similarly with the $y$-direction. Hence we can define by this procedure a new vector with components ( $0,0,2 \omega$ ), which, within a constant, is just the angular velocity we sought. It should be noticed that this example gives the same vector wherever the path is chosen; in a more general case than rigid body rotation, the vector would change with position.

The general definition of the curl of a vector is based upon the same notion. Namely that the component of curl a in a direction $\hat{\mathbf{n}}$ at a point $P$ is given by (4.15) when $\hat{n}$ is a normal to the plane contour $C$ of area $A$ enclosing (or in the neighbourhood of) the point $P$. The vector field a is here of course a general one. Similar mathematical questions to the ones mentioned in connection with the definition of divergence arise here, but it can be shown that any shaped plane contour produces the same limit.

We conclude this section by showing the equivalence of this physics based definition to the mathematical one of (4.3). The rectangular contour of fig. 4.3 will again be used, but now $a$ is a general vector field with components ( $a_{x}, a_{y}, a_{z}$ ) which in general will all be functions of position. Again taking the numbered sides in order,

$$
\begin{aligned}
\mathbf{a} \cdot \mathrm{d} \mathbf{l}= & a_{x}(x, y) \mathrm{d} x+a_{y}(x+\mathrm{d} x, y) \mathrm{d} y \\
& +a_{x}(x+\mathrm{d} x, y+\mathrm{d} y)(-\mathrm{d} x) \\
& +a_{y}(x, y+\mathrm{d} y)(-\mathrm{d} y)+\text { second order. }
\end{aligned}
$$

Grouping the first and third terms together and letting $\mathrm{d} x \rightarrow 0$, and the second and fourth with $\mathrm{d} y \rightarrow 0$, we have on substituting in (4.15)
7. $(\text { curl } \mathbf{a})_{z}=\lim _{\mathrm{d} y \rightarrow 0}\left\{\frac{a_{x}(x, y)-a_{x}(x, y+\mathrm{d} y)}{\mathrm{d} y}\right\}$

$$
\begin{aligned}
& +\lim _{\mathrm{dx} \mathrm{\rightarrow 0}}\left\{\frac{a_{y}(x+\mathrm{d} x, y)-a_{y}(x, y)}{\mathrm{d} x}\right\}+\lim \text { (first order) } \\
= & -\frac{\partial a_{x}}{\partial y}+\frac{\partial a_{y}}{\partial x}+0
\end{aligned}
$$

The other components of curl a are obtained by cyclic permutation of $x, y, z$ to give complete agreement with (4.3)

$$
\begin{equation*}
\operatorname{curl} \mathbf{a}=\mathbf{i}\left(\frac{\partial a_{z}}{\partial y}-\frac{\partial a_{y}}{\partial z}\right)+\mathbf{j}\left(\frac{\partial a_{x}}{\partial z}-\frac{\partial a_{z}}{\partial x}\right)+\mathbf{k}\left(\frac{\partial a_{y}}{\partial x}-\frac{\partial a_{x}}{\partial y}\right) . \tag{4.3bis}
\end{equation*}
$$

An alternative form of (4.3), easy to remember, is a determinantal one,

$$
\operatorname{curl} \mathbf{a}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
a_{x} & a_{y} & a_{z}
\end{array}\right|
$$

[If determinants are unfamiliar, a discussion of them may be found in the early part of chapter 14.]
8. Using the relations (2.20) and (2.21) show that curl a can be written as

$$
\begin{equation*}
\operatorname{curl} \mathbf{a}=\boldsymbol{\nabla} \wedge \mathbf{a} . \tag{4.16}
\end{equation*}
$$

-9. Rework the case of a uniformly rotating body (about the $z$-axis) using cylindrical polars ( $r, \phi, z$ ) and planar paths, the sides of which lie
in coordinate planes. Show that the vector obtained is $(0,0,2 \omega)$ thus supporting (but not proving) the stated independence of the limit in (4.15) of the path shape used.
-10 . Verify by direct calculation that

$$
\nabla \cdot(\mathbf{a} \wedge \mathbf{b})=\mathbf{b} \cdot(\nabla \wedge \mathbf{a})-\mathbf{a} \cdot(\nabla \wedge \mathbf{b}) \text { and that } \nabla \wedge \mathbf{r}=\mathbf{0}
$$

### 4.4 Stokes' theorem

Stokes' theorem is the 'curl analogue' of the divergence theorem and is proved in an analogous manner. It states that if a simply connected smooth, but not necessarily plane, surface $S$ is bounded by a line $L$ (closed) then

$$
\begin{equation*}
\int_{S} \operatorname{curl} \mathbf{a} \cdot \mathrm{dS}=\int_{L} \mathbf{a} \cdot \mathrm{~d} \mathbf{l} \tag{4.17}
\end{equation*}
$$

where a is a vector field defined in a region containing $S$.
Following the same line as previously, this time we divide the surface $S$ into many small areas $S_{i}$ with boundaries $L_{i}$. Then, for one such area $\int_{s_{t}} \operatorname{curl} \mathbf{a} \cdot \mathrm{~d} \mathbf{S}$ is equal to \{the component of curl a parallel to the normal to $\mathrm{d} S\}$ multiplied by $\mathrm{d} S$. But from the definition (4.15) of curl a this is just $\int_{L_{i}} \mathbf{a} \cdot \mathrm{~d} \mathbf{l}$. Adding together all such results we have

$$
\sum_{i} \int_{S_{i}}(\nabla \wedge \mathbf{a}) \cdot \mathrm{dS}=\sum_{i} \int_{L_{i}} \mathbf{a} \cdot \mathrm{dl}
$$

The left-hand side of this is just the left-hand side of (4.17), whilst on the right-hand side, all parts of all boundaries which are not part of $L$ as well, are included twice, being traversed in opposite directions on the two occasions and thus contributing nothing. Those parts which are common with $L$ add up to produce exactly the right-hand side of (4.17) thus proving the theorem. In all parts of the proof, boundaries are considered as traversed in the positive sense with respect to the outward normal of the surface they bound.

As a simple example of Stokes' theorem consider the following.

Example 4.1. From Ampère's rule derive one of Maxwell's equations in the case when the currents are steady.

Ampère's rule for distributed current with current density $\mathbf{J}$ is

$$
\int_{C} \mathbf{B} \cdot \mathrm{~d} \mathbf{l}=\mu_{0} \int_{S} \mathbf{J} \cdot \mathrm{~d} \mathbf{S}
$$

for any circuit $C$ bounding a surface $S$. Using Stokes' theorem, the lefthand side can be transformed into $\int_{S}(\nabla \wedge \mathbf{B}) \cdot \mathrm{dS}$, and hence

$$
\int_{S}\left(\nabla \wedge \mathbf{B}-\mu_{0} \mathbf{J}\right) \cdot \mathbf{d} \mathbf{S}=0
$$

for any surface $S$. This can only be so if

$$
\boldsymbol{\nabla} \wedge \mathbf{B}=\mu_{0} \mathbf{J}
$$

which is the required relation.
$\rightarrow 11$. From Faraday's law of electromagnetic induction, derive Maxwell's equation curl $\mathbf{E}=-\partial \mathbf{B} / \partial t$.

### 4.5 Vector operator identities

As in chapter 2 for ordinary vectors, certain identities exist for vector operators. Some of these we will merely record, leaving it for the reader to verify them for himself. One or two will be discussed in a little more detail.

A vector field a for which div $\mathbf{a}=\boldsymbol{\nabla} \cdot \mathbf{a}=0$ is said to be solenoidal, and one for which curl $\mathbf{a}=\mathbf{0}$ to be irrotational. If the vector a is itself derived as the gradient of a scalar then it is necessarily irrotational. To see this we simply write out the expression for curl a

$$
\begin{align*}
\boldsymbol{\nabla} \wedge \mathbf{a} & =\left(\frac{\partial a_{z}}{\partial y}-\frac{\partial a_{y}}{\partial z}, \ldots, \ldots\right) \\
& =\left(\frac{\partial}{\partial y}\left(\frac{\partial \phi}{\partial z}\right)-\frac{\partial}{\partial z}\left(\frac{\partial \phi}{\partial y}\right), \ldots, \ldots\right), \tag{4.18}
\end{align*}
$$

i.e. $\quad \operatorname{curl} \mathbf{a}=(0,0,0)$ if $\mathbf{a}=\operatorname{grad} \phi$.
[This result might also be expected since curl a can be written as $\boldsymbol{\nabla} \wedge \nabla \phi$ and looks like the vector product of a vector with itself, but with vector operators such formal results cannot be safely presumed.]
-12 . If $\mathbf{a}$ is derived as curl $\mathbf{b}$ for some vector $\mathbf{b}$, then $\mathbf{a}$ is solenoidal, i.e.

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{a}=0 \tag{4.19}
\end{equation*}
$$

The analogue of the triple vector product is worth a little further study and in particular the vector given by curl (curl a) and obtained when both $\mathbf{b}$ and $\mathbf{c}$ are replaced by $\boldsymbol{\nabla}$ in $\mathbf{c} \wedge(\mathbf{b} \wedge \mathbf{a})$. The relationship is

$$
\begin{equation*}
\boldsymbol{\nabla} \wedge(\boldsymbol{\nabla} \wedge \mathbf{a})=\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{a})-\nabla^{2} \mathbf{a} \tag{4.20a}
\end{equation*}
$$

or in words,

$$
\begin{equation*}
\operatorname{curl}(\operatorname{curl} \mathbf{a})=\operatorname{grad}(\operatorname{div} \mathbf{a})-\operatorname{del} \text { squared } \mathbf{a} . \tag{4.20~b}
\end{equation*}
$$

It should be remarked that the right-hand side of (4.20) is not identically zero, as can be easily verified by writing it out in Cartesian components. For example,

$$
\begin{aligned}
{[\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{a})]_{x} } & =\frac{\partial}{\partial x}\left(\frac{\partial a_{x}}{\partial x}+\frac{\partial a_{y}}{\partial y}+\frac{\partial a_{z}}{\partial z}\right) \\
& =\frac{\partial^{2} a_{x}}{\partial x^{2}}+\frac{\partial^{2} a_{y}}{\partial x \partial y}+\frac{\partial^{2} a_{z}}{\partial x \partial z},
\end{aligned}
$$

whilst $\quad\left[\nabla^{2} \mathbf{a}\right]_{x}=\frac{\partial^{2} a_{x}}{\partial x^{2}}+\frac{\partial^{2} a_{x}}{\partial y^{2}}+\frac{\partial^{2} a_{x}}{\partial z^{2}}$.
In the expression $\nabla^{2}$ a, the quantity $\nabla^{2}$ (called the Laplacian) is a linear differential operator acting upon a vector [as opposed to the scalar discussed towards the end of section 4.2] with the vector itself consisting of a sum of unit vectors multiplied by components. Two cases arise:
(i) If the unit vectors are constants [independent of the values of the coordinates] the differential operator gives a non-zero contribution only when acting upon the coordinates [with the unit vectors merely as multipliers].
(ii) If the unit vectors vary as the values of the coordinates change [i.e. are not constant in direction and magnitude throughout the whole space] then the derivatives of these vectors appear as contributions to $\nabla^{2} \mathbf{a}$.

Cartesians are an example of the first case in which $\left(\nabla^{2} \mathbf{a}\right)_{i}=\nabla^{2} a_{i}$. In this case (4.20) can be applied to each component separately

$$
\begin{equation*}
[\operatorname{curl}(\operatorname{curl} \mathbf{a})]_{i}=[\operatorname{grad}(\operatorname{div} \mathbf{a})]_{i}-\nabla^{2} a_{i} . \tag{4.21}
\end{equation*}
$$

On the other hand spherical and cylindrical polars come in the second class. For them (4.20) is still true but the further step to (4.21) cannot be made.

Equation (4.21) is proved for Cartesians in chapter 15, section 15.5 , whilst a counter example for cylindrical polar coordinates is indicated in example 7 of section 4.8 at the end of this chapter.

### 4.6 Conservative fields and potentials

In this section we consider further the important result (4.18). This, together with some other previous results and the ones proved below, can be used to express four equivalent statements.

A vector field a is conservative if and only if any one (and hence all) of the following is true:

There exists a scalar function $\phi$ whose value at the point ( $x, y, z$ ) depends only on the point $(x, y, z)$ and is such that $\mathbf{a}=\boldsymbol{\nabla} \phi$.
The integral $\int_{A}^{B} \mathbf{a} \cdot \mathrm{dl}$ is independent of the path from $A$ to $B$.

The integral $\int \mathbf{a} \cdot \mathrm{dl}$ around any closed loop is zero.

$$
\begin{equation*}
\nabla \wedge \mathbf{a}=0 \tag{4.22c}
\end{equation*}
$$

The validity or otherwise of any one of these statements implies the same for the other three.

The full equivalence of ( 4.22 b ) and ( 4.22 c ) is almost self-evident and is briefly discussed in section 3.4. Equation (4.18) shows that (4.22 a) implies ( 4.22 d ), and Stokes' theorem (4.17) shows that ( 4.22 d ) implies ( 4.22 c ) and hence ( 4.22 b ). It thus only remains to show the equivalence of ( 4.22 a ) and ( 4.22 b ), to imply the equivalence of all four.

If (4.22 a) is true, then

$$
\begin{aligned}
\int_{A}^{B} \mathbf{a} \cdot \mathrm{~d} \mathbf{r} & =\int_{A}^{B}\left\{\left(\frac{\partial \phi}{\partial x}\right) \mathrm{d} x+\left(\frac{\partial \phi}{\partial y}\right) \mathrm{d} y+\left(\frac{\partial \phi}{\partial z}\right) \mathrm{d} z\right\} \\
& =\int_{A}^{B} \mathrm{~d} \phi=\phi_{B}-\phi_{A}
\end{aligned}
$$

Now $\phi_{B}-\phi_{A}$ depends only on the values of $\phi$ at $A$ and $B$, and is independent of the path taken between them, which establishes that (4.22 a) implies ( 4.22 b ).

Now suppose (4.22 b) is true, and consider a quantity $\phi(P)$ defined by

$$
\phi(P)=\int_{A}^{P} \mathbf{a} \cdot \mathrm{~d} \mathbf{r}
$$

where $A$ is a fixed point and $P$ variable. Because of (4.22 b), $\phi(P)$ is single valued since the right-hand side is independent of the path from $A$ to $P$. Let $Q$ be another point dr away from $P$, then

$$
\phi(Q)=\phi(P)+\mathbf{a} \cdot \mathbf{d r}
$$

since the path $A P Q$ is one way of reaching $Q$ from $A$ and a is substantially constant along the infinitesimal path. Thus $\mathrm{d} \phi=\phi(Q)-\phi(P)=$ $\mathbf{a} \cdot \mathrm{dr}$ and this means that $\mathbf{a}$ is just grad $\phi$, completing the establishment of (4.22 a) and the equivalence of the four forms of (4.22).

Example 4.2. In example 3 of section 3.8 it was shown that, at least for two different paths, the tangential line integral of the vector field $\mathbf{a}=\left(x y^{2}+z, x^{2} y+2, x\right)$ was independent of the path between the end points. This illustrates but does not prove condition (4.22 b); show that the field is in fact conservative (a) by establishing condition ( 4.22 d ), and ( $b$ ) by establishing condition (4.22 a).
(a) Applying (4.3) to a gives

$$
\operatorname{curl} \mathbf{a}=(0-0,1-1,2 y x-2 x y)=(0,0,0)
$$

thus immediately establishing condition ( 4.22 d ).
(b) Suppose $\phi(x, y, z)$ is to be the required function. Then firstly we must have

$$
\partial \phi / \partial x=x y^{2}+z
$$

Thus, $\phi=\frac{1}{2} x^{2} y^{2}+z x+f(y, z)$ for some function $f$. Secondly $\partial \phi / \partial y,=$ $x^{2} y+\partial f / \partial y$, must also $=x^{2} y+2$. Hence $f=2 y+g(z)$ and $\phi=$ $\frac{1}{2} x^{2} y^{2}+z x+2 y+g(z)$ for some function $g$. Finally $\partial \phi / \partial z,=x+$ $\partial g / \partial z$, must also $=x$. Hence $g=$ constant $=k$. So we have explicitly constructed a function

$$
\phi(x, y, z)=\frac{1}{2} x^{2} y^{2}+z x+2 y+k
$$

whose gradient is the vector field $\mathbf{a}$, and thus established condition (4.22 a).
-13. For the vector field of example 3.2 (section 3.3), namely $\mathbf{a}=\left(x y^{2}, 2, x\right)$, show that condition ( 4.22 d ) is not satisfied and attempt to construct a suitable function $\phi$, as above, showing where the procedure breaks down. [Example 3.2 itself has already shown that condition (4.22 b) and hence (4.22 c) are not valid.]

The quantity $\phi$ which figures so prominently in this section [and in many subsequent chapters] is called the potential function of the vector field a. More precisely it is the scalar potential function, since it is both possible and useful at times to define a vector potential function. Its uses in physics and engineering are so wide-spread that there is little point here in giving particular examples, and so we merely record its great importance in such representative areas as electrostatics, gravitation, fluid dynamics, magnetostatics, and atomic and nuclear physics. But before leaving it we summarize the main properties of the potential:
(i) It is a scalar.
(ii) Its value at the point $P=(x, y, z)$ depends only on the quantities $x, y, z$ (and other fixed constants).
(iii) Its value is equal to the tangential line integral of the vector field from an arbitrary fixed point $A$ [at which the potential is thus defined to be zero] to $P$, the value of the integral being independent of the path from $A$ to $P$.
(iv) Its gradient $\nabla \boldsymbol{\nabla}$ is the vector field.

Scalar potentials which are multivalued functions of position (but in simple ways) are also of value in describing some physical situations, the most obvious example being the magnetic potential associated with a current-carrying wire.

### 4.7 Non-Cartesian systems

The operators which we have discussed in this chapter, grad, div, curl and $\nabla^{2}$, were all defined in terms of Cartesian coordinates, but for many physical situations other coordinate systems are more natural. For example, many systems, such as a single isolated charge in space, have spherical symmetry and spherical polar coordinates would be the obvious choice. For axisymmetric systems, spherical or cylindrical polars are the natural system of coordinates. The physical laws governing the behaviour of the systems are often expressed in terms of the operators we have been considering and so it is necessary to be able to express these operators in these other, non-Cartesian, coordinates.

We will use the notation of section 3.7 and concentrate mostly on spherical and cylindrical polars.

Gradient. The element of length associated with a change $\mathrm{d} u_{i}$ in one of the coordinates is $h_{i} \mathrm{~d} u_{i}$ (no summation) and, since the gradient of a function is the rate of change of that function with distance, the vector $\operatorname{grad} \Phi$ is given by $\dagger$

$$
\begin{equation*}
\operatorname{grad} \Phi=\nabla \Phi=\frac{1}{h_{1}} \frac{\partial \Phi}{\partial u_{1}} \hat{\mathbf{e}}_{1}+\frac{1}{h_{2}} \frac{\partial \Phi}{\partial u_{2}} \hat{\mathbf{e}}_{2}+\frac{1}{h_{3}} \frac{\partial \Phi}{\partial u_{3}} \hat{\mathbf{e}}_{3} . \tag{4.23}
\end{equation*}
$$

It should be borne in mind that the unit vectors $\hat{\mathbf{e}}_{i}$ are not constant throughout the space in general, but are defined locally to give the local direction of increase of the coordinates $u_{i}$. This is apparent from fig. 4.4 which shows the unit vectors for two different positions $(r, \theta, \phi)$ and ( $r^{\prime}, \theta^{\prime}, \phi^{\prime}$ ) in spherical polars.

[^8]

Fig. 4.4 The unit vectors $\mathbf{e}_{i}$ and $\mathbf{e}_{i}^{\prime}$ in spherical polar coordinates at two different positions $\mathbf{r}$ and $\mathbf{r}^{\prime}$.

Using table 3.1 and equation (4.23) we have in particular that the components of grad $\Phi$ are

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial r}, \frac{1}{r} \frac{\partial \Phi}{\partial \theta}, \frac{1}{\mathrm{r} \sin \theta} \frac{\partial \Phi}{\partial \phi}\right) \text { in spherical polars, } \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial r}, \frac{1}{r} \frac{\partial \Phi}{\partial \phi}, \frac{\partial \Phi}{\partial z}\right) \text { in cylindrical polars. } \tag{4.25}
\end{equation*}
$$

Divergence. Consider for definiteness the case of spherical polars illustrated in fig. 4.5, and let us apply the definition of divergence in (4.8) to the small near-rectangular volume generated by making small increments in each of the coordinates. As in the argument of section 4.2 the contribution to a-dS from faces $S_{r}$ and $S_{r}^{\prime}$ together is

$$
\frac{\partial}{\partial r}\left(a_{r} r \mathrm{~d} \theta r \sin \theta \mathrm{~d} \phi\right) \mathrm{d} r
$$

Similarly the contributions from $\left\{S_{\theta}\right.$ and $\left.S_{\theta}^{\prime}\right\}$ and $\left\{S_{\phi}\right.$ and $\left.S_{\phi}^{\prime}\right\}$ are

$$
\frac{\partial}{\partial \theta}\left(a_{\theta} \mathrm{d} r r \sin \theta \mathrm{~d} \phi\right) \mathrm{d} \theta \quad \text { and } \frac{\partial}{\partial \phi}\left(a_{\phi} \mathrm{d} r r \mathrm{~d} \theta\right) \mathrm{d} \phi
$$

respectively, giving for the total surface integral

$$
\int_{S} \mathbf{a} \cdot \mathrm{dS}=\left[\frac{\partial}{\partial r}\left(r^{2} \sin \theta a_{r}\right)+\frac{\partial}{\partial \theta}\left(r \sin \theta a_{\theta}\right)+\frac{\partial}{\partial \phi}\left(r a_{\phi}\right)\right] \mathrm{d} r \mathrm{~d} \theta \mathrm{~d} \phi
$$
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Fig. 4.5 The elementary volume in spherical polar coordinates for the calculation of the divergence of $\mathbf{a}$.

Now the volume of the solid is $V=\mathrm{d} r \times r \mathrm{~d} \theta \times r \sin \theta \mathrm{~d} \phi$, so that from (4.8) we obtain for the divergence of a in polar coordinates

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{a} & =\frac{1}{r^{2} \sin \theta}\left[\frac{\partial}{\partial r}\left(r^{2} \sin \theta a_{r}\right)+\frac{\partial}{\partial \theta}\left(r \sin \theta a_{\theta}\right)+\frac{\partial}{\partial \phi}\left(r a_{\phi}\right)\right] \\
& =\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} a_{r}\right)+\frac{1}{r \sin \theta \partial \theta}\left(\sin \theta a_{\theta}\right)+\frac{1}{r \sin \theta} \frac{\partial a_{\phi}}{\partial \phi} . \tag{4.26}
\end{align*}
$$

Following this same method it is straightforward to obtain the result for a general orthogonal system.
$\rightarrow 14 . \quad \nabla \cdot \mathbf{a}=\frac{1}{h_{1} h_{2} h_{3}}\left[\frac{\partial}{\partial u_{1}}\left(h_{2} h_{3} a_{1}\right)+\frac{\partial}{\partial u_{2}}\left(h_{3} h_{1} a_{2}\right)+\frac{\partial}{\partial u_{3}}\left(h_{1} h_{2} a_{3}\right)\right]$.

In particular, for cylindrical polars,
15. $\quad \nabla \cdot \mathbf{a}=\frac{1}{r} \frac{\partial}{\partial r}\left(r a_{r}\right)+\frac{1}{r} \frac{\partial a_{\phi}}{\partial \phi}+\frac{\partial a_{z}}{\partial z}$.

The operator $\nabla^{2}$. If we take the particular case of $\mathbf{a}=\nabla \Phi$ then (4.27) yields an expression for $\nabla^{2}$ for a general orthogonal system. Substituting for $a_{1}, a_{2}, a_{3}$ in (4.27) from (4.23) gives

$$
\begin{align*}
\nabla^{2} \Phi=\frac{1}{h_{1} h_{2} h_{3}}\left[\frac{\partial}{\partial u_{1}}\left(\frac{h_{2} h_{3}}{h_{1}} \frac{\partial \Phi}{\partial u_{1}}\right)+\frac{\partial}{\partial u_{2}}\right. & \left(\frac{h_{3} h_{1}}{h_{2}} \frac{\partial \Phi}{\partial u_{2}}\right) \\
& \left.+\frac{\partial}{\partial u_{3}}\left(\frac{h_{1} h_{2}}{h_{3}} \frac{\partial \Phi}{\partial u_{3}}\right)\right] \tag{4.29}
\end{align*}
$$

For the two particular cases, we have in spherical polars;
-16 .

$$
\begin{equation*}
\nabla^{2} \Phi=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial \Phi}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Phi}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} \Phi}{\partial \phi^{2}} \tag{4.30}
\end{equation*}
$$

and in cylindrical polars;
-17. $\quad \nabla^{2} \Phi=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \Phi}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \Phi}{\partial \phi^{2}}+\frac{\partial^{2} \Phi}{\partial z^{2}}$.
It will be noticed that in the expressions for $\nabla^{2} \Phi$, the last term in (4.30) and the last two terms in (4.31) have the formal appearance of being the result of repeating the operations which produced the corresponding terms in the expressions for $\nabla \Phi$ (equations (4.24) and (4.25) respectively). This they have in common with all three terms of $\nabla^{2} \Phi$ when it is expressed in Cartesians. However, the first two terms of (4.30) and the first of (4.31) do not possess this property.

The reason for the differences is to be found in the fact that for the coordinates $r$ and $\theta$, the volume swept out in space by a given increment in that coordinate (keeping the others constant) is dependent on the value of that coordinate at the time, whereas for the others this is not so. For example, the volume between the coordinate surfaces $r=r_{1}$ and $r=$ $r_{1}+\mathrm{d} r$ in spherical polars is $4 \pi r_{1}^{2} \mathrm{~d} r$, but that between the coordinate planes $\phi=\phi_{1}$ and $\phi=\phi_{1}+\mathrm{d} \phi$ is ( $\mathrm{d} \phi / 2 \pi$ ) of the whole space and independent of $\phi_{1}$. So for $r$ and $\theta$ the geometry of the space itself has a 'builtin' divergence which adds to that occurring in the scalar $\Phi$. To illustrate this specifically, the $r$ term of (4.30) is

$$
\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial \Phi}{\partial r}\right)=\frac{\partial^{2} \Phi}{\partial r^{2}}+\frac{2}{r} \frac{\partial \Phi}{\partial r}
$$

the first term on the right being the 'expected' one and the second that deriving from the 'geometry of the space'. Of course both must be included in any use of the formulae.

The reader is reminded also of the discussion at the end of section 4.5 in connection with the application of $\nabla^{2}$ to vectors, and of the complications which may arise when working with a general orthogonal system. It is usually simplest in these circumstances to express $\nabla^{2} \mathbf{a}$, by means of (4.20 a), in terms of other vector operators.

Curl. Following from the defining equation (4.15) and the discussion of section 4.3, we can construct in a straightforward manner the expression for curl $\mathbf{a}$ in a general orthogonal system. By considering a small contour lying in a plane $u_{3}=$ constant [and traversed in the right-handed sense with respect to a normal in the positive $u_{3}$ direction] we obtain

$$
\begin{align*}
(\text { curl } \mathbf{a})_{3} & =\lim _{\mathrm{d} u_{1}, \mathrm{~d} u_{2} \rightarrow 0}\left\{\frac { 1 } { h _ { 1 } \mathrm { d } u _ { 1 } h _ { 2 } \mathrm { d } u _ { 2 } } \left[\frac{\partial}{\partial u_{1}}\left(a_{2} h_{2} \mathrm{~d} u_{2}\right) \mathrm{d} u_{1}\right.\right. \\
& \left.\left.-\frac{\partial}{\partial u_{2}}\left(a_{1} h_{1} \mathrm{~d} u_{1}\right) \mathrm{d} u_{2}\right]\right\} \\
= & \frac{1}{h_{1} h_{2}}\left[\frac{\partial}{\partial u_{1}}\left(h_{2} a_{2}\right)-\frac{\partial}{\partial u_{2}}\left(h_{1} a_{1}\right)\right] . \tag{4.32}
\end{align*}
$$

The other two components are found by cyclically permuting subscripts $1,2,3$.
-18 . Show that in spherical and cylindrical polars curl a has components:
spherical polars cylindrical polars

$$
\begin{array}{ll}
r ; \frac{1}{r} \frac{\partial a_{\phi}}{\partial \theta}+\frac{\cot \theta}{r} a_{\phi}-\frac{1}{r \sin \theta} \frac{\partial a_{\theta}}{\partial \phi}, & r ; \frac{1}{r} \frac{\partial a_{z}}{\partial \phi}-\frac{\partial a_{\phi}}{\partial z}, \\
\theta ; \frac{1}{r \sin \theta} \frac{\partial a_{r}}{\partial \phi}-\frac{a_{\phi}}{r}-\frac{\partial a_{\phi}}{\partial r}, & \phi ; \frac{\partial a_{r}}{\partial z}-\frac{\partial a_{z}}{\partial r}, \\
\phi ; \frac{a_{\theta}}{r}+\frac{\partial a_{\theta}}{\partial r}-\frac{1}{r} \frac{\partial a_{r}}{\partial \theta}, & z ; \frac{a_{\phi}}{r}+\frac{\partial a_{\phi}}{\partial r}-\frac{1}{r} \frac{\partial a_{r}}{\partial \phi} .
\end{array}
$$

### 4.8 Examples for solution

1. Distinguish between the following expressions involving vector a and scalar $\phi$, showing in particular: $(a)=(d) \neq(c) ;(d) \neq(e)$; (c) $=(a)+(b) ;(b)=-(e)$.
(a) $\phi \nabla \wedge \mathrm{a}$,
(b) $\nabla \phi \wedge \mathrm{a}$,
(c) $\boldsymbol{\nabla} \wedge \phi \mathbf{a}$,
(d) $(\boldsymbol{\nabla} \wedge \mathbf{a}) \phi$,
(e) $(\mathbf{a} \wedge \nabla) \phi$.
2. The field of a magnetic dipole of moment $\mathbf{M}$, placed in vacuum
at the origin, is given by $H=-\nabla \Omega$, where $\Omega$ is the magnetostatic potential $\Omega=-(1 / 4 \pi) \mathbf{M} \cdot \nabla(1 / r)$. Show that

$$
\mathbf{H}=(1 / 4 \pi)\left[3 \hat{\mathbf{r}}(\mathbf{M} \cdot \mathbf{r}) r^{-4}-\mathbf{M} r^{-3}\right]
$$

and deduce the fields in the Gauss $A$ and $B$ positions, of a short bar magnet. ( $A$ position is on the axis of the magnet; $B$ position on the 'equatorial' line.)
3. Evaluate the surface integral $\int_{S} \mathbf{F} \cdot \mathrm{~d} \mathbf{S}$ over the open hemispherical surface $x^{2}+y^{2}+z^{2}=a^{2}, z \geqslant 0$, when $F=(y-x) \mathbf{i}+x^{2} z \mathbf{j}+$ $\left(z+x^{2}\right) \mathbf{k}$, (a) directly, and (b) by the use of the divergence theorem.
4. Show that the vector $r^{n} r$ is (i) irrotational for any value of $n$, and (ii) solenoidal only if $n=-3$. Deduce the physically obvious result that 'any spherically symmetric vector field which is everywhere directed away from the origin is irrotational'.
5. A vector field a has components $\left(-z x r^{-3},-z y r^{-3},\left(x^{2}+y^{2}\right) r^{-3}\right)$, where $r^{2}=x^{2}+y^{2}+z^{2}$. Show that the field is conservative ( $a$ ) by showing curl $\mathbf{a}=0$, and $(b)$ by constructing its potential function $\phi$.
6. A force $\mathbf{F}(\mathbf{r})$ acts on a particle at $\mathbf{r}$. In which of the following cases can $\mathbf{F}$ be represented in terms of a potential? When it can, find the potential.
(a) $\mathbf{F}=[\mathbf{i}-\mathbf{j}-2 \mathbf{r}(x-y)] \exp \left(-r^{2}\right)$.
(b) $\mathbf{F}=\left[z \mathbf{k}+\mathbf{r}\left(x^{2}+y^{2}-1\right)\right] \exp \left(-r^{2}\right)$.
(c) $\mathbf{F}=\mathbf{k}+(\mathbf{r} \wedge \mathbf{k}) \mathbf{r}^{-2}$.
7. Using cylindrical polar coordinates ( $r, \phi, z$ ) and a vector field a with components ( $u, v, 0$ ), where for simplicity $u$ and $v$ are taken as functions of $r$ and $\phi$ only, show that the $r$ component of $\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{a})-\boldsymbol{\nabla} \wedge(\boldsymbol{\nabla} \wedge \mathbf{a})$ is

$$
\frac{\partial^{2} u}{\partial r^{2}}-\frac{u}{r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}-\frac{2}{r^{2}} \frac{\partial v}{\partial \phi}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \phi^{2}},
$$

but that $\nabla^{2} u$ contains only the first, third and last of these terms. This shows that (4.21) is not valid in a general orthogonal system. As a very specific example, take $u=$ constant $=c \neq 0$ and $v=0$ and evaluate $\nabla^{2}$ a comparing it with $\nabla^{2} a_{i}$.
8. For the coordinate system of example 7 in section 3.8 , find the most general function $f$ of $u_{1}$ only that satisfies $\nabla^{2} f=0$. (The required expressions for $h_{1}, h_{2}, h_{3}$ are given in the solutions to chapter 3.)

## 5

## Ordinary differential equations

In the mathematical description of a physical system the basic laws are usually expressed as equations connecting local quantities. The equations consist of products and sums of the quantities and their derivatives, the actual combination of forms depending upon which variables are chosen to describe the situation.

The effect of external factors on the system is represented by the tying of the values of some of the quantities to particular values of others. The latter quantities are usually called the independent variables, and the former the dependent ones. A complete description (solution) of the physical system is obtained when the values of the dependent variables are known for all values of (i.e. as a function of) the independent ones.

In cases where derivatives appear in the expression of the physical laws it is thus necessary to convert a differential equation into a standard, tabulated, or computable function. This may take the form of a series or an integral which can be evaluated numerically. Methods by which the conversion can be effected form the content of this and the next two chapters and also (for equations containing more than one independent variable) of chapters 9 and 10 .

Equations of the types considered in the first three of these chapters those containing only one independent variable - are called ordinary differential equations. The two other chapters deal with some methods of solving partial differential equations, i.e. ones containing derivatives of dependent variables with respect to more than one independent variable.

In discussing ordinary differential equations in a general way we will take $x$ as the independent variable and $y=y(x)$ as the dependent one. The derivatives of $y$ with respect to $x, \mathrm{~d} y / \mathrm{d} x, \mathrm{~d}^{2} y / \mathrm{d} x^{2}, \ldots, \mathrm{~d}^{n} y / \mathrm{d} x^{n}$, will, where no confusion arises, be denoted for brevity by $y^{\prime}, y^{\prime \prime}, \ldots, y^{(n)}$, respectively.

Two further definitions need to be made at this point. The first of these is the order of a differential equation, which is the order of the highest derivative appearing in the equation. The second is the degree of the equation, this being the exponent of the highest derivative, after the equa-
tion has been rationalized and all non-integral exponents of $y$ and its derivatives eliminated (if necessary). $\dagger$ Thus, for example,

$$
\left[1+\left(y^{\prime}\right)^{2}\right]^{1 / 2}=y^{m}+y
$$

is of third order and second degree, since $y^{m}$ appears and after rationalization it is raised to the second power.

We will be concerned almost exclusively with equations of the first degree and will generally be dealing only with equations of first and second order. Much of our attention will be on linear equations in which all derivatives present and $y$ itself appear only to the first power and at most are multiplied by a function of $x$ (not of $y$ or its derivatives).

### 5.1 General form of solution

It is helpful when considering the general form of the solutions of an ordinary differential equation (d.e.) to consider the inverse process, namely that of how a differential equation can be obtained from a given group $\ddagger$ of functions, such that any one of them is a solution of the d.e. Suppose the members of the group are given by a particular form

$$
\begin{equation*}
y=f\left(x, a_{1}, a_{2}, \ldots, a_{n}\right), \tag{5.1}
\end{equation*}
$$

where the $a_{i}$ are a set of $n$ parameters, with each member given by a different set of parameters. For example, if the group were all functions of the [familiar] form

$$
\begin{equation*}
y=a_{1} \cos x+a_{2} \sin x, \tag{5.2}
\end{equation*}
$$

then $n$ would be 2 .
Since a d.e. is required for which any of the group is a solution, the equation clearly must not contain any of the $a_{i}$. As there are $n$ of the $a_{i}$ in expression (5.1), we must obtain $n+1$ equations involving them in order that, by elimination, we can obtain one final equation without them.
Initially we have only (5.1), but if this is differentiated $n$ times, a total of $n+1$ equations is obtained from which (in principle) all the $a_{i}$ can be eliminated to give one d.e. satisfied by all the group. The $n$ differentiations will result in $y^{(n)}$ being present in one of the $n+1$ equations and hence in the final equation, which will therefore be of the $n$th order.
In the example of equation (5.2),

$$
\begin{equation*}
y^{\prime}=-a_{1} \sin x+a_{2} \cos x \tag{5.3a}
\end{equation*}
$$

[^9]and
\[

$$
\begin{equation*}
y^{\prime \prime}=-a_{1} \cos x-a_{2} \sin x \tag{5.3b}
\end{equation*}
$$

\]

Here the elimination of $a_{1}$ and $a_{2}$ is trivial (because of the similarity of form of $y^{\prime \prime}$ and $y$ ), resulting in

$$
\begin{equation*}
y^{\prime \prime}+y=0 \tag{5.4}
\end{equation*}
$$

a second-order equation.
Thus to summarize - a group of functions with $n$ parameters satisfy an $n$ th-order differential equation in general. $\dagger$ The intuitive converse of this - that the general solution of an $n$ th-order differential equation contains $n$ arbitrary parameters (constants) - will, for our purposes of physical applications, be assumed to be valid, although a totally general proof is difficult.
$\rightarrow$ 1. Suppose that a solution of (5.4) can be found of the form $y(x)=$ $\sum_{o}^{\infty} a_{i} x^{i}$. Show that exactly two of the $a_{i}$ are arbitrary.
-2 . If (5.4) is multiplied through by $y^{\prime}$, it can then be arranged in the form $\left[\left(y^{\prime}\right)^{2}\right]^{\prime}+\left[y^{2}\right]^{\prime}=0$.

Show, by carrying it out, that to obtain from this an expression for $y$ in terms of $x$ requires 2 integrations, resulting in 2 arbitrary constants.

These two exercises illustrate, but of course do not prove, the validity of the assumed result.

As mentioned earlier, external factors affect a system described by a d.e., by fixing the values of dependent variables at particular values of the independent ones. These externally imposed (or boundary) conditions on the solution are thus the means of determining the parameters which specify precisely which function is the required solution. It is apparent that the number of boundary conditions should match the number of parameters and hence the order of the equation, if a unique solution is to be obtained. Fewer independent boundary conditions than this will lead to a number of undetermined parameters in the solution, whilst an excess will usually mean that no acceptable solution is possible.

For an $n$ th-order equation the required $n$ boundary conditions can take many forms, for example, the value of $y$ at $n$ different values of $x$, or the value of any $n-1$ of the $n$ derivatives $y^{\prime}, y^{\prime \prime}, \ldots, y^{(n)}$ together with that of $y$, all for the same value of $x$, or any of many intermediate combinations.
$\rightarrow$ 3. Solve, where possible, equation (5.4) with the boundary conditions,
(a) $y(0)=4, \quad y(\pi / 2)=-1$;
(b) $y(0)=4, \quad y^{\prime}(0)=2$;
(c) $y(\pi / 4)=2$;
(d) $y(0)=1, \quad y^{\prime \prime}(0)=-1$;
(e) $y(\pi / 6)=\frac{1}{2}+3^{1 / 2}, \quad y(\pi / 4)=3(2)^{-1 / 2}, \quad y^{\prime}(\pi / 4)=-(2)^{-1 / 2}$;
(f) $y(\pi / 6)=\frac{1}{2}, \quad y(\pi / 4)=3(2)^{-1 / 2}, \quad y^{\prime}(\pi / 4)=-(2)^{-1 / 2}$.

### 5.2 First-order equations

We begin our study of more specific forms of differential equations with those of first order (and first degree). Our main interest from the physical point of view will be in linear equations but to start with we consider a slightly wider class.

Let us take as the general form of first-order equation

$$
\begin{equation*}
Q y^{\prime}+P=0, \tag{5.5}
\end{equation*}
$$

where $Q$ and $P$ are, in general, both functions of $x$ and $y$ [but of course not of $y^{\prime}, y^{\prime \prime}$, etc.].

If, by a rearrangement or by multiplying the equation through by some function of $x$ and $y$, it can be brought to a form where the quantity multiplying $y^{\prime}$ is a function of only one of $x$ and $y$ and the second term a function only of the other, then the variables are said to be separated and (5.5) can be written as

$$
p(x) \mathrm{d} x+q(y) \mathrm{d} y=0,
$$

with solution

$$
\int^{x} p\left(x_{1}\right) \mathrm{d} x_{1}+\int^{y} q\left(y_{1}\right) \mathrm{d} y_{1}=c .
$$

Since the general equation (5.5) is of first order, its solution will contain one arbitrary constant. Suppose that it is possible to express the solution so as to make this constant $c$ the subject of the equation expressing the solution, that is

$$
\begin{equation*}
c=f(x, y) \tag{5.6}
\end{equation*}
$$

Then by differentiating (5.6) with respect to $x$ we should recover the original equation

$$
\begin{equation*}
0=\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} x} \tag{5.7}
\end{equation*}
$$

where $\partial f / \partial x$ is the partial derivative $\dagger$ of $f$ with respect to $x$ with $y$ held fixed, and similarly for $\partial f / \partial y$.

Comparing (5.7) with the original equation, we see that for a solution of the form (5.6) we must have

$$
\begin{equation*}
\frac{\partial f}{\partial x} / \frac{\partial f}{\partial y}=P / Q \tag{5.8}
\end{equation*}
$$

Alternatively we may say that to obtain a solution of the form $f(x, y)=c$, the original equation (5.5) after possible multiplication through by a suitable function $g(x, y)$ should take the form (5.7). Since $\partial^{2} f / \partial x \partial y=$ $\partial^{2} f / \partial y \partial x$, this implies as a necessary condition that

$$
\begin{equation*}
\frac{\partial}{\partial y}(g P)=\frac{\partial}{\partial x}(g Q) \tag{5.9}
\end{equation*}
$$

It can also be shown that (5.9) is a sufficient condition for a solution of (5.5) to exist in the form (5.6).

Equations like (5.5) for which

$$
\begin{equation*}
\frac{\partial P}{\partial y}=\frac{\partial Q}{\partial x} \tag{5.10}
\end{equation*}
$$

i.e. with $g(x, y)=$ constant, are called exact equations and can be solved immediately:

$$
c=f(x, y)=\int^{x} P\left(x_{1}, y\right) \mathrm{d} x_{1}+h(y)
$$

where $h(y)$ is chosen to make

$$
\begin{equation*}
\frac{\partial}{\partial y}\left[\int^{x} P\left(x_{1}, y\right) \mathrm{d} x_{1}\right]+h^{\prime}(y)=Q \tag{5.11a}
\end{equation*}
$$

Clearly, depending on the actual forms of $P$ and $Q$, it may be computationally easier to evaluate

$$
c=f(x, y)=\int^{y} Q\left(x, y_{1}\right) \mathrm{d} y_{1}+k(x)
$$

with

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[\int^{y} Q\left(x, y_{1}\right) \mathrm{d} y_{1}\right]+k^{\prime}(x)=P \tag{5.11b}
\end{equation*}
$$

[^10]Example 5.1. Solve $\left(x^{3}+2 y\right) y^{\prime}+3 x^{2} y=0$.
The solution is obvious, but for illustrative purposes we will go pedantically through the above procedures.

Here, comparison with (5.5) gives $Q(x, y)=x^{3}+2 y$ and $P(x, y)=$ $3 x^{2} y$. Hence (5.10) is satisfied, since each side of it has values $3 x^{2}$, and the equation is therefore exact. Using ( 5.11 a ), its solution is

$$
c=\int^{x} 3 x_{1}^{2} y \mathrm{~d} x_{1}+h(y)=x^{3} y+h(y)
$$

with

$$
\frac{\partial}{\partial y}\left(x^{3} y\right)+h^{\prime}(y)=x^{3}+2 y
$$

Thus $h(y)=y^{2}$ and the solution is

$$
x^{3} y+y^{2}=c
$$

[All constants of integration may be taken as zero, i.e. formally absorbed into $c$.]

Alternatively [carrying right through with our pedantic illustration], using ( 5.11 b ) the solution is

$$
c=\int^{y}\left(x^{3}+2 y_{1}\right) \mathrm{d} y_{1}+k(x)=x^{3} y+y^{2}+k(x)
$$

with $\quad \frac{\partial}{\partial x}\left(x^{3} y+y^{2}\right)+k^{\prime}(x)=3 x^{2} y$.
Thus $k(x)=0$ and the solution is as before.
We now return to (5.9) and study the quantity $g(x, y)$, which because of the purpose it serves is known as an integrating factor (IF). Expanding (5.9) we obtain after rearrangement

$$
\begin{equation*}
g\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=Q \frac{\partial g}{\partial x}-P \frac{\partial g}{\partial y} \tag{5.12}
\end{equation*}
$$

If we now substitute for $P$ from the original equation (5.5) into the last term of (5.12) and recall that $\mathrm{d} g / \mathrm{d} x=\partial g / \partial x+y^{\prime} \partial g / \partial y$, then we obtain

$$
\begin{equation*}
\frac{1}{Q}\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=\frac{1}{g} \frac{\mathrm{~d} g}{\mathrm{~d} x} \tag{5.13}
\end{equation*}
$$

as the equation satisfied by the integrating factor $g$.
An explicit formula for $g$ can be given for those cases in which the left-
hand side of (5.13) is a function of $x$ only (and not of $y$ ), for then simple integration gives

$$
\begin{equation*}
g(x)=\exp \left[\int^{x} \frac{1}{Q\left(x_{1}, y\right)}\left(\frac{\partial P\left(x_{1}, y\right)}{\partial y}-\frac{\partial Q\left(x_{1}, y\right)}{\partial x_{1}}\right) \mathrm{d} x_{1}\right] \tag{5.14}
\end{equation*}
$$

as the required integrating factor.
Often simple integrating factors can be determined by inspection, but in more complicated cases, provided its integrand is a function of $x$ only, $\dagger$ (5.14) will provide the necessary IF and hence solution of the equation. Notice that if the integrand is zero, the original equation is already exact.
4. Solve the following by separation of variables to obtain $y=y(x)$ :
(a) $y^{\prime}-x y^{3}=0$;
(b) $y^{\prime} \arctan x-y\left(1+x^{2}\right)^{-1}=0$;
(c) $x^{2} y^{\prime}+x y^{2}=4 y^{2}$.
$\rightarrow 5$. Show that the following equations are either exact or can be made so, and solve them:
(a) $y\left(2 x^{2} y^{2}+1\right) y^{\prime}+x\left(y^{4}+1\right)=0$;
(b) $2 x y^{\prime}+3 x+y=0$;
(c) $\left(\cos ^{2} x+y \sin 2 x\right) y^{\prime}+y^{2}=0$.

If in (5.5), $P(x, y) / Q(x, y)$ can be expressed entirely as a function of $(y / x)$, then the equation is said to be dimensionally-homogeneous and a general form of solution can be found. This method is treated in example 1 of section 5.12.

### 5.3 Linear first-order equations

Turning to linear equations of the first order produces some simplification of our general results.
For linear equations we have, using the notation of (5.5), that (i) $Q=Q(x)$ (and not $Q(x, y)$ ), and (ii) $P(x, y)=y R(x)+S(x)$. This means that the important criterion quantity $\partial P / \partial y-\partial Q / \partial x$ has the form

$$
\partial P / \partial y-\partial Q / \partial x=R(x)-Q^{\prime}(x)
$$

[^11]and is therefore necessarily a function of $x$ only. Thus an integrating factor
\[

$$
\begin{align*}
g(x) & =\exp \left[\int^{x} \frac{1}{Q\left(x_{1}\right)}\left[R\left(x_{1}\right)-Q^{\prime}\left(x_{1}\right)\right] \mathrm{d} x_{1}\right] \\
& =\frac{1}{Q(x)} \exp \left[\int^{x} \frac{R\left(x_{1}\right)}{Q\left(x_{1}\right)} \mathrm{d} x_{1}\right] \tag{5.15}
\end{align*}
$$
\]

can always be found.
It is usually convenient in practice to divide the linear equation

$$
\begin{equation*}
Q(x) y^{\prime}+R(x) y+S(x)=0 \tag{5.16}
\end{equation*}
$$

through by $Q(x)$ before starting to find the IF; the equation then reduces to

$$
\begin{equation*}
y^{\prime}+r(x) y+s(x)=0 \tag{5.17}
\end{equation*}
$$

and the integrating factor to

$$
\begin{equation*}
\exp \left[\int^{x} r\left(x_{1}\right) \mathrm{d} x_{1}\right] \tag{5.18}
\end{equation*}
$$

Example 5.2. A particle of mass $m$ starts from rest at time $t=0$ and is acted upon by an accelerating force $m \exp (-\beta t)$. Its motion is opposed by a viscous force of magnitude $m \eta$ times its velocity. Find its velocity at subsequent times and the total distance it travels.

Denoting the distance by $y$ and its velocity $\mathrm{d} y / \mathrm{d} t$ by $v$, we have as the equation of motion

$$
m \dot{v}=m \exp (-\beta t)-m \eta v
$$

or

$$
\dot{v}+\eta v=\exp (-\beta t)
$$

From (5.18) the integrating factor is

$$
\exp \left(\int^{t} \eta \mathrm{~d} t_{1}\right)=\exp (\eta t)
$$

giving $\quad \dot{v} \exp (\eta t)+\eta v \exp (\eta t)=\exp (\eta t-\beta t)$.
Then, either by inspection or by applying ( 5.11 b ) we obtain

$$
v \exp (\eta t)=(\eta-\beta)^{-1} \exp [(\eta-\beta) t]+c
$$

The initial condition, $v(0)=0$, gives

$$
\frac{\mathrm{d} y}{\mathrm{~d} t}=v(t)=\frac{1}{\eta-\beta}[\exp (-\beta t)-\exp (-\eta t)]
$$

The variables here are trivially separable, and integration gives the total distance travelled as

$$
y(\infty)-y(0)=\frac{1}{(\eta-\beta)}\left[-\frac{1}{\beta} \exp (-\beta t)+\frac{1}{\eta} \exp (-\eta t)\right]_{0}^{\infty}=\frac{1}{\eta \beta} .
$$

-6. Solve, by finding a suitable IF:
(a) $\left(1-x^{2}\right) y^{\prime}+2 x y=\left(1-x^{2}\right)^{3 / 2}$;
(b) $y^{\prime}-y \cot x+\operatorname{cosec} x=0$;
(c) $\left(x+y^{4}\right) y^{\prime}=y$ [treat $y$ as the independent variable].

### 5.4 Higher degree first-order equations

First-order equations of higher degree than the first do not occur often in the description of physical systems, $\dagger$ since squared and higher powers of first derivatives usually arise from resistive or driving mechanisms and then an 'acceleration' or other higher derivative is present, and the equation is not first-order. They do however sometimes appear in connection with geometrical equations. If the equation can be explicitly solved for one of $x, y$ or $y^{\prime}$, then either an explicit or a parametric solution can sometimes be obtained.

If the $n$th degree equation for $y^{\prime}$ can be solved for $y^{\prime}$, we obtain instead, $n$ equations of the first degree, which in simple cases can be treated by previous methods. Somewhat more interesting from a technique point of view, are the cases where attempted solution along these lines produces an insoluble first-order equation.

Consider

$$
\begin{equation*}
x\left(y^{\prime}\right)^{2}+y^{\prime}-y=0 \tag{5.19}
\end{equation*}
$$

Solving directly for $y^{\prime}$ gives two equations

$$
y^{\prime}=-(2 x)^{-1} \pm(2 x)^{-1}(1+4 x y)^{1 / 2}
$$

which cannot be solved by simple methods. However a parametric solution can be obtained as follows.

Denote $y^{\prime}$ by $z$, and write (5.19) as

$$
\begin{equation*}
y=z^{2} x+z \tag{5.20}
\end{equation*}
$$

[^12]Differentiating with respect to $x$ gives

$$
z=y^{\prime}=z^{2}+(2 z x+1) z^{\prime}
$$

which can be made into a linear equation for $x$, using $z$ as the independent variable

$$
\left(z-z^{2}\right) \frac{\mathrm{d} x}{\mathrm{~d} z}-2 z x-1=0
$$

The integrating factor for this is
$\rightarrow 7 . \quad(1-z) z^{-1}$
yielding,

$$
\frac{\mathrm{d}}{\mathrm{~d} z}\left[x(1-z)^{2}\right]=\frac{1-z}{z} .
$$

This on solution gives

$$
\begin{equation*}
(1-z)^{2} x=\ln z-z+c \tag{5.21}
\end{equation*}
$$

Together with (5.20), (5.21) gives a parametric representation of the solution of (5.19) with $z$ as the parameter.
8. Obtain essentially the same result by the following procedure in which the roles of $x$ and $y$ are reversed.
(i) Solve (5.19) for $x$.
(ii) Differentiate with respect to $y$, putting $\mathrm{d} x / \mathrm{d} y=z^{-1}$.
(iii) Arrange as a linear equation in $y$.
(iv) Find the integrating factor.
(v) Solve for $y$ in terms of the parameter $z$.
(vi) Compare with $y$ as obtained from (5.20) and (5.21).

### 5.5 Second-order equations

It is an empirical fact that many natural processes and laws, when put into mathematical form, appear as second-order equations of the first degree. Some, such as the wave equation

$$
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}
$$

contain two second (partial) derivatives; others, for example the equation of an undriven damped oscillator

$$
\begin{equation*}
m \ddot{y}+2 b \dot{y}+k y=0 \tag{5.22}
\end{equation*}
$$

involve only a single second derivative.

A further feature common to these two equations and to many others of physical science is that they are linear. We will in consequence concern ourselves almost exclusively with linear second-order equations in the remainder of this chapter.

As we have shown previously, to obtain a unique solution for a secondorder equation, two independent boundary conditions are required, in order to determine the values of two otherwise arbitrary parameters. We next demonstrate the general method whereby the solutions of such linear second-order equations may be sought and the two parameters determined.

We take the general linear equation for solution as
either

$$
\begin{equation*}
f_{2}(x) y^{\prime \prime}(x)+f_{1}(x) y^{\prime}(x)+f_{0}(x) y(x)=f(x) \tag{5.23a}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{2}(x) y^{\prime \prime}(x)+f_{1}(x) y^{\prime}(x)+f_{0}(x) y(x)=0 \tag{5.23~b}
\end{equation*}
$$

in which for the present we will assume that, in the range of $x$ under consideration, the $f_{i}(x)$ are continuous and, where necessary, differentiable.

It should be noted that ( 5.23 a ) is not really linear, in that, if $y_{1}(x)$ and $y_{2}(x)$ are both solutions of it then $y(x)=\alpha_{1} y_{1}(x)+\alpha_{2} y_{2}(x)$ is also a solution only if constants $\alpha_{1}$ and $\alpha_{2}$ add up to unity. However, if $y_{1}(x)$ is a solution of ( 5.23 a ) but $y_{2}(x)$ is a solution of $(5.23 \mathrm{~b})$ in which the righthand side is zero, then $y_{1}(x)+y_{2}(x)$ is a solution of (5.23 a). Taking this one step further, and recalling that the general solutions of both (5.23 a) and ( 5.23 b ) will each contain two arbitrary constants, we obtain the general result as follows.

If $y_{1}(x)$ is any solution of (5.23 a) and $y_{2}(x)$ is the general solution of $(5.23 \mathrm{~b})$, containing two arbitrary constants, then the general solution of (5.23 a) is given by $y(x)=y_{1}(x)+y_{2}(x)$.

The solution $y_{1}(x)$ for ( 5.23 a ) with the full right-hand side is called the particular integral, whilst that of ( 5.23 b ) is known as the complementary function. The result can be stated as 'the general solution is the sum of a particular integral and a complementary function'. $\dagger$

It should be emphasized that for the practical purpose of obtaining an explicit solution, any particular integral (PI), however simple, will suffice; roughly speaking, the difference between any two possible PI will always be compensated by the consequent need to assign a different pair of values to the parameters in the complementary function (CF), when matching the boundary conditions.

To illustrate these general results we consider a very simple example in which all the $f_{i}(x)$ are constants.

[^13]Example 5.3. Find the solution of

$$
\begin{equation*}
y^{\prime \prime}-2 y^{\prime}-3 y=6 \tag{5.24}
\end{equation*}
$$

which satisfies $y(0)=y^{\prime}(0)=0$.
We first seek the CF which will be the general solution of

$$
\begin{equation*}
y^{\prime \prime}-2 y^{\prime}-3 y=0 \tag{5.25}
\end{equation*}
$$

For reasons which are discussed more fully later, we try a solution of the form $y=A \exp (m x)$ and find that this is indeed a solution if
-9. $m=3$ or $m=-1$.
Now (5.25) is linear and its general solution containing two arbitrary constants is therefore the complementary function

$$
y_{2}(x)=A \exp (3 x)+B \exp (-x) .
$$

All that remains now is to find one [the simplest possible] solution of (5.24). The most trivial is $y_{1}(x)=-2$, but this is a perfectly adequate PI , and gives as the general solution of (5.24)

$$
\begin{equation*}
y(x)=A \exp (3 x)+B \exp (-x)-2 \tag{5.26}
\end{equation*}
$$

The two boundary conditions require that

$$
\begin{aligned}
& A+B-2=0 \\
& 3 A-B=0
\end{aligned}
$$

thus determining $A$ and $B$ and yielding as the final solution,

$$
y(x)=\frac{1}{2} \exp (3 x)+\frac{3}{2} \exp (-x)-2
$$

### 5.6 Linear equations with constant coefficients

In this section we consider specifically the class of linear second-order equations typified by the damped oscillator equation (5.22), and given generally by ( 5.23 ) when all the $f_{i}(x)$ are restricted to be constants. Thus we take our equation as

$$
\begin{equation*}
a_{2} y^{\prime \prime}+a_{1} y^{\prime}+a_{0} y=f(x), \quad a_{2} \neq 0 \tag{5.27}
\end{equation*}
$$

with the $a_{i}$ as constants.
Here we treat only cases in which the right-hand side $f(x)$ is either zero or a given manageable form. Methods available when $f(x)$ is unspecified or complicated are developed in chapter 7.

Our first task is to find the complementary function $y_{2}(x)$ for (5.27) since this will be applicable whatever the form of $f(x)$. We need

$$
\begin{equation*}
a_{2} y_{2}^{\prime \prime}+a_{1} y_{2}^{\prime}+a_{0} y_{2}=0 \tag{5.28}
\end{equation*}
$$

It is clear that the best chance of finding a function which satisfies this is to look for one which on repeated differentiation essentially reproduces its own form, which can then be cancelled out of (5.28) as a factor. On this reasoning, an exponential function naturally suggests itself, and so as a test solution we try

$$
\begin{equation*}
y_{2}(x)=A \exp (\lambda x) \tag{5.29}
\end{equation*}
$$

where $\lambda$ is at present undetermined.
Trying (5.29) in (5.28) leads to

$$
\begin{equation*}
\left(a_{2} \lambda^{2}+a_{1} \lambda+a_{0}\right) A \exp (\lambda x)=0 \tag{5.30}
\end{equation*}
$$

From this it is apparent that (5.29) is satisfactory provided that the auxiliary equation (an ordinary quadratic in $\lambda$ )

$$
\begin{equation*}
a_{2} \lambda^{2}+a_{1} \lambda+a_{0}=0 \tag{5.31}
\end{equation*}
$$

is satisfied. There will in general be two values $\lambda_{1}, \lambda_{2}$ of $\lambda$ which do this,

$$
\begin{equation*}
\lambda_{\frac{1}{2}}=\frac{-a_{1} \pm\left(a_{1}^{2}-4 a_{2} a_{0}\right)^{1 / 2}}{2 a_{2}} \tag{5.32}
\end{equation*}
$$

Recalling that (5.28) is linear and that (5.30) is satisfied for any $A$ provided $\lambda$ satisfies (5.31), we conclude that any solution of the form

$$
\begin{equation*}
y_{2}(x)=A \exp \left(\lambda_{1} x\right)+B \exp \left(\lambda_{2} x\right) \tag{5.33}
\end{equation*}
$$

will satisfy (5.28). This contains two arbitrary constants and thus is the most general solution of (5.28) and hence the required CF. The general form remains valid even if $\lambda$ is complex, the only exception being when $\lambda_{1}=\lambda_{2}$, i.e. $a_{1}^{2}=4 a_{2} a_{0}$. In this case the general solution is

$$
\begin{equation*}
(A+B x) \exp \left(\lambda_{1} x\right) \tag{5.34}
\end{equation*}
$$

as is shown in part (iii) of the following example.

Example 5.4. Find the complementary functions for the equations:
(i) $y^{\prime \prime}-6 y^{\prime}+8 y=16 x+12$;
(ii) $y^{\prime \prime}-6 y^{\prime}+13 y=6 \cos 2 x+33 \sin 2 x$;
(iii) $y^{\prime \prime}-6 y^{\prime}+9 y=\exp (2 x)$.

For all three cases the auxiliary equation is

$$
\lambda^{2}-6 \lambda+\mu=0
$$

with $\mu=8,13,9$, respectively. The roots of these quadratics are:
(i) 2,4 ; (ii) $3+2 \mathrm{i}, 3-2 \mathrm{i}$; (iii) 3 twice.

Thus the complementary functions for (i) and (ii) follow straightforwardly from (5.33);
(i) $y_{2}(x)=A \exp (2 x)+B \exp (4 x)$,
(ii) $y_{2}(x)=\exp (3 x)[A \exp (2 \mathrm{i} x)+B \exp (-2 \mathrm{i} x)]$, or

$$
=\exp (3 x)\left[A^{\prime} \cos (2 x)+B^{\prime} \sin (2 x)\right]
$$

For case (iii), so far we have only a one-parameter solution $y_{2}(x)=$ $(A+B) \exp (3 x)=C \exp (3 x)$. To obtain a second, but still trying to maintain a 'self-reproducing' form like (5.29), let us try a solution

$$
y_{2}(x)=g(x) \exp (\lambda x)
$$

Substituting this into (5.28) we get, after a little rearrangement,

$$
\left[\left(a_{2} \lambda^{2}+a_{1} \lambda+a_{0}\right) g+\left(2 a_{2} \lambda+a_{1}\right) g^{\prime}+a_{2} g^{\prime \prime}\right] \exp (\lambda x)=0
$$

But $\lambda$ is a solution of the auxiliary equation and therefore the coefficient of $g$ vanishes. Also, since we are considering the case of equal roots of the auxiliary equation, $\lambda=-a_{1} / 2 a_{2}$ and therefore the coefficient of $g^{\prime}$ vanishes as well. Thus, since $a_{2} \neq 0$ we must have $g^{\prime \prime}=0$. This is trivially satisfied if $g(x)=D+E x$ and the second part of the CF is Ex exp $(\lambda x)$. The $D \exp (\lambda x)$ term merely repeats, or is part of, the first solution found. The completed complementary function is thus of the form given in (5.34). For case (iii) of the example we obtain $y_{2}(x)=(C+E x) \exp (3 x)$.

Although we will not pursue it in this chapter, the trial function method can be applied in an obvious way to higher-order equations with constant coefficients. Some exercises are set in the examples at the end of the chapter.

The second part of the task of solving (5.27) consists of finding any particular integral - to be added to the complementary function already found.

Often a PI of a simple form can be obtained by inspection or by assuming a parameterized form similar to $f(x)$, but there is in general no straightforward way of doing this. There are however a number of rather ad hoc ways of finding particular integrals, and since we have seen that the important thing is to find one such integral by some means or other [the complementary function taking care of the rest of the generality], we describe in the following sections some of these methods.
$\rightarrow$ 10. Find particular integrals for the equations of example 5.4.

### 5.7 The D operator

Instead of writing the original equation as it appears in (5.27) let us present it in a more symbolic way as

$$
\begin{equation*}
L(\mathrm{D}) y \equiv\left(a_{2} \mathrm{D}^{2}+a_{1} \mathrm{D}+a_{0}\right) y=f(x) \tag{5.35}
\end{equation*}
$$

Here D is shorthand for the operator $\mathrm{d} / \mathrm{d} x$ which acts upon the quantities [ $y$ only in this case] which appear to the right of it. The second derivative is

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\right)=\mathrm{D}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\right)=\mathrm{D}(\mathrm{D})
$$

and is therefore written as $\mathrm{D}^{2}$; similarly $\mathrm{d}^{n} / \mathrm{d} x^{n}$ would be denoted by $\mathrm{D}^{n}$. The expression $L(\mathrm{D})$ is an abbreviated way of naming the linear operator $a_{2} \mathrm{D}^{2}+a_{1} \mathrm{D}+a_{0}$, but may be considered to stand generically for an $n$ th-order linear operator with constant coefficients for any $n$.

This appears a highly artificial and complicating procedure, but it will be seen that D , although it is an operator, can often be manipulated as if it were a purely algebraic quantity. This is so because differentiation obeys the distributive law and index laws $\mathrm{D}^{m} \mathrm{D}^{n}=\mathrm{D}^{m+n}=\mathrm{D}^{n} \mathrm{D}^{m}$ [at least for $m, n \geqslant 0$ ], and commutes with constants [but not with functions of $x]$. $\dagger$

Before using the D operator to find particular integrals we need to establish certain of its properties. The proofs of these properties are given in bare mathematical outline but the student should go through them carefully to be sure that each step is followed.

In the proofs $D$ is manipulated as an algebraic quantity except where it acts upon a function of $x$, when either nothing further can be done [e.g. when acting upon the arbitrary function $u(x)$ ] or the specific result is used [e.g. when acting upon $\exp (\lambda x)$ or $\cos (p x)$ ]. It should be borne in mind that $L(\mathrm{D})$ is always a sum of terms of the kind $a_{n} \mathrm{D}^{n}$.
(i) $\quad D^{n} \exp (\lambda x)=\lambda^{n} \exp (\lambda x)$,
therefore $L(\mathrm{D}) \exp (\lambda x)=L(\lambda) \exp (\lambda x)$.
(ii) $\mathrm{D}^{n}[u \exp (\lambda x)]=\sum_{r=0}^{n}\binom{n}{r}\left[\mathrm{D}^{r} \exp (\lambda x)\right]\left[\mathrm{D}^{n-r} u\right] \quad$ (Leibniz),

[^14]\[

$$
\begin{align*}
& =\exp (\lambda x) \sum_{r=0}^{n}\binom{n}{r} \lambda^{r}\left[\mathrm{D}^{n-r} u\right], \quad \text { by }(\mathrm{i}) \\
& =\exp (\lambda x)(\mathrm{D}+\lambda)^{n} u \tag{5.37}
\end{align*}
$$
\]

(iii) $\mathrm{D}^{2} \cos (p x)=-p^{2} \cos (p x)$,
therefore $L\left(\mathrm{D}^{2}\right) \cos (p x)=L\left(-p^{2}\right) \cos (p x)$.
Similarly, $L\left(\mathrm{D}^{2}\right) \sin (p x)=L\left(-p^{2}\right) \sin (p x)$.
Result (i) is in fact that used in obtaining the auxiliary equation (5.31).
We now use D in a heuristic way to try to find means of producing particular integrals.

If it were permissible to treat (5.35) in a purely algebraic way then we would have as the solution

$$
\begin{equation*}
y(x)=\frac{1}{L(\mathrm{D})} f(x) \tag{5.39}
\end{equation*}
$$

But since $L(\mathrm{D})$ is an operator, what meaning are we to attach to $[L(\mathrm{D})]^{-1} f(x)$ ?

Consideration of the simplest case provides a part of the answer. If $L(\mathrm{D})$ were simply D then the equation would be

$$
y^{\prime}=\mathrm{D} y=f(x)
$$

and the formal and actual solutions would be

$$
\begin{equation*}
y=\frac{1}{\mathrm{D}} f(x)=\int^{x} f\left(x_{1}\right) \mathrm{d} x_{1} \tag{5.40}
\end{equation*}
$$

This clearly indicates that $\mathrm{D}^{-1}$ is to be interpreted as an integration symbol, and, by extension, that $\mathrm{D}^{-m}$ represents integration $m$ times.

This still leaves unresolved the general meaning to be attached to (5.39), but the results (5.36)-(5.38) suggest that if $f(x)$ has particular forms such as $\exp (\lambda x)$ or $\cos (p x)$, then it might mean, for example in the former case, $[L(\lambda)]^{-1} \exp (\lambda x)$. This certainly seems to be pushing pure symbolism rather far, but we know that any wrong solution will be shown up by resubstitution, and any acceptable one is all that is needed.

In this spirit, let us try as a solution of

$$
\begin{equation*}
L(\mathrm{D}) y=A \exp (\lambda x) \tag{5.41}
\end{equation*}
$$

the form

$$
\begin{equation*}
y=\frac{A}{L(\lambda)} \exp (\lambda x) \tag{5.42}
\end{equation*}
$$

Using (5.36), the verification is immediate,

$$
\begin{aligned}
L(\mathrm{D})\left[\frac{A}{L(\lambda)} \exp (\lambda x)\right] & =\frac{A}{L(\lambda)} L(\mathrm{D}) \exp (\lambda x) \\
& =\frac{A}{L(\lambda)} L(\lambda) \exp (\lambda x)=A \exp (\lambda x)
\end{aligned}
$$

This result assumes that $L(\lambda) \neq 0$. If it is equal to zero, then $(D-\lambda)$ must be a factor of $L(\mathrm{D})$ which can therefore be written as $L(\mathrm{D})=$ $\Lambda(\mathrm{D})(\mathrm{D}-\lambda)^{m}$ with $\Lambda(\lambda) \neq 0$. In the same way that (5.34) was derived for a special case, we can in this special case try an extension to solution (5.42) of the form

$$
y=\frac{g(x) \exp (\lambda x)}{\Lambda(\lambda)}
$$

Then evaluating $L(\mathrm{D}) y$,

$$
\begin{aligned}
L(\mathrm{D}) y & =\Lambda(\mathrm{D})(\mathrm{D}-\lambda)^{m} \frac{[\exp (\lambda x) g(x)]}{\Lambda(\lambda)} \\
& =\Lambda(\mathrm{D}) \frac{\exp (\lambda x)}{\Lambda(\lambda)} \mathrm{D}^{m}[g(x)]
\end{aligned}
$$

where (5.37) has been used with $\lambda$ replaced by $-\lambda$ and $u(x)$ by $\exp (\lambda x) g(x)$. Using (5.36), the right-hand side becomes $A \exp (\lambda x)$ provided that the last factor $\mathrm{D}^{m}[g(x)]$ is equal to the constant $A$. This requires that $g(x)=$ $A x^{m} / m$ ! and hence gives the solution

$$
\begin{equation*}
y=\frac{A x^{m}}{m!} \frac{\exp (\lambda x)}{\Lambda(\lambda)} \tag{5.43}
\end{equation*}
$$

We will not continue any further with our generalized heuristic treatment, but rather solve a number of examples illustrating how some forms of $f(x)$ on the right-hand side of the original equation can be treated. We will here be concerned only with finding particular integrals. The method of example (iv) for dealing with odd powers of D when $f(x)$ is a sine or cosine function should be noted.

The examples are based on the same operators as those of examples 5.4 and $>10$, so as to illustrate the variety of forms $f(x)$ which can be dealt with, and so as to enable similar problems to be seen tackled by different methods.

Example 5.5. Use D operator methods to find particular integrals for the following equations:
(i) $y^{\prime \prime}-6 y^{\prime}+9 y=\exp (2 x)$ [as in 10 (iii) $]$.

$$
\begin{aligned}
y=\frac{1}{\mathrm{D}^{2}-6 \mathrm{D}+9} \exp (2 x) & =\frac{1}{4-12+9} \exp (2 x) \\
& =\exp (2 x)
\end{aligned}
$$

(ii) $y^{\prime \prime}-6 y^{\prime}+8 y=\exp (4 x)$.

Here $L(\mathrm{D})=(\mathrm{D}-4)(\mathrm{D}-2)$ and $L(4)=0$, and so we must use (5.43) with $\Lambda(\mathrm{D})=(\mathrm{D}-2)$ and $m=1$.

$$
y=\frac{x}{1!} \frac{\exp (4 x)}{4-2}=\frac{1}{2} x \exp (4 x)
$$

(iii) $y^{\prime \prime}-6 y^{\prime}+9 y=2 \exp (3 x)$.

Again use (5.43) with $\Lambda(\mathrm{D})=1$ and $m=2$.

$$
y=\frac{2 x^{2}}{2!} \frac{\exp (3 x)}{1}=x^{2} \exp (3 x)
$$

(iv) $y^{\prime \prime}-6 y^{\prime}+9 y=\cos 2 x$.

$$
\begin{aligned}
y & =\frac{1}{\mathrm{D}^{2}-6 \mathrm{D}+9} \cos 2 x=\frac{1}{-4-6 \mathrm{D}+9} \cos 2 x, \text { using (5.38) } \\
& =\frac{1}{5-6 \mathrm{D}} \frac{5+6 \mathrm{D}}{5+6 \mathrm{D}} \cos 2 x=\frac{5+6 \mathrm{D}}{25-36 \mathrm{D}^{2}} \cos 2 x \\
& =\frac{5+6 \mathrm{D}}{25-36(-4)} \cos 2 x=\frac{1}{169}(5 \cos 2 x-12 \sin 2 x)
\end{aligned}
$$

(v) $y^{\prime \prime}-6 y^{\prime}+9 y=x^{2}$.

$$
\begin{aligned}
y & =\frac{1}{(\mathrm{D}-3)^{2}} x^{2}=\frac{1}{9}\left(1-\frac{\mathrm{D}}{3}\right)^{-2} x^{2} \\
& =\frac{1}{9}\left(1+\frac{2}{3} \mathrm{D}+\frac{1}{3} \mathrm{D}^{2}+\cdots\right) x^{2} \\
& =\frac{1}{9}\left(x^{2}+\frac{4}{3} x+\frac{2}{3}\right)
\end{aligned}
$$

(vi) $y^{\prime \prime}-6 y^{\prime}+8 y=x^{2}$.

$$
\begin{aligned}
y & =\frac{1}{(D-4)(D-2)} x^{2}=\frac{1}{2}\left(\frac{1}{D-4}-\frac{1}{D-2}\right) x^{2} \\
& =\left[-\frac{1}{8}\left(1+\frac{D}{4}+\frac{D^{2}}{16}+\cdots\right)+\frac{1}{4}\left(1+\frac{D}{2}+\frac{D^{2}}{4}+\cdots\right)\right] x^{2} \\
& =-\frac{1}{8}\left(x^{2}+\frac{1}{2} x+\frac{1}{8}\right)+\frac{1}{4}\left(x^{2}+x+\frac{1}{2}\right) \\
& =\frac{1}{64}\left(8 x^{2}+12 x+7\right) .
\end{aligned}
$$

$\rightarrow 11$. Verify by direct differentiation and substitution that the solutions of example 5.5 do indeed satisfy the equations given.

The algebra-like use of the D operator can be extended to cases involving more than one dependent variable, which, for a solution, must be connected by more than one differential equation. Without solving the problem in full detail we show in the following example the general method [almost a complete parallel of elementary algebraic methods].

Example 5.6. Two electrical circuits, both of negligible resistance, each consist of a self inductance $L$ and a capacitance $C=G^{-1}$. The mutual inductance of the two circuits is $M$. Find the current in the first coil after the transients have died away $\dagger$ if a generator in the first coil produces an e.m.f. $E \sin \omega t$.

If the charges on the two capacitances are $q_{1}$ and $q_{2}$, then the two equations are

$$
\begin{aligned}
& L \ddot{q}_{1}+M \ddot{q}_{2}+G q_{1}=E \sin \omega t \\
& M \ddot{q}_{1}+L \ddot{q}_{2}+G q_{2}=0
\end{aligned}
$$

or, in terms of the $D$ operator [here $D$ stands for $d / d t$ ],
(i) $\left(L \mathrm{D}^{2}+G\right) q_{1}+M \mathrm{D}^{2} q_{2}=E \sin \omega t$,
(ii) $M \mathrm{D}^{2} q_{1}+\left(L \mathrm{D}^{2}+G\right) q_{2}=0$.

Multiplying (i) by ( $L \mathrm{D}^{2}+G$ ) and (ii) by $M \mathrm{D}^{2}$ and subtracting

$$
\begin{align*}
{\left[\left(L^{2}-M^{2}\right) \mathrm{D}^{4}+2 L G \mathrm{D}^{2}+G^{2}\right] q_{1} } & =\left(L \mathrm{D}^{2}+G\right) E \sin \omega t \\
& =\left(-\omega^{2} L+G\right) E \sin \omega t . \tag{5.44}
\end{align*}
$$

$\dagger$ The actual resistance must be non-zero for this to happen.

The complementary function gives the behaviour of the transients in terms of the roots of

$$
\left(L^{2}-M^{2}\right) \lambda^{4}+2 L G \lambda^{2}+G^{2}=0
$$

For the stated problem we need a particular integral of (5.44). Using (5.38) this is immediate as

$$
q_{1}=\frac{\left(G-\omega^{2} L\right) E \sin \omega t}{\left(L^{2}-M^{2}\right) \omega^{4}-2 L G \omega^{2}+G^{2}}
$$

with the required current as

$$
i_{1}=\dot{q}_{1}=\frac{\omega\left(G-\omega^{2} L\right) E \cos \omega t}{\left(L^{2}-M^{2}\right) \omega^{4}-2 L G \omega^{2}+G^{2}}
$$

### 5.8 Variation of parameters

Having dealt at some length with the D operator techniques of finding particular integrals, we now turn to a second somewhat artificial [but successful] method of determining them. Again we will restrict our attention to second-order equations, but the generalization to higher orders proceeds without difficulty.

It should also be noted that the method to be described is applicable when the factors $f_{i}$ multiplying the derivatives $y^{(i)}$ are functions of $x$, and not just constants. [In these circumstances D operator methods have to be used with care, since D does not commute with such functions; but see example 9 of section 5.12.]

The equation for which a particular integral is required is

$$
\begin{equation*}
L(y) \equiv f_{2}(x) y^{\prime \prime}(x)+f_{1}(x) y^{\prime}(x)+f_{0}(x) y(x)=f(x) \tag{5.23abis}
\end{equation*}
$$

Let the CF be [following the notation of section 5.5]

$$
\begin{equation*}
y_{2}(x)=a u_{1}(x)+b u_{2}(x) \tag{5.45}
\end{equation*}
$$

implying that $L\left(u_{1}\right)=L\left(u_{2}\right)=0$. With $a$ and $b$ as constants, this also means that $L\left(y_{2}\right)=0$. However if we replace $a$ and $b$ by two functions of $x$, say $A(x)$ and $B(x)$, then $L\left(y_{2}\right)$ will no longer be equal to zero, but might with suitable choices of $A$ and $B$ be made equal to $f(x)$ thus producing, not a complementary function, but a particular integral.

The reasons why such a procedure does not simply lead to a further second-order differential equation are two-fold. Firstly, repeated differentiation of products such as $A(x) u_{1}(x)$ always produces terms in which one of the factors is unchanged, and so the expression $L\left(A(x) u_{1}(x)\right)$ includes a term which contains $A(x)$ only in the simple product form
$A(x) L\left(u_{1}(x)\right)$, and this term will be zero. Secondly, with two functions $A(x)$ and $B(x)$ available and only one equation [(5.23 a)] to satisfy, an additional convenient constraint may be placed upon them. In these circumstances we will see that we can obtain, not a differential equation, but two simultaneous algebraic equations [for $A^{\prime}$ and $B^{\prime}$ ]. We now carry through the procedure which is known as the method of variation of parameters.

Assume that

$$
\begin{equation*}
y_{1}(x)=A(x) u_{1}(x)+B(x) u_{2}(x) \tag{5.46}
\end{equation*}
$$

is a particular integral of (5.23 a). Differentiating (and rearranging),

$$
\begin{equation*}
y_{1}^{\prime}=A u_{1}^{\prime}+B u_{2}^{\prime}+\left(A^{\prime} u_{1}+B^{\prime} u_{2}\right) \tag{5.47}
\end{equation*}
$$

At this point we use the freedom to impose an extra constraint and require that the term in the brackets be zero.

$$
\begin{equation*}
A^{\prime} u_{1}+B^{\prime} u_{2}=0 \tag{5.48}
\end{equation*}
$$

This removes the derivatives of $A$ and $B$ from $y_{1}^{\prime}$ and results in (5.47) taking the form

$$
\begin{equation*}
y_{1}^{\prime}=A u_{1}^{\prime}+B u_{2}^{\prime} \tag{5.49}
\end{equation*}
$$

A further differentiation yields

$$
\begin{equation*}
y_{1}^{\prime \prime}=A u_{1}^{\prime \prime}+B u_{2}^{\prime \prime}+A^{\prime} u_{1}^{\prime}+B^{\prime} u_{2}^{\prime} \tag{5.50}
\end{equation*}
$$

and substitution into (5.23 a) from (5.46), (5.49) and (5.50) gives

$$
\begin{equation*}
A L\left(u_{1}\right)+B L\left(u_{2}\right)+f_{2} A^{\prime} u_{1}^{\prime}+f_{2} B^{\prime} u_{2}^{\prime}=f(x) . \tag{5.51}
\end{equation*}
$$

As we have noted, $L\left(u_{1}\right)=L\left(u_{2}\right)=0$, and so from (5.48) and (5.51) we obtain two simultaneous equations for $A^{\prime}$ and $B^{\prime}$, namely

$$
\begin{align*}
& A^{\prime} u_{1}+B^{\prime} u_{2}=0  \tag{5.48bis}\\
& A^{\prime} u_{1}^{\prime}+B^{\prime} u_{2}^{\prime}=f(x) / f_{2}(x) \tag{5.52}
\end{align*}
$$

Finally provided that $u_{1} u_{2}^{\prime} \neq u_{2} u_{1}^{\prime}$ [ $u_{2}$ is not a simple multiple of $u_{1}$ ], these can be solved to give

$$
\begin{equation*}
A^{\prime}=\frac{u_{2} f(x)}{f_{2}\left(u_{2} u_{1}^{\prime}-u_{1} u_{2}^{\prime}\right)} \quad \text { and } \quad B^{\prime}=\frac{-u_{1} f(x)}{f_{2}\left(u_{2} u_{1}^{\prime}-u_{1} u_{2}^{\prime}\right)} \tag{5.53}
\end{equation*}
$$

For specific forms of $u_{1}, u_{2}$ and $f(x)$, these may be integrated to yield closed expressions for $A(x)$ and $B(x)$, but even if this is not possible, (5.53) provides a formal solution, enabling the general solution of (5.23 a) to be written

$$
\begin{equation*}
y(x)=a u_{1}(x)+b u_{2}(x)+A(x) u_{1}(x)+B(x) u_{2}(x) \tag{5.54}
\end{equation*}
$$

Of course $a$ and $b$ must still be determined by boundary conditions. This generalized approach is used later in section 7.5 in connection with Green's functions.

Even though what we have just shown enables us to write down the solution from (5.53) and (5.54), we will, for illustration, go through the working again for a specific case in the following example.

Example 5.7. Solve $y^{\prime \prime}+y=\operatorname{cosec} x$ subject to $y(0)=y(\pi / 2)=0$. The complementary function is trivially

$$
y_{2}(x)=a \cos x+b \sin x .
$$

Assume a particular integral

$$
y_{1}(x)=A(x) \cos x+B(x) \sin x .
$$

If we require, as in (5.48), that
(i) $A^{\prime} \cos x+B^{\prime} \sin x=0$,
then

$$
y_{1}^{\prime}=-A \sin x+B \cos x .
$$

Differentiating again

$$
y_{1}^{\prime \prime}=\left(-A+B^{\prime}\right) \cos x-\left(A^{\prime}+B\right) \sin x
$$

Substitution in the original equation gives

$$
\begin{aligned}
& A(-\cos x+\cos x)+B(-\sin x+\sin x) \\
& \quad-A^{\prime} \sin x+B^{\prime} \cos x=\operatorname{cosec} x
\end{aligned}
$$

or (ii) $-A^{\prime} \sin x+B^{\prime} \cos x=\operatorname{cosec} x$.
Solving (i) and (ii) gives

$$
A^{\prime}=-\sin x \operatorname{cosec} x=-1, \quad B^{\prime}=\cos x \operatorname{cosec} x=\cot x
$$

Hence a solution is

$$
A(x)=-x, \quad B(x)=\ln (\sin x)
$$

giving as the full solution of the original equation

$$
y(x)=(a-x) \cos x+(b+\ln (\sin x)) \sin x .
$$

The given boundary conditions require both $a$ and $b$ to be zero $\dagger$ thus making the final solution

$$
y(x)=\sin (x) \ln (\sin x)-x \cos x
$$

$\dagger$ The limit of $\mu \ln \mu$, as $\mu \rightarrow 0$, is equal to 0 .

Although our attention is focussed on second-order equations, it is worth remarking again that the method of variation of parameters can be applied to higher-order differential equations, additional conditions analogous to (5.48) being imposed on each derivative of the trial function except that of highest order.

### 5.9 Partially-known complementary function

An alternative and, in principle, easier method of using the complementary function to obtain a particular integral is described in this section. Like the variation of parameters method it can be used when the $f_{i}$ in

$$
\begin{equation*}
L(y) \equiv f_{2} y^{\prime \prime}+f_{1} y^{\prime}+f_{0} y=f(x) \tag{5.55}
\end{equation*}
$$

are functions of $x$ and not just constants. The method is easier in principle since only one of the integrals in the CF need be known. It is clear that in most cases the other has to be found sooner or later for a complete solution, but, as we shall see, it effectively comes from a first-order and not a second-order equation.

Suppose one solution $y_{2}(x)$ of the complementary function equation $L(y)=0$ is known and try as a solution of (5.55)

$$
\begin{equation*}
y_{1}(x)=z y_{2}(x) \tag{5.56}
\end{equation*}
$$

where $z$ is also a function of $x$. We now rely on a similar property to the first of the two discussed in connection with the variation of parameters (section 5.8); namely that when $y_{1}^{\prime}$ and $y_{1}^{\prime \prime}$ are computed and substituted in (5.55) we obtain an equation of the form

$$
\begin{equation*}
\text { 12. } \quad f_{2} y_{2} z^{\prime \prime}+\left(2 f_{2} y_{2}^{\prime}+f_{1} y_{2}\right) z^{\prime}+z L\left(y_{2}\right)=f(x) \tag{5.57}
\end{equation*}
$$

Since $L\left(y_{2}\right)=0$, this is a second-order equation in $z$, but with $z$ absent. Thus it is in fact a linear first-order equation for $z^{\prime}$, which can be solved for $z^{\prime}$ and then integrated to give $z$ and hence the particular integral $y_{1}(x)$.

To illustrate the method let us re-solve the equation of example 5.7, $y^{\prime \prime}+y=\operatorname{cosec} x$. Suppose that only the part of the CF, $y_{2}=\cos x$, has been noticed (or chosen to be noticed). To try to obtain a particular integral we use

$$
y_{1}(x)=z \cos x
$$

giving

$$
y_{1}^{\prime \prime}+y_{1}=z^{\prime \prime} \cos x-2 z^{\prime} \sin x=\operatorname{cosec} x .
$$

This is a linear first-order equation for $z^{\prime}$ with
13. integrating factor $=\cos x$,
i.e. $\quad\left(z^{\prime} \cos ^{2} x\right)^{\prime}=\cot x$, $z^{\prime} \cos ^{2} x=\ln (\sin x)+c$.
$z(x)=\int^{x} \sec ^{2} x_{1} \ln \left(\sin x_{1}\right) \mathrm{d} x_{1}+\int^{x} c \sec ^{2} x_{1} \mathrm{~d} x_{1}$

$$
=\tan x \ln (\sin x)-x+k+c \tan x
$$

Therefore the PI is [as in example 5.7]

$$
\begin{equation*}
y_{1}(x)=\sin x \ln (\sin x)-x \cos x+k \cos x+c \sin x \tag{5.58}
\end{equation*}
$$

It will be noticed that this includes both terms of the complete CF and thus the labour of finding the second part has been done.
$\rightarrow 14$. Obtain the same solution (5.58), starting with $y_{2}(x)=\sin x$ as the partial CF.

### 5.10 General second-order equations

As mentioned before, the method of the previous section and the variation of parameters can be applied to linear differential equations even when the coefficients of the derivatives are functions of $x$. Examples using them appear in the exercises of section 5.12 .

A further class of equations for which the methods of the previous three sections can be applied is the class of 'dimensionally-homogeneous' equations, $\dagger$ typified [for a second-order equation] by

$$
\begin{equation*}
a_{2} x^{2} y^{\prime \prime}+a_{1} x y^{\prime}+a_{0} y=f(x) \tag{5.59}
\end{equation*}
$$

By making the substitution $x=\exp (t)$, the equation can be reduced to one with constant coefficients. The general theory will not be worked out here, but an illustrative example is provided by exercise 14 of section 5.12 .

The useful application of this substitution is actually somewhat wider than just equations of the form (5.59), and it usually results in a simplification when made in any equation where the 'dimensions' of $x$ and $y$ individually are the same in every term on the left-hand side. In this context $y^{(n)}$ has dimension 1 in $y$ and dimension $-n$ in $x$ and, for example, $2 x^{2} y^{\prime} y$ has the same dimensions as $x^{5}\left(y^{\prime \prime}\right)^{2}$. Equations involving expressions in which the dimensions of $x$ and $y$ taken together are the same in every term (e.g. $x^{2}+3 x y+y^{2} y^{\prime}$ ) can be reduced to this amenable form by the substitution $y=z x, z$ then having dimension 0 .

[^15]For the general second-order equation (linear or not) the occurrence of certain forms will permit the use of methods previously discussed, in particular those for first-order equations. The two most obvious cases are:
(i) If $y$ is absent from the equation. Then a new variable $z=y^{\prime}$ can be used and a first-order equation containing $x, z$ and $z^{\prime}$ obtained. This is solved for $z$ and then $y^{\prime}=z$ solved for $y$.
(ii) If $x$ is absent from the equation. Again use a new variable $z=y^{\prime}$ and write $y^{\prime \prime}=z^{\prime}=(\mathrm{d} z / \mathrm{d} y) \times(\mathrm{d} y / \mathrm{d} x)=z(\mathrm{~d} z / \mathrm{d} y)$. This gives a firstorder equation in $y, z$ and $(\mathrm{d} z / \mathrm{d} y)$ which is processed as in (i).

### 5.11 Laplace transform methods

Before leaving the methods of solution of ordinary differential equations which yield solutions in the form of explicit or tabulated functions or in the form of an integral (quadrature), we must consider the method of Laplace transforms. Our treatment will be superficial since the area is a large one and has filled many books by itself. We will not concern ourselves at all with existence and uniqueness questions, but assume that all 'plausible' assumptions and operations are in fact valid.

The philosophy of the method is that a change in the variables appearing in a differential equation is made, with the object of removing from the equation all the differential and integral signs which appear so that the resulting equation is purely algebraic. This gain is not made without some penalty however, since, even if the resulting algebraic equations are soluble, the problem of transforming back to the original variables still remains.

Let us be more specific. Suppose that we have a function $f(x)$ defined for all positive $x$, then its Laplace transform $F(s)$ (or $L(f)$ ) is defined by

$$
\begin{equation*}
L(f) \equiv F(s) \equiv \int_{0}^{\infty} \exp (-s x) f(x) \mathrm{d} x \tag{5.60}
\end{equation*}
$$

provided this integral exists [which it will do for a wide range of functions $f(x)$ provided $s>0]$. We here assume $s$ is real, but complex values have to be considered in a more detailed study.

In this way (5.60) defines a linear transformation which converts from the variable $x$ to a new variable $s$. As the simplest example, take $f(x)=1$, then

$$
\begin{equation*}
L(1)=F(s)=\int_{0}^{\infty} \exp (-s x) \mathrm{d} x=s^{-1}, \quad \text { for } s>0 \tag{5.61}
\end{equation*}
$$

Further simple examples are
15. $\quad L\left(x^{n}\right)=\int_{0}^{\infty} x^{n} \exp (-s x) \mathrm{d} x=n!s^{-(n+1)}, \quad n=0,1,2, \ldots$,
16. $L(\sin b x)=\int_{0}^{\infty} \sin (b x) \exp (-s x) \mathrm{d} x=b\left(s^{2}+b^{2}\right)^{-1}$.

Clearly the inversion of this transformation is not going to be an easy operation to perform, since an explicit formula for $f(x)$, given the form of $F(s)$, is not straightforwardly obtained from (5.60). However a fair amount of progress can be made without having to find such an explicit inverse, since we can prepare from (5.60) a 'dictionary' of Laplace transforms of common functions, and, when faced with an inversion to carry out, hope to find the given transform (together with its parent function) in the listing.

Before proceeding further we should show that this procedure will in fact do what is intended - namely transform derivatives and integrals to algebraic functions.

Consider first differentiation. We have to investigate the Laplace transform, $L\left(f^{\prime}\right)$, of the derivative of $f(x)$. Using the definition of $L\left(f^{\prime}\right)$

$$
\begin{equation*}
L\left(f^{\prime}\right) \equiv \int_{0}^{\infty} f^{\prime}(x) \exp (-s x) \mathrm{d} x \tag{5.64}
\end{equation*}
$$

we integrate by parts to obtain

$$
\begin{aligned}
L\left(f^{\prime}\right) & =[\exp (-s x) f(x)]_{0}^{\infty}-\int_{0}^{\infty}(-s) \exp (-s x) f(x) \mathrm{d} x \\
& =-f(0)+s L(f)
\end{aligned}
$$

Thus it is possible to relate the transform of the derivative $f^{\prime}$ to that of $f$,

$$
\begin{equation*}
L\left(f^{\prime}\right)=s L(f)-f(0) \tag{5.65}
\end{equation*}
$$

This could be repeated explicitly for $f^{\prime \prime}, f^{\prime \prime \prime}, \ldots, f^{(n)}$, or (5.65) can be used repeatedly to give

$$
\begin{align*}
& L\left(f^{(n)}\right)=s\{s[\ldots(s L(f)-f(0))-\ldots \\
&\left.\left.\quad-f^{(n-3)}(0)\right]-f^{(n-2)}(0)\right\}-f^{(n-1)} \tag{0}
\end{align*}
$$

17. $\quad=s^{n} L(f)-\sum_{\tau=0}^{n-1} s^{n-\tau-1} f^{(r)}(0)$.

This shows that the Laplace transform of any derivative of $f$ can be written in terms of $L(f)$ together with the values of all lower derivatives evaluated at $x=0$.

We have here assumed that $f$ and its derivatives are continuous. If they are not, additional terms appear on the right-hand side; these can be found by breaking up the integral into ranges in which the integrand is continuous and repeating the above procedure. We will not consider such cases further except to note that if a discontinuity in $f$ occurs at $x=x_{0}$ then (5.65) is modified to

$$
\begin{equation*}
L\left(f^{\prime}\right)=s L(f)-f(0)-\left[f\left(x_{0}+\right)-f\left(x_{0}-\right)\right] \exp \left(-s x_{0}\right) \tag{5.67}
\end{equation*}
$$

where $f\left(x_{0}+\right)$ means the limit of $f(x)$ as $x \rightarrow x_{0}$ from above and similarly for $f\left(x_{0}-\right)$. It will be apparent that if $f(x)$ has a discontinuity at $x=0$ then $f(0)$ is to be interpreted as $f(0+)$.

We turn now to integration; this is more straightforward. From the definition

$$
\begin{aligned}
L\left(\int_{0}^{x} f\left(x_{1}\right) \mathrm{d} x_{1}\right)= & \int_{0}^{\infty} \mathrm{d} x \exp (-s x) \int_{0}^{x} f\left(x_{1}\right) \mathrm{d} x_{1} \\
= & {\left[(-s)^{-1} \exp (-s x) \int_{0}^{x} f\left(x_{1}\right) \mathrm{d} x_{1}\right]_{0}^{\infty} } \\
& -\int_{0}^{\infty}\left(-s^{-1}\right) \exp (-s x) f(x) \mathrm{d} x
\end{aligned}
$$

The first term on the right vanishes at both limits to give

$$
\begin{equation*}
L\left(\int_{0}^{x} f\left(x_{1}\right) \mathrm{d} x_{1}\right)=s^{-1} L(f) \tag{5.68}
\end{equation*}
$$

18. Deduce (5.68) directly from (5.65).

Of these two results, we will in this chapter be particularly concerned with that showing that differential coefficients can be replaced, in the transformed description, by polynomials. It will be apparent that the coefficients in these polynomials are closely connected with the boundary values of the derivatives.

Before using Laplace transform techniques to solve ordinary differential equations (their use in partial differential equations appears in section 9.11 of chapter 9), we must compile some standard 'dictionary' entries so that we will be in a position to complete the final stage of the operation - converting the solution back into the given variables. Three have already been covered in (5.61)-(5.63). These and several other common cases are given in table 5.1. In the last column is given the value $s_{0}$ for which $s$ must satisfy $s>s_{0}$ in order that the transform exists. (This is not of importance for the present work so long as $s_{0}$ is finite.)

## Table 5.1

|  | $f(x)$ | $L(f)$ | $s_{0}$ |
| :--- | :--- | :--- | :--- |
| 1 | 1 | $s^{-1}$ | 0 |
| 2 | $x^{n}$ | $n!s^{-(n+1)}$ | 0 |
| 3 | $\sin (b x)$ | $b\left(s^{2}+b^{2}\right)^{-1}$ | 0 |
| 4 | $\cos (b x)$ | $s\left(s^{2}+b^{2}\right)^{-1}$ | 0 |
| 5 | $\exp (a x)$ | $(s-a)^{-1}$ | a |
| 6 | $x^{n} \exp (a x)$ | $n!(s-a)^{-(n+1)}$ | a |
| 7 | $\sinh (a x)$ | $a\left(s^{2}-a^{2}\right)^{-1}$ | $\mid \mathrm{a}$ |
| 8 | $\cosh (a x)$ | $s\left(s^{2}-a^{2}\right)^{-1}$ | $\|\mathrm{a}\|$ |
| 9 | $\exp (a x) \sin (b x)$ | $b\left[(s-a)^{2}+b^{2}\right]^{-1}$ | a |
| 10 | $\exp (a x) \cos (b x)$ | $(s-a)\left[(s-a)^{2}+b^{2}\right]^{-1}$ | a |
| 11 | $x^{1 / 2}$ |  | 0 |
| 12 | $x^{-1 / 2}$ | $\left(\pi s^{-3}\right)^{1 / 2}$ | 0 |
| 13 | $U\left(x-x_{0}\right)=1, x \geqslant x_{0}$ | $s^{-1} \exp \left(-s x_{0}\right)$ | 0 |
|  |  | $=0, x<x_{0}$ |  |
|  |  |  |  |
|  |  |  |  |

-19 . Verify from the definition some of the entries in the table, say results $5,6,7,10$ and 13.
20. Prove result 12 by using $\int_{0}^{\infty} \exp \left(-t^{2}\right) \mathrm{d} t=\frac{1}{2} \pi^{1 / 2}$ and putting $t^{2}=x s$. Deduce result 11 by integrating by parts.

In carrying out these exercises and from the results in table 5.1 , it will be apparent that multiplying a function by $\exp (a x)$ has the effect on its transform that $s$ is replaced by $s-a$. [Compare results 1 and 5 , or 2 and 6, or 3 and 9]. This is easily proved generally

$$
\begin{align*}
L(\exp (a x) f(x)) & =\int_{0}^{\infty} f(x) \exp (a x) \exp (-s x) \mathrm{d} x \\
& =\int_{0}^{\infty} f(x) \exp [-(s-a) x] \mathrm{d} x \\
& =F(s-a), \text { if } L(f(x))=F(s) \tag{5.69}
\end{align*}
$$

As it were, multiplying $f(x)$ by $\exp (a x)$ moves the origin of $s$ by an amount a.

If we multiply the transform by $\exp (-b s), b>0$, what does this cor-
respond to in the original function? We take the negative exponent since $0<s<\infty$. From the definition (5.60)

$$
\begin{align*}
\exp (-b s) F(s) & =\int_{0}^{\infty} \exp [-s(x+b)] f(x) \mathrm{d} x \\
& =\int_{0}^{\infty} \exp (-s z) f(z-b) \mathrm{d} z \tag{5.70}
\end{align*}
$$

on putting $x+b=z$. Thus $\exp (-b s) F(s)$ is the Laplace transform of a function $g(x)$ defined to be

$$
\begin{align*}
g(x) & =0 \text { for } 0<x<b, \\
& =f(x-b) \text { for } x>b . \tag{5.71}
\end{align*}
$$

In words, the function has been translated to 'later' $x$ by an amount $b$.
The results (5.69) and (5.70 and 5.71) are generally known as the substitution and translation properties respectively of Laplace transforms.

We now turn to the solution of differential equations using these methods. This will be treated by working through a number of examples of various kinds, and, so that Laplace transform methods can be seen in relation to other approaches, some of the same equations we have already considered will be re-solved here.
Consider first the solution of (5.4)

$$
\begin{equation*}
y^{\prime \prime}+y=0, \tag{5.4bis}
\end{equation*}
$$

with the boundary conditions, say, $y(0)=A, y^{\prime}(0)=B$. As on previous occasions, although the solution is immediate, we work pedantically through the steps of the method purely to illustrate them.
We first multiply the equation through by $\exp (-s x)$ and integrate with respect to $x$ from 0 to $\infty$

$$
\begin{equation*}
\int_{0}^{\infty} y^{\prime \prime}(x) \exp (-s x) \mathrm{d} x+\int_{0}^{\infty} y(x) \exp (-s x) \mathrm{d} x=0, \tag{5.72a}
\end{equation*}
$$

or symbolically,

$$
\begin{equation*}
L\left(y^{\prime \prime}\right)+L(y)=L(0)=0 . \tag{5.72b}
\end{equation*}
$$

If functions for which the Laplace transform is not known were to appear in the original equation, the next step would be to evaluate the corresponding integral along the lines of ( 5.72 a ). There is of course always one function which falls into this 'transform-unknown' class, namely $y(x)$ itself. Let us denote its transform by $Y(s)$. It is an algebraic equation for $Y(s)$ which we must construct and solve in order to find the unknown function $y(x)$.

For the present example both terms are in convenient forms, and so, using (5.66) with $n=2$ to deal with the first term, we have

$$
\left[s^{2} Y(s)-s y(0)-y^{\prime}(0)\right]+Y(s)=0 .
$$

Substituting the boundary values for $y(0)$ and $y^{\prime}(0)$ and rearranging we have

$$
Y(s)=\frac{A s+B}{1+s^{2}}=\frac{A s}{1+s^{2}}+\frac{B}{1+s^{2}} .
$$

Now if we consult table 5.1, results 3 and 4 [with $b=1$ ] show that the right-hand side is the Laplace transform of

$$
y(x)=A \cos x+B \sin x,
$$

which is therefore the required solution [with the boundary conditions correctly included].
As a second illustration, consider [yet again] example 5.4 (i) (p. 128)

$$
y^{\prime \prime}-6 y^{\prime}+8 y=16 x+12
$$

This time we omit explicit intermediate steps and go, with the help of (5.66) and results 1 and 2 of table 5.1, straight to the transformed equation

$$
\left[s^{2} Y-s y(0)-y^{\prime}(0)\right]-6[s Y-y(0)]+8 Y=16 s^{-2}+12 s^{-1}
$$

Rearranging,

$$
Y(s)=\frac{s^{2} B+s^{2} A(s-6)+16+12 s}{s^{2}\left(s^{2}-6 s+8\right)},
$$

where $y(0)$ and $y^{\prime}(0)$ have been written as $A$ and $B$ respectively. The righthand side can be arranged in partial fractions as

$$
Y(s)=\frac{3}{s}+\frac{2}{s^{2}}+\frac{4-2 A+B}{2(s-4)}-\frac{10-4 A+B}{2(s-2)} .
$$

Again using table 5.1 to transform back the right-hand side term by term, this means that

$$
\begin{aligned}
& y(x)=3+2 x+\left(2-A+\frac{1}{2} B\right) \exp (4 x) \\
&\left(5-2 A+\frac{1}{2} B\right) \exp (2 x),
\end{aligned}
$$

which is of course the same form as has been obtained previously [example 5.4 and 10$]$.

We lastly illustrate the use of the transform to solve simultaneous differential equations by basically re-solving another of our previous examples, example 5.6, but with slightly changed conditions. Suppose
there is no external e.m.f. impressed, but that initially the second capacitance is given a charge $C V_{0}$ with the first one uncharged, and that at time $t=0$, a switch in the second circuit is closed. Find the subsequent current in the first circuit.

Subject to the initial conditions $q_{1}(0)=\dot{q}_{1}(0)=\dot{q}_{2}(0)=0$ and $q_{2}(0)=$ $C V_{0}=V_{0} / G$ we have to solve

$$
\begin{align*}
& L \ddot{q}_{1}+M \ddot{q}_{2}+G q_{1}=0 \\
& M \ddot{q}_{1}+L \ddot{q}_{2}+G q_{2}=0 \tag{5.73}
\end{align*}
$$

Here $L$ is the self-inductance of the circuits and is not to be confused with the symbolic Laplace transform operator. Writing the transform of $q_{i}(t)$ as $Q_{i}(s)$, we have on taking the transform

$$
\begin{array}{ll} 
& \left(L s^{2}+G\right) Q_{1}+M s^{2} Q_{2}=s M V_{0} C, \quad C=1 / G \\
-21 . & M s^{2} Q_{1}+\left(L s^{2}+G\right) Q_{2}=s L V_{0} C .
\end{array}
$$

Eliminating $Q_{2}$ and rewriting as an equation for $Q_{1}$
-22 .

$$
\begin{aligned}
Q_{1}(s) & =\frac{M V_{0} s}{\left[(L+M) s^{2}+G\right]\left[(L-M) s^{2}+G\right]} \\
& =\frac{V_{0}}{2 G}\left[\frac{(L+M) s}{(L+M) s^{2}+G}-\frac{(L-M) s}{(L-M) s^{2}+G}\right]
\end{aligned}
$$

Thus using table 5.1

$$
\begin{equation*}
q_{1}(t)=\frac{1}{2} V_{0} C\left[\cos \left(\omega_{1} t\right)-\cos \left(\omega_{2} t\right)\right] \tag{5.74}
\end{equation*}
$$

where $\quad \omega_{1}^{2}(L+M)=G \quad$ and $\quad \omega_{2}^{2}(L-M)=G$.
This gives finally that

$$
i_{1}(t)=\frac{1}{2} V_{0} C\left[\omega_{2} \sin \left(\omega_{2} t\right)-\omega_{1} \sin \left(\omega_{1} t\right)\right]
$$

With these three examples we finish our very superficial treatment of Laplace transforms for this chapter. As indicated earlier, the general subject is a large one and the interested reader can only be referred to one of the many books devoted to the subject for other aspects, e.g. the properties of the transform under differentiation and integration with respect to $s$, and all existence and uniqueness results. We will briefly return to the technique in connection with partial differential equations in chapter 9, and an outline of the method for finding an untabulated inverse by contour integration of a complex variable is given in chapter 16.

### 5.12 Examples for solution

1. Dimensionally-homogeneous equations. Suppose $P(x, y) / Q(x, y)$ of (5.5) can be written as $-f(y / x)$. Then by putting $y=z x$ show that the general solution is

$$
\ln x=\int \frac{\mathrm{d} z}{f(z)-z}+c .
$$

Solve (a) $x^{2} y^{\prime}-\left(y+\frac{1}{2} x\right)^{2}=0$; (b) $y^{\prime}=(y / x)+\sin (y / x)$.
2. Find the general solution of $y^{\prime}+2(x+1)^{-1} y=x+1$.
3. Obtain a parametric solution of the equation $y^{\prime 2}-y^{\prime}=\exp (x)$ with $y=0$ when $x=0$.
4. Using the auxiliary equation find the general solutions of the following:
(a) $y^{\prime \prime \prime}-12 y^{\prime}+16 y=32 x-8$;
(b) $y^{\prime \prime \prime \prime}-6 y^{\prime \prime}+11 y^{\prime \prime}-6 y^{\prime}+10 y=1[i$ is one root of the equation].
5. Use the D operator to solve $y^{\prime \prime}-y^{\prime}-2 y=10 \cos x$ with $y(0)=y^{\prime}(0)=0$.
6. Solve $y^{\prime \prime}+2 y^{\prime}+3 y=\exp (-x) \cos (\sqrt{ } 2 x)$. Use D operator methods and consider the real part of $\exp [(-1+\sqrt{ } 2 i) x]$.
7. Continue the analysis of example 5.6 (p. 134). Show that if the resistance of the circuits is truly zero, then the transients do not die away but oscillate with a form

$$
A \exp \left(\mathrm{i} \omega_{+} t\right)+B \exp \left(\mathrm{i} \omega_{-} t\right)
$$

where $\omega_{ \pm}^{2}=G(L \pm M)^{-1}$. [See line (5.74).] Find also the ultimate value of the current in the second circuit if the resistance is small but finite.
8. A particle of charge $e$ and mass $m$ moves in magnetic and electric fields. The electric field $E$ is parallel to the $x$-axis and the magnetic field $B$ to the $z$-axis. Its equation of motion is

$$
m \ddot{\mathbf{r}}=e \dot{\mathbf{r}} \wedge \mathbf{B}+e \mathbf{E}
$$

Find the two simultaneous equations describing the motion in the $x y$-plane and solve them using D operator methods (to obtain uncoupled equations) for the case when the particle starts from rest at the origin.
9. Factorization of the operator. Suppose we need to solve $x y^{\prime \prime}$ $(3+x) y^{\prime}+3 y=f(x)$. Using D operator notation this is

$$
\left(x \mathrm{D}^{2}-(3+x) \mathrm{D}+3\right) y=f
$$

in which the operator can be written as the product of two factors

$$
(x \mathbf{D}-3)(\mathbf{D}-1) y=f
$$

[It should be noticed that this is not the same as ( $\mathrm{D}-1$ ) $\times$ ( $x \mathrm{D}-3$ ) $y=f$ since D and $x$ do not commute.] If such an arrangement is possible then the problem can be reduced to two consecutive first-order equations; solving first

$$
(x \mathrm{D}-3) z=f
$$

and then using $z$ from this to solve

$$
(\mathrm{D}-1) y=z
$$

(a) If $f(x)=x^{4} \exp (x)$, use this method to find the general solution.
(b) Apply the method to, say, equation (i) of example 5.4 (page 128) to show that the solution for constant coefficients is as found by more direct methods.
10. Use the method of variation of parameters to solve $y^{\prime \prime}-6 y^{\prime}+$ $8 y=\exp (x) \cos (x)$.
11. Solve $x^{2} y^{\prime \prime}+2 x y^{\prime}-n(n+1) y=x^{m}$, (a) by trial function, (b) by variation of parameters. Assume $m \neq n$ and $m \neq-(n+1)$.
12. Using the methods of section 5.9 solve:
(i) $x^{2} y^{\prime \prime}+\left(x^{2} \tan x-2 x\right) y^{\prime}+(2-x \tan x) y=x^{3} \sin 2 x$,
(ii) $\left(1-x^{2}\right) y^{\prime \prime}+2\left(x^{2}+x-1\right) y^{\prime}-\left(x^{2}+2 x-1\right) y=0$, [Try $y=\exp (x)$.],
(iii) $y^{\prime \prime}-\left(1-x^{2}\right) y^{\prime}-x^{2} y=0$.
13. Solve: (i) $y^{\prime \prime}+2 x\left(y^{\prime}\right)^{2}=0$; (ii) $y y^{\prime \prime}+\left(y^{\prime}\right)^{2}=y y^{\prime}$.
14. By putting $x=\exp (t)$ reduce $x^{2} y^{\prime \prime}+2 x y^{\prime}+\frac{1}{4} y=x^{-1 / 2}$ with $y(1)=y(\mathrm{e})=0$, to a simpler equation and hence solve it.
15. Solve the non-linear equation

$$
x^{3} y^{\prime \prime}-\left(x^{2}+x y\right) y^{\prime}+\left(y^{2}+x y\right)=0 .
$$

16. Use Laplace transforms to solve example 5.4 (iii) (page 128) with the conditions $y(0)=3, y^{\prime}(0)=9$.
17. An electrical circuit consists of an uncharged capacitance $G^{-1}$, an inductance $L$ and a resistance $R$, all in series with a generator of e.m.f. $V \sin \omega t$. A switch in the circuit is closed at time $t=0$. If the charge on the condenser is $q(t)$, identify the transient and persistent terms in $Q(s)$, the Laplace transform of $q(t)$.
(a) Show that the transients die away with a time constant $2 L / R$.
(b) Show that the character of the transient response depends on
whether $4 G L$ is greater than, less than, or equal to $R^{2}$. What general form is it in each case?
(c) Show that in the persistent response, the current is a phase angle $\phi$ ahead of the applied voltage where $\tan \phi=\left(G-L \omega^{2}\right) / R \omega$.
18. Two unstable isotopes $A$ and $B$ and a stable one $C$ have the following decay rates per atom present: $A \rightarrow B, 3 \mathrm{~s}^{-1} ; A \rightarrow C$, $1 \mathrm{~s}^{-1} ; B \rightarrow C, 2 \mathrm{~s}^{-1}$. Initially a quantity $x_{0}$ of $A$ is present and none of the other two types. Find the amount of $C$ present at any subsequent time. [Use Laplace transforms.]
19. The quantities $x(t), y(t)$ satisfy the simultaneous equations

$$
\begin{aligned}
& \ddot{x}+2 n \dot{x}+n^{2} x=0, \\
& \ddot{y}+2 n \dot{y}+n^{2} y=\mu \dot{x},
\end{aligned}
$$

where $x(0)=y(0)=\dot{y}(0)=0$, and $\dot{x}(0)=\lambda$. Show that

$$
y(t)=\frac{1}{2} \mu \lambda t^{2} \exp (-n t)\left(1-\frac{1}{3} n t\right) .
$$

## 6

## Series solutions of differential equations

In the preceding chapter the solution of ordinary differential equations in terms of standard functions or numerical integrals was discussed, and methods for obtaining such solutions explained and illustrated. The present chapter is concerned with a further method of obtaining solutions of ordinary differential equations, but this time in the form of a convergent series which can be evaluated numerically [and if sufficiently commonly occurring, named and tabulated]. As previously, we will be principally concerned with second-order linear equations.

There is no distinct borderline between this and the previous chapter; for consider the equation already solved many times in that chapter

$$
\begin{equation*}
y^{\prime \prime}+y=0 \tag{6.1}
\end{equation*}
$$

The solution in terms of standard functions is of course

$$
\begin{equation*}
y(x)=a \cos x+b \sin x \tag{6.2}
\end{equation*}
$$

but an equally valid solution can be obtained as a series. Exactly as in -1 of chapter 5 we could try a solution

$$
\begin{equation*}
y(x)=\sum_{0}^{\infty} a_{n} x^{n} \tag{6.3}
\end{equation*}
$$

and arrive at the conclusion that two of the $a_{n}$ are arbitrary [ $a_{0}$ and $a_{1}$ ] and that the others are given in terms of them by

$$
\begin{align*}
& a_{0}=(-1)^{n}(2 n)!a_{2 n} \\
& a_{1}=(-1)^{n}(2 n+1)!a_{2 n+1} . \tag{6.4}
\end{align*}
$$

Hence the solution is

$$
\begin{equation*}
y(x)=a_{0}\left(1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\cdots\right)+a_{1}\left(x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\cdots\right) . \tag{6.5}
\end{equation*}
$$

It hardly needs pointing out that the series in the brackets are exactly those known as $\cos x$ and $\sin x$ and that the solution is precisely that
of (6.2); it is simply that the cosine and sine functions are so familiar that they have a special name which is adequate to identify the corresponding series without further explanation.

It will also be true of most of our examples that they have a name (although their properties will be slightly less well known), but the methods we will develop can be applied to a variety of equations, both named and un-named.

Our principal 'demonstration models' will be Legendre's and Bessel's equations and since these two equations and their solutions play such a large role in the analysis of physics and engineering problems, we will also, at the same time, consider in detail some of their properties not strictly connected with their series representation. These properties will be used in later chapters (particularly in chapter 10 ).

In the course of establishing the properties of the Legendre and Bessel functions, the idea of generating functions will be introduced and illustrated as a convenient and compact way of representing and manipulating a series of parameter-dependent functions.

### 6.1 Ordinary and singular points

We take as the general form of second-order linear equation

$$
\begin{equation*}
y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0 \tag{6.6}
\end{equation*}
$$

[The general equation ( 5.23 b ) of the previous chapter has been merely divided through by $f_{2}(x)$.] Our reason for making the coefficient of $y^{\prime \prime}$ unity is that with this form we can say in a fairly general way when a solution in the form of a series is possible.

Expressed in this form the two model equations are
Legendre's equation,

$$
\begin{equation*}
y^{\prime \prime}-\frac{2 x}{1-x^{2}} y^{\prime}+\frac{l(l+1)}{1-x^{2}} y=0 \tag{6.7}
\end{equation*}
$$

Bessel's equation,

$$
\begin{equation*}
y^{\prime \prime}+\frac{1}{x} y^{\prime}+\left(1-\frac{m^{2}}{x^{2}}\right) y=0 \tag{6.8}
\end{equation*}
$$

In normal usage the $x$ of Legendre's equation is the cosine of the polar angle in spherical polar coordinates and thus $-1 \leqslant x \leqslant 1$. In Bessel's equation, $x$ is usually a multiple of a radial distance and therefore ranges from 0 to $\infty$.

Suppose now that we wish to find solutions of (6.6) expressed as power series in $\left(x-x_{0}\right)$ for any $x_{0}$ in a certain domain with the possible excep-
tion of a (finite) number of singular points. We are then led to consider whether both $P(x)$ and $Q(x)$ can themselves be expressed as series of (ascending) non-negative integer powers of $x-x_{0}$ (i.e. are analytic). If they can, $x_{0}$ is called an ordinary point of the equation. If either or both cannot be so expressed, then $x_{0}$ is a singular point. By the expression non-negative integer powers, we allow the possibility of constant terms in the expansions of $P$ and $Q$.

Even though an equation may be singular at the point $x_{0}$, it does not follow that all its integrals are. [An 'integral' of a differential equation is the name often given to a function which is a solution of the equation.] In fact the necessary and sufficient condition $\dagger$ that a non-singular (finite) integral of (6.6) exists at the point $x=x_{0}$ is that $\left(x-x_{0}\right) P(x)$ and $\left(x-x_{0}\right)^{2} Q(x)$ can be expressed as non-negative power series in $\left(x-x_{0}\right)$. [In complex variable language $\left(x-x_{0}\right) P(x)$ and $\left(x-x_{0}\right)^{2} Q(x)$ are analytic at $x=x_{0}$.]

Points at which the equation is singular but a non-singular solution exists are called regular singular points of the equation. If both the equation and all its integrals are singular, $x_{0}$ is known as an irregular singular point.

In our subsequent discussion we will consider only ordinary and regular singular points. In addition we will take $x_{0}$, the point about which the expansion is to be made, as the origin, i.e. $x_{0}=0$. If this is not already the case, the substitution $X=x-x_{0}$ will make it so. With these limitations included we can multiply our original equation through by $x^{2}$ so that it becomes

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0 \tag{6.9}
\end{equation*}
$$

where $p(x)$ and $q(x)$ are analytic, i.e.

$$
\begin{equation*}
p(x)=\sum_{i=0}^{\infty} p_{i} x^{i}, \quad q(x)=\sum_{j=0}^{\infty} q_{j} x^{j} . \tag{6.10}
\end{equation*}
$$

These last two expansions are valid for $0 \leqslant|x|<R$ for some non-zero R.

It will be readily noted that if the origin is an ordinary point of the original equation (6.6), then $p_{0}=q_{0}=q_{1}=0$.
$\rightarrow$. Verify that regular singular points occur at $x=0$ for Bessel's equation and at $x= \pm 1$ for Legendre's equation.

[^16]
### 6.2 General method and indicial equation

We are seeking a solution of (6.9) of the form

$$
\begin{equation*}
y(x)=x^{\sigma} \sum_{0}^{\infty} a_{n} x^{n}=x^{\sigma}\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}+\cdots\right) \tag{6.11}
\end{equation*}
$$

in which $a_{0} \neq 0$ and the value of $\sigma$ has yet to be determined. We expect this series to be convergent for $|x|<$ some $R^{\prime}$ except possibly (depending on the value of $\sigma$ ) at $x=0$.

Differentiation of (6.11) and substitution into (6.9) leads to the following equation

$$
\begin{align*}
\sum_{n}(\sigma+n)(\sigma+n-1) a_{n} x^{\sigma+n}+ & \sum_{n, m}(\sigma+n) a_{n} p_{m} x^{\sigma+n+m} \\
& +\sum_{n, m} a_{n} q_{m} x^{\sigma+n+m}=0 \tag{6.12}
\end{align*}
$$

where all summations are from 0 to $\infty$.
Each power of $x$ must separately have its coefficient on the left-hand side equal to zero. The lowest power present is $x^{\sigma}$ and so

$$
\begin{equation*}
\left[\sigma(\sigma-1)+\sigma p_{0}+q_{0}\right] a_{0}=0 \tag{6.13}
\end{equation*}
$$

But $a_{0} \neq 0$ and so [defining at the same time the function $\theta(\sigma)$ ]

$$
\begin{equation*}
\theta(\sigma) \equiv \sigma(\sigma-1)+\sigma p_{0}+q_{0}=0 \tag{6.14}
\end{equation*}
$$

This equation is called the indicial equation. It is a quadratic in $\sigma$ and in general has two roots, the nature of which determines the forms of possible series solutions, as will be seen in the next sections.
$>2$. Show that for an equation for which the origin is an ordinary point, the indicial equation has roots 0 and 1.

Equating to zero the coefficients of higher powers of $x$, we get for $x^{\sigma+n}(n \geqslant 1)$,

$$
\begin{equation*}
\theta(\sigma+n) a_{n}+\sum_{r=0}^{n-1}(\sigma+r) p_{n-r} a_{r}+\sum_{r=0}^{n-1} q_{n-r} a_{r}=0 \tag{6.15}
\end{equation*}
$$

where, as defined in (6.14),

$$
\begin{equation*}
\theta(\sigma+n) \equiv(\sigma+n)(\sigma+n-1)+(\sigma+n) p_{0}+q_{0} \tag{6.16}
\end{equation*}
$$

Thus (6.15) gives a recurrence relation for the $a_{n}$, expressing each $a_{n}$ as a function of previous $a_{r}(0 \leqslant r \leqslant n-1)$ and the coefficients of the original equation.

If it were not for special circumstances, the procedure from this point on would be straightforward, namely:
(i) Solve the indicial equation to obtain two roots, $\sigma_{1}$ and $\sigma_{2}$.
(ii) Select one of the roots, say $\sigma_{1}$, and also choose $a_{0}$ arbitrarily.
(iii) Compute $a_{1}, a_{2}, \ldots$ successively from (6.15) to generate one series $x^{\sigma_{1}} \sum_{0}^{\infty} a_{1} x^{i}$.
(iv) Repeat the last two steps using the other root $\sigma_{2}$.
(v) Take as the general solution

$$
\begin{align*}
& y(x)=x^{\sigma_{1}}\left(a_{0}+a_{1} x+a_{2} x^{2}+\cdots\right) \\
& +x^{\sigma_{2}}\left(b_{0}+b_{1} x+b_{2} x^{2}+\cdots\right) . \tag{6.17}
\end{align*}
$$

As an example carry through the following exercise.
3. Consider an expansion about $x=0$ of the solution of

$$
x^{2} y^{\prime \prime}-\frac{3}{2} x y^{\prime}+(1+x) y=0
$$

(i) Show the roots of the indicial equation are $2, \frac{1}{2}$.
(ii) Find the recurrence relation corresponding to $\sigma=2$.
(iii) Write down the general term of the series.
(iv) Similarly find the general term in the series corresponding to $\sigma=\frac{1}{2}$ and hence show that the general solution is

$$
\begin{aligned}
& y(x)=3 a_{0} x^{2} \sum_{0}^{\infty} \frac{(-2 x)^{n}}{n!(2 n+3)!!} \\
& \quad+b_{0}\left[x^{1 / 2}+2 x^{3 / 2}-x^{1 / 2} \sum_{2}^{\infty} \frac{(-2 x)^{n}}{n!(2 n-3)!!}\right]
\end{aligned}
$$

[The double factorial symbol $(2 n+1)!!\equiv 1 \cdot 3 \cdot 5 \cdot \ldots \cdot 2 n+1$, although not included in the list of internationally recognized symbols, is a convenient notation for the more cumbersome equivalent in terms of ordinary factorials, $(2 n+1)!/ 2^{n} n!$. However, it must not be mistaken for the factorial of a factorial.]
(v) Show that the series converges for all finite $x$.

The difficulties with the described procedure, apart from its cumbersomeness if $p(x)$ and $q(x)$ contain more than one or two terms, occur when either the roots of the indicial equation are not distinct or $\theta(\sigma+n)=0$ for some positive integer $n(\neq 0)$. The latter case arises when $\sigma_{1}$ and $\sigma_{2}$ differ by an integer. [Since $\theta(\sigma)=0$ is a quadratic and has only two roots and say $\theta\left(\sigma_{1}\right)=0$, then $\theta\left(\sigma_{1}+n\right)=0$ implies that $\sigma_{1}+n=\sigma_{2}$.] These special (but common) cases are considered in the following sections.

### 6.3 Equal roots of the indicial equation

We have just noted that if the indicial equation has only one distinct root $\sigma_{1}$ then the procedure of the previous section, whilst giving one valid series solution will not yield a second. The method of obtaining the second solution seems slightly ad hoc but proceeds as follows.

The calculation of a first series $x^{\sigma_{1}} \sum a_{n} x^{n}$ goes exactly as in the previous section, but rather than putting $\sigma=\sigma_{1}$ from the beginning of the calculation of the $a_{n}$, it is kept as a variable parameter. This means that the $a_{n}$ computed are functions of $\sigma$ and that the computed solution is now a function of $\sigma$ and $x$.

$$
\begin{equation*}
y(\sigma, x)=x^{\sigma} \sum a_{n}(\sigma) x^{n} \tag{6.18}
\end{equation*}
$$

If we put $\sigma=\sigma_{1}$ in this we immediately obtain the first series, but for the moment we leave it as a parameter.

For brevity let us denote the differential operator on the left-hand side of (6.9) by $L$, i.e.

$$
\begin{equation*}
L \equiv x^{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+x p(x) \frac{\mathrm{d}}{\mathrm{~d} x}+q(x) \tag{6.19}
\end{equation*}
$$

and examine the effect of $L$ on the $y$ of (6.18).
Along the lines of the argument in section 6.2 we obtain

$$
\begin{align*}
L[y(\sigma, x)]=a_{0} x^{\sigma} \theta(\sigma) & +\sum_{n=1}^{\infty} x^{\sigma+n}\left\{\theta(\sigma+n) a_{n}(\sigma)\right. \\
& \left.+\sum_{r=0}^{n-1}\left[(\sigma+r) p_{n-r}+q_{n-r}\right] a_{r}(\sigma)\right\} . \tag{6.20}
\end{align*}
$$

The factors $a_{n}(\sigma)$ for $n \geqslant 1$ have been written explicitly as functions of $\sigma$ because they are calculated specifically to make each of the terms in the summation vanish individually for any given value of $\sigma$, and therefore depend upon it.

Since we are considering the case of equal roots of the indicial equation, $\theta(\sigma)$ has the form

$$
\begin{equation*}
\theta(\sigma)=\left(\sigma-\sigma_{1}\right)^{2} \tag{6.21}
\end{equation*}
$$

We therefore have the situation that the first term of $L[y(\sigma, x)]$ varies as $\left(\sigma-\sigma_{1}\right)^{2}$ as $\sigma$ varies near $\sigma_{1}$ [actually for all $\sigma$ ] and equals zero at $\sigma=\sigma_{1}$, whilst the second term of $L[y(\sigma, x)]$ is always zero whatever value $\sigma$ has [because of the way the $a_{n}$ are calculated for $n \geqslant 1$ ]. Thus, not only do both terms vanish at $\sigma=\sigma_{1}$, but so too does their derivative with respect to $\sigma$, i.e.

$$
\begin{equation*}
\frac{\partial}{\partial \sigma}[L(y(\sigma, x))]=0 \quad \text { at } \quad \sigma=\sigma_{1} \tag{6.22}
\end{equation*}
$$

But $\partial / \partial \sigma$ and $L$ are operators which differentiate with respect to different variables [ $\sigma$ and $x$ respectively] and so we can reverse their order, thus

$$
\begin{equation*}
L\left(\frac{\partial y}{\partial \sigma}(\sigma, x)\right)=0 \quad \text { at } \quad \sigma=\sigma_{1} . \tag{6.23}
\end{equation*}
$$

But $L(z)=0$ is exactly the condition that $z$ is a solution of the original equation (6.9) and so we have found that for the equal roots case $\partial y(\sigma, x) / \partial \sigma$ evaluated at $\sigma=\sigma_{1}$, is a second solution of that equation [the first being $y\left(\sigma_{1}, x\right)$ ].

If we carry out the differentiation explicitly, treating $y$ as a product, we obtain

$$
\begin{align*}
\frac{\partial y}{\partial \sigma} & =\frac{\partial\left(x^{\sigma}\right)}{\partial \sigma}\left[\sum_{0}^{\infty} a_{n}(\sigma) x^{n}\right]+x^{\sigma}\left[\sum_{1}^{\infty} \frac{\mathrm{d} a_{n}(\sigma)}{\mathrm{d} \sigma} x^{n}\right] \quad \text { at } \quad \sigma=\sigma_{1} \\
& =(\ln x) x^{\sigma_{1}}\left[\sum_{0}^{\infty} a_{n}\left(\sigma_{1}\right) x^{n}\right]+x^{\sigma_{1}}\left[\sum_{1}^{\infty} \frac{\mathrm{d} a_{n}\left(\sigma_{1}\right)}{\mathrm{d} \sigma} x^{n}\right] . \tag{6.24}
\end{align*}
$$

It will be seen from this that the general form of the second solution for the repeated-root case is always 'the first solution multiplied by $\ln x$ plus an additional series obtained from the first solution by differentiation with respect to the root at the value of the repeated root'.

We illustrate this with a worked example - Bessel's equation for $m=0$.

Example 6.1. Find series solutions of the equation

$$
y^{\prime \prime}+x^{-1} y^{\prime}+y=0
$$

We first note that $x=0$ is a regular singular point of the equation and if we write it as

$$
x^{2} y^{\prime \prime}+x y^{\prime}+x^{2} y=0
$$

then $p_{0}=q_{2}=1$ and all other $p_{i}$ and $q_{i}$ are zero. The indicial equation is thus

$$
\theta(\sigma)=\sigma(\sigma-1)+\sigma=\sigma^{2}=0
$$

with repeated root $\sigma=0$.
First the series for a general $\sigma$ is calculated, taking $a_{0}$ as arbitrary. Applying (6.15), and recalling that $q_{2}=1$ is the only relevant non-zero quantity we have that

$$
a_{n}=-\frac{a_{n-2}}{(\sigma+n)^{2}}
$$

with $a_{1}=0$. Thus

$$
\begin{align*}
y(\sigma, x)=a_{0} x^{\sigma}\{ & 1-\frac{x^{2}}{(\sigma+2)^{2}}+\frac{x^{4}}{(\sigma+2)^{2}(\sigma+4)^{2}}+\cdots \\
& \left.+\frac{(-1)^{n} x^{2 n}}{[(\sigma+2)(\sigma+4) \ldots(\sigma+2 n)]^{2}}+\cdots\right\} \tag{6.25}
\end{align*}
$$

We can now obtain both series. First putting $\sigma=0$ in (6.25) yields (if we choose $a_{0}=1$ )

$$
\begin{equation*}
J_{0}(x) \equiv y(0, x)=\sum_{0}^{\infty} \frac{(-1)^{n}}{(n!)^{2}}\left(\frac{x}{2}\right)^{2 n} \tag{6.26}
\end{equation*}
$$

the zeroth-order Bessel function.
The second series solution is obtained by differentiating (6.25) with respect to $\sigma$ at $\sigma=0$;

$$
\frac{\partial y}{\partial \sigma}=\ln x J_{0}(x)+\sum_{1}^{\infty} \alpha_{n} x^{2 n}
$$

where

$$
\begin{aligned}
\alpha_{n}=\left.\frac{\mathrm{d} a_{n}(\sigma)}{\mathrm{d} \sigma}\right|_{\sigma=0} & =\frac{\mathrm{d}}{\mathrm{~d} \sigma}\left\{\frac{(-1)^{n}}{[(\sigma+2)(\sigma+4) \ldots(\sigma+2 n)]^{2}}\right\}_{\sigma=0} \\
& =-2 a_{n}(\sigma) \sum_{r=1}^{n} \frac{1}{\sigma+2 r}, \quad \text { at } \sigma=0 \\
& =\frac{-2(-1)^{n}}{2^{2 n}(n!)^{2}} \sum_{r=1}^{n} \frac{1}{2 r}
\end{aligned}
$$

$-4$.

Thus the second series solution is

$$
\begin{align*}
y(x)=\ln x J_{0}(x)- & \sum_{n=1}^{\infty} \frac{(-1)^{n}}{(n!)^{2}} \\
& \times\left(1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}\right)\left(\frac{x}{2}\right)^{2 n} \tag{6.27}
\end{align*}
$$

and the general solution any linear combination of (6.26) and (6.27).

### 6.4 Roots differing by an integer

The second reason why the straightforward method of section 6.2 may fail to produce two series solutions for the second-order equation is that the two roots of the indicial equation may differ by an integer. Clearly no problem arises for the series determined by the larger of the roots $\sigma_{1}$ but it is easily seen that if $\sigma_{1}=\sigma_{2}+N$ where $N$ is an integer, then the
formula (6.15) for finding the $a_{n}$ runs into trouble when calculating the series for $\sigma=\sigma_{2}$ at the stage when $n=N$. At this point $\theta(\sigma+n)=$ $\theta\left(\sigma_{2}+N\right)=\theta\left(\sigma_{1}\right)$, and this necessarily equals zero.

Two cases now arise - either the summation terms in (6.15) add up to zero or they don't. If they do, i.e.

$$
\begin{equation*}
\sum_{r=0}^{N-1}\left[\left(\sigma_{2}+r\right) p_{N-r}+q_{N-r}\right] a_{r}=0 \tag{6.28}
\end{equation*}
$$

then (6.15) is automatically satisfied for any value of $a_{N}$ which therefore becomes arbitrary and can be chosen at will. It is best (but not essential) to choose it equal to zero, since to do otherwise merely adds in a multiple of the $\sigma_{1}$ solution. The rest of the computation of the $a_{n}$ then proceeds normally.
The more difficult case is when (6.28) is not satisfied and then $a_{N}$ is formally required to be infinite. We can get around this difficulty by a device similar to that of the preceding section. In the present case the indicial equation has the form

$$
\begin{equation*}
\theta(\sigma)=\left(\sigma-\sigma_{1}\right)\left(\sigma-\sigma_{1}+N\right) . \tag{6.29}
\end{equation*}
$$

Thus if in the series solution $y(\sigma, x)$ corresponding to a general value of $\sigma$, we replace the constant $a_{0}$ by $k\left(\sigma-\sigma_{2}\right)$ - where now we require that not $a_{0}$, but $k$, does not vanish - the extra factor will ensure that the new form of (6.28) is satisfied at $\sigma=\sigma_{2}$.

Denoting the new function by $y_{1}(\sigma, x)$, just as in (6.20)-(6.23) we will find that

$$
\begin{equation*}
L\left[y_{1}(\sigma, x)\right]=k\left(\sigma-\sigma_{1}\right)\left(\sigma-\sigma_{2}\right)^{2} x^{\sigma}, \tag{6.30}
\end{equation*}
$$

showing that both $y_{1}\left(\sigma_{2}, x\right)$ and $\partial y_{1}\left(\sigma_{2}, x\right) / \partial \sigma$ are solutions of $L(y)=0$, i.e. equation (6.9).

These series are in addition to the solution already found in which $\sigma=\sigma_{1}$. However, only two of the three solutions are independent, since the series obtained from $y_{1}\left(\sigma_{2}, x\right)$ always has just enough of its early coefficients vanishing for it to be in fact only a simple multiple of $y\left(\sigma_{1}, x\right)$; this is shown in the next paragraph. Thus the two independent series which go to make up the general solution are $\partial y_{1}\left(\sigma_{2}, x\right) / \partial \sigma$ and either $y\left(\sigma_{1}, x\right)$ or $y_{1}\left(\sigma_{2}, x\right)$.

The quoted result in the previous paragraph is shown as follows. $\dagger$ We first need to show that the coefficients $a_{n+N}\left(\sigma_{2}\right)$ satisfy the same defining relationships as $a_{n}\left(\sigma_{1}\right)$ and hence that they are related by a common factor for all $n$. [As it were, the coefficients have all been shifted by $N$

[^17]between the two series.] This is easily seen since from (6.15), the $a_{n+N}\left(\sigma_{2}\right)$ satisfy
\[

$$
\begin{equation*}
a_{n+N}\left(\sigma_{2}\right)=-\frac{\sum_{r=0}^{n+N-1}\left[\left(\sigma_{2}+r\right) p_{n+N-r}+q_{n+N-r}\right] a_{r}\left(\sigma_{2}\right)}{\theta\left(\sigma_{2}+n+N\right)} \tag{6.31}
\end{equation*}
$$

\]

Now if we write $r=N+s$ and $\sigma_{2}=\sigma_{1}-N$ where appropriate, this reads

$$
\begin{equation*}
a_{n+N}\left(\sigma_{2}\right)=-\frac{\sum_{s=-N}^{n-1}\left[\left(\sigma_{1}+s\right) p_{n-s}+q_{n-s}\right] a_{N+s}\left(\sigma_{2}\right)}{\theta\left(\sigma_{1}+n\right)} \tag{6.32}
\end{equation*}
$$

But (6.32) is exactly the set of equations satisfied by $a_{n}\left(\sigma_{1}\right)$, thus showing that apart from a possible common multiplier [because of the arbitrariness of one coefficient in each series] the coefficients of $x^{\sigma_{2}} x^{n+N}$ in the one series and $x^{\sigma_{1}} x^{n}$ in the other are identical. But of course $\sigma_{2}+n+N=$ $\sigma_{1}+n$ and this shows that the series are essentially the same for all powers of $x$ greater than $\sigma_{1}$.

Further, with the additional factor ( $\sigma-\sigma_{2}$ ) in the coefficients of the $\sigma_{2}$ series, all the early values of $a_{n}(\sigma)$ will vanish for that series at $\sigma=\sigma_{2}$ until an $n$ is reached such that $\theta(\sigma+n)$ in the denominator contains a factor $\left(\sigma+n-\sigma_{1}\right)$ which also vanishes at the same value of $\sigma$. This, of course, occurs when $n=N$ and so the first non-vanishing coefficient in this series is $a_{N}$, making $\sigma_{2}+N$ the leading power of $x$, i.e. the same as in the $\sigma_{1}$ series. This and the previous paragraph together prove the result previously quoted.

Example 6.2. Solve Bessel's equation (a) when $m=\frac{1}{2}$, and (b) when $m=1$.

The equation is as before

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-m^{2}\right) y=0 \tag{6.33}
\end{equation*}
$$

The indicial equation is $\theta(\sigma)=\sigma(\sigma-1)+\sigma-m^{2}=0$ and yields

$$
\sigma= \pm m
$$

and hence for both cases the two roots differ by an integer.
(a) When $m=\frac{1}{2}$ :

With only $p_{0}, q_{0}$ and $q_{2}$ non-zero the recurrence relation is simply

$$
a_{n}=\frac{-a_{n-2}}{(\sigma+n)^{2}-\frac{1}{4}}
$$

For $\sigma_{1}=\frac{1}{2}$ and arbitrary $a_{0}$ this leads easily to

$$
a_{2 n+1}=0
$$

$-5$.

$$
a_{2 n}=\frac{(-1)^{n} a_{0}}{(2 n+1)!}
$$

and a series solution
-6. $y(x)=a_{0} x^{1 / 2} \sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n}}{(2 n+1)!}=a_{0} x^{-1 / 2} \sin x$.

For $\sigma_{2}=-\frac{1}{2}$ we again take an arbitrary $a_{0}$ and applying (6.15) require that

$$
\theta\left(-\frac{1}{2}+1\right) a_{1}=\left(\frac{1}{2} p_{1}-q_{1}\right) a_{0} .
$$

The fact that $\theta\left(\frac{1}{2}\right)=0$ does not cause difficulty here since, as it happens, both $p_{1}$ and $q_{1}$ are zero; so $a_{1}$ is arbitrary and we take the simplest choice, $a_{1}=0$. Proceeding as before, we obtain the second series solution as
7. $y(x)=a_{0} x^{-1 / 2} \sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n}}{(2 n)!}=a_{0} x^{-1 / 2} \cos x$.

If $a_{0}$ is chosen as $(2 / \pi)^{1 / 2}$ in (6.34) and (6.35) the resulting functions are denoted by $J_{1 / 2}(x)$ and $J_{-1 / 2}(x)$ respectively, and the general solution of (6.33) for $m=\frac{1}{2}$ is

$$
y(x)=a J_{1 / 2}(x)+b J_{-1 / 2}(x)
$$

(b) When $m=1$ :

The two roots here are $\sigma= \pm 1$. The larger root $\sigma_{1}=1$ will not give trouble and can be shown to yield
8. $\quad y(x)=a_{0} x \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!(n+1)!}\left(\frac{x}{2}\right)^{2 n}$.

However for $\sigma_{2}=-1$ we have as the recurrence relation

$$
a_{n}=\frac{-a_{n-2}}{n(n-2)}
$$

and since $a_{0}$ is deliberately chosen non-zero, this implies an infinite $a_{2}$. We must therefore find the second solution by the method developed at the beginning of this section. The first job is to calculate $y(\sigma, x)$ for an arbitrary $\sigma$. The recurrence relation is

$$
a_{n}=\frac{-a_{n-2}}{(\sigma+n)^{2}-1},
$$

and thus $a_{2 n+1}=0$, whilst

$$
a_{2 n}=a_{0}(-1)^{n} \prod_{r=1}^{n} \frac{1}{(\sigma+2 r)^{2}-1} \quad(n \geqslant 1)
$$

The solution $y(\sigma, x)$ is therefore given by

$$
\begin{equation*}
y(\sigma, x)=a_{0} x^{\sigma}\left[1+\sum_{n=1}^{\infty}(-1)^{n} x^{2 n} \prod_{r=1}^{n} \frac{1}{(\sigma+2 r)^{2}-1}\right] . \tag{6.37}
\end{equation*}
$$

From this we must construct $y_{1}(\sigma, x)$

$$
\begin{align*}
= & k\left(\sigma-\sigma_{2}\right) y(\sigma, x) / a_{0} \\
= & k x^{\sigma}\{(\sigma+1) \\
& \left.+\sum_{n=1}^{\infty} \frac{(-1)^{n} x^{2 n}}{[(\sigma+3)(\sigma+5) \ldots(\sigma+2 n-1)]^{2}(\sigma+2 n+1)}\right\} \tag{6.38}
\end{align*}
$$

and its derivative $\partial y_{1}(\sigma, x) / \partial \sigma$

$$
\begin{align*}
& =\ln x y_{1}(\sigma, x)+k x^{\sigma} \\
& \times\left\{1+\sum_{n=1}^{\infty} \frac{(-1)^{n} x^{2 n} f(\sigma, n)}{[(\sigma+3)(\sigma+5) \ldots(\sigma+2 n-1)]^{2}(\sigma+2 n+1)}\right\} \tag{6.39}
\end{align*}
$$

where
-9. $\quad f(\sigma, n)=-\frac{1}{\sigma+2 n+1}-\sum_{s=1}^{n-1} \frac{2}{(\sigma+2 s+1)}$.
These expressions are long, but evaluation of them is straightforward. It only remains to put $\sigma=-1$ in (6.38), (6.39) and (6.40) to obtain two series solutions of (6.33) with $m=1$. The first few terms of the second [and independent] series solution are

$$
\begin{aligned}
\ln x y_{1}(-1, x)+k x^{-1}[1 & -\frac{x^{2}}{2}\left(-\frac{1}{2}\right)+\frac{x^{4}}{2^{2} \cdot 4}\left(-\frac{2}{2}-\frac{1}{4}\right) \\
& \left.-\frac{x^{6}}{2^{2} \cdot 4^{2} \cdot 6}\left(-\frac{2}{2}-\frac{2}{4}-\frac{1}{6}\right)+\cdots\right]
\end{aligned}
$$

$>10$. Put $\sigma=-1$ in (6.38) and evaluate the first few terms showing that it gives as a solution

$$
y_{1}(-1, x)=k x^{-1}\left(-\frac{x^{2}}{2}+\frac{x^{4}}{2^{2} \cdot 4}-\frac{x^{6}}{2^{2} \cdot 4^{2} \cdot 6}+\cdots\right)
$$

Evaluate the corresponding terms of (6.36) in which $\sigma=1$ and verify that the two series are related by a constant multiplier. [From the way it was obtained, the factor enclosed in the square brackets in the denominator of (6.38) takes the value 1 , not 0 , when $n=1$ and $\sigma=-1$.]
$\rightarrow 11$. Find series solutions of the equation $y^{\prime \prime}-2 x y^{\prime}-2 y=0$. Identify one of the series as $y=\exp \left(x^{2}\right)$ and verify that this is a solution by direct substitution.

### 6.5 Convergence of series

Although we have discussed almost exclusively the solutions of Bessel's equation for various values of the parameter $m^{2}$, we have during the course of the discussion demonstrated each of the cases which can arise in the determination of two independent series solutions. Other equations for solution in ranges containing only ordinary and regular singular points can be treated by parallel methods. Some examples are provided in the exercises at the end of the chapter.

We have not mentioned, in any general sense, the range of $x$ for which the solutions are valid. As indicated in connection with (6.11) we expect convergence for $|x|<$ some $R^{\prime}$ (except possibly at $x=0$ ). Clearly we cannot expect the solution to be valid for any $|x|$ larger than that for which the representation (6.10) of $p(x)$ and $q(x)$ is valid, so $R^{\prime} \leqslant R$. It can be shown as a general result that $R^{\prime}=R$, so that (6.10) and the solutions have the same domain of convergence. Clearly, if, as is nearly always the case for any tractable recurrence relation, $p$ and $q$ are finite polynomials, then $R=\infty$ and the solution converges for all $x$.
$\rightarrow$ 12. Verify that all solutions of examples 6.1 and 6.2 converge for all $x$, except in some cases at $x=0$.

### 6.6 Finite polynomials

As has been seen, the evaluation of successive terms of a series solution to a differential equation is carried out by means of a recurrence relation. The form of the relation for $a_{n}$ depends upon $n$, the previous values of $a_{r}(r<n)$, and the parameters of the equation. It may happen as a result of this that for some value of $n=N+1$ the computed value $a_{N+1}$ is zero, and [particularly if only one or two $p_{i}$ and $q_{i}$ are non-zero] that all higher $a_{r}(r \geqslant N+1)$ also vanish. If so, we are then left with a finite polynomial of degree $N$ as a solution of the original equation

$$
\begin{equation*}
y(x)=\sum_{0}^{N} a_{n} x^{n}, \quad a_{N} \neq 0 \tag{6.41}
\end{equation*}
$$

In many applications of theoretical physics (particularly in quantum mechanics) the termination of a potentially infinite series after a finite number of terms is of crucial importance in establishing physically acceptable descriptions and properties of systems. The condition that such a termination occurs is therefore of considerable significance.

For the discussion of finite polynomials, Legendre's equation

$$
\begin{equation*}
y^{\prime \prime}-\frac{2 x}{1-x^{2}} y^{\prime}+\frac{l(l+1)}{1-x^{2}} y=0 \tag{6.7bis}
\end{equation*}
$$

will be our 'demonstration model'. Writing it in the standard form we have

$$
\begin{equation*}
x^{2} y^{\prime \prime}-\frac{2 x^{2}}{1-x^{2}} x y^{\prime}+\frac{l(l+1) x^{2}}{1-x^{2}} y=0 \tag{6.42}
\end{equation*}
$$

in which, for an expansion about the origin,

$$
\begin{align*}
& p(x)=-2\left(x^{2}+x^{4}+x^{6}+\cdots\right) \\
& q(x)=l(l+1)\left(x^{2}+x^{4}+x^{6}+\cdots\right) \tag{6.43}
\end{align*}
$$

Recurrence relation (6.15) can now be used repetitively to find the conditions under which $a_{N}$ vanishes for each $N$ and the two values $\sigma=0$, $\sigma=1$. However, as is almost always the case when $p(x)$ and $q(x)$ contain more than one or two terms, the general condition for a general $N$ is complicated to deduce.
-13. Show by explicit use of (6.15) that all $a_{2 n+1}=0$ and
(i) for $\sigma=0, a_{2}=0$ if $l=0$ or $-1, a_{4}=0$ if $l=2$ or -3 ;
(ii) for $\sigma=1, a_{2}=0$ if $l=1$ or $-2, a_{4}=0$ if $l=3$ or -4 .

A simpler method of obtaining finite polynomial solutions is to assume a solution of form (6.41) exists for some $N$ and then substitute it in $(6.7$ bis) rearranged as

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+l(l+1) y=0 \tag{6.44}
\end{equation*}
$$

To avoid any confusion with our previous use of $a_{n}$ we will take (6.41) as

$$
\begin{equation*}
y(x)=\sum_{0}^{N} b_{n} x^{n}, \quad b_{N} \neq 0 \tag{6.41bis}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\sum_{n=0}^{N}\left[\left(1-x^{2}\right) n(n-1) b_{n} x^{n-2}-2 x n b_{n} x^{n-1}+l(l+1) b_{n} x^{n}\right]=0 \tag{6.45}
\end{equation*}
$$

Instead of starting with the lowest power of $x$, we this time start with the highest; such a one now exists because of our assumed form of solution. Thus the coefficients of $x^{N}$ yield

$$
\begin{array}{ll} 
& {[-N(N-1)-2 N+l(l+1)] b_{N}=0} \\
\text { i.e. } \quad & (l-N)(l+N+1) b_{N}=0 . \tag{6.46}
\end{array}
$$

Since $b_{N} \neq 0$ we must therefore have either $l=N$ or $l=-(N+1)$ as a condition for obtaining a finite polynomial solution. $\dagger$ With either choice $l(l+1)=N(N+1)$.

Moving to the more general coefficient of $x^{m}$, we have that

$$
(m+2)(m+1) b_{m+2}-m(m-1) b_{m}-2 m b_{m}+l(l+1) b_{m}=0
$$

which can be rearranged as the recurrence relationship

$$
\begin{equation*}
b_{m+2}=-\frac{l(l+1)-m(m+1)}{(m+1)(m+2)} b_{m} . \tag{6.47}
\end{equation*}
$$

Since $b_{N+1}=0$ this immediately shows that $b_{N-1}=b_{N-3}=\cdots=0$, the final equation being $b_{0}=0$ if $N$ is odd and $b_{1}=0$ if $N$ is even.

Thus to summarize: A polynomial solution of degree $N$ can be found for Legendre's equation provided that $l=N$ or $-(N+1)$ with the properties:
(i) All terms in the polynomial have the same oddness or evenness in $x$ (parity) as $x^{N}=x^{l}$ has.
(ii) The coefficients of the powers present in the polynomial are related by (6.47), one coefficient being arbitrary.

### 6.7 Legendre polynomials

Apart from the arbitrary constant multiplier, the polynomials developed in the preceding section are known as Legendre polynomials of degree $l$ and denoted by $P_{l}(x)$. For most physical purposes $-1 \leqslant x \leqslant 1$, since $x$ is the cosine of a polar angle, but some applications involve $|x|>1$ or $x$ complex. In addition the second solution of (6.44) [which is not analytic at $x= \pm 1]$ is sometimes relevant.

Our purpose in the remainder of this section will be to study in some detail the particular properties of the finite polynomials $P_{l}(x)$.

[^18]It is conventional to normalize $P_{l}(x)$ (that is to choose the value of the constant multiplier) so that

$$
\begin{equation*}
P_{l}(1)=1 \tag{6.48}
\end{equation*}
$$

and thus, as a consequence of our previous observations,

$$
\begin{equation*}
P_{l}(-1)=(-1)^{l} \tag{6.49}
\end{equation*}
$$

We begin by explicitly constructing the first few Legendre polynomials.
(i) $l=0$. Only a constant term is present, which must therefore be unity,

$$
\begin{equation*}
P_{0}(x)=1 \tag{6.50}
\end{equation*}
$$

(ii) $l=1 . b_{1} \neq 0$, and thus from (6.47), $b_{0}=0$. Together with the normalization condition (6.48) this determines that

$$
\begin{equation*}
P_{1}(x)=x \tag{6.51}
\end{equation*}
$$

(iii) $l=2 . b_{2} \neq 0$. From (6.47), $b_{1}=0$ and

$$
b_{2}=-\left[\frac{2(2+1)-0(0+1)}{(0+1)(0+2)}\right] b_{0}=-3 b_{0}
$$

Requiring that $P_{2}(1)=1$ establishes $b_{0}$ as $-\frac{1}{2}$, to give

$$
\begin{equation*}
P_{2}(x)=\left(-3 x^{2}+1\right) b_{0}=\frac{1}{2}\left(3 x^{2}-1\right) \tag{6.52}
\end{equation*}
$$

14. (a) Show that $P_{3}(x)=\frac{1}{2}\left(5 x^{3}-3 x\right), P_{4}(x)=\frac{1}{8}\left(35 x^{4}-30 x^{2}+3\right)$.
(b) Verify (6.49) for $l=0,1, \ldots, 4$.
(c) Sketch as a function of $x$ the first few $P_{l}(x)$ for (say) $l=0$ to 3 .

Mutual orthogonality of Legendre polynomials. The first additional property of the $P_{l}(x)$ that will be established is their mutual orthogonality, i.e. that

$$
\begin{equation*}
\int_{-1}^{1} P_{l}(x) P_{k}(x) \mathrm{d} x=0 \quad \text { if } \quad l \neq k \tag{6.53}
\end{equation*}
$$

This result will be established on more general grounds in chapter 7, but we will prove it here specifically, as well.

First write the defining equation (6.44) in the form

$$
\begin{equation*}
\left[\left(1-x^{2}\right) P_{l}^{\prime}\right]^{\prime}+l(l+1) P_{l}=0 \tag{6.54}
\end{equation*}
$$

where $P_{l}^{\prime}$ stands for $\mathrm{d} P_{l}(x) / \mathrm{d} x$. Next multiply this through by $P_{k}$ and integrate from $x=-1$ to $x=1$,

$$
\int_{-1}^{1} P_{k}\left[\left(1-x^{2}\right) P_{l}^{\prime}\right]^{\prime} \mathrm{d} x+\int_{-1}^{1} P_{k} l(l+1) P_{l} \mathrm{~d} x=0 .
$$

Integrating the first term by parts and noting that the boundary contribution vanishes at both limits because of the $\left(1-x^{2}\right)$ factor, we obtain

$$
-\int_{-1}^{1} P_{k}^{\prime}\left(1-x^{2}\right) P_{l}^{\prime} \mathrm{d} x+\int_{-1}^{1} P_{k} l(l+1) P_{l} \mathrm{~d} x=0 .
$$

Now if we reverse the roles of $l$ and $k$, and start again at the stage (6.54) with the defining equation for $P_{k}(x)$ we obtain

$$
-\int_{-1}^{1} P_{i}^{\prime}\left(1-x^{2}\right) P_{k}^{\prime} \mathrm{d} x+\int_{-1}^{1} P_{i} k(k+1) P_{k} \mathrm{~d} x=0
$$

Subtracting the last two equations, we conclude that

$$
[k(k+1)-l(l+1)] \int_{-1}^{1} P_{k} P_{l} \mathrm{~d} x=0
$$

and therefore since $k \neq l$ we must have the result (6.53).
As a particular case we note that if we put $k=0$,

$$
\begin{equation*}
\int_{-1}^{1} P_{l}(x) \mathrm{d} x=0 \quad \text { for } \quad l \neq 0 \tag{6.55}
\end{equation*}
$$

15. Verify by inspection of the sketches of $14(c)$, that they are not inconsistent with this orthogonality result.

Rodrigue's formula. As an aid to establishing further properties of the Legendre polynomials we next develop Rodrigue's representation of the polynomials. This is

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l} l!} \frac{\mathrm{d}^{l}}{\mathrm{~d} x^{l}}\left(x^{2}-1\right)^{l} \tag{6.56}
\end{equation*}
$$

To prove this representation we denote $\left(x^{2}-1\right)^{l}$ by $z$, then $z^{\prime}=$ $2 l x\left(x^{2}-1\right)^{i-1}$ and

$$
\begin{equation*}
z^{\prime}\left(x^{2}-1\right)-2 l x z=0 \tag{6.57}
\end{equation*}
$$

If we differentiate (6.57) $l+1$ times using Leibniz' theorem

$$
\begin{gather*}
{\left[z^{(l+2)}\left(x^{2}-1\right)+(l+1) z^{(l+1)} 2 x+\frac{1}{2}(l+1) l z^{(l)} 2\right]} \\
-2 l\left[x z^{(l+1)}+(l+1) z^{(l)}\right]=0 \\
\left(x^{2}-1\right) z^{(l+2)}+2 x z^{(l+1)}-l(l+1) z^{(l)}=0 \tag{6.58}
\end{gather*}
$$

Changing the sign all through (6.58) and comparing with (6.44) we see that $z^{(l)}$ satisfies the same equation as $P_{i}(x)$. Thus

$$
\begin{equation*}
z^{(l)}(x)=\beta_{l} P_{l}(x) \tag{6.59}
\end{equation*}
$$

and to establish $\beta_{l}$ we note that the only term in the expression for the $l$ th derivative of $\left(x^{2}-1\right)^{l}$ which does not contain a factor $\left(x^{2}-1\right)$ and therefore does not vanish at $x=1$, is $(2 x)^{l} l!\left(x^{2}-1\right)^{0}$. Putting $x=1$ in (6.59) therefore shows that $\beta_{l}$ must be $2^{l} l!$, thus completing the proof of (6.56).

As an immediate use of Rodrigue's formula let us show

$$
\begin{equation*}
I_{l}=\int_{-1}^{1} P_{l}(x) P_{l}(x) \mathrm{d} x=\frac{2}{2 l+1} \tag{6.60}
\end{equation*}
$$

The result is trivially obvious for $l=0$ and so assume $l \geqslant 1$, then by Rodrigue's formula

$$
I_{l}=\frac{1}{2^{2 l}(l!)^{2}} \int_{-1}^{1}\left[\frac{\mathrm{~d}^{l}\left(x^{2}-1\right)^{l}}{\mathrm{~d} x^{l}}\right]\left[\frac{\mathrm{d}^{l}\left(x^{2}-1\right)^{l}}{\mathrm{~d} x^{l}}\right] \mathrm{d} x
$$

Repeated integration by parts, with all boundary terms vanishing, reduces this to
16. $\quad I_{l}=\frac{(-1)^{l}}{2^{2 l}(l!)^{2}} \int_{-1}^{1}\left(x^{2}-1\right)^{l} \frac{\mathrm{~d}^{2 l}}{\mathrm{~d} x^{2 l}}\left[\left(x^{2}-1\right)^{l}\right] \mathrm{d} x$

$$
\begin{equation*}
=\frac{(2 l)!}{2^{2 l}(l!)^{2}} \int_{-1}^{1}\left(1-x^{2}\right)^{l} \mathrm{~d} x \tag{6.61}
\end{equation*}
$$

If we write

$$
J_{l}=\int_{-1}^{1}\left(1-x^{2}\right)^{l} \mathrm{~d} x
$$

then integration by parts gives the recurrence relation

$$
17 . \quad(2 l+1) J_{l}=2 l J_{l-1}
$$

and

$$
\begin{equation*}
J_{l}=\frac{2 l}{2 l+1} \frac{2 l-2}{2 l-1} \cdots \frac{2}{3} J_{0}=2^{l} l!\frac{2^{l} l!}{(2 l+1)!} 2=\frac{2^{2 l+1}(l!)^{2}}{(2 l+1)!} \tag{6.62}
\end{equation*}
$$

Finally putting (6.62) into (6.61) establishes (6.60).

### 6.8 Generating functions

A useful device for manipulating and studying sequences of functions or quantities which are labelled by an integer variable [here the functions $P_{l}(x)$ labelled by $\left.l\right]$ is the generating function. The generating function has perhaps its greatest utility in the areas of probability theory and
statistics. However, we will also find it a great convenience in our present study.

The generating function for (say) a series of functions $f_{n}(x)$ for $n=0,1,2, \ldots$ is a function $G(x, h)$ containing, as well as $x$, a dummy variable $h$, and such that

$$
\begin{equation*}
G(x, h)=\sum_{n=0}^{\infty} f_{n}(x) h^{n} \tag{6.63}
\end{equation*}
$$

i.e. $f_{n}(x)$ is the coefficient of $h^{n}$ in the expansion of $G$ in powers of $h$. The utility of the device lies in the fact that sometimes it is possible to get a closed form for $G(x, h)$.

For our study of Legendre polynomials let us consider the functions $P_{n}(x)$ defined by the equation

$$
\begin{equation*}
G(x, h)=\left(1-2 x h+h^{2}\right)^{-1 / 2}=\sum_{n=0}^{\infty} P_{n}(x) h^{n} \tag{6.64}
\end{equation*}
$$

We will prove as a result of the considerations that the $\left\{P_{n}(x)\right\}$ so defined are identical with the Legendre polynomials and that the function $\left(1-2 x h+h^{2}\right)^{-1 / 2}$ is in fact the generating function for them. In the process we will deduce several useful relationships between the various polynomials and their derivatives; these will be displayed for future reference in their final form, in anticipation of the ultimate identification of the functions, in (6.70).

In the following derivation $\mathrm{d} P_{n}(x) / \mathrm{d} x$ will be denoted as usual by $P_{n}^{\prime}$. First differentiate (6.64) with respect to (wrt) $x$

$$
\begin{equation*}
h\left(1-2 x h+h^{2}\right)^{-3 / 2}=\sum P_{n}^{\prime} h^{n} \tag{6.65}
\end{equation*}
$$

Also differentiate it wrt $h$

$$
\begin{equation*}
(x-h)\left(1-2 x h+h^{2}\right)^{-3 / 2}=\sum n P_{n} h^{n-1} \tag{6.66}
\end{equation*}
$$

Equation (6.65) can be written

$$
h \sum P_{n} h^{n}=\left(1-2 x h+h^{2}\right) \sum P_{n}^{\prime} h^{n}
$$

and thus equating coefficients of $h^{n+1}$

$$
\begin{equation*}
P_{n}=P_{n+1}^{\prime}-2 x P_{n}^{\prime}+P_{n-1}^{\prime} . \tag{6.67}
\end{equation*}
$$

Equations (6.65) and (6.66) can be combined as

$$
(x-h) \sum P_{n}^{\prime} h^{n}=h \sum n P_{n} h^{n-1}
$$

from which the coefficient of $h^{n}$ yields

$$
\begin{equation*}
x P_{n}^{\prime}-P_{n-1}^{\prime}=n P_{n} \tag{6.68}
\end{equation*}
$$

Eliminating $P_{n-1}^{\prime}$ between (6.67) and (6.68) gives the further result

$$
\begin{equation*}
(n+1) P_{n}=P_{n+1}^{\prime}-x P_{n}^{\prime} \tag{6.69}
\end{equation*}
$$

If we now take result (6.69) with $n$ replaced by $n-1$ and add $x$ times result (6.68) to it, we obtain
$-18 . \quad\left(1-x^{2}\right) P_{n}^{\prime}=n\left(P_{n-1}-x P_{n}\right)$.
Finally differentiating both sides wrt $x$ and using (6.68) again we find

$$
\begin{align*}
\left(1-x^{2}\right) P_{n}^{\prime \prime}-2 x P_{n}^{\prime} & =n\left[\left(P_{n-1}^{\prime}-x P_{n}^{\prime}\right)-P_{n}\right] \\
& =n\left(-n P_{n}-P_{n}\right) \\
& =-n(n+1) P_{n}, \tag{6.70}
\end{align*}
$$

i.e. the $P_{n}(x)$ defined by (6.64) satisfy Legendre's equation. It only remains to verify the normalization. This is easily done at $x=1$ when $G$ becomes $\left[(1-h)^{2}\right]^{-1 / 2}=1+h+h^{2}+\ldots$, and thus all the $P_{n}(x)$ so defined have $P_{n}(1)=1$ as required.

This completes the proof that $G(x, h)=\left(1-2 x h+h^{2}\right)^{-1 / 2}$ is a generating function for the Legendre polynomials and validates all the formulae (6.64) to (6.69) for the properties of the Legendre polynomials.
-19. (a) Substitute from (6.64) into (6.66) and hence prove the recurrence relation relating Legendre polynomials of different $l$ at the same value of $x$,

$$
\begin{equation*}
(l+1) P_{l+1}(x)-(2 l+1) x P_{l}(x)+l P_{l-1}(x)=0 \tag{6.71}
\end{equation*}
$$

(b) Start with $P_{0}=1$ and use (6.71) to generate $P_{1}, P_{2}, P_{3}, P_{4}$. Check your results against previous derivations.

To summarize the position concerning Legendre polynomials, we now have three possible starting points which have been shown to be equivalent, the defining equations (6.44) and (6.48), Rodrigue's formula (6.56), and the generating function (6.64). In addition we have proved a variety of relationships and recurrence formulae [not easily rememberable, but collectively useful] and, as will be apparent later and particularly from the work of chapter 10 , developed a powerful tool for use in axially symmetric situations in which the $\nabla^{2}$ operator is involved and spherical polar coordinates are employed.

### 6.9 General remarks

As was our intention, we have concentrated to a very marked degree on Bessel's equation in connection with infinite series and Legendre's equation for finite polynomials. The techniques used are, however, applicable to many more functions than these, but since they are in all essentials the
same, we will not deal with them explicitly. Some further examples, e.g. Hermite polynomials, will be found in the exercises of the next section.

An extended form of Legendre polynomials, the spherical harmonics $Y_{1}^{m}(\theta, \phi)$ in which $x=\cos \theta$ and $\phi$ is an azimuthal variable, are used extensively in chapter 10 in connection with physical situations involving Laplace's, Poisson's or Schrodinger's equation. Our present motivation has been the solution of differential equations to a large extent in a purely mathematical context, but this has at the same time laid the foundation for the future treatment of more directly physical equations.

### 6.10 Examples for solution

1. Find solutions, as power series in $x$, of the equation

$$
4 x y^{\prime \prime}+2(1-x) y^{\prime}-y=0
$$

Identify one of the solutions and verify it by direct substitution.
2. Find the solution $J_{m}(x)$ of Bessel's equation which is finite at the origin, for a general integer $m$. The conventional definition of $J_{m}(x)$ takes $a_{0}=2^{-m}(m!)^{-1}$.
3. For what range of values of $x$ is a power series solution in $x$ valid for the equation $\left(x^{2}+5 x+4\right) y^{\prime \prime}+2 y=0$ ?
4. Find the general power series solution about $x=0$ of

$$
x y^{\prime \prime}+(2 x-3) y^{\prime}+4 x^{-1} y=0
$$

5. Continuation of $>11$ (p. 162). Using the methods of chapter 5 find the second solution of the original equation and hence show

$$
\int_{0}^{x} \exp \left(-u^{2}\right) \mathrm{d} u=\exp \left(-x^{2}\right) \sum_{n=0}^{\infty} \frac{2^{n} x^{2 n+1}}{(2 n+1)!!}
$$

[Establish the constants involved by comparing coefficients for small $x$.]
6. For the equation $y^{\prime \prime}+x^{-3} y=0$, show that the origin is a regular singular point if the independent variable is changed to $\xi=1 / x$. Hence find the solution of the form

$$
y(x)=\sum_{0}^{\infty} \frac{a_{n}}{x^{n}} .
$$

Do not use the general theory, but seek a second solution of the form $f(x)$ times the first one, showing that as $x \rightarrow \infty$ the second solution becomes $c(x+\ln x)+O(1)$ where $c$ is an arbitrary constant.
7. Show that, if $n$ is a positive integer, the differential equation
$y^{\prime \prime}-2 x y^{\prime}+2 n y=0$ has a polynomial solution (Hermite polynomial) of degree $n$. Find the general term of the polynomial.
8. The Hermite polynomials $\dagger H_{n}(x)$ are defined by

$$
\Phi(x, h)=\exp \left(2 x h-h^{2}\right)=\sum_{n=0}^{\infty} \frac{1}{n!} H_{n}(x) h^{n} .
$$

Show that

$$
\frac{\partial^{2} \Phi}{\partial x^{2}}-2 x \frac{\partial \Phi}{\partial x}+2 h \frac{\partial \Phi}{\partial h}=0,
$$

and hence that $H_{n}(x)$ satisfy the equation of example 7 . Use $\Phi$ to prove
(i) $H_{n}^{\prime}(x)=2 n H_{n-1}(x)$,
(ii) $H_{n+1}(x)-2 x H_{n}(x)+2 n H_{n-1}(x)=0$.
9. By writing $\Phi(x, h)$ of example 8 , as a function of $(h-x)$ rather than $h$, and by noting that for a function of $(h-x)$

$$
\frac{\partial f}{\partial h}=-\frac{\partial f}{\partial x}
$$

show that an alternative representation of the $n$th Hermite polynomial is

$$
H_{n}(x)=(-1)^{n} \exp \left(x^{2}\right) \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left[\exp \left(-x^{2}\right)\right]
$$

[Note that $H_{n}(x)=\partial^{n} \Phi / \partial h^{n}$ at $h=0$.]
10. Carry through the following procedure as an alternative proof that

$$
\int_{-1}^{1}\left[P_{l}(x)\right]^{2} \mathrm{~d} x=\frac{2}{2 l+1} .
$$

(i) Use the generating function equation for the Legendre polynomials and square both sides.
(ii) Express the right-hand side as a sum of powers of $h$, obtaining expressions for the coefficients.
(iii) Integrate the right-hand side from -1 to 1 and use the orthogonality results (6.53).
(iv) Similarly integrate the left-hand side and expand the result in powers of $h$.
(v) Compare coefficients.
11. A charge $+2 e$ is situated at the origin and charges of $-e$ at distances $\pm a$ from it along the polar axis. By relating it to the gen-
$\dagger$ Of importance in the quantum mechanical harmonic oscillator problem.
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erating function for the Legendre polynomials, show that the electrostatic potential $\Phi$ at the point $(r, \theta, \phi)$, with $r>a$, is

$$
\Phi(r, \theta, \phi)=\frac{2 e}{r} \sum_{s=1}^{\infty} P_{2 s}(\cos \theta)\left(\frac{a}{r}\right)^{2 s}
$$

## 7

## Superposition methods

In the previous two chapters we have dealt with the solution of a differential equation of order $n$ by two methods. In one, by finding $n$ independent solutions of the equation and then combining them, weighted with coefficients determined by the boundary conditions; in the other by finding a solution in terms of a series whose coefficients are related by (in general) an $n$ term recurrence relation, and thence fixed by the boundary conditions. For both approaches the linearity of the equation was an important (essential) factor in the utility of the method, and in this chapter our aim will be to exploit the superposition properties of linear equations even further.

This present chapter is more formal than most in the book and is aimed at a general introduction to the more specific methods of chapters 8,9 and 10 . It is intended to be sufficiently concrete for general ideas to be grasped from it alone, but the reader may find some benefit from rereading it after assimilating the material of these three later chapters, since they illustrate the ideas presented here.

We will be concerned with the solution of equations of the homogeneous form

$$
\begin{equation*}
L(y)=0 \tag{7.1}
\end{equation*}
$$

but with the ultimate object of treating the inhomogeneous variety

$$
\begin{equation*}
L(y)=f(x) \tag{7.2}
\end{equation*}
$$

where $f(x)$ is a prescribed or general function, and the boundary conditions to be satisfied by the solution $y=y(x)$ at the limits $x=a$ and $x=b$ are given. In these two equations the expression $L(y)$ stands for a linear differential operator acting upon the function $y(x)$; for example, in the case of the damped harmonic oscillator in chapter $5, L$ has the form

$$
L \equiv m \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+2 b \frac{\mathrm{~d}}{\mathrm{~d} x}+k
$$

$x$ having the physical interpretation of time and $y$ that of the displacement of the oscillator. For this system (7.1) then gives the equation of free oscillations whilst (7.2) corresponds to forced oscillations. For a more general differential operator the coefficients of $\mathrm{d}^{n} / \mathrm{d} x^{n}$ may be functions of $x$ [but clearly not of $y$ if $L$ is to be linear].

In general, unless $f(x)$ is both known and simple, it will not be possible to find particular integrals of (7.2), even if complementary functions can be obtained from (7.1). The idea is therefore to exploit the linearity of $L$ by building up the required solution as a superposition, generally containing an infinite number of terms, of some set of functions which each individually satisfy the boundary conditions. This clearly brings in a quite considerable complication, but since, within reason, we may select the set of functions to suit ourselves, we can obtain sizeable compensation for this complication. Indeed, if the set chosen is one containing functions which, when acted upon by $L$, produce particularly simple results, we can 'show a profit' on the operation. In particular, if the set consists of those functions $y_{i}(x)$ for which the resultant function $L\left(y_{i}\right)$ is simply $-\lambda_{i} y_{i}$ where $\lambda_{i}$ is purely a constant, $\dagger$ then a distinct advantage may be obtained from the manoeuvre because all the differentiation will have disappeared from (7.2).

Let us carry this out in a slightly more formal manner. Suppose that we can find a set of functions $\left\{y_{i}(x)\right\}$ where $i$ is a label running from 0 to $\infty$, such that

$$
\begin{equation*}
L\left(y_{i}\right)=-\lambda_{i} y_{i} . \tag{7.3}
\end{equation*}
$$

As a possible solution of (7.2) try

$$
\begin{equation*}
y(x)=\sum_{i} a_{i} y_{i}(x), \tag{7.4}
\end{equation*}
$$

which automatically satisfies the boundary conditions, since each $y_{i}$ does so. Now, making full use of the linearity of $L$ we have

$$
\begin{equation*}
f(x)=L(y)=L\left(\sum a_{i} y_{i}\right)=\sum a_{i} L\left(y_{i}\right)=-\sum a_{i} \lambda_{i} y_{i} \tag{7.5}
\end{equation*}
$$

Thus we are left with an equation which contains no differential operators - but at the price of having introduced the unknown $a_{i}$. This, however, can also be put right if, in addition, the set $\left\{y_{i}(x)\right\}$ is in some sense mutually orthogonal, e.g.,

$$
\begin{equation*}
\int_{a}^{b} y_{j}^{*}(z) y_{i}(z) \mathrm{d} z=0, \quad \text { if } \quad i \neq j \tag{7.6}
\end{equation*}
$$

[^19]Here $y_{j}^{*}(x)$ is the complex conjugate of $y_{j}(x)$. The orthogonality expressed by this equation is more strictly called Hermitian orthogonality, although the word 'Hermitian' is usually omitted. Straightforward orthogonality of functions $y_{i}$ and $y_{j}$ would not involve taking the complex conjugate of one of them in the integrand. This latter type of orthogonality has some uses in physics, but we will take the word 'orthogonal' in the Hermitian sense expressed by (7.6).

If (7.6) is satisfied, both sides of (7.5) can be multiplied through by $y_{j}^{*}$, the integration carried out, and an explicit formula for $a_{j}$ obtained

$$
\begin{equation*}
a_{j}=-\frac{1}{\lambda_{j}} \frac{\int_{a}^{b} y_{j}^{*}(z) f(z) \mathrm{d} z}{\int_{a}^{b} y_{j}^{*}(z) y_{j}(z) \mathrm{d} z} \tag{7.7}
\end{equation*}
$$

This would complete the solution of the equation since each $a_{j}$ is given in terms of the original function $f(x)$ and the required solution is given by $y(x)=\sum a_{i} y_{i}(x)$. All that remains is to establish whether it is indeed possible to find a set of functions $\left\{y_{i}(x)\right\}$ with the property (7.3), which satisfy the boundary conditions, and have the necessary mutual orthogonality. Functions which satisfy (7.3) are called eigenfunctions of the operator $L$, and $\lambda_{i}$ are the corresponding eigenvalues.

In the next section we will show that at least for linear operators $L$ of a particular form, such suitable sets of functions can be found, in the sense that if they satisfy an equation like (7.3) then they will have the necessary orthogonality properties and that certain (fairly broad) types of boundary conditions can be accommodated.

### 7.1 Sturm-Liouville theory

Second-order linear differential equations in which $L(y)$ has the form,

$$
\begin{equation*}
L(y) \equiv p(x) y^{\prime \prime}+r(x) y^{\prime}-q(x) y \quad \text { with } r(x)=p^{\prime}(x) \tag{7.8}
\end{equation*}
$$

and $p, q$ and $r$ are real functions of $x$, were first intensively studied by the French mathematicians Sturm and Liouville in the 1830s. Here $y=y(x)$, and a prime denotes differentiation with respect to $x$.

As will be seen in the subsequent discussion the class of differential equations of the form

$$
\begin{equation*}
L(y)=-\lambda \rho(x) y \tag{7.9}
\end{equation*}
$$

with $L(y)$ of the form (7.8), includes very many of those occurring naturally in physics and engineering.

Writing (7.8) and (7.9) together we obtain the equation

$$
\begin{equation*}
\left(p y^{\prime}\right)^{\prime}-q y+\lambda \rho y=0 \tag{7.10}
\end{equation*}
$$

This is known as the Sturm-Liouville equation, and its properties and uses will form the main content of the remainder of this chapter. Secondorder linear differential operators $L$, for which $L(y)$ can be written in the form

$$
L(y)=\left(p y^{\prime}\right)^{\prime}-q y
$$

where $p$ and $q$ are functions of $x$, are known as self-adjoint operators. $\dagger$
Equation (7.9) is a slight extension of (7.3) to include on the right-hand side a weight function $\rho(x)$ and so allow a somewhat wider class of equations to be treated. In particular a linear operator in an equation which is not already self-adjoint, can be made so by multiplying the equation through by a suitable function, as is explained more fully in section 7.2. In many applications $\rho(x)$ is unity for all $x$ and then (7.3) is recovered; in general it is a function determined by the choice of coordinate system used in describing a particular physical situation. The only requirement on it is that it is real and does not change sign in the range $a \leqslant x \leqslant b$, and can therefore, without loss of generality, be taken to be non-negative throughout.

We now turn to demonstrating that the solutions of the Sturm-Liouville (S-L) equation have the required properties to enable us to carry through the solution of differential equations by superposition methods.

Let us introduce the assumed boundary conditions immediately, so as not to interrupt the general argument later. Naturally they will appear ad hoc by being introduced at this stage, but the reasons for the choice will soon be apparent. We assume they are such as to satisfy

$$
\begin{equation*}
\left[y_{i}^{*} p y_{i}^{\prime}\right]_{x=a}=\left[y_{j}^{*} p y_{i}^{\prime}\right]_{x=b}, \quad \text { for all } i, j \tag{7.11}
\end{equation*}
$$

where $y_{i}(x)$ and $y_{j}(x)$ are any two solutions of the $\mathrm{S}-\mathrm{L}$ equation (perhaps corresponding to two different values $\lambda_{i}, \lambda_{j}$ of the constant $\lambda$, if $i \neq j$ ). This is in fact a fairly mild assumption about the boundary conditions and is met by many commonly occurring cases, e.g. $y(a)=y(b)=0, y(a)=$ $y^{\prime}(b)=0, p(a)=p(b)=0$, and many more. The important point to

[^20]notice is that to satisfy (7.11), one boundary condition must be specified at each end of the range.

Reality of the eigenvalues. Let $y_{i}$ be a solution of (7.10) corresponding to a particular value of $\lambda_{i}$, and consider the complex conjugate of (7.10)

$$
\begin{equation*}
\left(p y_{i}^{* \prime}\right)^{\prime}-q y_{i}^{*}+\lambda_{i}^{*} \rho y_{i}^{*}=0 \tag{7.12}
\end{equation*}
$$

Multiplying this through by $y_{j}$ and integrating from $a$ to $b$ (the first term by parts) we obtain

$$
\begin{equation*}
\left[y_{j}\left(p y_{i}^{*}\right)\right]_{a}^{b}-\int_{a}^{b} y_{j}^{\prime}\left(p y_{i}^{* \prime}\right) \mathrm{d} x-\int_{a}^{b} y_{j}\left(q-\lambda_{i}^{*} \rho\right) y_{i}^{*} \mathrm{~d} x=0 \tag{7.13}
\end{equation*}
$$

The first term vanishes by virtue of the complex conjugate of (7.11) and a second integration by parts gives

$$
\begin{equation*}
\left[-\left(p y_{j}^{\prime}\right) y_{i}^{*}\right]_{a}^{b}+\int_{a}^{b}\left(p y_{j}^{\prime}\right)^{\prime} y_{i}^{*} \mathrm{~d} x-\int_{a}^{b} y_{j}\left(q-\lambda_{i}^{*} \rho\right) y_{i}^{*} \mathrm{~d} x=0 \tag{7.14}
\end{equation*}
$$

Again the first term is zero because of (7.11), yielding

$$
\begin{equation*}
\int_{a}^{b}\left[\left(p y_{j}^{\prime}\right)^{\prime}-q y_{j}+\lambda_{i}^{*} \rho y_{j}\right] y_{i}^{*} \mathrm{~d} x=0 \tag{7.15}
\end{equation*}
$$

But, from the original $\mathrm{S}-\mathrm{L}$ equation for $\boldsymbol{y}_{j}$, we obtain by multiplying through by $y_{i}^{*}$ and integrating, that

$$
\begin{equation*}
\int_{a}^{b}\left[\left(p y_{j}^{\prime}\right)^{\prime}-q y_{j}+\lambda_{j} \rho y_{j}\right] y_{i}^{*} \mathrm{~d} x=0 \tag{7.16}
\end{equation*}
$$

Subtracting (7.16) from (7.15) gives

$$
\begin{equation*}
\left(\lambda_{i}^{*}-\lambda_{j}\right) \int_{a}^{b} y_{i}^{*} \rho y_{j} \mathrm{~d} x=0 \tag{7.17}
\end{equation*}
$$

However, $\rho(x)$ is non-negative and so, if we take $i=j, \int y_{i}^{*} \rho y_{i} \mathrm{~d} x$ cannot be zero, and so we conclude that $\lambda_{i}^{*}=\lambda_{i}$, i.e. that the eigenvalues of the $\mathrm{S}-\mathrm{L}$ equation are real.

Further since $\lambda^{*}=\lambda$ comparison of (7.10) with (7.12) shows that $y^{*}$ and $y$ are eigenfunctions corresponding to the same eigenvalue and hence, because of the linearity of the S-L equation, that at least one of $\left(y^{*}+y\right)$ and $\mathrm{i}\left(y^{*}-y\right)$ is a non-zero real eigenfunction corresponding to that eigenvalue. Henceforth we will therefore assume that the eigenfunctions are real or have been made so by taking suitable linear combinations (the necessity for this occurs non-trivially only if a particular $\lambda$ is degenerate, i.e. corresponds to more than one linearly independent eigenfunction).

Orthogonality and normalization of the eigenfunctions. Two further results follow from (7.17). The first shows that two different eigenfunctions are orthogonal in the sense

$$
\int_{a}^{b} y_{i} \rho y_{j} \mathrm{~d} x=0
$$

where the weight function has been included. This is trivially obvious if $\lambda_{i} \neq \lambda_{j}$. The small extension of this proof needed for the case when $\lambda_{i}=\lambda_{j}$ in order to establish mutual orthogonality for a suitable set of independent eigenfunctions is considered in example 1 of section 7.7.

The second point concerns the normalization of the $y_{i}(x)$, which because of the linearity of the $\mathrm{S}-\mathrm{L}$ equation is arbitrary. We will assume for definiteness that they are normalized so that $\int y_{i} \rho y_{i} \mathrm{~d} x=1$ or, combining this with the other result, that $\dagger$

$$
\begin{equation*}
\int_{a}^{b} y_{i} \rho y_{j} \mathrm{~d} x=\delta_{i j} . \tag{7.18}
\end{equation*}
$$

A quadratic form. It is convenient to note here, as a by-product, a result which will be useful in the variational methods discussed in chapter 13. Referring to (7.13) and recalling that $\lambda_{i}$ and $y_{i}$ can be taken as real and that the first term is zero, we have

$$
\begin{align*}
\int_{a}^{b}\left(y_{i}^{\prime} p y_{i}^{\prime}+y_{j} q y_{i}\right) \mathrm{d} x & =\lambda_{i} \int_{a}^{b} y_{i} \rho y_{j} \mathrm{~d} x \\
& =\lambda_{i} \delta_{i j} \text { (no summation) } \tag{7.19}
\end{align*}
$$

the last step applying if the functions are normalized. Hence this integral of a particular quadratic form in the $y_{i}$ and $y_{i}^{\prime}$ has a value related to the corresponding eigenvalue.

### 7.2 Examples of Sturm-Liouville equations

In order to illustrate the wide application of the S-L theory we will in this section make a short catalogue of some common equations of physics which have the Sturm-Liouville form. The sceptic will no doubt remark that such equations are common precisely because they have a manageable form, but it should be noted that any second-order linear differential equation

$$
\begin{equation*}
p(x) y^{\prime \prime}+r(x) y^{\prime}+q(x) y+\lambda \rho(x) y=0 \tag{7.20}
\end{equation*}
$$

[^21]can be converted to the required type by multiplying through by the factor
\[

$$
\begin{equation*}
F(x)=\exp \left[\int^{x} \frac{r(z)-p^{\prime}(z)}{p(z)} \mathrm{d} z\right] \tag{7.21}
\end{equation*}
$$

\]

provided that the indefinite integral is defined. It then takes on the S-L form
-1. $\quad\left[F(x) p(x) y^{\prime}\right]^{\prime}-[-F(x) q(x)] y+\lambda F(x) \rho(x) y=0$,
but clearly with a different [but still non-negative] weight function. Note that this procedure is analogous to the use of an integrating factor in section 5.2.

One example of an S-L equation, which has already been discussed and solved by the series method in chapter 6, is Legendre's equation (6.7) which has the form,
or $\quad\left[\left(1-x^{2}\right) y^{\prime}\right]^{\prime}+l(l+1) y=0$.
Clearly this is an S-L equation with $p=1-x^{2}, q=0$, unit weight function, and eigenvalue $l(l+1)$. The mutual orthogonality property of its solutions $y_{l}=P_{l}(x)$ has been previously demonstrated (equation (6.53)).
$\rightarrow 2$. How should $\alpha_{l}$ be chosen so that the set $y_{l}(x)=\alpha_{l} P_{l}(x)$ satisfy (7.18) ?
-3. Use (7.19) to evaluate $\int_{-1}^{1}\left[P_{l}^{\prime}(\mu)\right]^{2}\left(1-\mu^{2}\right) \mathrm{d} \mu$.
Legendre's equation and its solutions (the Legendre polynomials) appear most readily in the analysis of physical situations involving the operator $\nabla^{2}$ and axial symmetry, since the linear differential operator involved has the form of the polar angle part of $\nabla^{2}$, when the latter is expressed in spherical polars. Immediate examples include the solution of Laplace's equation in axially symmetric situations and Schrodinger's equation for a quantum mechanical system involving a central potential.

Very closely related to these situations are those involving the associated Legendre equation

$$
\begin{equation*}
\left[\left(1-x^{2}\right) y^{\prime}\right]^{\prime}+\left[l(l+1)-\frac{m^{2}}{1-x^{2}}\right] y=0 \tag{7.23}
\end{equation*}
$$

and its polynomial solutions. These arise in physical situations in which there is dependence on the azimuthal angle $\phi$ of the form $\exp (\operatorname{im} \phi)$ or $\cos (m \phi)$. From the point of view of the S-L equation, they are the same as for the Legendre equation itself, except that $q(x)$ is now $m^{2}\left(1-x^{2}\right)^{-1}$.

Both of these equations will appear again in connection with the method of separation of variables considered in chapter 10.

Bessel's equation which arises from similar physical situations, but expressed in a cylindrical polar coordinate system, is also treated in chapter 10. It has the form

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-n^{2}\right) y=0 \tag{7.24}
\end{equation*}
$$

but on changing variables to $\xi=x / a$, it takes on the $\mathrm{S}-\mathrm{L}$ form with
-4. $\quad p=\xi, \quad q=n^{2} / \xi, \quad \rho=\xi$ and $\lambda=a^{2}$.
The most trivial of Sturm-Liouville equations, in which $p=1, q=0$ and $\rho=1$, is the simple harmonic motion equation

$$
\begin{equation*}
y^{\prime \prime}+\omega^{2} y=0 \tag{7.25}
\end{equation*}
$$

The whole of chapter 8 is concerned with solutions of this equation and their properties and we will not consider it further here.

Two further examples of solutions of linear second-order differential equations taken from the quantum mechanical study of simple physical systems are:
(i) the Hermite polynomials involved in the description of the wave function of a harmonic oscillator and satisfying

$$
\begin{equation*}
y^{\prime \prime}-2 x y^{\prime}+2 \alpha y=0 \tag{7.26}
\end{equation*}
$$

and (ii) the Laguerre polynomial solutions for the hydrogen atom, satisfying

$$
\begin{equation*}
x y^{\prime \prime}+(1-x) y^{\prime}+\alpha y=0 \tag{7.27}
\end{equation*}
$$

Both of these can be converted to Sturm-Liouville form, although there are some formal difficulties associated with a singularity of the Laguerre equation at the origin.
5. Find the 'integrating factors' for (7.26) and (7.27) and arrange them in the form (7.10).
6. Do the same for the Chebyshev equation $\left(1-x^{2}\right) y^{\prime \prime}-x y^{\prime}+$ $n^{2} y=0$.

### 7.3 Application of superposition

Now that we have developed in sections 7.1 and 7.2 a class of functions with the necessary properties to make an eigenfunction expansion solution of an equation of the type (7.2) a possibility, we will, in this section,
work out in detail an application to a specific problem. We will use one containing only a very simple operator ( $\mathrm{d}^{2} / \mathrm{d} x^{2}$ ) so that the corresponding eigenfunctions are familiar.

Example 7.1. Solve the equation $y^{\prime \prime}+\frac{1}{4} y=f(x)$ with $y(0)=y(\pi)=0$.
The operator on the left-hand side of this equation is already selfadjoint and so we seek its eigenfunctions satisfying the $S-L$ equation

$$
y^{\prime \prime}+\frac{1}{4} y+\lambda y=0
$$

with unit weight function. These are obviously

$$
y_{n}(x)=A_{n} \sin n x+B_{n} \cos n x
$$

corresponding to eigenvalues $\lambda_{n}$ given by

$$
n^{2}=\lambda_{n}+\frac{1}{4}
$$

The boundary conditions, which clearly satisfy (7.11), require that $n$ is a positive integer and that $B_{n}=0$. Thus the appropriate functions are given by

$$
y_{n}(x)=A_{n} \sin n x
$$

and the normalization condition (7.18) requires

$$
\int_{0}^{\pi} A_{n}^{2} \sin ^{2} n x \mathrm{~d} x=1, \text { hence } A_{n}=\left(\frac{2}{\pi}\right)^{1 / 2}
$$

Thus if we write as the solution of the original problem $y(x)=\sum_{n} a_{n} y_{n}(x)$, we obtain, as in (7.5) and (7.7),

$$
\begin{aligned}
a_{n} & =-\left(\lambda_{n}\right)^{-1} \int_{0}^{\pi} y_{n}(z) f(z) \mathrm{d} z \\
& =-\left(n^{2}-\frac{1}{4}\right)^{-1} \int_{0}^{\pi}\left(\frac{2}{\pi}\right)^{1 / 2} \sin (n z) f(z) \mathrm{d} z
\end{aligned}
$$

and finally that the solution in terms of the given function $f(x)$ is $\dagger$

$$
\begin{equation*}
y(x)=-\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\sin (n x)}{n^{2}-\frac{1}{4}} \int_{0}^{\pi} f(z) \sin (n z) \mathrm{d} z \tag{7.28}
\end{equation*}
$$

Example 7.2. A particle moves in a potential such that if it is displaced from the origin it executes simple harmonic motion of angular frequency $\frac{1}{2}$. As it moves through the origin it is suddenly subjected to an additional

[^22]acceleration of +1 for a period $\pi / 2$ and then to one of -1 for the next $\pi / 2$ period. Use the results of example 7.1 to find the particle's initial velocity, if it is to be at the origin at the end of the second period.

The equation of motion is clearly

$$
\begin{aligned}
\ddot{y}+\frac{1}{4} y & =1, \quad 0 \leqslant t<\pi / 2 \\
& =-1, \quad \pi / 2 \leqslant t<\pi
\end{aligned}
$$

with $y(0)=y(\pi)=0$. Thus writing $t$ for $x$ in (7.28) we have an explicit expression for $y(t)$ for all $0 \leqslant t \leqslant \pi$, once we have evaluated

$$
\text { 7. } \quad \begin{aligned}
\int_{0}^{\pi} f(z) \sin (n z) \mathrm{d} z & =n^{-1}\left[1-2 \cos (n \pi / 2)+(-1)^{n}\right] \\
& =4 / n \text { if } n=4 m+2 \\
& =0 \text { otherwise }
\end{aligned}
$$

Thus we obtain as the displacement at time $t$,

$$
y(t)=-\frac{8}{\pi} \sum_{m=0}^{\infty} \frac{\sin [(4 m+2) t]}{(4 m+2)\left[(4 m+2)^{2}-\frac{1}{4}\right]}
$$

and, by differentiation at $t=0$,

$$
\dot{y}(0)=-\frac{8}{\pi} \sum_{m=0}^{\infty} \frac{1}{(4 m+2)^{2}-\frac{1}{4}} \approx-0.81
$$

as the required initial velocity.

### 7.4 Green's functions

The Green's function method described in this section relies heavily on the properties of the $\delta$-function, which is treated in the next chapter (section 8.8). The reader who does not have prior knowledge of these properties is advised to omit this section at present, and, as mentioned elsewhere, to return to it later.

In a preceding section we saw that

$$
\begin{equation*}
y=-\sum_{j} \lambda_{j}^{-1} y_{j}(x) \int_{a}^{b} y_{j}^{*}(z) f(z) \mathrm{d} z \tag{7.29}
\end{equation*}
$$

gave a solution of

$$
\begin{equation*}
L(y)=f(x) \tag{7.30}
\end{equation*}
$$

where the set $\left\{y_{j}(x)\right\}$ depended upon $L$. Now let us assume that we may interchange the order of summation and integration and write (7.29) as

$$
\begin{equation*}
y=\int_{a}^{b}\left\{\sum_{j}\left[-\lambda_{j}^{-1} y_{j}(x) y_{j}^{*}(z)\right]\right\} f(z) \mathrm{d} z \tag{7.31}
\end{equation*}
$$

In this form the solution has clearer properties. We first observe that the expression in the curly brackets, being summed over $j$, is a function of $x$ and $z$ only, and could therefore be written as $G(x, z)$. Equation (7.31) is then

$$
\begin{equation*}
y(x)=\int_{a}^{b} G(x, z) f(z) \mathrm{d} z \tag{7.32}
\end{equation*}
$$

Now the structure of the solution of (7.30) is even more apparent, being the integral of the product of two factors, of which:
(i) the first, $G(x, z)$, is determined entirely by the boundary conditions and the eigenfunctions $y_{j}$, and hence by $L$ itself, and
(ii) the second, $f(z)$, depends purely on the right-hand side of (7.30).

It is apparent from this that we have the possibility of finding, once and for all, for any given $L$, a function $G(x, z)$ which will enable us to solve (7.30) for any right-hand side. The solution will be in the form of an integral which, at worst, can be evaluated numerically. This function, $G(x, z)$, is called the Green's function for the operator $L$.

One expression for the Green's function has already been given, namely

$$
\begin{equation*}
G(x, z)=-\sum_{j} \lambda_{j}^{-1} y_{j}(x) y_{j}^{*}(z) \tag{7.33}
\end{equation*}
$$

But for an alternative way of finding the form of $G(x, z)$, we also note that expression (7.32) is by construction a solution of (7.30). Hence,

$$
\begin{equation*}
L(y)=\int_{a}^{b} L[G(x, z)] f(z) \mathrm{d} z=f(x) \tag{7.34}
\end{equation*}
$$

But, as in equation ( 8.48 iii ) of the next chapter,

$$
f(x)=\int_{a}^{b} f(z) \delta(z-x) \mathrm{d} z, \quad a \leqslant x \leqslant b,
$$

where $\delta(z-x)$ is the Dirac $\delta$-function, and so

$$
\begin{equation*}
\int_{a}^{b}\{L[G(x, z)]-\delta(z-x)\} f(z) \mathrm{d} z=0 \tag{7.35}
\end{equation*}
$$

However this is to hold for any $f$, and so we must have

$$
\begin{equation*}
L[G(x, z)]=\delta(z-x) \tag{7.36}
\end{equation*}
$$

In words, the Green's function $G$ is the solution of the differential equation obtained by replacing the right-hand side of (7.30) by a $\delta$-function. Note that in (7.36) $z$ is only a parameter and all the differential operations implicit in $L$ act upon the variable $x$.

Looked at directly from the superposition point of view, our result is
that the solution of (7.30) is the superposition of the effects of isolated 'impulses' of size $f(z) \mathrm{d} z$ occurring at positions $x=z$. Each 'impulse' of course has effects (propagated by (7.36)) at positions other than that at which it occurs and so the total result at any particular $x$ has to be obtained by integrating over all $z$.
8. Use the preceding results to show the closure property of the eigenfunctions of $L$, namely

$$
\begin{equation*}
\sum_{j} y_{j}(x) y_{j}^{*}(z)=\delta(z-x) \tag{7.37}
\end{equation*}
$$

[If the spectrum of eigenvalues of $L$ is anywhere continuous, then the eigenfunction $y_{j}(x)$ must be treated as $y(j, x)$ and an integration carried out over $j$.]

### 7.5 Forms of Green's functions

To illustrate the form that Green's functions may take, we will find expressions for them in two cases. In the first of these, boundary conditions will be prescribed at two different positions, whereas in the second we will consider a case in which time is the independent variable and the system starts from rest.

For the first example we will re-solve our earlier illustration of example 7.1, but by a different method, giving an alternative expression from which a Green's function can be extracted by inspection. This is done purely to illustrate the form of the function, since clearly the Green's function method would be pointless if it were always necessary to solve the problem another way first in order to extract the Green's function.

Example 7.3. Let us apply the method of variation of parameters (section 5.8) to

$$
y^{\prime \prime}+\frac{1}{4} y=f(x), \quad y(0)=y(\pi)=0
$$

Putting $y=A \sin (x / 2)+B \cos (x / 2)$, we require $A(\pi)=0$ and $B(0)=0$. If we make $A$ and $B$ satisfy $A^{\prime} \sin (x / 2)+B^{\prime} \cos (x / 2)=0$, we obtain in the usual way,
-9. $\quad \frac{1}{2} A^{\prime} \cos (x / 2)-\frac{1}{2} B^{\prime} \sin (x / 2)=f(x)$,
and hence the results
$-10 . \quad A^{\prime}=2 f(x) \cos (x / 2), \quad B^{\prime}=-2 f(x) \sin (x / 2)$.
On integrating, and taking into account the boundary conditions on $A$ and $B$, we obtain for $y(x)$ the solution,
-11. $y(x)=-\cos (x / 2) \int_{0}^{x} 2 f(z) \sin (z / 2) \mathrm{d} z$

$$
-\sin (x / 2) \int_{x}^{\pi} 2 f(z) \cos (z / 2) \mathrm{d} z
$$

From this it is apparent that the Green's function $G(x, z)$ has the form

$$
\begin{array}{rlr}
G(x, z) & =-2 \cos (x / 2) \sin (z / 2), & 0 \leqslant z \leqslant x, \\
& =-2 \sin (x / 2) \cos (z / 2), & x \leqslant z \leqslant \pi \tag{7.38}
\end{array}
$$

This is an [more readily computable] alternative to our previous expression (from (7.28)),

$$
\begin{equation*}
G(x, z)=-\frac{2}{\pi} \sum_{1}^{\infty} \frac{\sin (n x) \sin (n z)}{n^{2}-\frac{1}{4}} \tag{7.39}
\end{equation*}
$$

It will be noticed in (7.38) that $G(x, z)$ changes its form as $z$ passes through the value $z=x$. This is to be expected since (7.36) in the present case is

$$
y^{\prime \prime}+\frac{1}{4} y=\delta(x-z)
$$

and if we formally integrate this with respect to $x$ between $x=z_{-}$and $x=z_{+}$, two values one each side of $x=z$ we obtain

$$
\left[y^{\prime}\right]_{z_{-}}^{z_{+}}+\frac{1}{4} \int_{z_{-}}^{z_{+}} y \mathrm{~d} x=\int_{z_{-}}^{z_{+}} \delta(x-z) \mathrm{d} x=1
$$

As we let $z_{+}$and $z_{-}$tend to $z$, the second term on the left tends to zero, showing that

$$
\begin{equation*}
y^{\prime}\left(z_{+}\right)-y^{\prime}\left(z_{-}\right)=1 \tag{7.40}
\end{equation*}
$$

i.e. the derivative of $y$ has a discontinuity of unit magnitude at the point $x=z$ [and also that $y$ itself is therefore continuous there].

In our next example we can expect that not only will the Green's function change its form at $x=z$, but that it will be identically zero for $z>x$.

Example 7.4. A damped harmonic oscillator of mass $m$ initially at rest is driven by a time dependent external force $m f(t)$, for $t>0$. Find the subsequent motion.

The equation of motion is of the form

$$
\begin{equation*}
\ddot{x}+2 \beta \dot{x}+\omega^{2} x=f(t), \quad \text { with } x(0)=\dot{x}(0)=0 \tag{7.41}
\end{equation*}
$$

Formally we will have as the solution

$$
\begin{equation*}
x(t)=\int_{0}^{\infty} f(z) G(t, z) \mathrm{d} z \tag{7.42}
\end{equation*}
$$

where $G(t, z)$ satisfies

$$
\begin{equation*}
\ddot{G}+2 \beta \hat{G}+\omega^{2} G=\delta(z-t) \tag{7.43}
\end{equation*}
$$

Our qualitative discussion of section 7.4 in terms of 'impulses' is even more physically appropriate here, since the $x$ of that discussion now has the role of time and $m f(z) \mathrm{d} z$ is an impulse in the mechanics sense. Since $G(t, z)$ effectively represents the effect at time $t$ of a unit impulse occurring at time $z$, we would expect on physical grounds ['causality'] that

$$
\begin{equation*}
G(t, z)=0 \text { for } z \geqslant t \tag{7.44}
\end{equation*}
$$

We now have to solve (7.43), treating $z$ as a fixed parameter, for the region $0 \leqslant z \leqslant t$. This we will do using the complementary functions for $z<t$ and the step function condition (7.40) on $\dot{G}$ at $t=z$.

Putting $G(t, z)=A \exp (p t)$ into (7.43) with the right-hand side set equal to zero, we obtain

$$
\begin{equation*}
p_{ \pm}=-\beta \pm\left(\beta^{2}-\omega^{2}\right)^{1 / 2} \tag{7.45}
\end{equation*}
$$

Thus $\quad G=A \exp \left(p_{+} t\right)+B \exp \left(p_{-} t\right), \quad$ for $t>z$.
Continuity at $t=z$, together with (7.44), gives

$$
\begin{equation*}
0=A \exp \left(p_{+} z\right)+B \exp \left(p_{-} z\right) \tag{7.46}
\end{equation*}
$$

whilst the condition on $\dot{G}$ yields

$$
\begin{equation*}
1=p_{+} A \exp \left(p_{+} z\right)+p_{-} B \exp \left(p_{-} z\right) \tag{7.47}
\end{equation*}
$$

Solving (7.46) and (7.47) for $A$ and $B$ gives finally that
$>12$.

$$
\begin{align*}
& G(t, z)=\left(p_{+}-p_{-}\right)^{-1}\left\{\exp \left[p_{+}(t-z)\right]-\exp \left[p_{-}(t-z)\right]\right\} \\
&=\left(\beta^{2}-\omega^{2}\right)^{-1 / 2} \exp [-\beta(t-z)] \\
& \times \sinh \left[\left(\beta^{2}-\omega^{2}\right)^{1 / 2}(t-z)\right] \tag{7.48}
\end{align*}
$$

for $0 \leqslant z \leqslant t$. [Not surprisingly a function of $(t-z)$ only.] Combining (7.48) and (7.44) with (7.42) thus produces an integral expression for the motion of the oscillator

$$
\begin{align*}
x(t)=\int_{0}^{t} \frac{f(z)}{\left(\beta^{2}-\omega^{2}\right)^{1 / 2}} & \exp [-\beta(t-z)] \\
& \times \sinh \left[\left(\beta^{2}-\omega^{2}\right)^{1 / 2}(t-z)\right] \mathrm{d} z . \tag{7.49}
\end{align*}
$$

Figure 7.1 illustrates the form of the Green's function for a few sample values of $\beta$ and $\omega$. It should be remembered that the curves give the responses of the system to a unit impulse at the time $t=z$, under the various conditions.


Fig. 7.1 Some Green's functions described by equation (7.48). All vertical scales are in units of $\omega^{-1}$. The bottom curve shows the input to the system. (a) For $\beta=0$ the response is an undamped sine wave. (b) For $\beta=\frac{1}{2} \omega$ the response is a damped sine wave. (c) For $\beta=\omega$ the response is critically damped of the form $(t-z) \exp [-\omega(t-z)]$. (d) For $\beta=2 \omega$ no oscillations occur but the effect of the impulse is long-lived.

### 7.6 Generalization

Finally, we formally collect together the elements of the Green's function method in a slightly more generalized way. If we seek solutions, for a self-adjoint [Hermitian] operator $L$, of the equation

$$
\begin{equation*}
L(y)+\mu \rho(x) y=f(x) \tag{7.50}
\end{equation*}
$$

then, in terms of the functions $y_{i}(x)$ which satisfy [for generality taking $i$ as continuous]

$$
\begin{align*}
& L\left(y_{i}\right)=-\lambda_{i} \rho y_{i},  \tag{7.51a}\\
& \int y_{i}^{*}(x) \rho(x) y_{j}(x) \mathrm{d} x=\delta(i-j),  \tag{7.51b}\\
& \int y_{i}^{*}(z) \rho(x) y_{i}(x) \mathrm{d} i=\delta(x-z), \tag{7.51c}
\end{align*}
$$

$y$ is given by

$$
\begin{equation*}
y(x)=\int G(x, z) f(z) \mathrm{d} z \tag{7.52}
\end{equation*}
$$

with

$$
\begin{equation*}
G(x, z)=\int \frac{y_{i}(x) y_{i}^{*}(z)}{\mu-\lambda_{i}} \mathrm{~d} i . \tag{7.53}
\end{equation*}
$$

$\rightarrow 13$. Verify by substitution that (7.52) is in fact a solution, when the original equation (7.50) contains a term involving a weight function $\rho(x)$.

### 7.7 Examples for solution

1. Suppose that a particular eigenvalue of (7.9) is $N$-fold degenerate i.e. $L y_{i}+\lambda \rho y_{i}=0$ for $i=1, N$, and that in general $\int y_{i}^{*} \rho y_{j} \mathrm{~d} z \neq 0$ even if $i \neq j$. Then show that the new set of normalized functions $u_{i}(x)$ defined by

$$
\begin{aligned}
& u_{1}=\mathscr{N}\left\{y_{1}\right\}, \\
& u_{i}=\mathscr{N}\left\{y_{i}-\sum_{j=1}^{i-1} u_{j}\left(\int u_{j}^{*} \rho y_{i} \mathrm{~d} z\right)\right\}, \quad i=2,3, \ldots, N,
\end{aligned}
$$

are (a) all eigenfunctions of $L$ with eigenvalue $\lambda$, and (b) mutually orthogonal with respect to the weight function $\rho$. Here $\mathscr{N}\{v(x)\}$ stands for $v(x) / \int v^{*}(z) \rho(z) v(z) \mathrm{d} z$. [Use a process of induction.]
2. Express the Gauss equation

$$
\left(x^{2}-x\right) y^{\prime \prime}+[(1+\alpha+\beta) x-\gamma] y^{\prime}+\alpha \beta y=0
$$

where $\alpha, \beta$ and $\gamma$ are parameters, in Sturm-Liouville form.
3. A particular associated Legendre function $y_{n}$ corresponding to eigenvalue $\boldsymbol{n}$ is a solution of

$$
x y^{\prime \prime}+2 y^{\prime}+\left(n-\frac{1}{2}-\frac{x}{4}-\frac{3}{4 x}\right) y=0,
$$

with $y_{n}(0)=y_{n}(\infty)=0$. Show that this implies

$$
\int_{0}^{\infty} x y_{n}(x) y_{m}(x) \mathrm{d} x=0, \quad \text { if } m \neq n .
$$

4. Use the solutions of the equation $y^{\prime \prime}+\lambda y=0$ with boundary conditions $y(0)=0, y^{\prime}(\pi)=0$ to find an expansion of the function $f(x)=x^{2}-2 \pi x$. Hence solve $y^{\prime \prime}+y=x^{2}-2 \pi x$, with these same boundary conditions.
5. (a) Find the solution of $\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+b y=f(x)$, valid in the range $[-1,1]$ and finite at $x=0$, in terms of Legendre polynomials.
(b) If $b=14$ and $f(x)=5 x^{3}$, find the explicit solution and verify it by direct substitution.
6. By substituting $x=\exp (t)$ find the normalized eigenfunctions $y_{n}(x)$ and eigenvalues $\lambda_{n}$ of the operator $L$ defined by

$$
L(y)=x^{2} y^{\prime \prime}+2 x y^{\prime}+\frac{1}{4} y, \quad 1 \leqslant x \leqslant e,
$$

with $y(1)=y(e)=0$. Find, as a series $\sum a_{n} y_{n}(x)$, the solution of $L(y)=x^{-1 / 2}$.
7. Express the solution of Poisson's equation in electrostatics $\nabla^{2} \phi(\mathbf{r})=-\rho(\mathbf{r}) / \epsilon_{0}$, where $\rho$ is the non-zero charge density over a finite part of space, in the form of an integral and hence identify the Green's function for the $\nabla^{2}$ operator.
8. Extension to example 7.4 (page 185). Consider the particular case when $f(t)=F \sin (p t)$ and $\beta^{2}-\omega^{2}<0=-n^{2}$ (say). Evaluate the integral (7.49) and show that it leads to decaying transients and steady state terms, the same as would be obtained by the complementary function and particular integral methods of chapter 5. [The algebra is rather lengthy but straightforward.]
9. In the quantum mechanical study of the scattering of a particle by a potential, a (Born approximation) solution can be obtained in terms of a function $y(\mathbf{r})$ which satisfies an equation of the form

$$
\left(-\nabla^{2}-K^{2}\right) y(\mathbf{r})=F(\mathbf{r})
$$

Assuming that $y_{\mathbf{k}}(\mathbf{r})=(2 \pi)^{-3 / 2} \exp (\mathbf{i k} \cdot \mathbf{r})$ is a suitably normalized eigenfunction of $-\nabla^{2}$ corresponding to an eigenvalue $-k^{2}$, find a suitable Green's function $G_{K}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$. By taking the direction of the vector $\mathbf{r}-\mathbf{r}^{\prime}$ as polar axis for a $\mathbf{k}$-space integration, show $G_{K}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ can be reduced to

$$
\frac{1}{4 \pi^{2}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \int_{-\infty}^{\infty} \frac{w \sin w}{w^{2}-w_{0}^{2}} \mathrm{~d} w,
$$

where $w_{0}=K\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$. [This integral can be evaluated by contour integration (chapter 16) to give $\left(4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)^{-1} \exp \left(i K\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)$.]

## 8

## Fourier methods

It will undoubtedly have been observed by the reader who has only a moderate familiarity with the mathematical methods used for physical problems, that harmonic waves (of the form $\exp (i \omega t)$ or $\cos \omega t$ ) are very convenient functions to deal with. It is straightforward to differentiate, integrate and multiply them; their moduli are easily taken, and each contains only one frequency [or wavenumber, for forms like $\exp (i k x)$, using an obvious notation]. This last point is important since the response of many physical systems, such as an electronic circuit or a prism, depends most directly on the frequency content of the input the system receives.

Even if we were not familiar with the results of the Sturm-Liouville theory discussed in the previous chapter, these properties by themselves would indicate that it may be advantageous in some cases to express all the functions involved in a problem as superpositions of harmonic wave functions (Fourier series or transforms). The otherwise difficult parts of the problem might then be carried through more simply, and finally, if necessary, the output functions reconstituted from the 'processed' waves.

In fact, we recognize the harmonic wave $y(x)=\exp (\mathrm{i} k x)$ as an eigenfunction of the simplest non-trivial Sturm-Liouville equation, with $p=1, q=0, \rho=1$ and $\lambda=k^{2}$, and thus, provided that $\left[y y^{\prime}\right]_{a}^{b}=0$, we may apply the general results of chapter 7 . This boundary condition is clearly going to be satisfied if we consider periodic problems of period $b-a$, and so we are led to Fourier series, or if $a \rightarrow-\infty$ and $b \rightarrow \infty$, to Fourier transforms.

There are thus at least three different but connected ways in which the harmonic waves of Fourier methods may be considered to arise; as sets of mathematically simple and manageable functions, as the set of eigenfunctions of a particularly simple S-L equation, and, most physically, as the set of functions arising naturally in the description of a wide range of physical situations, such as the vibrations of a finite string, the scattering of light by a diffraction grating, and the transmission of an input signal by an electronic circuit.

### 8.1 Sets of functions

All that is required to be known about the sets of functions needed can be obtained directly from the Sturm-Liouville theory, namely their completeness [any 'reasonable' function can be expressed as a linear sum of them] and mutual orthogonality over an appropriate range, but it is both straightforward and instructive to obtain these properties in an empirical way as well.

Let us suppose that we are given a function which is periodic, e.g. that describing a circuit input voltage consisting of a regularly repeating wave train [periodic in time], or the potential experienced by an electron in a regular crystal [periodic in space], or a single-valued gravitational potential [periodic in azimuthal angle $\phi$ ]. This function is to be represented as a (generally infinite) sum of Fourier terms.

We will work with $t$ as the variable in which the periodicity occurs and with $T$ as the period, but of course the physical interpretation of $t$ will not necessarily be that of time. In periodic situations the origin of $t$ is arbitrary but we will choose it so that the basic period is $-T / 2$ to $T / 2$.

Consider first the set of functions

$$
\begin{equation*}
h_{n}(t)=\cos (2 \pi n t / T), \quad 0 \leqslant n<\infty . \tag{8.1}
\end{equation*}
$$

Could this be a possible set for the expansion, using all integral values of $n$ ? We test first their mutual orthogonality over $(-T / 2, T / 2)$. Using $\omega$ to denote the quantity $(2 \pi / T)$, we have

$$
\begin{align*}
\int_{-T / 2}^{T / 2} \cos \left(\frac{2 \pi n t}{T}\right) & \cos \left(\frac{2 \pi m t}{T}\right) \mathrm{d} t \\
& =\int_{-T / 2}^{T / 2} \frac{1}{2}[\cos (n+m) \omega t+\cos (n-m) \omega t] \mathrm{d} t \\
& =0 \text { unless } n=m \tag{8.2}
\end{align*}
$$

since the integral of a cosine (or sine) function over a complete number of cycles [here $n+m$ and $n-m$ cycles] is zero. If $n=m$ the integral has the value $T / 2$, as is easily verified. Thus the functions $h_{n}(t)$ are mutually orthogonal as required.

We now have to ask whether any periodic function $f(t)$ can be expressed in terms of them, i.e. $f(t)=\sum_{n} a_{n} h_{n}(t)$, with $a_{n}$ constants. This is clearly not so, since $\cos (n \omega t)$ is an even function of $t$ and so therefore is any function of the form $\sum_{n} a_{n} h_{n}(t)$; hence any odd periodic function of $t$ such as $\tan (\omega t)$ cannot be represented by such a sum. We conclude therefore that the set of functions given by (8.1) is not suitable.

In a similar way, the set

$$
\begin{equation*}
g_{n}(t)=\sin (2 \pi n t / T), \quad 0<n(\text { integral })<\infty, \tag{8.3}
\end{equation*}
$$

is inappropriate.
$\rightarrow$. Show that the $g_{n}(t)$ are mutually orthogonal, but do not enable all periodic functions to be expanded in terms of them.

The set $g_{n}(t)$ fail because even functions of $t$ cannot be expressed in terms of them. However, any function $f(t)$ can be written as the sum of an odd and an even part,

$$
\begin{align*}
f(t) & =\frac{1}{2}[f(t)+f(-t)]+\frac{1}{2}[f(t)-f(-t)] \\
& =f_{\text {even }}(t)+f_{\text {odd }}(t), \tag{8.4}
\end{align*}
$$

and so by combining the sets $h_{n}(t)$ and $g_{n}(t)$ together, $f(t)$ could be expressed in terms of the larger set so formed [ $f_{\text {even }}$ in terms of the $h_{n}$, and $f_{\text {odd }}$ by the $g_{n}$ ]. All that remains is to determine whether the enlarged set is still a mutually orthogonal one. This is easily done since

$$
\begin{align*}
\int_{-T / 2}^{T / 2} h_{n}(t) g_{m}(t) \mathrm{d} t & =\int_{-T / 2}^{T / 2} \cos (n \omega t) \sin (m \omega t) \mathrm{d} t \\
& =\int_{-T / 2}^{T / 2} \frac{1}{2}[\sin (m+n) \omega t+\sin (m-n) \omega t] \mathrm{d} t \\
& =0 \text { for all } m \text { and } n[\text { even } m=n] \tag{8.5}
\end{align*}
$$

We thus arrive at the set of functions $\cos (2 \pi n t / T)$ and $\sin (2 \pi m t / T)$, with $n$ and $m$ running over all integral values. This is the same set as could have been obtained from the simple case of the Sturm-Liouville equation discussed above, but here arrived at in a more heuristic way.

As noted in chapter 7, the set of functions is not always unique if the eigenvalues are degenerate and in the present case an alternative, and in some cases preferable, set of functions can be obtained by taking linear combinations of the previous set,

$$
\begin{align*}
& \exp \left(\frac{\mathrm{i} 2 \pi n t}{T}\right)=\cos \left(\frac{2 \pi n t}{T}\right)+\mathrm{i} \sin \left(\frac{2 \pi n t}{T}\right) \\
&-\infty<n \text { (integral) }<\infty . \tag{8.6}
\end{align*}
$$

This alternative set allows some economy of expression, useful in formal manipulations, and is the natural set from which to proceed to the Fourier transform (section 8.6).

### 8.2 The expansion and coefficients

Returning to the expansion of a periodic function of period $T$ (see fig. 8.1), we assume that $f(t)$ can be written as a Fourier series (FS), namely

$$
\begin{align*}
& f(t)=\frac{1}{2} A_{0}+\sum_{n=1}^{\infty}\left[A_{n} \cos (n \omega t)+B_{n} \sin (n \omega t)\right]  \tag{8.7}\\
& f(t)=\sum_{n=-\infty}^{\infty} C_{n} \exp (\mathrm{i} n \omega t) \tag{8.8}
\end{align*}
$$

where, as before, $2 \pi / T$ has been written as $\omega$, the fundamental frequency.


Fig. 8.1 A periodic function of period $T$.
Physically both formulae contain a superposition of amplitudes having the fundamental frequency and its harmonics, together with a possible constant [ $n=0$ term]. The factor $\frac{1}{2}$ in (8.7) is conventional and, as will be seen later, is included in order to make the calculation of $A_{0}$ the same as that of other $A_{n}$. Clearly $C_{0}=\frac{1}{2} A_{0}$.

By writing cosine and sine in terms of exponentials it is straightforward to show that,
-2. $\quad C_{n}=\frac{1}{2}\left(A_{n}-\mathrm{i} B_{n}\right)$ and $C_{-n}=\frac{1}{2}\left(A_{n}+\mathrm{i} B_{n}\right)$.
These equations and their inverses establish the link between the two commonest sets of functions.

The next requirement is that of obtaining explicit expressions for $A_{n}$ and $B_{n}$ once $f(t)$ is given. To do this we multiply (8.7) through by $\cos (m \omega t)$ and integrate it from $-T / 2$ to $T / 2$. [This will 'project out' all parts of both $f$ and the series which are orthogonal to $\cos (m \omega t)$.]

$$
\begin{align*}
& \int_{-T / 2}^{T / 2} f(t) \cos (m \omega t) \mathrm{d} t=\int_{-T / 2}^{T / 2}\left\{\frac{A_{0}}{2} \cos (m \omega t)\right. \\
& \left.+\sum_{n=1}^{\infty}\left[A_{n} \cos (n \omega t) \cos (m \omega t)+B_{n} \sin (n \omega t) \cos (m \omega t)\right]\right\} \mathrm{d} t \tag{8.10}
\end{align*}
$$

The first term on the right-hand side is zero unless $m=0$ when it has the value $\frac{1}{2} A_{0} T$, and, in view of the previously shown mutual orthogonality of the set of functions $\{\cos n \omega t, \sin m \omega t\}$, the only non-zero term appearing in the summation is that from the cosine series for which $n=m \neq 0$; this term has the value $\frac{1}{2} A_{m} T$.

With this enormous simplification of the right-hand side, (8.10) can be rewritten to give an explicit expression for $A_{m}$

$$
\begin{equation*}
A_{m}=\frac{2}{T} \int_{-T / 2}^{T / 2} f(t) \cos (m \omega t) \mathrm{d} t, \quad m=0,1, \ldots, \infty \tag{8.11a}
\end{equation*}
$$

$\rightarrow$ 3. Follow a similar procedure to show that

$$
\begin{equation*}
B_{m}=\frac{2}{T} \int_{-T / 2}^{T / 2} f(t) \sin (m \omega t) \mathrm{d} t, \quad m=1,2, \ldots, \infty \tag{8.11b}
\end{equation*}
$$

$\rightarrow 4$. Deduce that

$$
\begin{equation*}
C_{m}=\frac{1}{T} \int_{-T / 2}^{T / 2} f(t) \exp (-\mathrm{i} m \omega t) \mathrm{d} t, \quad-\infty<m<\infty \tag{8.11c}
\end{equation*}
$$

$\downarrow 5$. Show that if the function $f(t)$ is real, then $C_{-n}=C_{n}^{*}$.
Using these explicit formulae it is now possible to write any given periodic function $f(t)$ of period $T=2 \pi / \omega$ in the form of a series of sinusoidal terms, containing the fundamental frequency $\omega$ and some or all of its harmonics (together with a possible constant). The amplitudes of the various harmonics are obtainable from the original function by means of equations (8.11).

As an example (which will be used for illustration throughout this chapter) consider the square-wave function $f(t)$ illustrated in fig. 8.2 and given by

$$
\begin{align*}
f(t) & =-1, \quad-T / 2 \leqslant t<0 \\
& =+1, \quad 0 \leqslant t<T / 2 . \tag{8.12}
\end{align*}
$$

This function is to be represented as a Fourier series [perhaps so that the effect of a frequency dependent integrating circuit on an electrical input of this form can be determined] and is therefore assumed to be representable in the form of expression (8.7). The required coefficients are obtained by substituting (8.12) in (8.11 a, b). Since $f(t)$ is in this


Fig. 8.2 The square-wave function $f(t)$.
case an odd function of $t$ whereas $\cos (m \omega t)$ is an even one, all $A_{m}$ given by ( 8.11 a ) are zero. Recalling that $\omega T=2 \pi$, we have also that

$$
\begin{align*}
B_{m} & =\frac{2}{T} \int_{-T / 2}^{T / 2} f(t) \sin (m \omega t) \mathrm{d} t \\
& =\frac{4}{T} \int_{0}^{T / 2} \sin (m \omega t) \mathrm{d} t \\
& =\frac{2}{\pi m}\left(1-(-1)^{m}\right) \tag{8.13}
\end{align*}
$$

This is zero if $m$ is even and equals $4 / \pi m$ for $m$ odd.
Thus, instead of (8.12), we can write $f(t)$ as

$$
\begin{equation*}
f(t)=\frac{4}{\pi}\left[\sin (\omega t)+\frac{\sin (3 \omega t)}{3}+\frac{\sin (5 \omega t)}{5}+\cdots\right] \tag{8.14}
\end{equation*}
$$

i.e. expressed in terms of its component frequencies with simple sinusoidal functions [but at the price of having introduced an infinite series]. As the number of terms in the series is increased the function $f(t)$ given by (8.14) approaches more and more closely the original function given by (8.12) and fig. 8.2.

The general question as to under what circumstances a series generated by the above procedures (expanding according to (8.7) with coefficients given by (8.11)) is a valid representation of the original function is mathematically complicated, but for practical purposes the answer may be summarized as:

If (i) there exists only a finite number of maxima, minima and discontinuities of the function $f(t)$ in one period, and
(ii) $\int_{-T / 2}^{T / 2}|f(t)| \mathrm{d} t$ is convergent, then the Fourier series converges to $f(t)$ as the number of terms $\rightarrow \infty$.
At the discontinuities (if any) of $f(t)$ a further result is needed. If $f(t)$ is discontinuous at $t=t_{1}$ then the series converges to $\frac{1}{2}\left[f\left(t_{1}-\right)+f\left(t_{1}+\right)\right]$
at that point. Here the quantity $f\left(t_{1}+\right)$ is the limit of $f(t)$ as $t \rightarrow t_{1}$ from values greater than $t_{1}$, and $f\left(t_{1}-\right)$ is the corresponding limit as $t \rightarrow t_{1}$ from below. It should be remembered that in the series, $t$ is fixed at the value $t_{1}$ and it is the increasing number of terms that brings about the convergence.

Referred specifically to our example, these results mean that in the range $0<t<T / 2$ the series (8.14) tends to a limit in value of 1 for all $t$, that in $-T / 2<t<0$, series (8.14) tends to -1 for all $t$, but that at $t=0$ we must expect it to yield the value $\frac{1}{2}[(-1)+(+1)]=0$. Likewise at $t=T / 2$, we expect the series to give $\frac{1}{2}[(+1)+(-1)]=0$. Since at $t=0$ or $T / 2$ every term of the calculated series individually vanishes, its values at the discontinuities are immediately verified. For values of $t$ outside the range ( $-T / 2, T / 2$ ), the series repeats periodically the values it takes inside the range.

In order to illustrate pictorially the convergence of the series (8.14) to the original function, the value of the series is shown graphically superimposed upon the original function in fig. 8.3, after various numbers of terms have been added. In each picture except the last, the next contribution to be made (but not yet included) is shown dashed. It will be seen that after only a few terms the series is a reasonable approximation except near the discontinuities of $f(t)$.

(a)

(c)

(b)

(d)

Fig. 8.3 The evaluation of equation (8.14) after various numbers of terms have been added. The next term to be added is shown dashed. In ( $d$ ) $\delta$ gives the Gibbs overshoot. For an explanation of $A, A^{\prime}$, etc. see the text.

It will be noticed how in any particular range of $t$ values and after any particular number of terms have been included, the next term generally has, at around that value of $t$, the correct sign to (over-) compensate the discrepancy between the sum so far and the original function. This is not true for every $t$ value [or consequently for every range of $t$ value], but can be illustrated by examining, for example, the values near the points $A, B, C$ of the next terms to be added and the corresponding discrepancies $A^{\prime}, B^{\prime}, C^{\prime}$ between the sum so far and $f(t)$.
As the number of terms in the series is increased the 'overshoot' nearest a point of discontinuity moves closer to the discontinuity (see 8.3 (d)), but in fact never disappears even in the limit of infinitely many terms, although it moves in position arbitrarily close to the discontinuity. This behaviour is known as the Gibbs phenomenon. It does not contradict our previous results since for any $t$ inside the range 0 to $T / 2$ for example, the partial sum to $N$ terms of the series can be made arbitrarily close to +1 for all $N>$ some $N_{0}$, by taking $N_{0}$ large enough. [Roughly speaking, the Gibbs overshoot has to be squeezed into the non-zero gap between $t$ and the position of the discontinuity, 0 or $T / 2$.] The Gibbs phenomenon is characteristic of Fourier series at a discontinuity, its size being proportional to the magnitude of the discontinuity. For the unit square-wave function discussed here, its value $\delta=0.179 \ldots$ (see fig. $8.3(d)$ ).

### 8.3 Symmetry considerations

In the example of the previous section all the coefficients $A_{m}$ were shown to be zero on account of the antisymmetry of the particular function $f(t)$. In general, if the given function $f(t)$ possesses some degree of symmetry about the point $t=0$ or $t=T / 4$, then some economy of labour can be affected in the calculation of the expansion coefficients.
Since $\cos (m \omega t)$ and $\sin (m \omega t)$ are even and odd functions of $t$ respectively it is apparent by ( $8.11 \mathrm{a}, \mathrm{b}$ ), that as general results:

$$
\begin{align*}
& \text { If } f(t) \text { is an odd function of } t \text {, i.e. } f(-t)=-f(t) \text {, then } \\
& A_{m}=0 \text { for all } m \text {. }  \tag{8.16}\\
& \text { If } f(t) \text { is an even function of } t \text {, i.e. } f(-t)=f(t) \text {, then } \\
& B_{m}=0 \text { for all } m \text {. } \tag{8.17}
\end{align*}
$$

Nothing beyond the oddness or evenness of $f(t)$ is required for these results, since they each depend only on the fact that the integral from $-T / 2$ to $T / 2$ of an odd and an even function multiplied together is necessarily zero. A general function $f(t)$ will usually be neither even nor odd and so both $A_{m}$ and $B_{m}$ are in general non-zero.

The consequences of symmetry or antisymmetry of $f(t)$ about $t=T / 4$
are a little harder to see, but the following argument gives the required result.

Suppose $f(t)$ has either even or odd symmetry about $t=T / 4$, i.e. $f(-s)= \pm f(s)$, where $s$ has been written for $t-T / 4$. Then according to ( 8.11 b )

$$
\begin{equation*}
B_{m}=\frac{2}{T} \int_{-T / 2}^{T / 2} f(t) g_{m}(t) \mathrm{d} t \tag{8.18}
\end{equation*}
$$

where $g_{m}(t)=\sin (m \omega t)$. Expressed in terms of $s, g_{m}$ becomes $G_{m}(s)=$ $\sin (m \omega s+m \omega T / 4)$, and, recalling that $\omega T=2 \pi$, we have

$$
G_{m}(s)=\sin (m \omega s) \cos (m \pi / 2)+\cos (m \omega s) \sin (m \pi / 2) .
$$

If $m$ is even then $\sin (m \pi / 2)=0$ and $G_{m}(s)$ is an odd function of $s$, whilst if $m$ is odd $\cos (m \pi / 2)=0$ and $G_{m}$ is an even function. For the evaluation of $B_{m}$, the independent variable in the integral can be changed from $t$ to $s$. The limits of integration can in fact be left unaltered since $f$ is of course periodic in $s$ as well as $t$. Two particular combinations of circumstances of interest now arise,
(i) if $f(-s)=f(s)$ and $m$ is even [i.e. $G_{m}$ is odd] then the integral is zero,
(ii) if $f(-s)=-f(s)$ and $m$ is odd [i.e. $G_{m}$ is even] then the integral is zero.


Fig. 8.4 Contributions to $B_{2}$ for a function (solid line) with symmetry about $t=T / 4$. The contributions are $\pm \alpha$, etc., and the dashed curve is $\sin (2 \omega t)$.

As a pictorial way of visualizing these results, fig. 8.4 illustrates case (i) for some periodic function (solid line) which is symmetric about $t=T / 4$ (but has no other particular symmetry). The function $\sin (2 \omega t)$ is also shown (dashed line). The range $-T / 2$ to $T / 2$ has been marked off into sections and labelled with the contributions each section would make to the integral (8.18) for $B_{2}$. Where the function and $\sin (2 \omega t)$ have opposite
signs the contribution is negative. The quantities $\alpha, \beta, \gamma$ are positive but their actual values are irrelevant for our purpose, the important point being that because of the symmetry of the function about $T / 4$ the contributions cancel in pairs.
6. By making a similar sketch for say $\sin (3 \omega t)$ verify that the integral does not necessarily vanish for odd values of $m$.

Corresponding results about the $A_{m}$ for functions with some symmetry about $t=T / 4$ can be obtained by considering the symmetry properties of $\cos (m \omega s+m \omega T / 4)$. These and the other results of this section are summarized in the following table, where those coefficients $A_{m}$ and $B_{m}$ which are necessarily zero are indicated.

|  | $A_{2 n}$ | $A_{2 n+1}$ | $B_{2 n}$ | $B_{2 n+1}$ |
| :--- | :---: | :---: | :---: | :---: |
| $f$ even about $t=0$ |  |  | 0 | 0 |
| $f$ odd about $t=0$ | 0 | 0 |  |  |
| $f$ even about $t=T / 4$ |  | 0 | 0 |  |
| $f$ odd about $t=T / 4$ | 0 |  |  | 0 |

All of the above results follow automatically when ( $8.11 \mathrm{a}, \mathrm{b}$ ) are evaluated in any particular case, but a prior knowledge of them will often enable some coefficients to be set to zero on inspection and so substantially reduce the computational labour. As an example the square-wave function of equation (8.12) and fig. 8.2, is
(i) an odd function of $t$, and therefore all $A_{m}=0$, and
(ii) even about $T / 4$ and therefore $B_{2 n}=0$.

Thus we can say immediately that only sine terms of odd harmonics will be present in the series and therefore need to be calculated; this is confirmed in expansion (8.14).
-7. Find, without calculation, which terms will be present in the Fourier series for the periodic functions $f(t)$ of period $T$, given in the range $-T / 2$ to $T / 2$ by,
(i) $f=2$ for $0 \leqslant|t|<T / 4, f=1$ for $T / 4 \leqslant|t|<T / 2$;
(ii) $f(t)=\exp \left[-(t-T / 4)^{2}\right]$;
(iii) $f=-1$ for $-T / 2 \leqslant t<-3 T / 8$ and $3 T / 8 \leqslant t<T / 2, f=1$ for $-T / 8 \leqslant t<T / 8$, and the graph of $f$ is completed by two straight lines in the remaining sanges so as to form a continuous function.

### 8.4 Function continuation for fixed intervals

Even when a physically occurring function is not periodic, Fourier analysis can in some cases still be usefully employed. If a function is defined only over a fixed finite interval [for example, the displacement of a violin string] and the physical behaviour of the system is required only in that interval, then, by assuming that the function is mathematically defined outside that interval in a suitably periodic way, a Fourier representation of the function can be used. This is so, since (provided the function satisfies the conditions of statement (8.15)) everywhere within the interval the Fourier series will certainly converge to the function, and it will also do so at the end points if the choice of mathematical continuation makes the function continuous there.

Rather than discuss the choice of continuation in general terms we will use a specific example and treat it in some detail.


Fig. 8.5 Plucked string with fixed ends: (a) the physical situation; (b)-(d) show possible mathematical continuations; (c) is antisymmetric about 0 and (d) symmetric.

Consider a string of length $l$ which is plucked at some point along its length, as in fig. 8.5 (a). Inside the range 0 to $l$ [here distance $x$ replaces time] the displacement is given by $f(x)$, whilst outside it is undefined. The most natural assumption is that it is zero outside the range, but in order to express the displacement as a Fourier series we must make the function periodic. The choice of continuation is by no means unique. Figure 8.5 (b) shows the most obvious periodic continuation, producing a series of period $l$, but with no particular symmetry properties.
A second choice is shown in (c). Here the period is $2 l$ and so in the
resulting series there will be twice as many wave numbers [spatial analogue of frequencies] below any given wave number, but on the other hand the function is now an odd function of $x$ and so only sine terms will be present. Since for analytically tractable cases all the required coefficients are thus found from a single formula, this means a saving in computational labour. Choice $(d)$ is similar to (c) except that here only cosine terms appear.

Example 8.1. Find Fourier series to represent the displacement of the string when it is pulled aside by $y_{0}$ at the point $x=l / 4$.

The function to be represented is

$$
\begin{aligned}
y(x) & =4 y_{0} x / l, \quad 0 \leqslant x<l / 4 \\
& =\frac{4 y_{0}}{3}\left(1-\frac{x}{l}\right), \quad l / 4 \leqslant x \leqslant l .
\end{aligned}
$$

Solution 1. Take the continuation as in fig. $8.5(b)$ and then the series is

$$
y(x)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left[a_{n} \cos (n k x)+b_{n} \sin (n k x)\right]
$$

where $k=2 \pi / l$ and is the fundamental wave number.
Then, from (8.11) we have (taking the integral from 0 to $l$ rather than $-l / 2$ to $l / 2$ for convenience),

$$
a_{n}=\frac{2}{l} \int_{0}^{l / 4} \frac{4 y_{0} x}{l} \cos (n k x) \mathrm{d} x+\frac{2}{l} \int_{l / 4}^{l} \frac{4 y_{0}}{3}\left(1-\frac{x}{l}\right) \cos (n k x) \mathrm{d} x .
$$

Using integration by parts the student should show that this gives
$>8$.

$$
\begin{aligned}
a_{n} & =y_{0} & & \text { for } n=0 \\
& =-8 y_{0} / 3 n^{2} \pi^{2} & & \text { for } n \text { odd, } \\
& =-16 y_{0} / 3 n^{2} \pi^{2} & & \text { for } n=4 m+2, \\
& =0 & & \text { for } n=4 m(m \neq 0) .
\end{aligned}
$$

The values of $b_{n}$ are similarly obtained from

$$
b_{n}=\frac{2}{l} \int_{0}^{l / 4} \frac{4 y_{0} x}{l} \sin (n k x) \mathrm{d} x+\frac{2}{l} \int_{l / 4}^{l} \frac{4 y_{0}}{3}\left(1-\frac{x}{l}\right) \sin (n k x) \mathrm{d} x
$$

and are
-9. $\quad b_{n}=8 y_{0}(-1)^{\ddagger(n-1)} / 3 n^{2} \pi^{2}, \quad$ for $n$ odd,
$=0, \quad$ for $n$ even.

The first few terms of the Fourier series thus obtained are

$$
\begin{array}{r}
y(x)=\frac{y_{0}}{2}-\frac{8 y_{0}}{3 \pi^{2}}\left[\cos \left(\frac{2 \pi x}{l}\right)-\sin \left(\frac{2 \pi x}{l}\right)+\frac{1}{2} \cos \left(\frac{4 \pi x}{l}\right)\right. \\
\left.+\frac{1}{9} \cos \left(\frac{6 \pi x}{l}\right)+\frac{1}{9} \sin \left(\frac{6 \pi x}{l}\right)+\frac{1}{25} \cos \left(\frac{10 \pi x}{l}\right)-\cdots\right] . \tag{8.20}
\end{array}
$$

Solution 2. This time we continue the function as in fig. 8.5 (c) so that the series contains only sine terms

$$
y(x)=\sum_{n=1}^{\infty} B_{n} \sin \left(n k^{\prime} x\right)
$$

where here $k^{\prime}=2 \pi / 2 l$. The coefficients $B_{n}$ are given by

$$
\begin{aligned}
B_{n} & =\frac{2}{2 l} \int_{-1}^{l} y(x) \sin \left(n k^{\prime} x\right) \mathrm{d} x \\
& =2 \frac{1}{l} \int_{0}^{l} y(x) \sin \left(n k^{\prime} x\right) \mathrm{d} x
\end{aligned}
$$

since the integrand is symmetric about $x=0$.
Proceeding as before the integral is found to be
$-10 . \quad B_{n}=32 y_{0} \sin (n \pi / 4) / 3 n^{2} \pi^{2}$.
This solution thus gives a series

$$
\begin{align*}
y(x)= & \frac{32 y_{0}}{3 \pi^{2}}\left[(2)^{-1 / 2} \sin \left(\frac{\pi x}{l}\right)+\frac{1}{4} \sin \left(\frac{2 \pi x}{l}\right)\right. \\
& \left.+\frac{(2)^{-1 / 2}}{9} \sin \left(\frac{3 \pi x}{l}\right)-\frac{(2)^{-1 / 2}}{25} \sin \left(\frac{5 \pi x}{l}\right)-\cdots\right] . \tag{8.21}
\end{align*}
$$

-11 . Show that the series corresponding to the continuation in fig. $8.5(\mathrm{~d})$ is

$$
\begin{equation*}
y(x)=\frac{y_{0}}{2}+\frac{8 y_{0}}{3 \pi^{2}} \sum_{n=1}^{\infty} \frac{4 \cos (n \pi / 4)-3-(-1)^{n}}{n^{2}} \cos \left(\frac{n \pi x}{l}\right) . \tag{8.22}
\end{equation*}
$$

It will be apparent to the reader who has carried through the calculations needed to obtain equations (8.20)-(8.22), that the introduction of some symmetry, in the latter two, produces a significant saving in computational labour. It should be emphasized that all choices of continuation give series which converge to the function in fig. $8.5(a)$ in the interval

0 to $l$, but of course differ widely outside that range. A further consideration in the choice of continuation is the convergence of the resultant series. We will again show this by considering a specific example.

Example 8.2. Find Fourier series to represent the function $y(x)=x$ in the range $0 \leqslant x<\pi$.


Fig. 8.6 The function $y=x$ in $0 \leqslant x<\pi$ and two possible continuations.

The function is shown in fig. $8.6(a)$. Two possible continuations with period $2 \pi$ and fundamental wave number $=1$ are shown in fig. 8.6 (b) and (c). Continuation (b) is symmetric and yields a cosine series with coefficients

$$
\begin{aligned}
A_{n} & =\frac{2}{2 \pi} \times 2 \int_{0}^{\pi} x \cos (n x) \mathrm{d} x \\
& =0 \quad \text { for } n \text { even }(n \neq 0), \\
& =\pi \quad \text { for } n=0 \\
& =-4 / \pi n^{2} \text { for } n \text { odd }
\end{aligned}
$$

giving

$$
\begin{equation*}
y(x)=\frac{\pi}{2}-\frac{4}{\pi} \sum_{m=0}^{\infty} \frac{\cos (2 m+1) x}{(2 m+1)^{2}} \tag{8.23}
\end{equation*}
$$

On the other hand continuation (c) yields a sine series
$>12 . \quad y(x)=2 \sum_{n=1}^{\infty}(-1)^{n+1} \frac{\sin (n x)}{n}$.
Again both series converge to $y(x)=x$ in $0 \leqslant x<\pi$, but (8.23) is clearly preferable for numerical computation since (a) it has an $n^{-2}$
convergence whereas (8.24) converges only as $n^{-1}$, and (b) it does not show the Gibbs phenomenon which accompanies the discontinuous function produced by the continuation in fig. $8.6(c)$. The choice of continuation or period is not always as wide as this section may have suggested. For some situations additional physical conditions at the ends of the given interval limit or determine the allowed forms or periods. Examples of this occur, for example, in connection with the Fourier solutions of flow and diffusion problems considered in chapter 10.

### 8.5 Differentiation and integration

Since in a Fourier expansion both sides are functions of the independent variable, it is natural to consider differentiation and integration with respect to that variable. We will not prove the relevant properties but merely state them and give an illustration.
(i) Differentiation. The Fourier series for the derivative $f^{\prime}(t)$ can be obtained from the FS for $f(t)$ by differentiating term by term.
(ii) Integration. The Fourier series for the indefinite integral $F(t)=$ $\int^{t} f(s) \mathrm{d} s$ can be obtained (to within a constant) by term by term integration of the FS for $f(t)$.

In terms of formulae, for $f(t)$ given by (8.7),

$$
\begin{equation*}
f^{\prime}(t)=\sum_{n=1}^{\infty}\left[-n \omega A_{n} \sin (n \omega t)+n \omega B_{n} \cos (n \omega t)\right], \tag{8.25}
\end{equation*}
$$

and

$$
\begin{equation*}
F(t)=\frac{A_{0} t}{2}+\sum_{n=1}^{\infty}\left[\frac{B_{n}}{n \omega}(1-\cos n \omega t)+\frac{A_{n}}{n \omega} \sin (n \omega t)\right], \tag{8.26}
\end{equation*}
$$

where the constant of integration is $\sum\left(B_{n} / n \omega\right)$ and is chosen here so as to make $F(0)=0$.

As shown in (8.25) each differentiation produces an additional factor $n \omega$ in the numerator of each term and consequently the convergence of the series becomes less and less rapid. In any case, the process can only be used as many times as $f(t)$ is itself differentiable.

As an example we may use the function already considered in fig. 8.6 (b) and given by (8.23) as

$$
\begin{equation*}
y(x)=\frac{\pi}{2}-\frac{4}{\pi} \sum_{m=0}^{\infty} \frac{\cos (2 m+1) x}{(2 m+1)^{2}} \tag{8.23bis}
\end{equation*}
$$

Differentiating term by term yields

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\frac{4}{\pi} \sum_{m=0}^{\infty} \frac{\sin (2 m+1) x}{2 m+1} \tag{8.27}
\end{equation*}
$$

This is just the series given in (8.14) with, as in this case, $T=2 \pi, \omega=1$ and a change of notation. The series (8.27) is thus that for the periodic function $g(x)=-1$, for $-\pi \leqslant x<0$ and $g(x)=1$, for $0 \leqslant x<\pi$; but this is precisely the value of the derivative of the original function, thus verifying the differentiation property for this case. The validity of the integration procedure for this example worked backwards is obvious, the constant of integration having to be determined separately.
$\rightarrow 13$. Using a set of tables evaluate the series (8.23) for the function $y(x)=x$, by adding on successive terms. Use values of $x$ of (say) $r \pi / 6$ for $r=(0,6)$. Note how the factor $(2 m+1)^{-2}$ produces rapid convergence.
-14 . Illustrate the limitations of the differentiation property by 'deducing' from (8.24) that, if the differentiability or otherwise of the original function is ignored, then

$$
1+1+1+\cdots=-\frac{1}{2}
$$

-15 . As far as possible, determine by inspection the form of the functions of which the following are the Fourier series,
(i) $\cos \theta+\frac{1}{9} \cos 3 \theta+\frac{1}{25} \cos 5 \theta+\cdots$;
(ii) $\sin \theta+\frac{1}{27} \sin 3 \theta+\frac{1}{12} \sin 5 \theta+\cdots$;

$$
\text { (iii) } \frac{l^{2}}{3}-\frac{4 l^{2}}{\pi^{2}}\left[\cos \left(\frac{\pi x}{l}\right)-\frac{1}{4} \cos \left(\frac{2 \pi x}{l}\right)+\frac{1}{9} \cos \left(\frac{3 \pi x}{l}\right)-\cdots\right] \text {. }
$$

[You may find it helpful to deduce from (8.23) that

$$
S_{0} \equiv \sum_{m=0}^{\infty}(2 m+1)^{-2}=\pi^{2} / 8
$$

and other summation relationships derivable from this.]

### 8.6 Fourier transforms

So far we have considered physically periodic functions and functions defined in a fixed finite interval, in so far as representing them as superpositions of sinusoidal functions is concerned. For the reasons discussed at the beginning of the chapter it is desirable to obtain such a representation even for functions defined over an infinite interval and with no periodicity. The representation we will obtain in this case is called the Fourier integral or transform of the particular function, and is' obtained formally by letting the interval $T$ of the Fourier series become infinite.

Before carrying out this procedure properly, we give a qualitative outline of what is involved.

The frequencies present in a Fourier series are all those of the form $\omega=2 \pi n / T$ for all integral values of $n$. If $T$ tends to infinity the 'quantum' of frequency $2 \pi / T$ becomes vanishingly small and the spectrum of frequencies allowed becomes a continuum. With this continuum of admitted frequencies the Fourier sum goes over into an integral and the expansion coefficients $A_{n}, B_{n}$ or $C_{n}$ become functions of the continuous variable $\omega$. In previous parts of this chapter the symbol $\omega$ has been used to indicate the fixed quantity $2 \pi / T$, but in connection with Fourier transforms (FT) it will be used as the continuous variable analogous to the integral variable $n$ of Fourier series. For passage from the series to the transform it will be more convenient to use the exponential base set $\exp (i 2 \pi n t / T)$ for the series, rather than the sine and cosine set.

Turning the above discussion into equations we expect that on letting $T \rightarrow \infty$, expansion (8.8) will take on the general form

$$
\begin{equation*}
f(t)=K_{1} \int_{-\infty}^{\infty} g(\omega) \exp (\mathrm{i} \omega t) \mathrm{d} \omega, \tag{8.28}
\end{equation*}
$$

and that ( 8.11 c ) for the series coefficients $C_{m}$ will become an equation for $g(\omega)$ of the form

$$
\begin{equation*}
g(\omega)=K_{2} \int_{-\infty}^{\infty} f(t) \exp (-\mathrm{i} \omega t) \mathrm{d} t . \tag{8.29}
\end{equation*}
$$

Here $K_{1}$ and $K_{2}$ are constants and their relative values are clearly arbitrary as any increase in $K_{1}$ can always be compensated by a decrease in $K_{2}$. However since (8.29) can be substituted back into (8.28) and hence $f(t)$ obtained on both sides of an equation, the product $K_{1} K_{2}$ is not arbitrary.

Having sketched in outline the procedure to be followed in making the transition to continuous frequencies and the Fourier integral, we now carry it through in a quantitative way. We first note, for any function $f(t)$ given by a series, the trivial result that

$$
\begin{equation*}
f(t)=\sum_{n=-\infty}^{\infty} F_{n}=\frac{T}{2 \pi} \sum_{n=-\infty}^{\infty} \frac{2 \pi}{T} F_{n} . \tag{8.30}
\end{equation*}
$$

For our particular case fig. 8.7 shows that $\sum(2 \pi / T) F_{n}$ has a readily interpretable meaning. Plotting $F_{n}$ as a function of $n$ and $\omega=2 \pi n / T$ simultaneously, it is clear that $(2 \pi / T) F_{n}$ is just the area of the $n$th rectangle $(-\infty<n<\infty)$ and that the sum approximates the area under the solid curve. Expressed in terms of $\omega$ it is $\int_{-\infty}^{\infty} F(\omega) \mathrm{d} \omega$ where now $F$ is treated as a function of $\omega$. This now is not merely an approximate relationship


Fig. 8.7 The relationship between the Fourier terms $F_{n}$ for a function of period $T$ and the Fourier integral $\int F(\omega) \mathrm{d} \omega$ of the function. The solid line shows $F(\omega)$.
but is, as $T \rightarrow \infty$ and consequently the widths of the rectangles tend to zero, the mathematical definition of the integral. Recalling that in the Fourier series $F_{n}=C_{n} \exp (i 2 \pi n t / T)=c(\omega) \exp (i \omega t)$, we obtain from (8.8) that

$$
f(t)=\frac{T}{2 \pi} \int_{-\infty}^{\infty} c(\omega) \exp (\mathrm{i} \omega t) \mathrm{d} \omega
$$

whilst from (8.11 c) we get

$$
c(\omega)=\frac{1}{T} \int_{-T / 2}^{T / 2} f(t) \exp (-\mathrm{i} \omega t) \mathrm{d} t
$$

Finally writing $T c(\omega) /(2 \pi)^{1 / 2}=g(\omega)$ and letting $T \rightarrow \infty$ we obtain the two defining relationships for the Fourier transform

$$
\begin{equation*}
f(t)=\frac{1}{(2 \pi)^{1 / 2}} \int_{-\infty}^{\infty} g(\omega) \exp (\mathrm{i} \omega t) \mathrm{d} \omega \tag{8.31}
\end{equation*}
$$

and $\quad g(\omega)=\frac{1}{(2 \pi)^{1 / 2}} \int_{-\infty}^{\infty} f(t) \exp (-\mathrm{i} \omega t) \mathrm{d} t$.
Including the $(2 \pi)^{-1 / 2}$ in the definition of $g(\omega)$, whose mathematical existence as $T \rightarrow \infty$ is here assumed without proof, amounts to choosing the relative values of $K_{1}$ and $K_{2}$. The actual choice made is aimed at making (8.31) and (8.32) as symmetric as possible. The function $g(\omega)$ is often called the (amplitude) spectrum of $f(t)$. It is assumed of course that $\int_{-\infty}^{\infty}|f(t)| \mathrm{d} t$ exists.

To illustrate these definitions we consider the following simple example.

Example 8.3. Find the Fourier transform of the exponential decay function $f(t)=0$ for $t<0$ and $f(t)=\exp (-\lambda t)$ for $t \geqslant 0(\lambda>0)$.

Using definition (8.32)

$$
\begin{aligned}
g(\omega) & =(2 \pi)^{-1 / 2} \int_{0}^{\infty} \exp (-\lambda t) \exp (-\mathrm{i} \omega t) \mathrm{d} t \\
& =(2 \pi)^{-1 / 2}(\lambda+\mathrm{i} \omega)^{-1}
\end{aligned}
$$

which is the required transform. [This may be verified by resubstitution of the result into (8.31) to recover $f(t)$, but evaluation of the integral requires the use of complex variable contour integration (chapter 16).]

An important function which appears in many areas of physical science, either precisely or as an approximation to a physical situation, is the Gaussian or normal distribution. Its Fourier transform is of importance both for itself and because, when interpreted statistically, it readily illustrates a form of 'Uncertainty Principle', independent of the introduction of quantum mechanics.

We take the Gaussian distribution in the normalized form

$$
\begin{equation*}
f(t)=\frac{1}{(2 \pi)^{1 / 2}} \frac{1}{\tau} \exp \left(-\frac{t^{2}}{2 \tau^{2}}\right), \quad-\infty<t<\infty \tag{8.33}
\end{equation*}
$$

which, interpreted as a distribution, has zero mean and a root-meansquare deviation $\Delta t=\tau$. To find its Fourier transform or spectrum we evaluate

$$
\begin{aligned}
& g(\omega)=(2 \pi \tau)^{-1} \int_{-\infty}^{\infty} \exp \left(-t^{2} / 2 \tau^{2}\right) \exp (-\mathrm{i} \omega t) \mathrm{d} t \\
&=(2 \pi \tau)^{-1} \int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2 \tau^{2}}\left[t^{2}\right.\right.+2 \tau^{2} \mathrm{i} \omega t \\
&\left.\left.+\left(\tau^{2} \mathrm{i} \omega\right)^{2}-\left(\tau^{2} \mathrm{i} \omega\right)^{2}\right]\right\} \mathrm{d} t
\end{aligned}
$$

where the quantity $-\left(\tau^{2} \mathrm{i} \omega\right)^{2} / 2 \tau^{2}$ has been both added and subtracted in the exponent in order to allow the factors involving the variable of integration $t$ to be expressed as a complete square. On bringing the last [ $t$-independent] factor outside the integral sign, the expression can be written as

$$
g(\omega)=\frac{\exp \left(-\tau^{2} \omega^{2} / 2\right)}{(2 \pi)^{1 / 2}} \frac{1}{(2 \pi)^{1 / 2} \tau} \int_{-\infty}^{\infty} \exp \left[-\frac{\left(t+\mathrm{i} \tau^{2} \omega\right)^{2}}{2 \tau^{2}}\right] \mathrm{d} t
$$

The last factor is in fact the normalization integral for the Gaussian distribution (8.33) and equals unity, although to show this strictly, needs
results from complex variable theory (chapter 16). That it is equal to unity can be made plausible by a change of variable to $s=t+\mathrm{i} \tau^{2} \omega$ and assuming the imaginary parts introduced into the integration path and limits (where the integrand goes rapidly to zero anyway) make no difference.

We are thus left with the result that

$$
\begin{equation*}
g(\omega)=\frac{1}{(2 \pi)^{1 / 2}} \exp \left(-\frac{\tau^{2} \omega^{2}}{2}\right) \tag{8.34}
\end{equation*}
$$

which is another Gaussian distribution with zero mean and an R.M.S. deviation $\Delta \omega=1 / \tau$. The R.M.S. deviation in $t$ was $\tau$, and so it is seen that the deviations or 'spreads' in $t$ and $\omega$ are inversely related by

$$
\begin{equation*}
\Delta \omega \cdot \Delta t=1 \tag{8.35}
\end{equation*}
$$

independent of the value of $\tau$. In the physical terms of time and frequency, the narrower an electrical impulse (say) is in time the greater the spread of frequency components it must contain. Similar physical statements are valid for other pairs of Fourier related variables, such as spatial position and wave number. In an obvious notation $\Delta k \cdot \Delta x=1$.

Uncertainty relationships, as usually expressed in quantum mechanics, can be related to the above if the de Broglie and Einstein relationships for momentum $p$ and energy $E$ are introduced,

$$
p=\hbar k \quad \text { and } \quad E=\hbar \omega .
$$

Here $\hbar$ is Planck's constant divided by $2 \pi$. In quantum mechanics $f(t)$ is a wave function and the distribution of the wave intensity in time is given by $|f|^{2}$ (also a Gaussian). Similarly the intensity distribution in frequency is given by $|g|^{2}$. These two distributions have R.M.S. deviations of $\tau / \sqrt{ } 2$ and $1 /(\sqrt{ } 2 \tau)$, giving together with the above relations

$$
\Delta E \cdot \Delta t=\frac{1}{2} \hbar \quad \text { and } \quad \Delta p \cdot \Delta x=\frac{1}{2} \hbar
$$

The factors of $\frac{1}{2}$ which appear are specific to the Gaussian form, but any distribution $f(t)$ produces for the product $\Delta \omega \cdot \Delta t$ a quantity $\lambda \hbar$ in which $\lambda$ is strictly positive [in fact the Gaussian value of $\frac{1}{2}$ is the minimum possible].

Our second example, the diffraction grating is taken from optics and illustrates a spatial Fourier transform. The pattern of transmitted light produced by a partially opaque (or phase changing) object upon which a coherent beam of radiation falls, is called its diffraction pattern, and in particular, when the cross-section of the object is small compared with the distance at which the light is observed the pattern is known as the Fraunhofer diffraction pattern. The essential quantity is the dependence of the light amplitude (and hence intensity) on the angle the viewing direction
makes with the incident beam. As will be seen, this is entirely determined by the amplitude and phase of the light at the object, the intensity in a particular direction being determined by the Fourier component of this spatial distribution corresponding to a particular wave number directly related to that direction.


Fig. 8.8 Diffraction grating of width $2 Y$ with light of wave length $2 \pi / k$ being diffracted through an angle $\theta$.

We consider a simple one-dimensional screen of width $2 Y$ on which light of wave number $k(=2 \pi / \lambda)$ is incident normally (see fig. 8.8), and suppose at the position $(0, y)$ the amplitude of transmitted light is $f(y)$ per unit length in the $y$-direction [ $f(y)$ may be complex]. Both the screen and beam are assumed infinite in the $z$-direction.

At a position $\mathbf{r}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ with $x^{\prime}>0$ the total light amplitude will be the superposition of all the (Huygen) wavelets originating from the various parts of the screen. For large $r^{\prime}$, these can be treated as plane waves to give $\dagger$

$$
\begin{equation*}
A\left(\mathbf{r}^{\prime}\right)=\int_{-Y}^{Y} \frac{f(y) \exp \left[\mathbf{i} \mathbf{k}^{\prime} \cdot\left(\mathbf{r}^{\prime}-y \mathbf{j}\right)\right]}{\left|\mathbf{r}^{\prime}-y \mathbf{j}\right|} \mathrm{d} y \tag{8.36}
\end{equation*}
$$

where $\mathbf{j}$ is the unit vector in the $y$-direction. The factor $\exp \left[\mathbf{i} \mathbf{k}^{\prime} \cdot\left(\mathbf{r}^{\prime}-y \mathbf{j}\right)\right]$ represents the phase change undergone by the light in travelling from the point $y \mathbf{j}$ on the screen to the point $\mathbf{r}^{\prime}$, and the denominator represents the reduction in amplitude with distance. [Recall that the system is infinite

[^23]in the $z$-direction and so the 'spreading' is effectively in two dimensions only.]

If the medium is the same on both sides of the screen $\mathbf{k}^{\prime}=(k \cos \theta$, $k \sin \theta, 0$ ), and if $r^{\prime} \gg Y$, expression (8.36) can be approximated by

$$
\begin{equation*}
A\left(\mathbf{r}^{\prime}\right)=\frac{\exp \left(\mathbf{i k}^{\prime} \cdot \mathbf{r}^{\prime}\right)}{r^{\prime}} \int_{-\infty}^{\infty} f(y) \exp (-\mathrm{i} k \sin \theta y) \mathrm{d} y \tag{8.37}
\end{equation*}
$$

We have used that $f(y)=0$ for $|y|>Y$, to extend the integral to infinite limits. The intensity in direction $\theta$ is then given by

$$
\begin{equation*}
I(\theta)=|A|^{2}=\frac{2 \pi}{r^{\prime 2}}|\tilde{f}(k \sin \theta)|^{2} \tag{8.38}
\end{equation*}
$$

The function $\tilde{f}(\omega)$ is an alternative notation for $g(\omega)$, as defined by (8.32).
The amplitude in a direction $\theta$ is thus directly proportional to the Fourier component of the light amplitude distribution at the screen corresponding to wave number $k \sin \theta$. This result is general and does not depend upon any periodicity in the screen, but if the screen transmits light in such a way that the amplitude is periodic in $y$, further, more specific, results can be obtained.


Fig. 8.9 The amplitude of light transmitted through a uniformly illuminated diffraction grating consisting of alternate transparent and opaque strips, all of width $a$.

As a particular case consider a grating consisting of $4 N$ equal strips of width $a$ (in the $y$-direction), alternately opaque and transparent. Then, if the grating is uniformly illuminated

$$
\begin{aligned}
f(y) & =A \text { when }(2 n+1) a \leqslant y \leqslant(2 n+2) a, \quad-N \leqslant n<N, \\
& =0 \text { otherwise }
\end{aligned}
$$

as is illustrated in fig. 8.9. Writing $k \sin \theta=\mu$, we require to evaluate

$$
\begin{aligned}
\tilde{f}(\mu) & =(2 \pi)^{-1 / 2} \int_{-Y}^{Y} f(y) \exp (-\mathrm{i} \mu y) \mathrm{d} y \\
& =(2 \pi)^{-1 / 2} \sum_{r=-N}^{N-1} \int_{-\infty}^{\infty} g(y-2 a r) \exp (-\mathrm{i} \mu y) \mathrm{d} y
\end{aligned}
$$

where $g(u)=A$ for $a \leqslant u<2 a$ and $g(u)=0$ elsewhere. Now in the integral for the $r$ th term replace $y-2 a r$ by $u$ to give

$$
\begin{aligned}
\tilde{f}(\mu) & =(2 \pi)^{-1 / 2} \sum_{r=-N}^{N-1} \exp (-\mathrm{i} 2 a r \mu) \int_{a}^{2 a} A \exp (-\mathrm{i} \mu u) \mathrm{d} u \\
& =(2 \pi)^{-1 / 2} \exp (-\mathrm{i} \mu a / 2) \frac{A \sin (2 a \mu N)}{\mu \cos (a \mu / 2)}
\end{aligned}
$$

Hence,

$$
I(\theta)=\frac{|A|^{2}}{r^{\prime 2}} \frac{\sin ^{2}(2 a \mu N)}{\mu^{2} \cos ^{2}(a \mu / 2)} \quad \text { with } \quad \mu=k \sin \theta=\frac{2 \pi}{\lambda} \sin \theta .
$$

This distribution has maxima and minima at those values of $\mu$ which make $2 a \mu N$ an odd or even multiple of $\pi / 2$. For large $N$ these are very closely spaced and effectively give a low intensity background. More pronounced maxima of intensity occur where $\theta$ is such that the denominator vanishes, namely $\frac{1}{2} a_{\mu}=\frac{1}{2}(2 m+1) \pi$, i.e. $a \sin \theta=\frac{1}{2}(2 m+1) \lambda$ with $m$ integral. The value of $|\tilde{f}(\mu)|$ under these conditions is

$$
\begin{align*}
& \lim _{u \rightarrow(2 m+1) \pi / a}\left|\frac{A}{(2 \pi)^{1 / 2} \mu} \frac{\sin (2 a \mu N)}{\cos (a \mu / 2)}\right| \\
& \quad=\lim _{u \rightarrow(2 m+1) \pi / a}\left|\frac{2 a N A}{(2 \pi)^{1 / 2}} \frac{\cos (2 a \mu N)}{\cos (a \mu / 2)-\frac{1}{2} a \mu \sin (a \mu / 2)}\right| \\
& \quad=\frac{4 a N A}{(2 \pi)^{1 / 2}(2 m+1) \pi}, \tag{8.39}
\end{align*}
$$

and as expected $I(\theta)$ is proportional to $N^{2}$, i.e. for these values of $\theta$ the light from the $2 N$ transparent slits interferes constructively.

The principal maximum occurs at $\mu=0$, with (using the procedure of (8.39)) the value $|\tilde{f}(0)|$ given by $2 a N A /(2 \pi)^{1 / 2}$. Hence the distribution has a central maximum ( $\theta=0$ ) with subsidiary maxima at angles arcsin $[(2 m+1) \lambda / 2 a]$, with intensities reduced by factors of $(2 m+1)^{2} \pi^{2} / 4$ relative to the central one. This is illustrated schematically in fig. 8.10 for a moderate value of $N$. Naturally, for a diffracted spectrum to be observable the corresponding value of $|\theta|$ must be $<\pi / 2$.

### 8.7 Properties of Fourier transforms

As would be expected, Fourier transforms have many properties analogous to those of Fourier series (section 8.5) with regard to the connection between transforms of related functions. Here they will only be listed, but the reader should verify them directly by working from the definition of


Fig. 8.10 Diffraction pattern from the grating discussed in the text.
the transform. As previously we denote $F T\{f(t)\}$ by $g(\omega)$. The unfamiliar last term in (8.41) is discussed below.
-17. Differentiation

$$
\begin{equation*}
F T\left\{f^{\prime}(t)\right\}=\mathrm{i} \omega g(\omega) \tag{8.40}
\end{equation*}
$$

-18 . Integration

$$
\begin{equation*}
F T\left\}^{t} f(s) \mathrm{d} s\right\}=-\mathrm{i} \omega^{-1} g(\omega)+2 \pi C \delta(\omega) \tag{8.41}
\end{equation*}
$$

-19. Translation

$$
\begin{equation*}
F T\{f(t+a)\}=\exp (\mathrm{i} a \omega) g(\omega) \tag{8.42}
\end{equation*}
$$

-20. Exponential multiplication $F T\{\exp (\alpha t) f(t)\}=g(\omega+\mathrm{i} \alpha)$.

In (8.43) $\alpha$ may be real, imaginary or complex. The last term $2 \pi C \delta(\omega)$ in (8.41) represents the FT of the constant of integration associated with the definition of the indefinite integral. The function involved, $\delta(\omega)$, is fully discussed in the next section.

To illustrate both a use, and the proof, of one of the above relations, we may consider (8.43) in connection with an amplitude-modulated radio wave. Suppose a message to be broadcast is represented by $f(t)$. The message can be added electronically to a constant signal $a$ of such a magnitude that $a+f(t)$ is never negative, and the sum then used to modulate the amplitude of a carrier signal of frequency $\omega_{c}$. Using a complex exponential notation, the transmitted amplitude is now

$$
\begin{equation*}
F(t)=A(a+f(t)) \exp \left(\mathrm{i} \omega_{\mathrm{c}} t\right) \tag{8.44}
\end{equation*}
$$

Ignoring in the present context the effect of the term $A a \exp \left(i \omega_{\mathrm{c}} t\right)$
which gives a contribution to the transmitted spectrum only at $\omega=\omega_{c}$, we obtain for the new spectrum

$$
\begin{align*}
G(\omega) & =(2 \pi)^{-1 / 2} A \int_{-\infty}^{\infty} f(t) \exp \left(\mathrm{i} \omega_{\mathrm{c}} t\right) \exp (-\mathrm{i} \omega t) \mathrm{d} t \\
& =(2 \pi)^{-1 / 2} A \int_{-\infty}^{\infty} f(t) \exp \left[-\mathrm{i}\left(\omega-\omega_{\mathrm{c}}\right) t\right] \mathrm{d} t \\
& =A g\left(\omega-\omega_{\mathrm{c}}\right), \tag{8.45}
\end{align*}
$$

which is simply a shift of the whole spectrum by the carrier frequency. The use of different carrier frequencies enables signals to be separated.

### 8.8 The $\delta$-function

In the previous section the $\delta$-function was referred to without having been either introduced or defined; this was done so that related properties of the FT could be presented together. In this section we remedy this omission.

Referring back to the defining equations (8.31) and (8.32) and substituting from one into the other we obtain the equation

$$
\begin{align*}
f(t)= & (2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} \mathrm{d} \omega \exp (\mathrm{i} \omega t) \\
& \times(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \exp \left(-\mathrm{i} \omega t^{\prime}\right) f\left(t^{\prime}\right) \\
= & \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} f\left(t^{\prime}\right) \times(2 \pi)^{-1} \int_{-\infty}^{\infty} \mathrm{d} \omega \exp \left[\mathrm{i} \omega\left(t-t^{\prime}\right)\right] \tag{8.46}
\end{align*}
$$

Here we have written the differentials immediately following the integral signs to which they refer and in obtaining the second line from the first we have assumed that the order of the integrations can be reversed.

Now, if it is recalled that $f(t)$ is an arbitrary [but sufficiently wellbehaved] function, and also noted that in (8.46) the left-hand side refers to a value of $f$ at a particular value of $t$, whilst the right-hand side contains an integral over all values of the argument of $f$, then it is clear that the expression

$$
\begin{equation*}
(2 \pi)^{-1} \int_{-\infty}^{\infty} \mathrm{d} \omega \exp \left[\mathrm{i} \omega\left(t-t^{\prime}\right)\right] \tag{8.47}
\end{equation*}
$$

considered as a function of $t^{\prime}$, has some remarkable properties. The expression is known as the Dirac $\delta$-function and is denoted by $\delta\left(t-t^{\prime}\right)$.

Qualitatively speaking, since the left-hand side of (8.46) is independent
of the value of $f\left(t^{\prime}\right)$ for all $t^{\prime} \neq t$ and $f$ itself is an arbitrary function, the $\delta$-function must have the effect of making the integral over $t^{\prime}$ receive zero contribution from all $t^{\prime}$ except in the immediate neighbourhood of $t^{\prime}=t$, where the contribution is so large that a finite value for the integral results. We are thus able to rewrite (8.46) in the following (somewhat unrigorous) form

$$
\begin{aligned}
f(t) & =\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} f\left(t^{\prime}\right) \delta\left(t-t^{\prime}\right) \\
& =f(t) \int_{-\infty}^{\infty} \delta\left(t-t^{\prime}\right) \mathrm{d} t^{\prime}=f(t) \int_{t-\epsilon}^{t+\epsilon} \delta\left(t-t^{\prime}\right) \mathrm{d} t^{\prime}
\end{aligned}
$$

where $\epsilon$ is any quantity $>0$. Expressed in another way,

$$
\int \delta\left(t-t^{\prime}\right) \mathrm{d} t^{\prime}=1
$$

if the range of integration includes $t^{\prime}=t$.
The $\delta$-function is a less obviously valid mathematical function than most which are encountered in physical science, but its admissibility has by now been well justified by pure mathematical methods and its utility demonstrated in many applications, both idealized and practical. Its formal properties may be summarized as,
(i) $\delta(x)=0$ for $x \neq 0$,
(ii) $\int_{-a}^{b} \delta(x) \mathrm{d} x=1$, all $a, b>0$,
(iii) $\int f(y) \delta(x-y) \mathrm{d} y=f(x) \quad \begin{array}{ll}\text { if the range of } \\ \text { integration includes } \\ \text { the point } y=x,\end{array}$
(iv) $\delta(h(x))=\sum_{i} \frac{\delta\left(x-x_{i}\right)}{\left|h^{\prime}\left(x_{i}\right)\right|}$.

The last of these in which the $x_{i}$ are those values of $x$ for which $h(x)=0$ and $h^{\prime}(x)$ stands for $\mathrm{d} h / \mathrm{d} x$, may be verified by considering an integral of the form $\int f(x) \delta(h(x)) \mathrm{d} x$ and making a change of variable to $z=h(x)$.

The $\delta$-function can be visualized as a very sharp narrow pulse (in space, time, density, etc.) producing an integrated effect of definite magnitude. For many practical purposes, effects which are not strict $\delta$-functions may be analysed as such, if they take place in an interval which is much shorter than the response interval of the system on which they act. The idealized notions of an impulse at time $t_{0}, j(t)=J \delta\left(t-t_{0}\right)$, or of a point charge
$q$ at position $\mathbf{r}_{0}, \rho(\mathbf{r})=q \delta\left(\mathbf{r}-\mathbf{r}_{0}\right)=q \delta\left(x-x_{0}\right) \delta\left(y-y_{0}\right) \delta\left(z-z_{0}\right)$, are examples of cases in which the $\delta$-function can also be employed, to present a discrete quantum as if it were a continuum distribution.

Mention was made in the discussion of chapter 7 of the use of $\delta$-functions in enabling the general solution of linear differential equations with arbitrary driving terms, to be built up in terms of Green's functions. As has been indicated, chapter 7 should be restudied after the methods of this and the next two chapters have been assimilated.

We have already obtained one representation of the $\delta$-function, as an integral

$$
\begin{equation*}
\delta(t)=(2 \pi)^{-1} \int_{-\infty}^{\infty} \exp (i \omega t) \mathrm{d} \omega \tag{8.49}
\end{equation*}
$$

Considered as a Fourier transform it shows that a very narrow time peak at the origin results from the superposition of a complete spectrum of harmonic waves, all frequencies having the same amplitude, and all waves being in phase at $t=0$. This suggests that the $\delta$-function may also be represented as the limit of the transform of a uniform distribution of unit height as the width of the distribution becomes infinite.


Fig. 8.11 (a) A Fourier transform showing a rectangular distribution of frequencies between $\pm \Omega$; (b) the function of which it is the transform is proportional to $t^{-1} \sin \Omega t$.

Consider the distribution shown in fig. 8.11 (a). From (8.31)

$$
\begin{align*}
f_{\Omega}(t) & =(2 \pi)^{-1 / 2} \int_{-\Omega}^{\Omega} 1 \times \exp (\mathrm{i} \omega t) \mathrm{d} \omega  \tag{8.50}\\
& =\frac{2 \Omega}{(2 \pi)^{1 / 2}} \frac{\sin (\Omega t)}{\Omega t} .
\end{align*}
$$

This function is illustrated in fig. $8.11(b)$ and it is apparent that, for large $\Omega$, it both gets very large at $t=0$ and also becomes very narrow about $t=0$, as we qualitatively expect and require. We also note that in the limit $\Omega \rightarrow \infty, f_{\Omega}(t)$, as defined in (8.50), tends to $(2 \pi)^{1 / 2} \delta(t)$ by virtue of (8.49). Hence we may conclude that the $\delta$-function can also be represented by

$$
\begin{equation*}
\delta(t)=\lim _{\Omega \rightarrow \infty} \frac{\sin (\Omega t)}{\pi t} \tag{8.51}
\end{equation*}
$$

Several other limit function representations are equally valid, e.g. the limiting cases of rectangular or triangular distributions; the only essential requirements are a knowledge of the area under such a curve and that undefined operations such as differentiation are not inadvertently carried out on the $\delta$-function whilst some non-explicit representation is being employed.

### 8.9 Parseval's theorem

Using the result of the previous section we can now prove Parseval's theorem, $\dagger$ which relates the integral of $|f(t)|^{2}$ over all $t$ to the integral of $|g(\omega)|^{2}$ over all $\omega$. When $f$ and $g$ are physical amplitudes these integrals relate to the total intensity involved in some physical process.

From the complex conjugate of the definition of the inverse FT

$$
f^{*}(t)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} g^{*}\left(\omega^{\prime}\right) \exp \left(-i \omega^{\prime} t\right) \mathrm{d} \omega^{\prime}
$$

Substituting this and the definition into

$$
I=\int_{-\infty}^{\infty}|f(t)|^{2} \mathrm{~d} t=\int_{-\infty}^{\infty} f(t) f^{*}(t) \mathrm{d} t
$$

we obtain (all integrals are from $-\infty$ to $+\infty$ )

$$
\begin{align*}
I & =\int \mathrm{d} t \times(2 \pi)^{-1 / 2} \int \mathrm{~d} \omega g(\omega) \exp (\mathrm{i} \omega t) \\
& \times(2 \pi)^{-1 / 2} \int \mathrm{~d} \omega^{\prime} g^{*}\left(\omega^{\prime}\right) \exp \left(-\mathrm{i} \omega^{\prime} t\right) \\
& =\int \mathrm{d} \omega g(\omega) \int \mathrm{d} \omega^{\prime} g^{*}\left(\omega^{\prime}\right) \times(2 \pi)^{-1} \int \mathrm{~d} t \exp \left[\mathrm{i}\left(\omega-\omega^{\prime}\right) t\right] \\
& =\int \mathrm{d} \omega g(\omega) \int \mathrm{d} \omega^{\prime} g^{*}\left(\omega^{\prime}\right) \delta\left(\omega-\omega^{\prime}\right), \quad \text { using }(8.47 \tag{8.47}
\end{align*}
$$

[^24]\[

$$
\begin{align*}
& =\int \mathrm{d} \omega g(\omega) g^{*}(\omega),  \tag{8.48iii}\\
& =\int|g(\omega)|^{2} \mathrm{~d} \omega .
\end{align*}
$$
\]

Hence we have Parseval's theorem, that

$$
\begin{equation*}
\int_{-\infty}^{\infty}|f(t)|^{2} \mathrm{~d} t=\int_{-\infty}^{\infty}|g(\omega)|^{2} \mathrm{~d} \omega . \tag{8.52}
\end{equation*}
$$

22. Prove the corresponding result for Fourier series

$$
\begin{equation*}
\int_{-\pi}^{\pi}|f(\theta)|^{2} \mathrm{~d} \theta=2 \pi \sum_{n}\left|C_{n}\right|^{2} . \tag{8.53}
\end{equation*}
$$

It should be noted that the constants which appear in these relationships depend upon the normalizations assumed in the definitions of the series and transforms.
As an example of Parseval's theorem applied to series we may take our previous example of a plucked string. Here $f(x)$ is the displacement of the string at position $x$, and $|f(x)|^{2}$ is proportional to the stored energy per unit length. On the other hand $\left|C_{n}\right|^{2}$ is proportional to the stored energy in the $n$th mode. It is apparent that both $\int_{0}^{l}|f(x)|^{2} \mathrm{~d} x$ and $\Sigma_{n}\left|C_{n}\right|^{2}$ represent (to within a constant) the total work done in producing the given configuration.

For an example from Fourier transforms, we may consider a damped oscillatory function

$$
\begin{aligned}
f(t) & =0, \quad t<0, \\
& =\exp (-t / \tau) \sin \left(\omega_{0} t\right), \quad t \geqslant 0 .
\end{aligned}
$$

This could represent the displacement of a damped harmonic oscillator, the current in an antenna, or the electric field of a radiated wave. The transform is easily obtained

$$
\begin{aligned}
g(\omega) & =\int_{-\infty}^{\infty} f(t) \exp (-\mathrm{i} \omega t) \mathrm{d} t \\
& =\frac{1}{2}\left[\frac{1}{\omega+\omega_{0}-(\mathrm{i} / \tau)}-\frac{1}{\omega-\omega_{0}-(\mathrm{i} / \tau)}\right]
\end{aligned}
$$

The physical interpretation of $|g(\omega)|^{2}$ as the energy radiated or dissipated per unit frequency interval is immediate, as is the identification of Parseval's theorem as a statement about the total energy involved.

As a by-product it may also be noted that, if $\tau \omega_{0} \gg 1$, then for $\omega \approx \omega_{0}$,

$$
|g(\omega)|^{2} \propto \frac{1}{\left(\omega-\omega_{0}\right)^{2}+\left(1 / \tau^{2}\right)}
$$

which is the familiar form of the response of a damped oscillator to driving frequencies near to its resonant frequency. This indicates that the radiated intensity spectrum from such a system is very similar to its 'response spectrum'.

### 8.10 Convolution and deconvolution

It is apparent that an attempt to measure the value of any physical quantity as a function of some independent variable is, to some extent, rendered less precise than is intrinsically possible by the finite resolution of the measuring apparatus employed. In this section we will show how one of the properties of Fourier transforms can be used to make allowance for the resolution of the apparatus.


Fig. 8.12 Resolution functions: (a) ideal $\delta$-function; (b) typical unbiased resolution; (c) and ( $d$ ) show biases tending to shift observations to higher values than the true one.

Let $g(y)$ be the resolution function of the apparatus. By this we mean that the probability that a reading which should have been at $y=0$ but is recorded instead as having been between $y$ and $y+\mathrm{d} y$, is given by $g(y) \mathrm{d} y$. Figure 8.12 shows qualitatively some possible functions of this sort. It is obvious that a resolution such as (a), as much like a $\delta$-function as possible, is desirable. Curve $(b)$ is typical of the effective resolution of
many measuring systems, having a finite spread but no significant bias. The other two curves ( $c$ ) and ( $d$ ) show bias to various degrees.

Suppose that a physical quantity has a true distribution $f(x)$ as a function of an independent variable $x$, but is measured by an instrument with resolution function $g(y)$; then we wish to calculate what the observed distribution $h(z)$ will be. The symbols $x, y$ and $z$ all refer to the same physical variable (e.g. length or angle), but are denoted differently because the variable appears in the analysis in three different roles.

We first require the probability that a true reading lying between $x$ and $x+\mathrm{d} x$ (which has a probability $f(x) \mathrm{d} x$ of being selected) is moved by the instrumental resolution through an interval $z-x$ into an interval $\mathrm{d} z$ wide; this is $g(z-x) \mathrm{d} z$. Hence the combined probability that the interval $\mathrm{d} x$ will give rise to an observation appearing in the interval $\mathrm{d} z$ is $f(x) \mathrm{d} x g(z-x) \mathrm{d} z$, and combining together all values of $x$ which can lead to an observation in the range $z$ to $z+\mathrm{d} z$, we obtain

$$
\begin{equation*}
h(z) \mathrm{d} z=\mathrm{d} z \int_{-\infty}^{\infty} \mathrm{d} x f(x) g(z-x) \tag{8.54}
\end{equation*}
$$

The integral on the right-hand side is called the convolution of the functions $f$ and $g$ and is often written $f * g$ [not to be confused with multiplication as denoted in some computer programming languages]. In words, our result is that the observed distribution is the convolution of the true distribution and the experimental resolution function. This can only result in the observed distribution being broader and smoother than the true one and, if $g(y)$ has a bias, in maxima normally being displaced from their true positions.

It is obvious from (8.54) that if the resolution function can be represented by a $\delta$-function, $g(y)=\delta(y)$, then $h(z)=f(z)$ and the observed distribution is the true one.
-24 . Show that convolution is commutative, i.e. $f * g=g * f$.
The next step is to obtain a result from Fourier transform theory which also involves convolution. To do this we consider the FT of a function $f(t)$ which can be written as a product $f(t)=f_{1}(t) f_{2}(t)$. For such a function its FT is given by (all integrals are from $-\infty$ to $\infty$ )

$$
\begin{aligned}
g(\omega)=(2 \pi)^{-1 / 2} \int f_{1}(t) f_{2}(t) & \exp (-\mathrm{i} \omega t) \mathrm{d} t \\
=(2 \pi)^{-1 / 2} \int \mathrm{~d} t f_{2}(t) \exp ( & -\mathrm{i} \omega t) \\
& \times(2 \pi)^{-1 / 2} \int \mathrm{~d} \omega^{\prime} g_{1}\left(\omega^{\prime}\right) \exp \left(\mathrm{i} \omega^{\prime} t\right)
\end{aligned}
$$

$$
\begin{align*}
& =(2 \pi)^{-1} \int \mathrm{~d} \omega^{\prime} g_{1}\left(\omega^{\prime}\right) \int \mathrm{d} t f_{2}(t) \exp \left[-\mathrm{i}\left(\omega-\omega^{\prime}\right) t\right] \\
& =(2 \pi)^{-1 / 2} \int \mathrm{~d} \omega^{\prime} g_{1}\left(\omega^{\prime}\right) g_{2}\left(\omega-\omega^{\prime}\right) \\
& =(2 \pi)^{-1 / 2} g_{1} * g_{2} \tag{8.56}
\end{align*}
$$

Hence the FT of a product is equal to the convolution of the separate Fourier transforms multiplied by $(2 \pi)^{-1 / 2}$ (the Convolution theorem).

The similarity between (8.54) and (8.56) enables us to find a solution to the following problem.

Example 8.4. An experimental quantity $f(x)$ is measured by an instrument with known resolution function $g(y)$ to give an observed distribution $h(z)$. How may $f(x)$ be extracted from the measured distribution?

To save lengthy explicit formulae, we will use a symbolic notation. As on a previous occasion denote the FT of a function $k(t)$ [in our problem $t$ could be $x, y$ or $z$ ] by $\tilde{k}$, a function of $\omega$, and the inverse FT (equation (8.31)) of $j(\omega)$ by $\hat{j}=\hat{j}(t)$.

Consider now, for the function $k(t)$,

$$
\begin{aligned}
\hat{k} & =(2 \pi)^{-1 / 2} \int \mathrm{~d} \omega \exp (\mathrm{i} \omega t) \times(2 \pi)^{-1 / 2} \int \mathrm{~d} t^{\prime} k\left(t^{\prime}\right) \exp \left(-\mathrm{i} \omega t^{\prime}\right) \\
& =(2 \pi)^{-1} \int \mathrm{~d} t^{\prime} k\left(t^{\prime}\right) \int \mathrm{d} \omega \exp \left[\mathrm{i} \omega\left(t-t^{\prime}\right)\right] \\
& =\int \mathrm{d} t^{\prime} k\left(t^{\prime}\right) \delta\left(t-t^{\prime}\right) \\
& =k(t),
\end{aligned}
$$

i.e. $\quad \hat{\tilde{k}}=k$.
-25. Prove $\tilde{j}=j$.
For the problem we have from (8.54) that

$$
h=f * g
$$

Let us define $F, G, H$, all functions of $\omega$, such that

$$
\begin{equation*}
\tilde{f}=F, \quad \tilde{g}=G, \quad \tilde{h}=H \tag{8.57a}
\end{equation*}
$$

and consequently that

$$
\begin{equation*}
\hat{F}=\hat{f}=f, \text { etc. } \tag{8.57b}
\end{equation*}
$$

Then, comparing the above with (8.56) (with the roles of $t$ and $\omega$ interchanged, i.e. in the form 'that if $g(\omega)=g_{1}(\omega) g_{2}(\omega)$, then $f(t)=$ $\left.(2 \pi)^{-1 / 2} f_{1}(t) * f_{2}(t)^{\prime}\right)$ we see that

$$
\begin{aligned}
& (2 \pi)^{-1 / 2} H(\omega)=F(\omega) G(\omega) \\
& F(\omega)=(2 \pi)^{-1 / 2} \frac{H(\omega)}{G(\omega)}=(2 \pi)^{-1 / 2} \frac{\tilde{h}}{\tilde{g}} .
\end{aligned}
$$

Finally we obtain an expression for the required $f$ in terms of the measured $h$ and the known $g$ as

$$
\begin{equation*}
f=\hat{F}=(2 \pi)^{-1 / 2}(\widehat{\tilde{h}} \tilde{\tilde{g}}) \tag{8.58}
\end{equation*}
$$

In words, 'to extract the true distribution, divide the FT of the observed distribution by that of the resolution function for each value of $\omega$, and then take the inverse FT of the function so generated'.

This explicit method of extracting true distributions is straightforward for exact functions, but in practice, because of experimental and statistical uncertainties in experimental data or because data over only a limited range is available, it is often not very precise, involving as it does three (numerical) transforms each requiring (in principle) an integral over an infinite range.
-26 . Treating the modulated signal of (8.44) as a product, use the Convolution theorem to obtain result (8.45).

### 8.11 Examples for solution

1. Represent a periodic rectangular voltage of magnitude $V$, period $T$, and mark-space ratio $1 / 3$, by a Fourier series. (The length of the pulse is $T / 3$ and assume it occurs symmetrically about $t=0$.) Show that every third harmonic is absent.
2. A given function $f(t)$ is periodic in $t$ with period $2 \pi / \omega$. It is required to approximate $f(t)$ by a sine and cosine series $f_{N}(t)$ with a finite number of terms $N$, each of frequency $\omega$ or one of its harmonics. Show that for any $N$ the mean square error is least when the coefficients of the finite series are equal to the corresponding Fourier coefficients.
3. A function $f(x)=\exp \left(-x^{2}\right)$ in $0 \leqslant x \leqslant 1$. Show how it should be continued to give as its Fourier series, a series (the actual form is not wanted) (i) with only cosine terms, (ii) with only sine terms, (iii) with period 1 , (iv) with period 2 . Would there be any difference
between the values of the series in (iii) and (iv), (a) at $x=0$, (b) at $x=1$ ?
4. Electricity from the mains is supplied to a rectifying device in order to produce a d.c. supply. The output voltage of the rectifier is $f(t)=\cos \omega t$ if $\cos \omega t>0$, and $f(t)=0$ otherwise. This voltage is fed into a linear smoothing device which reduces any sinusoidal wave of frequency $n \omega$ by a factor $1 / 10 n^{2}(n \neq 0)$. What will be the approximate amplitude of the voltage fluctuations in the final output?
5. Laplace's equation $\nabla^{2} u=0$ is to be solved in two-dimensional polar coordinates $(r, \theta)$ for the interior of the unit circle, with the boundary conditions

$$
\begin{aligned}
u(r=1, \theta) & =\sin \theta, \quad 0 \leqslant \theta \leqslant \pi \\
& =0, \quad \pi \leqslant \theta \leqslant 2 \pi
\end{aligned}
$$

The method of separation of variables (chapter 10) leads to a solution of the form

$$
u(r, \theta)=\sum_{n=0}^{\infty} r^{n}\left[A_{n} \cos (n \theta)+B_{n} \sin (n \theta)\right] .
$$

Find the actual solution and compare it with that found in example 4 above. In both cases, by sketching the function to be represented by the sum of harmonics of the basic frequency, verify that the series found has the correct symmetry properties.
6. Demonstrate explicitly for the function defined in (8.12) that Parseval's theorem is valid, namely

$$
\int_{-T / 2}^{T / 2}|f(t)|^{2} \mathrm{~d} t=T \sum_{n=-\infty}^{\infty}\left|C_{n}\right|^{2} .
$$

[Use the result (8.14) and the one quoted in $>15$.] Show that a filter which will pass frequencies only up to $8 \pi / T$ will still transmit more than 90 per cent of the power in such a square-wave voltage signal.
7. [To be treated by the reader without familiarity with quantum mechanics as an exercise in Fourier transforms.]

In quantum mechanics two equal mass particles of momenta and energies ( $p_{j}, E_{j}, j=1,2$ ) and represented by plane wave functions $\dagger$ $\phi_{j}=\exp \left[\mathrm{i}\left(\mathbf{p}_{j} \cdot \mathbf{r}_{j}-E_{j} t\right)\right]$ interact through a potential $V=$ $V\left(\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|\right)$. The probability of scattering to a state with momenta and energies ( $\mathbf{p}_{j}^{\prime}, E_{j}^{\prime}$ ) is determined by the modulus squared of the

Fourier methods
quantity $\quad M=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi_{1}^{*} V \psi_{1} \mathrm{dr}_{1} \mathrm{~d} \mathbf{r}_{2} \mathrm{~d} t$. The initial state $\psi_{1}=\phi_{1} \phi_{2}$ and the final state $\psi_{\mathrm{r}}=\phi_{1}^{\prime} \phi_{2}^{\prime}$.
(i) By writing $\mathbf{r}_{1}+\mathbf{r}_{2}=2 \mathbf{R}$ and $\mathbf{r}_{1}-\mathbf{r}_{2}=\mathbf{r}$ and assuming $\mathrm{dr}_{1} \mathrm{dr}_{2}=$ constant $\times(\mathrm{dR}$ dr), show that $M$ can be written as the product of three 1-variable integrals.
(ii) From two of the integrals deduce energy and momentum conservation in the form of $\delta$-functions.
(iii) Show that $M$ is proportional to the Fourier transform of $V$, i.e. $\tilde{V}(\mathbf{k})$ where $2 \mathrm{k}=\left(\mathbf{p}_{2}-\mathbf{p}_{1}\right)-\left(\mathbf{p}_{2}^{\prime}-\mathbf{p}_{1}^{\prime}\right)$.
8. In the previous example, for some ion-atom scattering, $V$ may be approximated by $V=\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|^{-1} \exp \left(-\mu\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|\right)$. Show that the probability of scattering is proportional to $\left(\mu^{2}+k^{2}\right)^{-2}$ where $k=|\mathbf{k}|$. [Use the direction of $\mathbf{k}$ as the polar axis for the $\mathbf{r}$ integration.]
9. [For those who have access to a computer.] Evaluate the series of (8.24) for a number of values of $x$ (say 20 values in $0 \leqslant x \leqslant \pi$ ) and for an increasing number of terms, so as to demonstrate the Gibbs phenomenon discussed in section 8.2.

## 9

## Partial differential equations

In this and the following chapter the solution of differential equations of the types typically encountered in physical science and engineering is extended to situations involving more than one independent variable. Only linear equations will be considered.

The most commonly occurring independent variables are those describing position and time, and we will couch our discussion and examples in notations which suggest these variables; of course the methods are not restricted to such cases. To this end we will, in discussing partial differential equations (p.d.e.), use the symbols $u, v, w$, for the dependent variables and reserve $x, y, z, t$ for independent ones. For reasons explained in the preface, the partial equations will be written out in full rather than employ a suffix notation, but unless they have a particular significance at any point in the development, the arguments of the dependent variables, once established, will be generally omitted.

As in other chapters we will concentrate most of our attention on second-order equations since these are the ones which arise most often in physical situations. The solution of first-order p.d.e. will necessarily be involved in treating these, and some of the methods discussed can be extended without difficulty to third- and higher-order equations.

The method of 'separation of variables' has been placed in a separate chapter, but the division is rather arbitrary and has really only been made because of the general usefulness of that method. It will be readily apparent that some of the results of the present chapter are in fact solutions in the form of separated variables, but arrived at by a different approach.

### 9.1 Arbitrary functions

As with ordinary differential equations (chapter 5), it is instructive to study how p.d.e. may be formed from a potential set of solutions. Such study can provide an indication of how equations obtained, not from potential solutions but from physical arguments, might be solved.

For definiteness let us suppose we have a group of functions $\left\{u_{i}(x, y)\right\}$ involving two independent variables $x$ and $y$. Without further specifica-
tion this is of course a very wide set of functions and we could not expect to obtain a useful equation which they all satisfy. However among these functions are those in which $x$ and $y$ appear in a particular way; either the function is a simple one, or it can be written as a function [however complicated] of a single variable $p$ which is itself a simple function of $x$ and $y$.

Let us illustrate this latter case by considering the three functions of $x$ and $y$
(i) $u_{1}(x, y)=x^{4}+4\left(x^{2} y+y^{2}+1\right)$,
(ii) $u_{2}(x, y)=\sin x^{2} \cos 2 y+\cos x^{2} \sin 2 y$,
(iii) $u_{3}(x, y)=\frac{x^{2}+2 y+2}{3 x^{2}+6 y+5}$.

All are fairly complicated functions of $x$ and $y$ and a single differential equation of which each one is a solution is not obvious. However, if we observe that in fact each is a function of a variable $p$ given by $p=x^{2}+2 y$, then a great simplification takes place. [It is not suggested that the existence and form of $p$ are apparent from the equations - the examples are only given in order that possible methods of solving future given p.d.e. can be indicated.]

Written in terms of $p$ the equations become,
(i) $u_{1}(x, y)=\left(x^{2}+2 y\right)^{2}+4=p^{2}+4=f_{1}(p)$,
(ii) $u_{2}(x, y)=\sin \left(x^{2}+2 y\right)=\sin p=f_{2}(p)$,
(iii) $u_{3}(x, y)=\frac{\left(x^{2}+2 y\right)+2}{3\left(x^{2}+2 y\right)+5}=\frac{p+2}{3 p+5}=f_{3}(p)$.

Now let us form, for each $u_{i}$, the partial differentials $\partial u_{i} / \partial x$ and $\partial u_{i} / \partial y$. In each case these are (writing both the form for general $p$ and the one appropriate to our particular value of $p=x^{2}+2 y$ )

$$
\begin{align*}
& \frac{\partial u_{i}}{\partial x}=\frac{\mathrm{d} f_{i}(p)}{\mathrm{d} p} \frac{\partial p}{\partial x}=2 x f_{i}^{\prime}, \quad i=1,2, \text { or } 3, \\
& \frac{\partial u_{i}}{\partial y}=\frac{\mathrm{d} f_{i}(p)}{\mathrm{d} p} \frac{\partial p}{\partial y}=2 f_{i}^{\prime}, \quad i=1,2, \text { or } 3 . \tag{9.3}
\end{align*}
$$

From these all reference to the form of the $f_{i}$ can be eliminated thus,

$$
\begin{equation*}
\frac{\partial p}{\partial y} \frac{\partial u_{i}}{\partial x}=\frac{\partial p}{\partial x} \frac{\partial u_{i}}{\partial y} \tag{9.4}
\end{equation*}
$$

or, for the specific form of $p$,

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial x}=x \frac{\partial u_{i}}{\partial y} \tag{9.5}
\end{equation*}
$$

It is thus apparent that not only the three functions $u_{1}, u_{2}, u_{3}$ of (9.1) are solutions of p.d.e. (9.5), but so also is any arbitrary function $f(p)$ in which its argument $p$ is given the value $x^{2}+2 y$.
$\rightarrow$. Verify by direct differentiation with respect to $x$ and $y$ that $u_{1}, u_{2}, u_{3}$ are solutions of (9.5).
-2 . For the following functions,
(i) $x^{2}\left(x^{2}-4\right)+4 y\left(x^{2}-2\right)+4\left(y^{2}-1\right)$,
(ii) $x^{4}+2 x^{2} y+y^{2}$,
(iii) $\frac{x^{4}+4 x^{2} y+4 y^{2}+4}{2 x^{4}+x^{2}(8 y+1)+8 y^{2}+2 y}$,
(a) determine whether they can be written as functions of $p=x^{2}+2 y$ only,
(b) determine whether they satisfy p.d.e. (9.5) by direct substitution.

In summary, the first order p.d.e. (9.5) has as a solution any function of the variable $x^{2}+2 y$; this points the way for the solution of p.d.e. of other orders as follows. It is not generally true that an $n$th order p.d.e. can always be considered as resulting from the elimination of $n$ arbitrary functions from its solution. However, given specific equations, we may try to solve them by seeking combinations of variables in terms of which the solutions may be expressed as arbitrary functions. Where this is possible we may expect $n$ combinations to be involved in the solution.

Now let us start afresh and suppose we are presented with a first-order p.d.e. as in (9.5), namely

$$
\begin{equation*}
\frac{\partial u}{\partial x}-x \frac{\partial u}{\partial y}=0 \tag{9.6}
\end{equation*}
$$

As a possible solution try a form $u(x, y)=f(p)$ where $p$ is some, at present unknown, combination of $x$ and $y$. Then, just as in (9.3), $\partial u / \partial x=$ $f^{\prime}(p)(\partial p / \partial x)$ and $\partial u / \partial y=f^{\prime}(p)(\partial p / \partial y)$, or, on substitution into (9.6),

$$
\begin{equation*}
\frac{\partial p}{\partial x}-x \frac{\partial p}{\partial y}=0 \tag{9.7}
\end{equation*}
$$

But now consider also the necessary condition for $f(p)$ to remain constant as $x$ and $y$ vary; this is that $p$ remains constant. In mathematical form therefore, $f=$ constant implies that $x$ and $y$ vary in such a way that

$$
\begin{equation*}
\mathrm{d} p=\frac{\partial p}{\partial x} \mathrm{~d} x+\frac{\partial p}{\partial y} \mathrm{~d} y=0 \tag{9.8}
\end{equation*}
$$

Now the forms of (9.7) and (9.8) are very alike, and become the same if we require that

$$
\frac{\mathrm{d} x}{1}=\frac{\mathrm{d} y}{-x},
$$

or, on integration, that

$$
\begin{equation*}
-\frac{1}{2} x^{2}=y+c . \tag{9.9}
\end{equation*}
$$

Identifying the constant of integration $c$ with the constant $-\frac{1}{2} p$, we conclude in a deductive way that if $x$ and $y$ satisfy

$$
\begin{equation*}
p=x^{2}+2 y \tag{9.10}
\end{equation*}
$$

(but are otherwise arbitrary), then $u(x, y)=f(p)$ is a constant.
Since (9.7) was obtained directly from (9.6), and condition (9.10) makes (9.7) and (9.8) identical, we conclude that any $u(x, y)$ which can be expressed in this way, as $f(p)$ with $p$ given by (9.10), must also be a solution of (9.6).

Naturally, the exact functional form of $f$ for any particular situation must be determined by some set of boundary conditions. For complete determination the conditions will have to take a form equivalent to specifying $u(x, y)$ along a suitable continuum of points in the $x y$-plane [usually along a line].

Finally, to go round the cycle once more, we can confirm this form of solution by changing to a new variable

$$
\begin{equation*}
\xi=x^{2}+2 y \tag{9.11}
\end{equation*}
$$

when (9.6) becomes
-3. $2 x \frac{\partial u}{\partial \xi}-2 x \frac{\partial u}{\partial \xi}=0$,
i.e. an identity - again showing that $u$ is an arbitrary function of $\xi$.

### 9.2 General solutions and boundary conditions

Although most of the p.d.e. we will wish to consider in a physical context will be of second order (i.e. containing $\partial^{2} u / \partial x^{2}$ or $\partial^{2} u / \partial x \partial y$, etc.), we will
use first-order equations to illustrate the general considerations involved in the form of solution and in the matching of given boundary conditions. The algebra can then be kept very elementary without losing any of the essential features. A simple example will first be worked in order to give a concrete illustration for the subsequent discussion.

Example 9.1. Find a solution of

$$
\begin{equation*}
x \frac{\partial u}{\partial x}-2 y \frac{\partial u}{\partial y}=0 \tag{9.12}
\end{equation*}
$$

(a) which takes the value $2 y+1$ on the line $x=1$, and (b) which has value 4 at the point $(1,1)$ [separately].

Comparing the given equation with that of (9.6) and following the same arguments as in (9.7)-(9.9), we see that $u(x, y)$ will be constant along lines of $x, y$ which satisfy

$$
\frac{\mathrm{d} x}{x}=\frac{\mathrm{d} y}{-2 y}
$$

i.e. $\quad c=x^{2} y$.

Thus the general solution of the given equation is an arbitrary function of $x^{2} y$ and the boundary value condition (a) shows that the particular function required is

$$
\begin{equation*}
u(x, y)=2\left(x^{2} y\right)+1=2 x^{2} y+1 \tag{9.13}
\end{equation*}
$$

For boundary condition (b) some obvious acceptable solutions are

$$
\begin{align*}
& u(x, y)=x^{2} y+3  \tag{9.14a}\\
& u(x, y)=4 x^{2} y  \tag{9.14b}\\
& u(x, y)=4 \tag{9.14c}
\end{align*}
$$

Each is a valid solution [the freedom of choice of form arising from the fact that $u$ is specified only at one point ( 1,1 ), and not (say) along a continuum as in boundary condition $(a)$ ] and all three are particular examples of the general solution which may be written, for example,

$$
\begin{equation*}
u(x, y)=x^{2} y+3+g\left(x^{2} y\right) \tag{9.15}
\end{equation*}
$$

where $g=g(p)$ is an arbitrary function subject only to $g(1)=0$. For example, the forms of $g$ corresponding to the particular solutions ( $9.14 \mathrm{a}-\mathrm{c}$ ) are $g(p)=0, g(p)=3 p-3, g(p)=1-p$.
$\checkmark$ 4. Find the forms of $g$ corresponding to the three solutions of (9.14), if the general form is written as
(i) $4+g\left(x^{2} y\right)$,
(ii) $x^{4} y^{2}+g\left(x^{2} y\right)$.

Let us now discuss these particular results in a more general form. It is clear that so far as the equation is concerned, if $u(x, y)$ is a solution then so is any multiple of $u(x, y)$ or any linear sum of separate solutions $u_{1}(x, y)+u_{2}(x, y)$. However, when it comes to fitting the boundary conditions this is not so - for example, although $u(x, y)$ of (9.13) satisfies (9.12) and takes the value $2 y+1$ on the line $x=1, u_{1}(x, y)=4 u(x, y)=$ $8 x^{2} y+4$, whilst satisfying the p.d.e., has the value $8 y+4$ on $x=1$. Likewise $u_{2}(x, y)=u(x, y)+f_{1}\left(x^{2} y\right)$, for arbitrary $f_{1}$, satisfies (9.12) but takes the value $2 y+1+f_{1}(y)$ on the line $x=1$ and this is not the required form unless $f_{1}$ is identically zero.

Thus we see that when treating the superposition of solutions of p.d.e., two considerations arise, one concerning the equation itself, the other connected with the boundary conditions. The equation is said to be homogeneous if ' $u(x, y)$ is a solution implies that $\lambda u(x, y)$, for any constant $\lambda$, is also a solution'. The problem is said to be homogeneous if, in addition, the boundary conditions are such that if they are satisfied by $u(x, y)$ then they are also satisfied by $\lambda u(x, y)$. This last requirement by itself is referred to as homogeneous boundary conditions.

As examples, (9.6) is homogeneous, but

$$
\begin{equation*}
\frac{\partial u}{\partial x}-x \frac{\partial u}{\partial y}+a u=g(x, y) \tag{9.16}
\end{equation*}
$$

would not be unless $g(x, y)$ were zero. Boundary condition (a) of example 9.1 is not homogeneous, but a boundary condition

$$
\begin{equation*}
u(x, y)=0 \text { on the line } y=4 x^{-2} \tag{9.17}
\end{equation*}
$$

would be, since

$$
\begin{equation*}
u(x, y)=\lambda\left(x^{2} y-4\right) \tag{9.18}
\end{equation*}
$$

satisfies (9.17) for any $\lambda$ [and being a function of $x^{2} y$ satisfies (9.12)].
The reason for discussing the homogeneity of the equation and its boundary conditions is that there is a close parallel in linear p.d.e. of the complementary function and the particular integral property of ordinary differential equations. This is that the general solution of the inhomogeneous problem can be written as the sum of any particular solution of the problem and the general solution of the corresponding homogeneous problem. Thus, for example, the general solution of (9.16) subject to, say, the boundary condition $u(x, y)=h(y)$ on the line $x=0$, is given by

$$
\begin{equation*}
u(x, y)=v(x, y)+w(x, y), \tag{9.19}
\end{equation*}
$$

where $v(x, y)$ is any solution (however simple) satisfying (9.16) and such that $v(0, y)=h(y)$, and $w(x, y)$ is the general solution of

$$
\begin{equation*}
\frac{\partial w}{\partial x}-x \frac{\partial w}{\partial y}+a w=0 \tag{9.20}
\end{equation*}
$$

with $w(0, y)=0$. If the boundary conditions are sufficiently completely specified then the only possible solution of $(9.20)$ will be $w(x, y) \equiv 0$ and $v(x, y)$ will be the complete solution by itself as in part ( $a$ ) of the example already worked.
-5 . Find (the most general) solutions $u(x, y)$ of the following equations consistent with the boundary values given.
(i) $y \frac{\partial u}{\partial x}-x \frac{\partial u}{\partial y}=0: u(x, 0)=1+\sin x$.
(ii) $\mathrm{i} \frac{\partial u}{\partial x}=3 \frac{\partial u}{\partial y}: u=(4+3 \mathrm{i}) x^{2}$ on the line $x=y$.
(iii) $\sin x \sin y \frac{\partial u}{\partial x}+\cos x \cos y \frac{\partial u}{\partial y}=0$ :

$$
u=\cos 2 y \text { on } x+y=\frac{1}{2} \pi .
$$

(iv) $\frac{\partial u}{\partial x}+2 x \frac{\partial u}{\partial y}=0: u=2$ on parabola $y=x^{2}$.
$\begin{aligned} \text { (v) } y \frac{\partial u}{\partial x}-x \frac{\partial u}{\partial y}=3 x:(a) u & =x^{2} \text { on the line } y=0, \\ \text { (b) } u & =2 \text { at the point }(1,0) .\end{aligned}$
(vi) $y^{2} \frac{\partial u}{\partial x}+x^{2} \frac{\partial u}{\partial y}=x^{2} y^{2}\left(x^{3}+y^{3}\right)$ :

### 9.3 Second-order equations

The class of differential equations to be considered next, that of secondorder linear p.d.e., contains most of the important partial equations of physics. Just to gain familiarity with their general form, some of the more important ones will now be briefly discussed.

As indicated at the beginning of the chapter, commonly occurring independent variables are those of position and time, and equations governing oscillations and waves are ready examples of the type to be considered.

The transverse vibrations of a uniform string held under a uniform tension $T$ satisfy the equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}-\frac{\rho}{T} \frac{\partial^{2} u}{\partial t^{2}}=-\frac{f(x, t)}{T} \tag{9.21a}
\end{equation*}
$$

where $\rho$ is the mass per unit length of the string and $f(x, t)$ is the external transverse force per unit length acting on the string at time $t$. This equation is second-order (since the highest derivative present is the second), but unless $f(x, t)$ is zero, it is not homogeneous. As is probably familiar to the student, the quantity $T / \rho$ gives the square of the velocity of propagation $c$ of a transverse disturbance on a string when no external force acts. In this circumstance the vibrations satisfy

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}=\frac{\rho}{T} \frac{\partial^{2} u}{\partial t^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}} \tag{9.21b}
\end{equation*}
$$

Free longitudinal vibrations of an elastic rod obey a very similar equation,

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}=\frac{\rho}{E} \frac{\partial^{2} u}{\partial t^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}} . \tag{9.22}
\end{equation*}
$$

The only difference is that here $\rho$ is the normal density (mass per unit volume) and $E$ is Young's modulus.

Closely similar examples, but involving two or three spatial dimensions rather than one, are provided by the second-order equations governing the vibrations of a stretched membrane subject to an external force density $f(x, y, t)$,

$$
\begin{equation*}
T\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right)+f(x, y, t)=\rho(x, y) \frac{\partial^{2} u}{\partial t^{2}} \tag{9.23}
\end{equation*}
$$

(with obvious meanings for $\rho$ and $T$ ), and by Schrodinger's equation for a non-relativistic quantum mechanical particle in a potential $V(x, y, z)$,

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}\right)+V(x, y, z) u=\mathrm{i} \hbar \frac{\partial u}{\partial t} \tag{9.24}
\end{equation*}
$$

The function $u=u(x, y, z)$ in this latter equation is more usually denoted by $\psi$ the quantum mechanical wave function; $\hbar$ is Planck's constant divided by $2 \pi$ and $m_{0}$ is the mass of the particle. This equation contains four independent variables $x, y, z$ and $t$, being second-order in the three spatial ones and first-order in the time $t$. Further, the equation is homogeneous, since if $u(x, y, z, t)$ is a solution then so is $\lambda u$ for any constant $\lambda$.

An important equation of the same general form as Schrodinger's but occurring in the classical theory of flow processes is the heat diffusion equation (or with a change of interpretation of the physical parameters, the general diffusion equation). For a material of uniform thermal conductivity $k$, specific heat $s$ and density $\rho$, the temperature $u$ satisfies

$$
\begin{equation*}
k\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}\right)+f(x, y, z, t)=s \rho \frac{\partial u}{\partial t} \tag{9.25}
\end{equation*}
$$

[For the more general case the first term is $\operatorname{div}(k \nabla u)$ and $s \rho$ may depend on $x, y, z$.] The second term $f(x, y, z, t)$, representing the density of heat sources, is often missing in practical applications, whilst in the simplest cases the heat flow is one-dimensional resulting in the two-variable homogeneous p.d.e.

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}=\frac{s \rho}{k} \frac{\partial u}{\partial t} \tag{9.26}
\end{equation*}
$$

### 9.4 Equation and boundary condition types

For the solution of actual physical problems any of the above equations must be supplemented by boundary conditions, as we have seen in connection with first-order p.d.e. Since the equations are of second order we might expect that relevant boundary conditions would involve specifying $u$, or some of its first derivatives, or both, along a suitable set of boundaries bordering or enclosing the region (of independent variables) over which a solution is sought.

Three common types of boundary conditions occur and are associated with the names of Dirichlet, Neumann and Cauchy. They are:

Dirichlet. $u$ is given at each point of the boundary.
Neumann. $\partial u / \partial n$, the normal component of the gradient of $u$, is given at each point of the boundary.
Cauchy. Both $u$ and $\partial u / \partial n$ are given at each point of the boundary.
We will not go into details, $\dagger$ but merely note that whether the various types of boundary conditions are appropriate (in that they give a unique, sometimes to within a constant, well-defined solution) depends upon the type of second-order equation under consideration and on whether the region of solution is bounded by a closed or open curve [or surface if there are more than two independent variables]. A part of a closed boundary may be at infinity if conditions are imposed on $u$ or $\partial u / \partial n$ there.

The classification of the types of second-order equation involving two independent variables is carried out as follows. Let the second-order linear p.d.e. be written as

$$
\begin{equation*}
A \frac{\partial^{2} u}{\partial x^{2}}+2 B \frac{\partial^{2} u}{\partial x \partial y}+C \frac{\partial^{2} u}{\partial y^{2}}=\text { function of } x, y, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial y} \tag{9.27}
\end{equation*}
$$

[^25]Then the equation type is said to be,
(i) hyperbolic if $B^{2}>A C$,
(ii) parabolic if $B^{2}=A C$,
(iii) elliptic if $B^{2}<A C$.

This classification holds good even in cases where $A, B$ and $C$ are functions of $x$ and $y$ (and not restricted to be constants), but in these cases the equation may be of a different type in different parts of the region. Furthermore the equation type is not changed if a new pair of independent variables $\xi$ and $\eta$, given by a one-to-one mapping with continuous first and second derivatives, is used instead of $x$ and $y$ (see example 4 of section 9.14).

It can be shown (for example in the reference given) that the appropriate boundary condition and equation type pairings are

| Equation type |  | Boundary |  |
| :--- | :--- | :--- | :--- |
| Hyperbolic Conditions  <br> Parabolic   <br> Open  Dirichlet or Neumann <br> Elliptic  Closed |  | Dirichlet or Neumann. |  |

As examples, the one-dimensional wave equation ( 9.21 b ) is hyperbolic [ $\left.B^{2}-A C=-(1)\left(-1 / c^{2}\right)>0\right]$, the diffusion equation (9.26) is parabolic [ $B=C=0$ ], whilst Laplace's equation in two dimensions,

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \tag{9.29}
\end{equation*}
$$

is clearly elliptic. Extensions can be made to cover equations containing more than two independent variables; a more detailed discussion is called for but we will content ourselves with stating that the equations just mentioned do not change their type when extended to two or three spatial dimensions. Thus the 3D-Laplace equation is elliptic and requires either Dirichlet or Neumann boundary conditions and a closed boundary which, as we have already noted, may be at infinity if the behaviour of $u$ is specified there [most often $u$ or $\partial u / \partial n \rightarrow 0$ at infinity].
6. Consider the following equations and situations in an entirely qualitative way and satisfy yourself in each case that the boundary curve in the $x t$ - or $r \theta$-plane should be as given, and that the stated boundary conditions are appropriate.
(a) Equation ( 9.21 b ) for transverse waves on a semi-infinite string the end of which is made to move in a prescribed way. Open, Cauchy.
(b) Equation (9.26) for one-dimensional heat diffusion in a bar of length $L$ which is given an initial temperature distribution and then thermally isolated. Open, Dirichlet and Neumann.
(c) Laplace's equation in two-dimensional polars

$$
\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}=0
$$

for two long conducting concentric cylinders of radii $a$ and $b(b>a)$. Closed, Dirichlet and Neumann, but not both simultaneously on any part of the boundary.

### 9.5 Uniqueness theorem

Although we have merely stated the appropriate boundary types and conditions for the general case, one particular example is sufficiently important that a proof that a unique solution is obtained will now be given.

This is Poisson's equation in three dimensions,

$$
\begin{equation*}
\nabla^{2} u=-\rho / \epsilon \epsilon_{0} \tag{9.30}
\end{equation*}
$$

(for the electrostatic case) with either Dirichlet or Neumann conditions on a closed boundary appropriate to such an elliptic equation. What will be shown is that (to within an unimportant constant) the solution of (9.30) is unique if either the potential $u$ or its normal derivative is specified on all surfaces bounding a given region of space (including, if necessary, a hypothetical spherical surface of indefinitely large radius on which $u$ or $\partial u / \partial n$ is prescribed to have an arbitrarily small value).

Stated somewhat more formally this is:
Uniqueness theorem. If $u$ is real and its first and second partial derivatives are continuous in a region $V$ and on its boundary $S$, and if $\nabla^{2} u=f$ and either $u=g$ or $\partial u / \partial n=h$ on $S$, where $f, g$ and $h$ are prescribed functions, then $u$ is unique (at least to within a constant).

To prove the theorem suppose that two solutions $u=u_{1}(x, y, z)$ and $u=u_{2}(x, y, z)$ both satisfy the conditions given above. Then we will show that $u_{1}=u_{2}+$ constant.

Denote the function $u_{1}-u_{2}$ by $t$. Then since $\nabla^{2} u_{1}=f=\nabla^{2} u_{2}$ in $V$ and either $u_{1}=g=u_{2}$ or $\hat{\partial} u_{1} / \hat{c} n=h=\hat{c} u_{2} / \hat{c} n$ on $S$ we must have

$$
\begin{equation*}
\nabla^{2} v=0 \text { in } V \tag{9.31}
\end{equation*}
$$

and,

$$
\begin{equation*}
\text { either } v=0, \text { or } \partial v / \partial n=0 \text { on } S \tag{9.32}
\end{equation*}
$$

Now if we use Green's first theorem (equation (4.12) of chapter 4) for the case where both scalar functions are taken as $v$ we have

$$
\begin{equation*}
\int_{S} v \frac{\partial v}{\partial n} \mathrm{~d} S=\int_{V}\left\{v \nabla^{2} v+(\nabla v)^{2}\right\} \mathrm{d} V \tag{9.33}
\end{equation*}
$$

But either part of (9.32) makes the left-hand side vanish, whilst the first term on the right is zero because of $(9.31)$. Thus we are left with

$$
\int_{V}(\nabla v)^{2} \mathrm{~d} V=0
$$

Since $(\nabla v)^{2}$ can never be negative, this can only be satisfied if

$$
\nabla v=\mathbf{0}
$$

or $v$, and hence $u_{1}-u_{2}$, is a constant in $V$.
If Dirichlet conditions are given, then $u_{1} \equiv u_{2}$ on (some part of) $S$ and hence everywhere in $V$. For Neumann conditions $u_{1}$ and $u_{2}$ can differ throughout $V$ by an arbitrary (but unimportant) constant.

The importance of the Uniqueness theorem lies in the fact that it shows that if a solution to a Poisson (or Laplace) equation can be found which fits a given set of Dirichlet or Neumann conditions, by any means whatever, then that solution is the correct one, since only one exists.

This result is the mathematical justification for the method of treating some problems in electrostatics by what is called the 'method of images'. We will only discuss briefly the most familiar and elementary of such problems (others will be found at the end of the chapter).

Example 9.2. Find the electrostatic potential associated with a charge $e$ placed at a point $P$ a distance $h$ above an infinite earthed conducting plane.


Fig. 9.1 A charge $e$ placed at a distance $h$ from an infinite earthed conducting plane:
(a) the physical system; (b) the image charge system.

The physical situation is shown in fig. 9.1 (a). The potential $u_{1}$, due to the charge, at the general point $R$ (with position $r$ ) is straightforwardly

$$
u_{1}=\frac{e}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}_{P}\right|}
$$

but the potential at $R$ due to the induced charge on the plate is difficult to calculate.

However posed as a problem in solving

$$
\begin{equation*}
\nabla^{2} u=-e \delta\left(\mathbf{r}-\mathbf{r}_{P}\right) / \epsilon_{0}(\text { above the plane }) \tag{9.34}
\end{equation*}
$$

with the boundary conditions $u=0$ on the plane and at infinity in the upper half-space, the solution can be obtained by another approach and justified by the Uniqueness theorem.

Consider the system of charges shown in fig. $9.1(b)$; the charge $-e$ is called the image charge $\dagger$ of the original. In the region $V$ above the plane, only the charge $+e$ is present and so (9.34) is still satisfied; furthermore the potential due to both charges $\rightarrow 0$ at infinity in the upper half-space [actually in all directions] and on the plane is zero everywhere, since at all points it receives equal and opposite contributions from the two equal and opposite charges.

The potential is in fact

$$
\begin{equation*}
u(\mathbf{r})=\frac{e}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}_{P}\right|}-\frac{e}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}_{P^{\prime}}\right|} \tag{9.35}
\end{equation*}
$$

and although it has been obtained by unusual methods, it does satisfy all the required boundary conditions as well as (9.34) in the appropriate region and must therefore by the Uniqueness theorem be the required solution.

Since the potential is unique, so also is the force field derived from it, so that the force experienced by an infinitesimal test charge anywhere in the upper half-space of the physical system is the same as it would experience in the presence of the original charge and its image [but of course with the plane ignored].

It should be noted that (9.35) in no way represents the correct potential below the plane in the physical situation of fig. $9.1(a)$.

[^26]
### 9.6 Equations with constant coefficients

We now return to the problem of finding specific solutions to some types of second-order p.d.e. and begin by seeking solutions which are arbitrary functions of particular combinations of the independent variables $\dagger$ (just as in section 9.2 for first-order p.d.e.).

Clearly we can only hope to find such solutions if all the terms of the equation involve the same total number of differentiations, i.e. all terms are of the same order [although the number of differentiations with respect to the individual independent variables may be different]. For our present investigation this means that all terms are second order and that no terms in $\partial u / \partial x, \partial u / \partial y$ or $u$ are present, and in addition the equation is homogeneous.

Both the wave equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}=0 \tag{9.21bis}
\end{equation*}
$$

and the 2-D Laplace equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \tag{9.29bis}
\end{equation*}
$$

meet this requirement, but the diffusion equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}-\frac{s \rho}{k} \frac{\partial u}{\partial t}=0 \tag{9.26bis}
\end{equation*}
$$

does not.
With both terms in each of (9.21) and (9.29) involving two differentiations, by assuming a solution of the form $u(x, y)=f(p)$, where $p$ is some at present unknown function of $x$ and $y$ (or $t$ ), we may be able to obtain a common factor $f^{\prime \prime}(p)$ as the only appearance of $f$ on the left-hand side. Then, because of the zero on the right-hand side, all reference to the form of $f$ can be cancelled out.

We can gain some guidance as to suitable forms for the combination $p=p(x, y)$ by considering $\partial u / \partial x$ when $u$ is given by $u(x, y)=f(p)$, for then

$$
\frac{\partial u}{\partial x}=f^{\prime}(p) \frac{\partial p}{\partial x}
$$

Clearly a second differentiation with respect to $x$ (or $y$ ) is going to lead to a single term on the right-hand side containing $f$ only as $f^{\prime \prime}$, only if the

[^27]factor $\partial p / \partial x$ is a constant so that $\partial^{2} p / \partial x^{2}$ (or $\partial^{2} p / \partial y \partial x$ ) is necessarily zero. This shows that $p$ must be a linear function of $x$. In an exactly similar way $p$ must be a linear function of $y$.

It is now possible to obtain a general form of solution for the restricted type of second-order p.d.e. we have discussed, namely

$$
\begin{equation*}
A \frac{\partial^{2} u}{\partial x^{2}}+2 B \frac{\partial^{2} u}{\partial x \partial y}+C \frac{\partial^{2} u}{\partial y^{2}}=0 \tag{9.36}
\end{equation*}
$$

$A, B$ and $C$ being constants. As in the preliminary discussion, we assume a solution

$$
\begin{equation*}
u(x, y)=f(p) \tag{9.37}
\end{equation*}
$$

where $p$ is a linear function of $x$ and $y$,

$$
\begin{equation*}
p=a x+b y \tag{9.38}
\end{equation*}
$$

Now proceeding to evaluate the terms ready for substitution in (9.36) we obtain

$$
\begin{aligned}
& \frac{\partial u}{\partial x}=a f^{\prime}(p), \quad \frac{\partial u}{\partial y}=b f^{\prime}(p) \\
& \frac{\partial^{2} u}{\partial x^{2}}=a^{2} f^{\prime \prime}(p), \quad \frac{\partial^{2} u}{\partial x \partial y}=a b f^{\prime \prime}(p), \quad \frac{\partial^{2} u}{\partial y^{2}}=b^{2} f^{\prime \prime}(p)
\end{aligned}
$$

and on substituting,

$$
\begin{equation*}
\left(A a^{2}+2 B a b+C b^{2}\right) f^{\prime \prime}(p)=0 \tag{9.39}
\end{equation*}
$$

This is the form we have been seeking, since now a solution independent of the form of $f$ can be obtained if we require that $a$ and $b$ satisfy

$$
\begin{equation*}
A a^{2}+2 B a b+C b^{2}=0 \tag{9.40}
\end{equation*}
$$

From this quadratic, two values for the ratio [all that matters] of the two constants $a$ and $b$ are obtained,

$$
\begin{equation*}
b / a=\left[-B \pm\left(B^{2}-A C\right)^{1 / 2}\right] / C \tag{9.41}
\end{equation*}
$$

If we denote these two ratios by $\lambda_{1}$ and $\lambda_{2}$, then any functions of the two variables

$$
\begin{align*}
& p_{1}=x+\lambda_{1} y, \\
& p_{2}=x+\lambda_{2} y, \tag{9.42}
\end{align*}
$$

will be solutions of the original equation (9.36). The omission of the constant factor $a$ from $p_{1}$ and $p_{2}$ is of no consequence since this can always be absorbed into the particular form of any chosen function - only the relative weighting of $x$ and $y$ in $p$ is important.

With $p_{1}$ and $p_{2}$ being different (in general), we can thus write the general solution of (9.36) as

$$
\begin{equation*}
u(x, y)=f_{1}\left(x+\lambda_{1} y\right)+f_{2}\left(x+\lambda_{2} y\right) \tag{9.43}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are arbitrary functions.
7. Show that the alternative solution $f^{\prime \prime}(p)=0$ of (9.39) only leads to the trivial solution $u(x, y)=g x+h y+k$, for which all second derivatives are individually zero.
$>8$. Show that the requirement that neither $\lambda_{1}$ nor $\lambda_{2}$ is a function of $x$ or $y$ (so as to maintain the linearity of $p$ in $x$ and $y$ ) means that the type of solution discussed is only appropriate to $A, B$ and $C$ all being constants (or all having the same dependence on $x$ and $y$ ).

By considering

$$
6 x \frac{\partial^{2} u}{\partial x^{2}}-2 y \frac{\partial^{2} u}{\partial x \partial y}-\left(y+\frac{3}{2} x\right) \frac{\partial^{2} u}{\partial y^{2}}=0
$$

show that if only $\lambda_{1}$ were required to be a constant, this restriction would not apply.

Example 9.3. Find the general solution of the one-dimensional wave equation ( 9.21 b ).

$$
\frac{\partial^{2} u}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}=0
$$

This equation is that of (9.36) with $A=1, B=0$ and $C=-1 / c^{2}$ and so the two values of $\lambda_{1}$ and $\lambda_{2}$ are, from (9.41), $-c$ and $c$. This means that any arbitrary functions of the quantities

$$
p_{1}=x-c t, \quad p_{2}=x+c t
$$

will be satisfactory solutions of $(9.21 \mathrm{~b})$, and that the general solution will be

$$
\begin{equation*}
u(x, t)=f_{1}(x-c t)+f_{2}(x+c t) \tag{9.44}
\end{equation*}
$$

Since $u(x, t)=f_{1}(x-c t)$ represents the displacement of a string at time $t$ and position $x$, it is clear that all positions $x$ and times $t$ for which ' $x-c t$ is the same' will have the same instantaneous displacement. But ' $x$ - $c t$ is the same' is exactly the relation between the time and position of an observer travelling with velocity $c$ along the positive $x$-direction. Consequently a moving observer sees a constant displacement of the string, i.e. to a stationary observer, the initial profile $u(x, 0)$ moves with
velocity $c$ along the $x$-axis as if it were a rigid system. Thus $f_{1}(x-c t)$ represents a wave form of constant shape travelling along the positive $x$-axis with velocity $c$, the actual form of the wave depending upon the function $f_{1}$.

Similarly the term $f_{2}(x+c t)$ is a constant wave form travelling with velocity $c$ in the negative $x$-direction. The general solution (9.44) represents a superposition of these.

If the functions $f_{1}$ and $f_{2}$ are the same, then the complete solution (9.44) represents identical progressive waves going in opposite directions. This may result in a wave pattern whose profile does not progress and is described as a standing wave.

As a simple example, suppose both $f_{1}(p)$ and $f_{2}(p)$ have the form $\dagger$

$$
f_{\mathrm{i}}(p)=A \cos (k p+\epsilon)
$$

Then (9.44) can be written as

$$
\begin{aligned}
u(x, t) & =A[\cos (k x-k c t+\epsilon)+\cos (k x+k c t+\epsilon)] \\
& =2 A \cos (k x+\epsilon) \cos (k c t)
\end{aligned}
$$

The important thing to notice is that the shape of the wave pattern is the same at all times but that its amplitude depends upon the time. At some points $x$ which satisfy

$$
\cos (k x+\epsilon)=0
$$

there is no displacement at any time. Such points are called nodes.
The type of solution obtained here is discussed further in chapter 10 on the method of separation of variables.
-9. Verify by direct differentiation and substitution that (9.44) is indeed a solution of the wave equation ( 9.21 b ).

Example 9.4. Find the general solution of the two-dimensional Laplace equation (9.29),

$$
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0
$$

Following the established procedure, we look for a solution which is a function $f(p)$ of $p=x+\lambda y$. Substituting this we obtain directly (or by means of (9.41)) that

$$
1+\lambda^{2}=0
$$

[^28]This requires that $\lambda= \pm i$, and thus the satisfactory variables $p$ are

$$
p=x \pm \mathrm{i} y
$$

The general solution required is therefore, in terms of arbitrary functions $f_{1}$ and $f_{2}$,

$$
\begin{equation*}
u(x, y)=f_{1}(x+\mathrm{i} y)+f_{2}(x-\mathrm{i} y) \tag{9.45}
\end{equation*}
$$

It will be apparent from these two worked examples that the nature of the appropriate linear combination of $x$ and $y$ depends upon whether or not $B^{2}>A C$. This is exactly the same criterion as determines whether the p.d.e. is hyperbolic or elliptic. Hence, as a general result, hyperbolic and elliptic equations of the form (9.36) have as solutions functions whose arguments have the form $x+\alpha y$ and $x+\mathrm{i} \beta y$ respectively, where $\alpha$ and $\beta$ themselves are real.

The one case not taken care of by this result is that in which $B^{2}=A C$, i.e. a parabolic equation. In this case $\lambda_{1}$ and $\lambda_{2}$ are not different and only one suitable combination of $x$ and $y$ results,

$$
\begin{equation*}
u(x, y)=f_{1}[x-(B / C) y] . \tag{9.46}
\end{equation*}
$$

To find the second part of the general solution we try [in analogy with the corresponding situation in ordinary differential equations] a solution of the form

$$
u(x, y)=g(x, y) f_{2}[x-(B / C) y] .
$$

Substituting this and using $A=B^{2} / C$ results in
$\rightarrow 10 . \quad\left(A \frac{\partial^{2} g}{\partial x^{2}}+2 B \frac{\partial^{2} g}{\partial x \partial y}+C \frac{\partial^{2} g}{\partial y^{2}}\right) f_{2}=0$.
There are several simple solutions of this equation for $g$, but as only one is required we take the simplest non-trivial one

$$
g(x, y)=x
$$

to give as the general solution of the parabolic equation

$$
\begin{equation*}
u(x, y)=f_{1}[x-(B / C) y]+x f_{2}[x-(B / C) y] \tag{9.48}
\end{equation*}
$$

$\rightarrow$ 11. Convince yourself that alternative solutions of (9.47), e.g. $g(x, y)=y$, do not lead to a solution which is not represented by (9.48).

To complete this section we will give alternative derivations of the general solutions (9.43) and (9.48) by expressing the original p.d.e. in terms of new variables before solving it. The actual solution will then
become almost trivial; but, of course, it will be recognized that suitable new variables could hardly have been guessed if it were not for the work already done. This does not detract from the validity of the derivation to be described, only from the likelihood that it would be discovered by inspection.

We start again with (9.36) and change to new variables

$$
\begin{equation*}
\xi=x+\lambda_{1} y, \quad \eta=x+\lambda_{2} y \tag{9.49}
\end{equation*}
$$

With this change of variable, we can replace the differentiations in (9.36) by

$$
\begin{align*}
& \frac{\partial}{\partial x}=\frac{\partial}{\partial \xi}+\frac{\partial}{\partial \eta} \\
& \frac{\partial}{\partial y}=\lambda_{1} \frac{\partial}{\partial \xi}+\lambda_{2} \frac{\partial}{\partial \eta} \tag{9.50}
\end{align*}
$$

When this is carried out, and the fact that

$$
\begin{equation*}
A+2 B \lambda_{i}+C \lambda_{i}^{2}=0, \quad i=1,2 \tag{9.51}
\end{equation*}
$$

is used, (9.36) becomes
12. $\left[2 A+2 B\left(\lambda_{1}+\lambda_{2}\right)+2 C \lambda_{1} \lambda_{2}\right] \frac{\partial^{2} u}{\partial \xi \partial \eta}=0$.

Then, providing the factor in square brackets does not vanish, we obtain

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \xi \partial \eta}=0 \tag{9.53}
\end{equation*}
$$

which has as its successive integrals

$$
\begin{equation*}
\frac{\partial u}{\partial \eta}=F(\eta) \tag{9.54}
\end{equation*}
$$

and

$$
\begin{equation*}
u(\xi, \eta)=f(\eta)+g(\xi) \tag{9.55}
\end{equation*}
$$

This is just the same as (9.43)

$$
\begin{equation*}
u(x, y)=g\left(x+\lambda_{1} y\right)+f\left(x+\lambda_{2} y\right) \tag{9.56}
\end{equation*}
$$

-13. Verify that the condition that the factor in square brackets of (9.52) does not vanish is that $B^{2} \neq A C$, i.e. that the original equation is not parabolic.

If the equation is parabolic ( $B^{2}=A C$ ), instead of $(9.49)$ we use new variables

$$
\begin{equation*}
\xi=x+\lambda y, \quad \eta=x, \tag{9.57}
\end{equation*}
$$

and (9.36) reduces to [recall $\lambda=-(B / C)$ ]
-14. $A \frac{\partial^{2} u}{\partial \eta^{2}}=0$.
Two straightforward integrations give as the general solution of (9.58)

$$
\begin{equation*}
u(\xi, \eta)=\eta f(\xi)+g(\xi), \tag{9.59}
\end{equation*}
$$

which in terms of $x$ and $y$ has exactly the form of (9.48)

$$
\begin{equation*}
u(x, y)=x f(x+\lambda y)+g(x+\lambda y) . \tag{9.60}
\end{equation*}
$$

This concludes the alternative and independent derivations of the general solution of homogeneous p.d.e. with constant coefficients of the type given by (9.36).

Example 9.5. $u(x, y)$ satisfies

$$
\frac{\partial^{2} u}{\partial x^{2}}-3 \frac{\partial^{2} u}{\partial x \partial y}+2 \frac{\partial^{2} u}{\partial y^{2}}=0 .
$$

Find the value of $u(0,1)$ if $u=-x^{2}$ and $\partial u / \partial y=0$ for $y=0$ and all $x$.
From our general result, functions of $p=x+\lambda y$ will be solutions provided that
i.e. $\quad \lambda=1$ or $\frac{1}{2}$.

The general solution is thus

$$
\begin{equation*}
u(x, y)=f(x+y)+g\left(x+\frac{1}{2} y\right) . \tag{9.61}
\end{equation*}
$$

The boundary condition $u(x, y)=-x^{2}$ on $y=0$ implies

$$
\begin{equation*}
-p^{2}=f(p)+g(p), \text { for all } p \tag{9.62}
\end{equation*}
$$

whilst $\partial u / \partial y=0$ when $y=0$ yields

$$
\begin{equation*}
0=f^{\prime}(p)+\frac{1}{2} g^{\prime}(p), \quad \text { for all } p \tag{9.63}
\end{equation*}
$$

Differentiating (9.62) with respect to $p$ and subtracting from (9.63) gives

$$
2 p=-\frac{1}{2} g^{\prime}(p),
$$

or that

$$
g(p)=-2 p^{2}+k
$$

Equation (9.62) then gives that

$$
f(p)=p^{2}-k
$$

and thus that

$$
\begin{aligned}
u(x, y) & =f(x+y)+g\left(x+\frac{1}{2} y\right) \\
& =(x+y)^{2}-k-2\left(x+\frac{1}{2} y\right)^{2}+k \\
& =-x^{2}+\frac{1}{2} y^{2}
\end{aligned}
$$

Finally at the point $(0,1)$,

$$
u(0,1)=\frac{1}{2}
$$

15. Solve example 9.5 if the boundary condition is $u=\partial u / \partial y=1$, when $y=0$ (for all $x$ ).
16. Solve

$$
\frac{\partial^{2} u}{\partial x^{2}}+2 \frac{\partial^{2} u}{\partial x \partial y}+\frac{\partial^{2} u}{\partial y^{2}}=0
$$

subject to $u=0$ when $x=0$, and $u=x^{2}$ when $y=1$.

### 9.7 The wave equation

We have already found the general solution of the one-dimensional wave equation as (9.44)

$$
\begin{equation*}
u(x, t)=f(x-c t)+F(x+c t) \tag{9.64}
\end{equation*}
$$

with $f$ and $F$ arbitrary functions. However, the equation is of such general importance that further discussion will not be out of place. Let us see how to obtain its solution if we are given initial conditions (boundary conditions) in the general form:

$$
\begin{array}{ll}
\text { initial displacement } & u(x, 0)=\phi(x) \\
\text { initial velocity } & \frac{\partial u(x, 0)}{\partial t}=\psi(x) \tag{9.65b}
\end{array}
$$

for all parts of a string whose transverse displacement is $u(x, t)$. The functions $\phi(x)$ and $\psi(x)$ are given and describe the displacement and velocity of each part of the string at the arbitrary time $t=0$.

It is clear that what is needed are the particular forms of the functions
$f$ and $F$ in (9.64) which takes the values given by (9.65) at $t=0$. This means that

$$
\begin{align*}
& \phi(x)=u(x, 0)=f(x-0)+F(x+0)  \tag{9.66a}\\
& \psi(x)=\frac{\partial u(x, 0)}{\partial t}=-c f^{\prime}(x-0)+c F^{\prime}(x+0) \tag{9.66b}
\end{align*}
$$

It should be noted that $f^{\prime}(x-0)$ stands for $\mathrm{d} f(p) / \mathrm{d} p$ evaluated, after the differentiation, at $p=x-c \times 0$ and likewise with $F^{\prime}(x+0)$.

Looking on the two left-hand sides as functions of $p=x \pm c t$, but everywhere evaluated at $t=0$, we may integrate ( 9.66 b ) between an arbitrary [and irrelevant] lower limit $p_{0}$ and an indefinite upper limit $p$ and obtain

$$
\begin{equation*}
\frac{1}{c} \int_{p_{0}}^{p} \psi(q) \mathrm{d} q+K=-f(p)+F(p) \tag{9.67}
\end{equation*}
$$

the constant $K$ depending upon $p_{0}$.
Adding and subtracting (9.66 a) [with $x$ replaced by $p$ ] and (9.67), we can establish the forms of the functions $f$ and $F$ as
and

$$
\begin{align*}
& f(p)=\frac{\phi(p)}{2}-\frac{1}{2 c} \int_{p_{0}}^{p} \psi(q) \mathrm{d} q-\frac{K}{2} \\
& F(p)=\frac{\phi(p)}{2}+\frac{1}{2 c} \int_{p_{0}}^{p} \psi(q) \mathrm{d} q+\frac{K}{2} .
\end{align*}
$$

Adding (9.68 a), with $p=x-c t$, to (9.68 b), with $p=x+c t$, gives as the solution to the original problem (equation (9.64))

$$
\begin{equation*}
u(x, t)=\frac{1}{2}[\phi(x-c t)+\phi(x+c t)]+\frac{1}{2 c} \int_{x-c t}^{x+c t} \psi(q) \mathrm{d} q . \tag{9.69}
\end{equation*}
$$

Notice that all dependence on $p_{0}$ has disappeared.
Each of the terms in (9.69) has a fairly straightforward physical interpretation. In each case the $\frac{1}{2}$ represents the fact that only half of a displacement profile which starts at any particular point on the string travels towards any other position $x$, the other half travelling away from it. The first term $\frac{1}{2} \phi(x-c t)$ arises from the initial displacement at a distance $c t$ to the left (negative direction) of $x$ which travels forward arriving at $x$ at time $t$. Similarly the second contribution is due to the initial displacement at a distance $c t$ to the right of $x$.

The interpretation of the final term is a little less obvious, but viewed in the form

$$
\begin{equation*}
\frac{1}{2} \int_{t^{\prime}=x / c-t}^{t^{\prime}=x / c+t} \text { (initial transverse velocity evaluated at a } \tag{9.70}
\end{equation*}
$$

it clearly represents the accumulated transverse displacement at position $x$, due to the passage past $x$ of all parts of the initial motion whose effects can reach $x$ in a time $t$, both backward and forward travelling.

The extension to the three-dimensional wave equation of solutions of the type we have so far considered presents no serious difficulty. In Cartesian coordinates the 3-D wave equation is

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}=0 \tag{9.71}
\end{equation*}
$$

In close analogy with the 1-D case we try solutions which are functions of linear combinations of all four variables

$$
\begin{equation*}
p=l x+m y+n z+\mu t . \tag{9.72}
\end{equation*}
$$

It is clear that a solution of $(9.71), u(x, y, z, t)=f(p)$, will be acceptable provided that

$$
\begin{equation*}
\left(l^{2}+m^{2}+n^{2}-\mu^{2} / c^{2}\right) f^{\prime \prime}(p)=0 \tag{9.73}
\end{equation*}
$$

Thus, as in the 1-D case, $f$ can be arbitrary provided that

$$
l^{2}+m^{2}+n^{2}=\mu^{2} / c^{2}
$$

Using the obvious normalization, we take $\mu= \pm c$ and $l, m, n$ three numbers such that

$$
l^{2}+m^{2}+n^{2}=1
$$

In other words ( $l, m, n$ ) are the Cartesian components of a unit vector $\mathbf{n}$, which points along the direction of propagation of the wave. The quantity $p$ can be written in terms of vectors as the scalar expression $p=$ $\mathbf{n} \cdot \mathbf{r} \pm c t$, and the general solution of (9.71) as

$$
\begin{equation*}
u(x, y, z, t)=u(\mathbf{r}, t)=f_{1}(\hat{\mathbf{n}} \cdot \mathbf{r}-c t)+f_{2}(\hat{\mathbf{n}} \cdot \mathbf{r}+c t) \tag{9.74}
\end{equation*}
$$

where $\hat{\mathbf{n}}$ is any unit vector. It would perhaps be more transparent to write in explicitly as one of the arguments of $u$.

### 9.8 Particular integrals

As was discussed in section 9.2, in order to obtain the general solution of a p.d.e. a particular integral is needed. [For the homogeneous problem -
equation and boundary conditions - it is formally a solution which is identically zero.]

We will not discuss at length general methods for obtaining such particular integrals, but merely note that some of those available for ordinary differential equations can be suitably extended, $\dagger$ and give an example using $D$-operator methods.

Example 9.6. Find the general solution of the equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=6(x+y) \tag{9.75}
\end{equation*}
$$

Following our previous methods and results, the complementary function is $u(x, y)=f_{1}(x+\mathrm{i} y)+f_{2}(x-\mathrm{i} y)$, and only a particular integral now remains to be found.

One solution [perfectly adequate in itself] is obvious by inspection, namely

$$
\begin{equation*}
u(x, y)=x^{3}+y^{3} \tag{9.76}
\end{equation*}
$$

However we will pretend this has not been noticed and proceed by a formal D-operator method.

Let the operator $\mathrm{D}_{x}$ stand for $\partial / \partial x$ and $\mathrm{D}_{y}$ for $\partial / \partial y$. Then a solution of $(9.75)$ can be written formally as

$$
u(x, y)=\frac{1}{\mathrm{D}_{x}^{2}+\mathrm{D}_{y}^{2}} 6(x+y)
$$

Using methods analogous to those of chapter 5 this can be evaluated as follows [recall $\mathrm{D}^{-1}$ represents an integration]

$$
\begin{aligned}
u(x, y) & =\frac{6}{\mathrm{D}_{x}^{2}}\left[1+\left(\mathrm{D}_{y}^{2} / \mathrm{D}_{x}^{2}\right)\right]^{-1}(x+y) \\
& =6\left[\frac{1}{\mathrm{D}_{x}^{2}}-\frac{\mathrm{D}_{y}^{2}}{\mathrm{D}_{x}^{4}}+\cdots\right](x+y) \\
& =\frac{6}{\mathrm{D}_{x}^{2}}(x+y)-0+0-\cdots \\
& =\frac{3}{\mathrm{D}_{x}}\left(x^{2}+2 y x\right) \\
& =x^{3}+3 y x^{2} .
\end{aligned}
$$

[^29]Since we require only one particular solution, all arbitrary functions of $y$ have been set equal to zero when integrating with respect to $x$.

Thus the general solution of (9.75) can be written

$$
u(x, y)=f_{1}(x+\mathrm{i} y)+f_{2}(x-\mathrm{i} y)+x^{3}+3 y x^{2}
$$

-17. Show that this result is not in contradiction with the result (9.76) obtained by inspection; i.e. show that the difference between $x^{3}+y^{3}$ and $x^{3}+3 y x^{2}$ can be written in the form $g(x+\mathrm{i} y)+h(x-\mathrm{i} y)$.

### 9.9 The diffusion equation

One important class of second-order p.d.e. which we have not yet considered is that in which the second derivative with respect to one independent variable appears, but only the first derivative with respect to another [usually time]. This is exemplified by the one-dimensional diffusion equation of section 9.3

$$
\begin{equation*}
K \frac{\partial^{2} u(x, t)}{\partial x^{2}}=\frac{\partial u}{\partial t} \tag{9.77}
\end{equation*}
$$

in which $K$ is a constant with the dimensions of length ${ }^{2} \times$ time $^{-1}$. The physical constants which go to make up $K$ in a particular case depend upon the nature of the process (e.g. solute diffusion, heat flow, etc.) and the material being described.

With (9.77) we cannot hope to successfully repeat the method of section 9.6, since now $u(x, t)$ is differentiated a different number of times on the two sides of the equation. Any attempted solution in the form $u(x, t)=$ $f(p)$ with $p=a x+b t$, therefore, will only lead to an equation in which the form of $f$ cannot be cancelled out. Clearly we must try other methods.

Solutions may be obtained using the standard method of separation of variables and this is discussed in the next chapter.

A simple solution is also given if both sides of (9.77), as it stands, are separately set equal to a constant, say $\alpha$,

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial x^{2}}=\frac{\alpha}{K}  \tag{9.78a}\\
& \frac{\partial u}{\partial t}=\alpha \tag{9.78b}
\end{align*}
$$

These have general solutions

$$
u=\frac{1}{2} \frac{\alpha}{K} x^{2}+x g(t)+h(t)
$$

and

$$
u=\alpha t+k(x)
$$

which may be made compatible with each other if $g(t)$ is taken as a constant (or zero), $h(t)$ taken as $\alpha t$, and $k(x)$ as $(\alpha / 2 K) x^{2}+g x$. An acceptable solution is thus

$$
\begin{equation*}
u(x, t)=\frac{1}{2} \frac{\alpha}{K} x^{2}+g x+\alpha t+\text { constant } \tag{9.79}
\end{equation*}
$$

For an example of the use of this form of solution see example 15 of section 9.14.

Let us now return to seeking solutions of equations by combining the independent variables in particular ways. Having seen that a linear combination of $x$ and $t$ will be of no value, we must search for other possible combinations. It has already been noted that $K$ has the dimensions of length ${ }^{2} \times$ time $^{-1}$ and so the combination of variables

$$
\begin{equation*}
\eta=\frac{x^{2}}{K t} \tag{9.80}
\end{equation*}
$$

will be dimensionless. Let us see if we can mathematically satisfy (9.77) with a solution $u(x, t)$ which has the form $u(x, t)=f(\eta)$ first, and leave its interpretation until afterwards.

Evaluating the necessary derivatives we have

$$
\begin{align*}
& \frac{\partial u}{\partial x}=f^{\prime}(\eta) \frac{\partial \eta}{\partial x}=f^{\prime}(\eta) \frac{2 x}{K t} \\
& \frac{\partial^{2} u}{\partial x^{2}}=\frac{2}{K t} f^{\prime}(\eta)+f^{\prime \prime}(\eta)\left(\frac{2 x}{K t}\right)^{2} \\
& \frac{\partial u}{\partial t}=-f^{\prime}(\eta) \frac{x^{2}}{K t^{2}} \tag{9.81}
\end{align*}
$$

Substituting from (9.81) into (9.77) we find the new equation can be written entirely in terms of $\eta$,
18. $\quad 4 \eta f^{\prime \prime}(\eta)+(2+\eta) f^{\prime}(\eta)=0$.

This is a straightforward ordinary differential equation which can be integrated (with a minimum of explanation) as follows,

$$
\begin{aligned}
\frac{f^{\prime \prime}(\eta)}{f^{\prime}(\eta)} & =-\frac{1}{2 \eta}-\frac{1}{4} \\
\ln \left[\eta^{1 / 2} f^{\prime}(\eta)\right] & =-\frac{1}{4} \eta+c \\
f^{\prime}(\eta) & =\frac{A}{\eta^{1 / 2}} \exp \left(-\frac{1}{4} \eta\right)
\end{aligned}
$$

$$
\begin{equation*}
f(\eta)=A \int_{n_{0}}^{\eta} \mu^{-1 / 2} \exp \left(-\frac{1}{4} \mu\right) \mathrm{d} \mu, \tag{9.83}
\end{equation*}
$$

with $\eta$ given by ( 9.80 ).
If we now write this in terms of a slightly different variable

$$
\begin{equation*}
\xi=\frac{\eta^{1 / 2}}{2}=\frac{x}{2(K t)^{1 / 2}}, \tag{9.84}
\end{equation*}
$$

then $\mathrm{d} \xi=\frac{1}{4} \eta^{-1 / 2} \mathrm{~d} \eta$, and (9.83) takes the form

$$
\begin{equation*}
u(x, t)=f(\eta)=g(\xi)=B \int_{\varepsilon_{0}}^{\xi} \exp \left(-\nu^{2}\right) \mathrm{d} \nu . \tag{9.85}
\end{equation*}
$$

Here $B$ is a constant and it should be noticed that $x$ and $t$ only appear on the right-hand side in the indefinite upper limit $\xi$, and then only in the combination $x t^{-1 / 2}$. This kind of function of $x$ and $t$ may be slightly unfamiliar but is in essence no different from (say) $\sin \left(x / K^{1 / 2} \boldsymbol{t}^{1 / 2}\right)$. If $\xi_{0}$ is chosen as zero, it is, to within a constant factor, $\dagger$ the error function $\operatorname{Erf}\left(x / 2(K t)^{1 / 2}\right)$, which is tabulated in many books of tables. Only nonnegative values of $x$ and $t$ are to be considered here so $\xi \geqslant \xi_{0}$.
Next let us try to determine what kind of (say) temperature distribution and flow this represents. For definiteness we take $\xi_{0}=0$. Firstly since $u(x, t)$ in (9.85) only depends upon the product $x t^{-1 / 2}$, it is clear that all points $x$ at times $t$ such that $x t^{-1 / 2}$ have the same value, have the same temperature. Put another way, at any specific time $t$, the region having a particular temperature has moved along the positive $x$-axis a distance proportional to the square root of the time. This is a typical diffusion process.
It will also be noticed that at $t=0, \xi \rightarrow \infty$, and $u$ becomes quite independent of $x$ (except perhaps at $x=0$ ); the solution then represents a uniform spatial temperature distribution. On the other hand at $x=0$, $u(x, t)$ is identically $=0$ for all $t$.
-19. In order to get a feel for the temperature distribution described by (9.85), use axes as illustrated in fig. 9.2 and roughly sketch some of the contours of equal temperature. (Do not worry about the overall normalization.)

A calculation about a resistive cable involving this general kind of solution will be found in the exercises at the end of this chapter.

```
\daggerTake B=2\pi-1/2 to give the usual error function normalized so that
    Erf(\infty)=1.
```



Fig. 9.2 Axes for exercise $>19$.

Example 9.7. An infrared laser delivers a pulse of energy (heat) $E$ to a point $P$ on a large insulated sheet of thickness $b$, thermal conductivity $k$, specific heat $s$ and density $\rho$. The sheet is initially at a uniform temperature. If $u(r, t)$ is the excess temperature, a time $t$ later, at a point a distance $r(\geqslant b$ ) from $P$, then show (by substitution in the appropriate equation) that a suitable expression for $u$ is

$$
\begin{equation*}
u(r, t)=\frac{\alpha}{t} \exp \left(-r^{2} / 2 \beta t\right) \tag{9.86}
\end{equation*}
$$

where $\alpha$ and $\beta$ are constants.
(i) Show that $\beta=2 k / s \rho$.
(ii) Show that, as expected, the total heat in the sheet is independent of time and hence evaluate $\alpha$.
(iii) Show that the total heat which ultimately flows past any radius $r$ is $E$.

The equation to be solved is the heat diffusion equation

$$
\begin{equation*}
k \nabla^{2} u(\mathbf{r}, t)=s \rho \frac{\partial u(\mathbf{r}, t)}{\partial t} \tag{9.87}
\end{equation*}
$$

Since we only require the solution for $r \gg b$ we can treat the problem as two-dimensional with obvious circular symmetry. We thus need only the $r$-derivative term in the expression for $\nabla^{2}$ giving

$$
\begin{equation*}
\frac{k}{r} \frac{\partial}{\partial r}\left(r \frac{\partial u}{\partial r}\right)=s \rho \frac{\partial u}{\partial t} \tag{9.88}
\end{equation*}
$$

where now $u(\mathbf{r}, t)=u(r, t)$.
(i) Substitution of the given expression (9.86) into (9.88) shows that it is a solution provided that

```
-20. \(\quad \beta=2 k / s \rho\).
```

(ii) The total heat in the system at any time $t$ is

$$
\begin{aligned}
\int_{0}^{\infty} 2 \pi r \mathrm{~d} r \cdot b \cdot \rho s \cdot u(r, t) & =2 \pi b \rho s \alpha \int_{0}^{\infty} \frac{r}{t} \exp \left(-r^{2} / 2 \beta t\right) \mathrm{d} r \\
& =2 \pi b \rho s \alpha \beta .
\end{aligned}
$$

This is independent of $t$ and must equal the total heat input $E$. Thus

$$
\alpha=\frac{E}{2 \pi b \rho s \beta}=\frac{E}{4 \pi b k} .
$$

(iii) The total heat flow past a radius $r$ is

$$
\begin{aligned}
-\int_{0}^{\infty} k \frac{\partial u(r, t)}{\partial r} \cdot 2 \pi r b \cdot \mathrm{~d} t & =-\int_{0}^{\infty} 2 \pi r b k \cdot \frac{E}{4 \pi b k t} \cdot \frac{(-r)}{\beta t} \\
& =E\left[\exp \left(-r^{2} / 2 \beta t\right)\right]_{0}^{\infty} \\
& =E \text { for all } r .
\end{aligned}
$$

-22 .

### 9.10 Superposing solutions

The solution of this last example and of the result (9.85) are worth a little further discussion. It will be clear from the way it was derived and from the results (ii) and (iii) of example 9.7, that (9.86) gives the temperature response of the sheet to a heat impulse of magnitude $E$ at position $r=0$ and time $t=0$. In fact, in mathematical terms it is the response to a $\delta$ function input, i.e. it is the solution of (see (9.25)),

$$
k \nabla^{2} u+E \delta(\mathbf{r}) \delta(t)=s \rho \partial u / \partial t
$$

In the theory of ordinary differential equations, such a response function was called the Green's function and the same name is used here [although now we have two independent variables].

The point of this observation is that, since the diffusion equation without internal heat sources is linear, the temperature distribution $u(\mathbf{r}, t)$ in space and time can be built up for an arbitrary energy input pattern by superposing the corresponding Green's function solutions. This is an exact parallel of the procedures of chapter 7. In practice, the labour of computing superposed solutions is generally rather large and makes the method unattractive.

Equation (9.85) does not give the response to a $\delta$-function initial condition, but rather that to a 'step function' initial condition. As we have noted, it corresponds to the situation of a long one-dimensional conducting bar which is initially everywhere (all $x$ ) at the same temperature [ $\propto B$ ], but one end of which $(x=0)$ is maintained permanently (all $t$ ) at zero temperature, $u(0, t)=0$. The heat subsequently flows out of the bar at the $x=0$ end and ultimately the temperature at all points of the bar falls to zero ( $\xi \rightarrow 0$ as $t \rightarrow \infty$ for all $x>0$ ).

It is clear that in principle any initial temperature distribution in the bar can be represented as a superposition of such step functions (using different lower limits $\xi_{0}$ corresponding to different 'lower ends' $x_{0}$ of each uniform temperature distribution). Like our other superposition method this approach is usually cumbersome in practice [the superposition becomes an integral for any smoothly varying temperature distribution] and we will not attempt to take it any further in this book.
23. Confirm that your sketched contours of $>19$ are in agreement with the physical description in the last paragraph but one.
24. Confirm that $u(x, t)$ given by (9.85) with $\xi_{0}=0, B=2 \pi^{-1 / 2} T$, and $x$ no longer restricted to be positive, is the appropriate temperature distribution to describe the situation in which two semi-infinite conducting rods, initially at temperatures $+T$ and $-T$, are brought together, end to end, at time $t=0$.

### 9.11 Laplace transform methods

To conclude our treatment of the diffusion equation for this chapter, we will demonstrate, by means of an example and a brief discussion, its solution using integral transform methods - in particular the Laplace transform.

Example 9.8. A semi-infinite tube of unit cross-section initially contains pure water. At time $t=0$, one end of the tube is put into contact with a salt solution and maintained at a constant concentration $u_{0}$. Find the total amount of salt that has diffused into the tube at time $t$, if the diffusion constant is $K$.

The concentration $u(x, t)$ at time $t$ and distance $x$ from the end of the tube satisfies

$$
\begin{equation*}
K \frac{\partial^{2} u}{\partial x^{2}}=\frac{\partial u}{\partial t} \tag{9.89}
\end{equation*}
$$

This equation has to be solved subject to the boundary conditions $u(0, t)=u_{0}$ for all $t$ and $u(x, 0)=0$ for all $x>0$.

It will be recalled from chapter 5 that one of the major virtues of Laplace transformations is the possibility of replacing derivatives of functions by simple multiplication by a scalar. In our equation, if the derivative with respect to time were so removed, it would contain only differentiation with respect to a single variable; let us therefore take the Laplace transform of (9.89) with respect to $t$,

$$
\int_{0}^{\infty} K \frac{\partial^{2} u}{\partial x^{2}} \exp (-s t) \mathrm{d} t=\int_{0}^{\infty} \frac{\partial u}{\partial t} \exp (-s t) \mathrm{d} t
$$

Denoting the transform of $u(x, t)$ by $U(x, s)$ and using result (5.65) to evaluate the right-hand side, together with $u(x, 0)=0$ [or by integrating directly by parts], we then obtain

$$
\begin{equation*}
K \frac{\partial^{2} U}{\partial x^{2}}=s U \tag{9.90}
\end{equation*}
$$

Notice that, as indicated, the differentiation $\partial^{2} / \partial x^{2}$ can be brought outside the integral sign since the integration is with respect to $t$ and does not affect $x$.

The solution of (9.90) is immediate

$$
U(x, s)=A \exp \left[(s / K)^{1 / 2} x\right]+B \exp \left[-(s / K)^{1 / 2} x\right]
$$

At $x=\infty, u(x, t)$ must $=0$ for all finite $t$ and so $U(\infty, s)$ must $=0$ also; consequently we must require that $A=0$. The value of $B$ is determined by the need for $u(0, t)=u_{0}$ and hence that [see table 5.1, result 1] $U(0, s)=u_{0} s^{-1}$.

We thus conclude that the appropriate expression for the Laplace transform of $u(x, t)$ is

$$
\begin{equation*}
U(x, s)=\frac{u_{0}}{s} \exp \left[-\left(\frac{s}{K}\right)^{1 / 2} x\right] \tag{9.91}
\end{equation*}
$$

To obtain $u(x, t)$ from this would require the inversion of this transform - a task which we have seen in chapter 5 is generally difficult and requires a contour integration. However in the present problem an alternative method is available.

Let $w(t)$ be the amount of salt that has diffused into the tube in time $t$, then

$$
w(t)=\int_{0}^{\infty} u(x, t) \mathrm{d} x
$$

and its transform

$$
\begin{aligned}
W(s) & =\int_{0}^{\infty} \exp (-s t) \mathrm{d} t \int_{0}^{\infty} u(x, t) \mathrm{d} x \\
& =\int_{0}^{\infty} \mathrm{d} x \int_{0}^{\infty} u(x, t) \exp (-s t) \mathrm{d} t \\
& =\int_{0}^{\infty} U(x, s) \mathrm{d} x \\
& =u_{0} K^{1 / 2} s^{-3 / 2}
\end{aligned}
$$

Referring to result 11 of table 5.1, this shows that $w(t)=2(K / \pi)^{1 / 2} \times$ $u_{0} t^{1 / 2}$, which is thus the required expression for the amount of diffused salt at time $t$.

This example shows that in some circumstances the use of a Laplace transformation can greatly simplify the solution of a p.d.e. However it will have been observed that (as with ordinary d.e.) the easy elimination of some derivatives is usually paid for by the introduction of a difficult inverse transformation. It need hardly be pointed out that the boundary conditions must be capable of being incorporated into the transform in a manageable way.

### 9.12 The telegraphy equation

So far we have considered only equations in which there is a single dependent variable, but in the theory of transmission lines, for example, two dependent variables are present, the voltage and the current, both being functions of position and time.
Suppose a line has resistance $R$, inductance $L$, capacitance $C$, and leakage conductance $G$, all per unit length. We may construct the (coupled) p.d.e. satisfied by the voltage $v(x, t)$ and current $i(x, t)$, by considering a small length $\delta x$ of the line ( $A B$ in fig. 9.3) and working to first order in $\delta x$. Fig. 9.3 shows the equivalent electrical network for this small (infinitesimal) length of line and the currents and voltages at points $A$ and $B$ [the conductor $F D$ may be arbitrarily assumed at zero voltage].

Considering the voltage change along $A B$ immediately leads to

$$
R i \delta x+L \frac{\partial i}{\partial t} \delta x=-\frac{\partial v}{\partial x} \delta x .
$$

The currents flowing (towards $F D$ ) through the capacitance and leakage


Fig. 9.3 Equivalent circuit for a length $\delta x$ of a transmission line of resistance $R$, inductance $L$, capacitance $C$ and leakage conductance $G$, all per unit length.
conductance are $(\partial v / \partial t) C \delta x$ and $v G \delta x$ respectively and so current conservation gives

$$
i=C \frac{\partial v}{\partial t} \delta x+G v \delta x+i+\frac{\partial i}{\partial x} \delta x
$$

In the limit of $\delta x \rightarrow 0$ these two physical statements lead to the coupled first order p.d.e.

$$
\begin{align*}
& R i+L \frac{\partial i}{\partial t}=-\frac{\partial v}{\partial x}  \tag{9.92a}\\
& G v+C \frac{\partial v}{\partial t}=-\frac{\partial i}{\partial x} \tag{9.92b}
\end{align*}
$$

In general these equations will have to be solved subject to initial conditions that $i(x, 0)$ and $v(x, 0)$ are certain specified functions of $x$, and also subject to boundary conditions [e.g. the line being short circuited $(v=0)$ or open circuited $(i=0)$ at certain points].

In some circumstances they can be reduced to a p.d.e. containing only one of the dependent variables. For example, in a 'lossless' transmission line in which $R$ and $G$ can be taken as zero, by differentiating one of equations (9.92) with respect to $t$ and the other with respect to $x$, either $v$ or $i$ can be eliminated, yielding for the other the second-order equation
-26. $\frac{\partial^{2} u}{\partial x^{2}}-L C \frac{\partial^{2} u}{\partial t^{2}}=0$,
where $u$ stands for either $i(x, t)$ or $v(x, t)$. This is exactly the one-dimensional wave equation of example 9.3 and has the solutions discussed in
that example. The velocity of propagation of the current or voltage waves is $(L C)^{-1 / 2}$ [ $L$ and $C$ are defined per unit length and so this expression has the correct dimensions for a velocity].

As a second special case consider a submarine cable which has no inductance or leakage conductance, $L=G=0$. Again differentiation of the two equations (9.92) with respect to different independent variables allows the elimination of either $i$ or $v$ and results in an equation identical in form to the diffusion equation
-27. $\frac{1}{R C} \frac{\partial^{2} u}{\partial x^{2}}=\frac{\partial u}{\partial t}$.
As before, $u$ stands for either $i(x, t)$ or $v(x, t)$.
-28 . Check that $(R C)^{-1}$ has the appropriate dimensions for a diffusion constant.

In less specialized cases, when the elimination of $i$ or $v$ is not practicable, solutions of (9.92) can be found using Laplace transform methods. This removes the time differentiations and produces ordinary coupled differential equations. Initial conditions on the current and voltage are usually straightforward to incorporate in this approach.

If we denote the specified values of $i(x, 0)$ and $v(x, 0)$ by $i_{0}(x)$ and $v_{0}(x)$ respectively, then Laplace transforming equations (9.92) yield

$$
\begin{align*}
& (R+L s) I(x, s)=-\frac{\partial V(x, s)}{\partial x}+L i_{0}(x)  \tag{9.95a}\\
& (G+C s) V(x, s)=-\frac{\partial I(x, s)}{\partial x}+C v_{0}(x)
\end{align*}
$$

These two coupled equations for the transforms $I(x, s)$ and $V(x, s)$ of the current and voltage [together with the transform of any imposed boundary conditions, e.g. $V(a, s)=0$ (short circuit) or $I(a, s)=0$ (open circuit) at some point $x=a$ ] are then used to obtain $I$ and $V$ and hence, by means of tables $\dagger$ or contour integration, the solution $i(x, t)$ and $v(x, t)$.

For a continuation of this approach the reader is referred to example 18 of section 9.14 at the end of this chapter.
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### 9.13 Some other equations

We will conclude our treatment of p.d.e. by considering briefly two further equations of physical science; one taken from the realm of engineering, and one from quantum physics.

The first, which approximately describes the transverse vibrations of a rod, is

$$
\begin{equation*}
a^{4} \frac{\partial^{4} u}{\partial x^{4}}+\frac{\partial^{2} u}{\partial t^{2}}=0 \tag{9.96}
\end{equation*}
$$

The value of the constant $a$ depends upon the geometry of the rod, and the density and Young's modulus of the material from which it is made.

This is a new type of p.d.e. for which we have no particular method. However, with its simplicity of form we might be able to guess a suitable solution. In view of the different number of differentiations in the two terms, we are led to seek a function which retains its essential form on repeated differentiation. Perhaps the simplest such function to try is

$$
\begin{equation*}
u(x, t)=A \exp (\lambda x+\mu t) \tag{9.97}
\end{equation*}
$$

[This is at one and the same time both a 'combination' and a 'separation' of the variables $x$ and $t$.]

Substituting in (9.96) gives

$$
\left(a^{4} \lambda^{4}+\mu^{2}\right) u(x, t)=0
$$

which can be satisfied non-trivially if $\lambda$ is taken as $\left(\mu^{1 / 2} / a\right) \exp \left[\frac{1}{4}(2 m+1) \pi i\right]$ with $m=0,1,2,3$ (taking $\mu$ as real and $>0$ ). The same sort of solutions result if $\mu=\mathrm{i} n$, as is appropriate to the case of $(9.97)$ describing periodic vibrations.
-29 . Verify that the solution just obtained is equivalent to the 'separation of variables' result that 'if the solution of (9.96) is written $u(x, t)=$ $f(x) g(t)$ and $g(t)=\cos (n t+\epsilon)$, then

$$
\begin{equation*}
f(x)=A \sin \lambda x+B \cos \lambda x+C \sinh \lambda x+D \cosh \lambda x \tag{9.98}
\end{equation*}
$$

where $\lambda=n^{1 / 2} / a^{\prime}$.
From the field of quantum mechanics we may consider the Schrodinger equation (9.24). The general solution of this equation forms a major part of the whole of non-relativistic quantum mechanics, but we will do no more than find its simplest solution for the potential-free case, $V(x, y, z)=0$. For this case the equation becomes

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}\right)=\mathrm{i} \hbar \frac{\partial u}{\partial t} \tag{9.99}
\end{equation*}
$$

As has been previously noted this has the appearance of a diffusion equation, but the presence of the i on the right-hand side produces different physical consequences, e.g. changing decaying solutions into oscillatory ones.

As on previous occasions when faced with a p.d.e. containing derivatives of different orders, but with constant coefficients, we try as a solution an exponential function with the independent variables appearing linearly in the exponent. Thus, putting

$$
\begin{equation*}
u(x, y, z, t)=A \exp (l x+m y+n z+\lambda t) \tag{9.100}
\end{equation*}
$$

we obtain, after substitution in (9.99) [and cancellation of common factors], that

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}}\left(l^{2}+m^{2}+n^{2}\right)=\mathrm{i} \hbar \lambda \tag{9.101}
\end{equation*}
$$

Several possibilities for $l, m, n$ and $\lambda$ will satisfy this equation, but one of particular interest is that in which $\lambda$ is taken as $-i E / \hbar$ and $l, m$ and $n$ are taken as $\mathrm{i} p_{x} / \hbar, \mathrm{i} p_{y} / \hbar$ and $\mathrm{i} p_{z} / \hbar$ respectively. As presented here, this is nothing but playing with nomenclature, but put in this form (9.101) takes the very familiar form of the relationship between the kinetic energy and momentum of a non-relativistic particle, namely
-30. $\frac{1}{2 m_{0}}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right)=E$.
Readers familiar with elementary modern physics will recognize the identification of $l, m, n$ and $\lambda$ as essentially the content of de Broglie's and Einstein's relations.

Solution (9.100) now has the form of a plane wave

$$
\begin{equation*}
u(x, y, z, t)=u(\mathbf{r}, t)=A \exp [\mathrm{i}(\mathbf{p} \cdot \mathbf{r}-E t) / \hbar] \tag{9.103}
\end{equation*}
$$

describing a free quantum mechanical particle of mass $m_{0}$ and kinetic energy $E$ travelling with momentum $\mathbf{p}=\left(p_{x}, p_{y}, p_{z}\right)$ in a direction given by the unit vector $\mathbf{p} / p$.

### 9.14 Examples for solution

1. Find solutions of $\frac{1}{x} \frac{\partial u}{\partial x}+\frac{1}{y} \frac{\partial u}{\partial y}=0$,
for which (i) $u(0, y)=y$; (ii) $u=1$ at the point $(1,1)$.
2. Solve $\sin x \frac{\partial u}{\partial x}+\cos x \frac{\partial u}{\partial y}=\cos x$,
subject to (i) $u(\pi / 2, y)=0$; (ii) $u(\pi / 2, y)=y(y+1)$.
3. A function $u(x, y)$ satisfies $2 \partial u / \partial x+3 \partial u / \partial y=10$, and on the line $y=4 x$ has the value 3. Evaluate $u(2,4)$.
4. Show that if a change of variables $\xi=\xi(x, y), \eta=\eta(x, y)$ is made in (9.27) so that it reads

$$
A^{\prime} \frac{\partial^{2} u}{\partial \xi^{2}}+2 B^{\prime} \frac{\partial^{2} u}{\partial \xi \partial \eta}+C^{\prime} \frac{\partial^{2} u}{\partial \eta^{2}}=\text { function of } \xi, \eta, \frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta},
$$

then

$$
B^{\prime 2}-A^{\prime} C^{\prime}=\left(B^{2}-A C\right)\left[\frac{\partial(\xi, \eta)}{\partial(x, y)}\right]^{2}
$$

and hence that the equation type is unchanged by the change of variable. [The algebra is somewhat lengthy, but straightforward.]
5. A point charge $e$ is placed at point $P$ a distance $b$ from the origin $O$ and a second charge of magnitude $-e a l b(a<b)$ at a point $Q$ between $O$ and $P$ and at distance $a^{2} / b$ from $O$. Show by considering similar triangles $Q O S$ and $S O P$, where $S$ is any point on the surface of a sphere, centre $O$ and radius $a$, that the net potential anywhere on the sphere due to the two charges is zero.

Use this result (backed up by the Uniqueness theorem) to find the force with which a point charge $e$ placed a distance $b$ from the centre of a spherical conductor of radius $a(<b)$ is attracted to the sphere (i) if the sphere is earthed, and (ii) if the sphere is uncharged and insulated.
6. By putting $\xi=x+i y, \eta=x-i y$ reduce the Laplace equation in two dimensions to

$$
4 \frac{\partial^{2} v}{\partial \xi \partial \eta}=0
$$

where $v(\xi, \eta)=u(x, y)$. Integrate this twice to obtain result (9.45) directly.
7. In 15 (page 245), if the boundary condition were $u=\partial u / \partial y=1$ when $y=0$ for all $x>0$, in which region of the $x y$-plane would $u$ be determined?
8. Solve $6 \frac{\partial^{2} u}{\partial x^{2}}-5 \frac{\partial^{2} u}{\partial x \partial y}+\frac{\partial^{2} u}{\partial y^{2}}=14$,
subject to $u=2 x+1$ and $\partial u / \partial y=4-6 x$ both on $y=0$.
9. Solve $\frac{\partial^{2} u}{\partial x \partial y}+3 \frac{\partial^{2} u}{\partial y^{2}}=x(2 y+3 x)$.
10. An incompressible fluid of density $\rho$ and negligible viscosity flows with velocity $v$ along a long thin straight tube, perfectly light and flexible, of cross-section $A$ and held under a tension $T$. Assume that small transverse displacements $u$ of the tube are governed by

$$
\frac{\partial^{2} u}{\partial t^{2}}+2 v \frac{\partial^{2} u}{\partial x \partial t}+\left(v^{2}-\frac{T}{\rho A}\right) \frac{\partial^{2} u}{\partial x^{2}}=0
$$

Show that the general solution consists of a superposition of two wave forms travelling with different velocities.

The tube initially has a small transverse displacement $a \cos k x$ and is suddenly released from rest. Find its subsequent motion.
11. Find the general solution of $\partial^{2} u / \partial x^{2}+\partial^{2} u / \partial y^{2}=x^{2}+y^{2}$, (i) by inspection, (ii) by using D-operator methods. By considering $(x+i y)^{4}+(x-i y)^{4}$ [or some similar function] verify that they are equivalent.
12. Find the most general solution of $\partial^{2} u / \partial x^{2}+\partial^{2} u / \partial y^{2}=x^{2} y^{2}$.
13. Obtain the general solution of the one-dimensional wave equation by factorizing the differential operator.
14. Obtain a solution to example 9.6 (page 248) by changing variables to $\xi=x+\mathrm{i} y$ and $\eta=x-\mathrm{i} y$ in equation (9.75) and solving in terms of $\xi$ and $\eta$ before resubstituting for $x$ and $y$.
15. A sheet of material of thickness $w$, specific heat $s$, density $\rho$ and thermal conductivity $k$, is isolated in a vacuum but its two sides are exposed to sources of heat radiation of intensities $J_{1}$ and $J_{2}$ $\mathrm{W} \mathrm{m}{ }^{-2}$. Ignoring short-term transients and assuming a solution of the form (9.79), show that:
(i) its rate of temperature rise is, as expected, $\left(J_{1}+J_{2}\right) / s \rho w$ deg. $\mathrm{s}^{-1}$, (ii) the temperature difference between its two surfaces is $\left(J_{2}-J_{1}\right) w / 2 k$ deg.
16. In a cable of resistance $R$ and capacitance $C$ per unit length, voltage signals obey the equation $\partial^{2} V / \partial x^{2}=R C \partial V / \partial t$. This has solutions of the form given in (9.85) and also of the form $V=$ $A x+D$. Find a combination of these which represents a steady voltage $V_{0}$ applied at $x=0$ at time $t=0$. Obtain a solution describing the propagation of the voltage signal resulting from the application of the signal $V=V_{0}$ for $0<t<T, V=0$ otherwise, to the $x=0$ end of an infinite cable. Show that for $t \gg T$ the maximum signal occurs at a value of $x$ proportional to $t^{1 / 2}$ and has a magnitude proportional to $t^{-1}$.
17. The daily and annual variations of temperature at the surface of the earth may be represented by sine-wave oscillations with equal amplitude and periods of 1 and 365 days respectively. Assume that
for (angular) frequency $\omega$ the temperature at depth $x$ in the earth is given by $u(x, t)=A \sin (\omega t+\mu x) \exp (-\lambda x)$, where $\lambda$ and $\mu$ are constants (to be found).

Find the ratio of the depths below the surface at which the amplitudes have dropped to $1 / 20$ of their surface values.
At what time of year is the soil coldest at the greater of these depths, assuming the smoothed annual variation at the surface has a minimum at 25 January?
18. Transmission line using Laplace transforms (cont).
(a) Eliminate $I(x, s)$ from (9.95) to obtain a second-order equation for $V(x, s)$.
(b) For the simplest case in which $i_{0}(x)$ and $v_{0}(x)$ are identically zero and the end $x=0$ of a semi-infinite line is maintained at a constant voltage $E$ for all $t>0$, show that the general solution for $V(x, s)$ is

$$
V(x, s)=A(s) \exp (-\lambda x)+B(s) \exp (\lambda x),
$$

with the boundary conditions $V(0, s)=E s^{-1}, V(\infty, s)$ is finite, and $\lambda=\lambda(s)$ given by

$$
\lambda^{2}=(R+L s)(G+C s)
$$

(c) From (b) the voltage transform $V(x, s)$ is given by

$$
V(x, s)=\frac{E}{s} \exp \left\{-x[(R+L s)(G+C s)]^{1 / 2}\right\}
$$

The general inversion of this to give $v(x, t)$ is difficult, but, using table 5.1 of transforms, establish the given solutions for the following special cases:
(i) The lossless line, $R=G=0$ for which $v(x, t)=E U(t-(x / c))$ with $c=(L C)^{-1 / 2}$, i.e. the voltage is zero until the effect of the applied voltage, travelling with velocity $c$, reaches the point $x$, after which it always has the value $E$.
(ii) The 'distortionless' line in which the geometry and materials are so arranged that $(R / L)=(G / C)=\alpha$. For such a line

$$
v(x, t)=E \exp (-\alpha x / c) U(t-x / c)
$$

i.e. the effect of the applied voltage still propagates with velocity $c=(L C)^{-1 / 2}$, but suffers an attenuation $\mathrm{e}^{-1}$ in a distance $c / \alpha$. [For general values of $R, L, G$ and $C$, attenuation always occurs with the amount of it depending upon the frequency of the signal. For the particular arrangement $(R / L)=(G / C)$ all frequencies are attenuated by the same factor and so any signal - in the above case a step function - is transmitted undistorted.]
(iii) The submarine cable, $L=G=0$. Here the transform of the voltage $v(x, t)$ is given by

$$
V(x, s)=\frac{E}{s} \exp \left[-x(C R)^{1 / 2} s^{1 / 2}\right] .
$$

The inverse transform of this is not given in table 5.1, but is in fact

$$
v(x, t)=E\left\{1-\operatorname{Erf}\left[x(C R)^{1 / 2} / 2 t^{1 / 2}\right]\right\}
$$

[In view of the discussion leading to (9.94) and the form (9.85) of a solution to the diffusion equation, this general type of solution is not surprising.]
19. A rod is clamped at both ends, $x=0$ and $x=l$. Show that if it executes transverse vibrations as described in section 9.13 with angular frequency $n=a^{2} \lambda^{2}$, then $\lambda$ must satisfy

$$
\cosh \lambda l=\sec \lambda l
$$

and that the vibration is described by

$$
\begin{aligned}
u(x, t)= & A[(\sinh \lambda x-\sin \lambda x)(\cosh \lambda l-\cos \lambda l) \\
& -(\cosh \lambda x-\cos \lambda x)(\sinh \lambda l-\sin \lambda l)] \cos \left(a^{2} \lambda^{2} t+\epsilon\right) .
\end{aligned}
$$

[At a clamped point both $u$ and $\partial u / \partial x$ must vanish.]
20. By forming and solving its Laplace transform find the solution of the one-dimensional wave equation

$$
\frac{\partial^{2} u}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}},
$$

subject to the conditions

$$
u(x, 0)=\frac{\partial u(x, 0)}{\partial t}=0 \quad \text { and } \quad u(0, t)=f(t)
$$

Find in particular the displacement at time $t$ and position $x$ of a string which is initially at rest and one end of which is raised, starting at $t=0$, through a height $h$ at a constant velocity $v$.
21. Consider a lossless transmission line ( $R=G=0$ ) of length $l$, which is initially at zero voltage and carries no current. The end $x=l$ is shorted and a constant voltage $E$ is applied at $x=0$ at time $t=0$. Obtain an expression for the Laplace transform $V(x, s)$ of the voltage and by expanding it in a (convergent) sum of exponentials show that the voltage at the point $x$ has the form shown in fig. 9.4.


Fig. 9.4 The voltage $v(x, t)$ at position $x$ as a function of time $t$ for the transmission line of example 21.

## 10

## Separation of variables

In the previous chapter we demonstrated methods by which some of the simplest partial differential equations may be solved. In particular, solutions containing the independent variables in definite combinations were sought, thus reducing the effective number of them. Alternatively one of the independent variables was eliminated (at least from differential coefficients) by making a Laplace transformation.

In the present chapter the opposite policy will be pursued, namely that of trying to keep the independent variables as separate as possible. By this we mean that if we are seeking a solution $u(x, y, z, t)$ to some p.d.e. then we attempt to obtain one which has the product form $\dagger$

$$
\begin{equation*}
u(x, y, z, t)=X(x) Y(y) Z(z) T(t) \tag{10.1}
\end{equation*}
$$

A solution which has this form is said to be separable in $x, y, z$ and $t$ and seeking solutions of this form is called the method of separation of variables.

As simple examples, we may observe that of the functions
(i) $x y z^{2} \sin \mathrm{~b} t$,
(ii) $x y+z t$,
(iii) $\left(x^{2}+y^{2}\right) z \cos \omega t$,
(i) is completely separable, (ii) is inseparable in that no single variable can be separated out from it and written as a multiplicative factor, whilst (iii) is separable in $z$ and $t$ but not in $x$ and $y$.

When seeking p.d.e. solutions of the form (10.1), we are not requiring that there is no connection at all between the functions $X, Y, Z$ and $T$ (for example, certain parameters may appear in two or more of them), only that the function $X$ does not depend upon $y, z, t$, that $Y$ does not depend upon $x, z, t$, etc.

[^31]
### 10.1 The general method

For a general partial equation it is likely that a separable solution is impossible, but certainly some common and important equations do have physically applicable solutions of this form and we will illustrate the method of solution by studying the three-dimensional wave equation. [A closely related result has already been derived in section 9.7.]

The wave equation in three dimensions is

$$
\begin{equation*}
\nabla^{2} u=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}} \tag{10.2}
\end{equation*}
$$

We will work in Cartesian coordinates for the present and assume a solution of the form (10.1). (The solution in alternative coordinate systems, e.g. spherical polars, is considered later in the chapter.) Expressed in Cartesian coordinates (10.2) takes the form

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}} \tag{10.3}
\end{equation*}
$$

and substituting (10.1) gives

$$
\begin{equation*}
X^{\prime \prime} Y Z T+X Y^{\prime \prime} Z T+X Y Z^{\prime \prime} T=c^{-2} X Y Z T^{\prime \prime} \tag{10.4}
\end{equation*}
$$

It will be noticed that we have here reverted to a dashed notation for derivatives even though (10.3) is expressed in partial derivatives. This is to emphasize the fact that each of the functions $X, Y, Z$ and $T$ has only one independent variable and thus its only derivative is its total derivative. For the same reason, in each term of (10.4) three of the four functions are unaltered by the differentiation and behave exactly as constant multipliers.

If we now divide (10.4) throughout by $u=X Y Z T$ we obtain the equation as

$$
\begin{equation*}
\frac{X^{\prime \prime}}{X}+\frac{Y^{\prime \prime}}{Y}+\frac{Z^{\prime \prime}}{Z}=\frac{1}{c^{2}} \frac{T^{\prime \prime}}{T} \tag{10.5}
\end{equation*}
$$

This form shows the particular characteristic which is the basis of the method of separation of variables, namely that, of the four terms, the first is a function of $x$ only, the second of $y$ only, the third of $z$ only, and the right-hand side a function of $t$ only, and yet there is an equation connecting them. This can only be so if each of the terms does not in fact [despite appearances] depend upon the corresponding independent variable, but is equal to a constant, the four constants being such that (10.5) is satisfied.

Since there is only one equation to be satisfied and four constants involved, there is considerable freedom in the values they may take. For the purposes of continuing our illustrative example let us make the choice of $-l^{2},-m^{2},-n^{2}$, for the first three constants. The constant associated with $c^{-2} T^{\prime \prime} / T$ must then necessarily have the value $-\mu^{2}=$ $-\left(l^{2}+m^{2}+n^{2}\right)$.

Having recognized that each term of (10.5) is individually equal to a constant (parameter), we can now replace it by four separate ordinary differential equations,

$$
\begin{equation*}
\frac{X^{\prime \prime}}{X}=-l^{2}, \quad \frac{Y^{\prime \prime}}{Y}=-m^{2}, \quad \frac{Z^{\prime \prime}}{Z}=-n^{2}, \quad \frac{1}{c^{2}} \frac{T^{\prime \prime}}{T}=-\mu^{2} \tag{10.6}
\end{equation*}
$$

These can be solved without difficulty; the general solution of the first one for example being

$$
\begin{equation*}
X(x)=A \exp (\mathrm{i} l x)+B \exp (-\mathrm{i} l x) \tag{10.7}
\end{equation*}
$$

and similarly with the others.
The important point to notice however is not the simplicity of the equations (10.6) [the corresponding ones for a general p.d.e. are usually far from simple], but that, by the device of assuming a separable solution, a partial differential equation (10.3), which contained derivatives with respect to four independent variables all in one equation, has been reduced to four separate ordinary differential equations (10.6). These ordinary equations are connected only through four constant parameters which satisfy an algebraic equation. The constants are called the separation constants.

To finish off our example by explicitly constructing a solution, suppose that we take as particular solutions of (10.6) the four functions

$$
\begin{align*}
& X(x)=\exp (\mathrm{i} l x), \quad Y(y)=\exp (\mathrm{i} m y) \\
& Z(z)=\exp (\mathrm{i} n z), \quad T(t)=\exp (-\mathrm{i} c \mu t) \tag{10.8}
\end{align*}
$$

Then the particular solution of (10.3) so constructed is

$$
\begin{align*}
u(x, y, z, t) & =\exp (\mathrm{i} l x) \exp (\mathrm{i} m y) \exp (\mathrm{i} n z) \exp (-\mathrm{i} c \mu t)  \tag{10.9a}\\
& =\exp [\mathrm{i}(l x+m y+n z-c \mu t)] \tag{10.9b}
\end{align*}
$$

This is a special case of the general solution (9.74) obtained in the previous chapter and represents a plane wave [of unit amplitude] propagating in a direction given by the vector $(l, m, n)$ with velocity $c$. In the conventional notation of wave theory, $l, m$ and $n$ are the components of the wave number $\mathbf{k}$ [whose magnitude $k=2 \pi /$ (wavelength of the wave)] and $c \mu$ is the angular frequency $\omega$ of the wave. This gives the equation in the form

$$
\begin{align*}
u(x, y, z, t) & =\exp \left[\mathrm{i}\left(k_{x} x+k_{y} y+k_{z} z-\omega t\right)\right] \\
& =\exp [\mathrm{i}(\mathbf{k} \cdot \mathbf{r}-\omega t)] \tag{10.10}
\end{align*}
$$

and makes the exponent in the exponential dimensionless.
It has been noted in the previous chapter that exponential solutions of p.d.e. have at one and the same time both a 'combination' and a 'separation' of variables aspect; they are therefore perhaps somewhat misleading to use in illustrative examples. However, the point is that so far as the method of separation of variables is concerned, the above problem is finished at equation ( 10.9 a ) and the remainder of the manipulation is only for the purpose of tying the result in with our previous work.

### 10.2 Some particular equations (revisited)

In this section we will use the separation method to obtain further solutions to some of the equations which were considered in the last chapter, restricting ourselves for the moment to Cartesian coordinates. Some results will be given as worked examples and others left for the reader to obtain from the exercises.

Example 10.1. Use the method of separation of variables to obtain for the one-dimensional diffusion equation

$$
\begin{equation*}
K \frac{\partial^{2} u}{\partial x^{2}}=\frac{\partial u}{\partial t} \tag{10.11}
\end{equation*}
$$

a solution which $\rightarrow 0$ as $t \rightarrow \infty$ for all $x$.
Here we have only two independent variables $x$ and $t$, and therefore assume a solution of the form

$$
\begin{equation*}
u(x, t)=X(x) T(t) \tag{10.12}
\end{equation*}
$$

Substituting in (10.11) and dividing through by $u=X T$ we obtain

$$
K \frac{X^{\prime \prime}}{X}=\frac{T^{\prime}}{T}
$$

Now, arguing exactly as before that the left-hand side is a function of $x$ only and the right-hand side of $t$ only, we conclude that each side must equal a constant which we will take as $-\lambda$. This gives us two ordinary equations

$$
\begin{aligned}
& K X^{\prime \prime}+\lambda X=0 \\
& T^{\prime}+\lambda T=0
\end{aligned}
$$

with solutions

$$
\begin{align*}
& X(x)=A \sin \left[(\lambda / K)^{1 / 2} x\right]+B \cos \left[(\lambda / K)^{1 / 2} x\right]  \tag{10.13a}\\
& T(t)=\exp (-\lambda t) \tag{10.13b}
\end{align*}
$$

Combining these to give the assumed solution (10.12) yields

$$
\begin{equation*}
u(x, t)=\left[A \sin (\lambda / K)^{1 / 2} x+B \cos (\lambda / K)^{1 / 2} x\right] \exp (-\lambda t) \tag{10.14}
\end{equation*}
$$

In order to satisfy the requirement that $u \rightarrow 0$ as $t \rightarrow \infty, \lambda$ must be $>0$ [and since $K>0$ the solution is sinusoidal in $x$ - and not a disguised hyperbolic function].

It will be noticed in this example that any value of $\lambda$, provided it is positive, will suffice. The only requirement is that the function (10.13 a) appearing in the solution (10.14) is multiplied by the function (10.13 b) corresponding to the same value of $\lambda$. In view of the linearity of (10.11), this opens up the possibility that further solutions might be obtained which are sums (superpositions) of functions like (10.14), but involving different values of $\lambda$ in each term. This point will be taken up again in a later section.

1. For the case of no external force density, find solutions of (9.23), describing the vibrations of a uniform stretched membrane, which are separable in $x, y$ and $t$.

In particular find those solutions which describe the vibration of a membrane stretched on a rectangular frame of length $a$ and width $b$, so determining the natural frequencies of such a membrane as

$$
\omega^{2}=\frac{\pi^{2} T}{\rho}\left(\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}\right)
$$

where $n$ and $m$ are any positive integers.
2. Obtain solution (9.103) for the Schrodinger equation (9.99) using separation of variables and show that the separation constants must be such that equation (9.102),

$$
p_{x}^{2}+p_{y}^{2}+p_{z}^{2}=2 m_{0} E
$$

is satisfied.
-3. Obtain a different solution to the Schrodinger equation describing a particle confined to a cubical box of side $a$ [ $u$ must vanish at the walls
of the box]. For this situation show the quantum mechanical result that the energy of the system can take only the (quantized) values

$$
E=\frac{\hbar^{2} \pi^{2}}{2 m_{0} a^{2}}\left(n_{x}^{2}+n_{y}^{2}+n_{z}^{2}\right)
$$

where $n_{x}, n_{y}, n_{z}$ are positive integers.
As a final example, before passing on to non-Cartesian coordinate systems, we will investigate the separable solutions of the two-dimensional Laplace equation in the form

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \tag{10.15}
\end{equation*}
$$

If we assume a solution $u(x, y)=X(x) Y(y)$ then we must have
4. $\quad X^{\prime \prime}=\lambda X \quad$ and $\quad Y^{\prime \prime}=-\lambda Y$.

Taking $\lambda$ as $>0$, the general solution, for that particular $\lambda$, becomes

$$
\begin{equation*}
u(x, y)=(A \cosh \mu x+B \sinh \mu x)(C \cos \mu y+D \sin \mu y), \tag{10.17}
\end{equation*}
$$

where $\mu^{2}=\lambda$. If $\lambda$ is $<0$ then the roles of $x$ and $y$ interchange. The particular combinations of sinusoidal and hyperbolic functions and the values of $\lambda$ allowed will be determined by the geometrical properties of any specific problem, together with any prescribed or necessary boundary conditions.

A particular case of (10.17) links up with the 'combination' result $u(x, y)=f(x+i y)$ of the previous chapter, namely when
-5. $A=B, \quad D=\mathrm{i} C$, and $f(p)=A C \exp (\mu p)$.

### 10.3 Laplace's equation in polar coordinates

So far we have considered the solution of p.d.e. only in Cartesian coordinates, but many systems in two and three dimensions are more naturally expressed in some form of polar coordinates, in which full advantage can be taken of inherent symmetries. For example, the potential associated with an isolated charge has a very simple expression $e / 4 \pi \epsilon_{0} r$ when polar coordinates are used, but involves all three coordinates [and square roots] when Cartesians are employed. For these reasons we now turn to the use of separation of variables in two-dimensional polar, spherical polar and cylindrical polar coordinates.

Most of the partial equations we have considered so far have involved the operator $\nabla^{2}$, e.g. the wave equation, the diffusion equation, Schrodinger's and Poisson's equations. It is therefore appropriate that we recall
the expressions for $\nabla^{2}$ when expressed in these polar coordinate systems. From section 4.7 they are:

$$
\begin{align*}
& \nabla^{2}=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \phi^{2}} \text { (two-dimensional polars), }  \tag{10.18a}\\
& \nabla^{2}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2}}{\partial \phi^{2}} \\
& \quad \text { (spherical polars), }  \tag{10.18b}\\
& \nabla^{2}=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \phi^{2}}+\frac{\partial^{2}}{\partial z^{2}} \\
& \quad \text { (cylindrical polars). } \tag{10.18c}
\end{align*}
$$

The first of these is not given explicitly in chapter 4, but may be obtained from the last by taking $z$ identically zero, or from the general expression (4.29), or by substituting $x=r \cos \phi, y=r \sin \phi$ into the Cartesian formula for $\nabla^{2}$.

The simplest of the equations containing $\nabla^{2}$ is Laplace's equation

$$
\begin{equation*}
\nabla^{2} u=0 \tag{10.19}
\end{equation*}
$$

It contains most of the essential features of the other more complicated equations and so we will consider its solution first.

1. Two-dimensional polars. Suppose that we need to find a solution of (10.19) which has a prescribed behaviour on the circle $r=a$ (e.g. to find the shape taken up by a circular drumskin when its rim is slightly deformed from being planar). Then we may seek solutions of (10.19) which are separable in $r$ and $\phi$ (measured from some arbitrary radius as $\phi=0$ ), and hope to accommodate the boundary condition by examining the solution found for $r$ set equal to $a$.

Thus, writing $u(r, \phi)=R(r) \Phi(\phi)$ and using (10.18 a), Laplace's equation (10.19) becomes

$$
\frac{\Phi}{r} \frac{\partial}{\partial r}\left(r \frac{\partial R}{\partial r}\right)+\frac{R}{r^{2}} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=0
$$

Now, employing the same device as previously, that of dividing through by $u=R \Phi$ (and multiplying through by $r^{2}$ ), results in the separated equation

$$
\begin{equation*}
\frac{r}{R} \frac{\partial}{\partial r}\left(r \frac{\partial R}{\partial r}\right)+\frac{1}{\Phi} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=0 \tag{10.20}
\end{equation*}
$$

Following our earlier argument this must mean that the two ordinary equations

$$
\begin{align*}
& \frac{r}{R} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(r \frac{\mathrm{~d} R}{\mathrm{~d} r}\right)=n^{2}  \tag{10.21a}\\
& \frac{1}{\Phi} \frac{\mathrm{~d}^{2} \Phi}{\mathrm{~d} \phi^{2}}=-n^{2} \tag{10.21~b}
\end{align*}
$$

are valid. We have chosen the separation constants to have the form $\pm n^{2}$ for later convenience; for the present, $n$ is a general (complex) number.

The second of the equations ( 10.21 b ) has the immediate general solution

$$
\begin{equation*}
\Phi(\phi)=A \exp (\mathrm{i} n \phi)+B \exp (-\mathrm{i} n \phi) \tag{10.22}
\end{equation*}
$$

Equation (10.21 a) is the homogeneous equation

$$
r^{2} R^{\prime \prime}+r R^{\prime}-n^{2} R=0
$$

which can be solved either by trying a power solution in $r$, or, more deductively, by making the substitution $r=\exp (t)$ as described in section 5.10 and so reducing it to an equation with constant coefficients.
$\checkmark$. Carry out this latter procedure to show that

$$
\begin{equation*}
R(r)=C r^{n}+D r^{-n} \tag{10.23}
\end{equation*}
$$

Returning to the solution (10.22) of the azimuthal equation, we can see that if $\Phi$, and hence $u$, is to be single-valued and not change when $\phi$ increases by $2 \pi$, then we must have that $n$ is a real integer. Mathematically other values of $n$ are permissible, but for the description of real physical situations it is clear that this limitation must be imposed. Having thus restricted the possible values of $n$, the same limitations must be carried over into (10.23) - the same $n$ must be in both if they are to be compatible factors in a solution of (10.20).

We may thus write a particular solution of the two-dimensional Laplace equation as

$$
\begin{equation*}
u(r, \phi)=[A \exp (\operatorname{in\phi })+B \exp (-\mathrm{i} n \phi)]\left[C r^{n}+D r^{-n}\right] \tag{10.24}
\end{equation*}
$$

where $A, B, C, D$ are arbitrary constants and $n$ is a real integer.
As an (artificial) example of matching a boundary condition, we may reconsider the deformed circular drumskin and suppose that its supporting $\operatorname{rim} r=a$ is twisted so that it is not planar by a small amount $\epsilon \sin \phi$
[roughly sketched and greatly exaggerated in fig. 10.1]. We require to choose $n$ and the constants so that

$$
\epsilon \sin \phi=u(a, \phi)=[A \exp (\mathrm{i} n \phi)+B \exp (-\mathrm{i} n \phi)]\left[C a^{n}+D a^{-n}\right]
$$



Fig. 10.1 Sketch of the deformed circular drumskin discussed in section 10.3.
and, in addition, to ensure that the deformation of the skin remains finite everywhere. This second condition requires that $D=0$, and the first that $n=1$ and $A C=-B C=\epsilon a^{-n} / 2 \mathrm{i}$.

Hence the appropriate shape for the drumskin [valid over the whole skin, not just on the rim] is

$$
u(r, \phi)=\frac{\epsilon r}{a} \sin \phi
$$

2. Spherical polars. Passing now to three dimensions, we come to possibly the most widely applicable single equation in physical science, namely the solution of $\nabla^{2} u=0$ in spherical polar coordinates,

$$
\begin{equation*}
\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial u}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial u}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} u}{\partial \phi^{2}}=0 \tag{10.25}
\end{equation*}
$$

Our method of procedure will be as before; we try a solution of the form

$$
\begin{equation*}
u(r, \theta, \phi)=R(r) \Theta(\theta) \Phi(\phi) \tag{10.26}
\end{equation*}
$$

Substituting this in (10.25), dividing through by $u=R \Theta \Phi$, and multiplying by $r^{2}$, we obtain
-7. $\frac{1}{R} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial R}{\partial r}\right)+\frac{1}{\Theta \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Theta}{\partial \theta}\right)+\frac{1}{\Phi \sin ^{2} \theta} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=0$.

The first term depends only on $r$ and the second and third (taken together) only on $\theta$ and $\phi$. Thus (10.27) is equivalent to the two equations

$$
\begin{align*}
& \frac{1}{R} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(r^{2} \frac{\mathrm{~d} R}{\mathrm{~d} r}\right)=\lambda,  \tag{10.28a}\\
& \frac{1}{\Theta \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Theta}{\partial \theta}\right)+\frac{1}{\Phi \sin ^{2} \theta} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=-\lambda . \tag{10.28~b}
\end{align*}
$$

Equation (10.28 a) is a homogeneous equation

$$
\begin{equation*}
r^{2} R^{\prime \prime}+2 r R^{\prime}-\lambda R=0, \tag{10.29}
\end{equation*}
$$

which can be reduced by the substitution $r=\exp (t)$ and $R(r)=S(t)$ to -8. $\quad S^{\prime \prime}+S^{\prime}-\lambda S=0$.

This has the general solution

$$
\begin{equation*}
S(t)=A \exp \left(m_{1} t\right)+B \exp \left(m_{2} t\right) \tag{10.30}
\end{equation*}
$$

i.e. $\quad R(r)=A r^{m_{1}}+B r^{m_{2}}$,
where

$$
\begin{align*}
& m_{1}+m_{2}=-1,  \tag{10.31a}\\
& m_{1} m_{2}=-\lambda . \tag{10.31b}
\end{align*}
$$

In view of ( 10.31 a) we can take $m_{1}$ and $m_{2}$ as given by $l$ and $-(l+1)$ and then $\lambda$ has the form $l(l+1)$. [lt should be noted that at this stage nothing has been either assumed or proved about $l$ being an integer.]
Hence we have obtained some information about the first factor in the separated variable solution which will now have the form

$$
\begin{equation*}
u(r, \theta, \phi)=\left(A r^{l}+B r^{-(l+1)}\right) \Theta(\theta) \Phi(\phi), \tag{10.32}
\end{equation*}
$$

where $\Theta$ and $\Phi$ must satisfy ( 10.28 b ) with $\lambda=l(l+1)$.
The next step is to take this latter equation further. Multiplying it through by $\sin ^{2} \theta$ and substituting for $\lambda$, it too takes a separated form

$$
\begin{equation*}
\left[\frac{\sin \theta}{\Theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Theta}{\partial \theta}\right)+l(l+1) \sin ^{2} \theta\right]+\frac{1}{\Phi} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=0 \tag{10.33}
\end{equation*}
$$

Taking the separation constants as $m^{2}$ and $-m^{2}$, the equation in the azimuthal angle $\phi$ has the by now very familiar solution

$$
\begin{equation*}
\Phi(\phi)=C \sin m \phi+D \cos m \phi \tag{10.34}
\end{equation*}
$$

As in the two-dimensional case, single-valuedness of $u$ requires that $m$ is a non-zero integer. The particular case $m=0$ yields the solution

$$
\begin{equation*}
\Phi(\phi)=C \phi+D . \tag{10.35}
\end{equation*}
$$

This form is appropriate to a solution with axial symmetry $(C=0)$ or one, such as the magnetic scalar potential associated with a wire carrying a current $I$ ( $C=I / 2 \pi$ and $D$ arbitrary), which is multivalued [but manageably so].

Having settled the form of $\Phi(\phi)$, we are left only with the equation satisfied by $\Theta(\theta)$ which is (from (10.33))

$$
\begin{equation*}
\frac{\sin \theta}{\Theta} \frac{d}{d \theta}\left(\sin \theta \frac{\mathrm{~d} \Theta}{\mathrm{~d} \theta}\right)+l(l+1) \sin ^{2} \theta=m^{2} \tag{10.36}
\end{equation*}
$$

A change of the independent variable from $\theta$ to $\mu=\cos \theta$ [we avoid $x=\cos \theta$ in case confusion with the spatial coordinate arises] will reduce this to a form for which solutions are known, and of which some study has been made in an earlier chapter (chapter 6).

Putting

$$
\mu=\cos \theta, \quad \frac{\mathrm{d} \mu}{\mathrm{~d} \theta}=-\sin \theta, \quad \frac{\mathrm{d}}{\mathrm{~d} \theta}=-\left(1-\mu^{2}\right)^{1 / 2} \frac{\mathrm{~d}}{\mathrm{~d} \mu},
$$

gives the following equation for $M(\mu) \equiv \Theta(\theta)$,

$$
\begin{equation*}
\text { 9. } \frac{\mathrm{d}}{\mathrm{~d} \mu}\left[\left(1-\mu^{2}\right) \frac{\mathrm{d} M}{\mathrm{~d} \mu}\right]+\left[l(l+1)-\frac{m^{2}}{1-\mu^{2}}\right] M=0 . \tag{10.37}
\end{equation*}
$$

This equation is the associated Legendre equation which was mentioned (equation (7.23)) in the discussion of Sturm-Liouville equations.

For the case $m=0,(10.37)$ reduces to the Legendre equation which was studied at length in section 6.7 and has the solution (finite at $\mu=0$ )

$$
\begin{equation*}
M(\mu)=P_{l}(\mu) \tag{10.38}
\end{equation*}
$$

We have not explicitly solved (10.37) for general $m$, but the solution to it is the so-called associated Legendre function $\dagger$

$$
\begin{equation*}
\Theta(\theta) \equiv M(\mu)=P_{l}^{m}(\mu)=\left(1-\mu^{2}\right)^{\frac{1}{2}|m|} \frac{\mathrm{d}^{|m|}}{\mathrm{d} \mu^{|m|}} P_{l}(\mu) \tag{10.39}
\end{equation*}
$$

[^32]Here $m$ must be an integer with $0 \leqslant|m| \leqslant l$.
It is one of the important conditions for obtaining finite polynomial solutions of Legendre's equation that $l$ is an integer $\geqslant 0$. This condition therefore also applies to the solutions (10.38) and (10.39) and is reflected back to the radial part of the general solution, as given in (10.32).

Now that the solutions of each of the three ordinary differential equations governing $R, \Theta$ and $\Phi$ have been obtained, either explicitly or in terms of tabulated functions, we may finally assemble the complete separated variable solution of Laplace's equation in spherical polars. It is

$$
\begin{align*}
u(r, \theta, \phi)=\left[A r^{l}+\right. & \left.B r^{-(l+1)}\right]  \tag{10.40}\\
& \times P_{l}^{m}(\cos \theta)[C \sin m \phi+D \cos m \phi]
\end{align*}
$$

where the three multiplicative functions are connected only [but crucially] through the integer parameters $l$ and $m$ with $l \geqslant|m| \geqslant 0$.
10. Denoting the three terms of $\nabla^{2}$ as given in $(10.18 \mathrm{~b})$ by $\nabla_{r}^{2}, \nabla_{\theta}^{2}, \nabla_{\phi}^{2}$, in an obvious way, evaluate directly for the two functions given, $\nabla_{r}^{2} u$, $\nabla_{\theta}^{2} u, \nabla_{\phi}^{2} u$, and verify in each case that, although the individual terms are not necessarily zero, their sum $\nabla^{2} u$ is. Identify the corresponding values of $l$ and $m$.
(i) $u(r, \theta, \phi)=\left(A r^{2}+\frac{B}{r^{3}}\right) \frac{3 \cos ^{2} \theta-1}{2}$.
(ii) $u(r, \theta, \phi)=\left(A r+\frac{B}{r^{2}}\right) \sin \theta \exp (\mathrm{i} \phi)$.

Example 10.2. An uncharged conducting sphere of radius $a$ is placed at the origin in an initially uniform electrostatic field $E$. Show that it behaves as an electric dipole.


Fig. 10.2 Induced charge and field lines associated with the conducting sphere of example 10.2.

The uniform field, taken in the direction of the polar axis, has an electrostatic potential

$$
u=E z=E r \cos \theta
$$

where $u$ is arbitrarily taken as zero at $r=0$. This satisfies the Laplace equation $\nabla^{2} u=0$, as must the potential $v$ when the sphere is present; for large $r$ the asymptotic form of $v$ must still be $E r \cos \theta$.

The $\cos \theta$ dependence of $v$ [and the absence of any azimuthal dependence] indicates that the $\theta, \phi$ dependence of $v(r, \theta, \phi)$ is given by $P_{1}^{0}(\cos \theta)=\cos \theta$. Thus the $r$ dependence of $v$ must also correspond to an $l=1$ solution. The most general such solution is $A r^{1}+B r^{-2}$. The asymptotic form immediately gives $A$ as $E$ and so yields for the solution (outside the sphere, $r \geqslant a$ ),

$$
v(r, \theta, \phi)=\left(E r+\frac{B}{r^{2}}\right) \cos \theta
$$

Since the sphere is conducting, $v$ must not depend on $\theta$ for any $r$ equal to $a$. This can only be if $B / a^{2}=-E a$, thus fixing $B$. The final solution is therefore

$$
v=E\left(r-\frac{a^{3}}{r^{2}}\right) \cos \theta
$$

showing that the sphere behaves as a dipole of moment $-E a^{3}$ [physically because of the effect of the charge distribution induced in the sphere, as roughly indicated in fig. 10.2].
3. Cylindrical polars. Having dealt with the spherical polar case at some length, only an outline of the solution in cylindrical polars will be given, leaving the details for the reader to fill in.

The equation to be solved is

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial u}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \phi^{2}}+\frac{\partial^{2} u}{\partial z^{2}}=0 \tag{10.41}
\end{equation*}
$$

Substituting $u(r, \phi, z)=R(r) \Phi(\phi) Z(z)$ and using separation constants $\pm n^{2}$ and $\pm m^{2}$ yields the three ordinary equations

$$
\begin{align*}
& Z^{\prime \prime}-n^{2} Z=0  \tag{10.42a}\\
& \Phi^{\prime \prime}+m^{2} \Phi=0 \tag{10.42b}
\end{align*}
$$

11. $\quad r \frac{\mathrm{~d}}{\mathrm{~d} r}\left(\mathrm{r} \frac{\mathrm{d} R}{\mathrm{~d} r}\right)+\left(n^{2} r^{2}-m^{2}\right) R=0$.

The first two equations have straightforward solutions and the third can be transformed by writing

$$
\begin{equation*}
\mu=n r, \quad r \frac{\mathrm{~d}}{\mathrm{~d} r}=\mu \frac{\mathrm{d}}{\mathrm{~d} \mu}, \quad R(r)=M(\mu), \tag{10.43}
\end{equation*}
$$

into Bessel's equation of order $m$ :
-12. $\frac{\mathrm{d}^{2} M}{\mathrm{~d} \mu^{2}}+\frac{1}{\mu} \frac{\mathrm{~d} M}{\mathrm{~d} \mu}+\left(1-\frac{m^{2}}{\mu^{2}}\right) M=0$.
The solutions $J_{m}(\mu)$ of Bessel's equation were investigated in chapter 6 and will not be pursued here.
The complete separated variable solution in cylindrical polars of $\nabla^{2} u=0$ is therefore

$$
\begin{align*}
& u(r, \phi, z)=J_{m}(n r)[A \cos m \phi+B \sin m \phi] \\
& \times[C \exp (n z)+D \exp (-n z)] . \tag{10.45}
\end{align*}
$$

### 10.4 Spherical harmonics

In obtaining solutions in polar coordinates of $\nabla^{2} u=0$, we found that the angular part of the solution was given by

$$
\begin{equation*}
\Theta(\theta) \Phi(\phi)=P_{l}^{m}(\cos \theta)[C \sin m \phi+D \cos m \phi] . \tag{10.46}
\end{equation*}
$$

This general form is sufficiently common that particular functions of $\theta$ and $\phi$ called spherical harmonics are defined and tabulated. The spherical harmonics $Y_{l}^{n_{i}^{\prime}}(\theta, \phi)$ are defined by

$$
\begin{align*}
Y_{l}^{m}(\theta, \phi)=(-1)^{m} & {\left[\frac{2 l+1}{4 \pi} \frac{(l-m)!}{(l+m)!}\right]^{1 / 2} } \\
& \times P_{l}^{m}(\cos \theta) \exp (\mathrm{im} \phi), \text { for } m \geqslant 0 \tag{10.47}
\end{align*}
$$

For values of $m<0$ the relation

$$
\begin{equation*}
Y_{l}^{-|m|}(\theta, \phi)=(-1)^{|m|} Y_{l}^{|m| *}(\theta, \phi) \tag{10.48}
\end{equation*}
$$

defines the spherical harmonic. The asterisk denotes complex conjugation.
Since they contain as their $\theta$-dependent part the solution to the associated Legendre equation, and this is a Sturm-Liouville equation, the $Y_{i}^{m}$ are mutually orthogonal when integrated from -1 to +1 over $\mathrm{d}(\cos \theta)$. Their mutual orthogonality with respect to $\phi(0 \leqslant \phi \leqslant 2 \pi)$ is even more obvious. The numerical factor in (10.47) is chosen to make the $Y_{i}^{m}$ an orthonormal set, i.e.

$$
\begin{equation*}
\int_{-1}^{1} \int_{0}^{2 \pi} Y_{i}^{m^{*}}(\theta, \phi) Y_{l^{\prime}}^{m^{\prime}}(\theta, \phi) \mathrm{d} \phi \mathrm{~d}(\cos \theta)=\delta_{l l^{\prime}} \delta_{m m^{\prime}} \tag{10.49}
\end{equation*}
$$

As well as forming an orthonormal set they form a complete set in that any reasonable (likely to be met in a physical situation) function of $\theta$ and $\phi$ can be expanded as a sum of such functions

$$
\begin{equation*}
f(\theta, \phi)=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{l m} Y_{l}^{m}(\theta, \phi), \tag{10.50}
\end{equation*}
$$

with the constants $a_{l m}$ given by

$$
\begin{equation*}
a_{l m}=\int_{-1}^{1} \int_{0}^{2 \pi} Y_{l}^{m *}(\theta, \phi) f(\theta, \phi) \mathrm{d} \phi \mathrm{~d}(\cos \theta) . \tag{10.51}
\end{equation*}
$$

This is an exact analogy with Fourier series and a particular example of the general property of Sturm-Liouville solutions (chapter 7).
13. Starting with the information (chapter 6) that $P_{0}(\mu)=1, P_{1}(\mu)=\mu$, $P_{2}(\mu)=\frac{1}{2}\left(3 \mu^{2}-1\right)$, obtain expressions as functions of $\theta$ and $\phi$ for all $Y_{l}^{m}(\theta, \phi)$ up to $l=2$.

Verify the normalization of (say) $Y_{2}^{1}$ and the orthogonality of (say) $Y_{2}^{1}$ and $Y_{1}^{1}$.
$\rightarrow 14$. Without worrying about the normalization, make rough polar sketches of the modulus squared $\left|Y_{i}^{m}(\theta, \phi)\right|^{2}$ of the spherical harmonics calculated in $>13$. (In a polar plot the length of the radius vector in a particular direction $\theta$ gives the value of the function for that $\theta$.)
[These plots, which are independent of $\phi$, give the probability distributions for finding an atomic electron in different polar directions - for a fixed $r$ - when the electron is in a state with angular momentum quantum numbers $l$ and $m$.]

### 10.5 The wave and Schrodinger equations in spherical polars

The development of solutions of $\nabla^{2} u=0$ carried out in the previous two sections can be readily employed in solving some other equations in which the $\nabla^{2}$ operator appears. In particular, partial differential equations expressed in polar coordinates in which the variables $\theta$ and $\phi$ appear only in the $\nabla^{2}$ term can be solved in an almost identical way. What is more, the angular parts of the solutions $\Theta(\theta) \Phi(\phi)$ are identical to those of the Laplace solutions.
As a specific example, consider the three-dimensional wave equation

$$
\begin{equation*}
\nabla^{2} u=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}} . \tag{10.52}
\end{equation*}
$$

Expressed in spherical polar coordinates and with a separated variable trial solution $u(r, \theta, \phi, t)=R(r) \Theta(\theta) \Phi(\phi) T(t)$ this becomes in the usual way,

$$
\begin{align*}
\frac{1}{R r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial R}{\partial r}\right)+\frac{1}{\Theta r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Theta}{\partial \theta}\right) & +\frac{1}{\Phi r^{2} \sin ^{2} \theta} \frac{\partial^{2} \Phi}{\partial \phi^{2}} \\
& =\frac{1}{c^{2} T} \frac{\partial^{2} T}{\partial t^{2}} . \tag{10.53}
\end{align*}
$$

Setting both sides equal to a separation constant $-k^{2}$ ( $k^{2}$ must be $>0$ to give a physically oscillating solution), $T$ has the general solution

$$
\begin{equation*}
T(t)=A \exp (\mathrm{i} k c t)+B \exp (-\mathrm{i} k c t) \tag{10.54}
\end{equation*}
$$

The quantity $k c$ is usually written as $\omega$, the angular frequency of the wave; $k$ itself is the wave number.

After this separation off of the $t$ dependence, (10.53) with the right-hand side now set equal to $-k^{2}$, is identical to (10.25) except for the $-k^{2}$ term. On multiplying through by $r^{2}$ an additional term $k^{2} r^{2} R$ is added to the equation for $R$, but $\Theta$ and $\Phi$ are identical to those obtained in (10.39) and (10.34) respectively.

With the additional term $k^{2} r^{2} R$, instead of (10.29) we have as the equation satisfied by $R$,

$$
\begin{equation*}
r^{2} R^{\prime \prime}+2 r R^{\prime}+\left[k^{2} r^{2}-l(l+1)\right] R=0 \tag{10.55}
\end{equation*}
$$

This looks much like Bessel's equation (cf. equation (10.44)) and can in fact be reduced to it by writing $R(r)=r^{-1 / 2} S(r)$. The function $S(r)$ then satisfies
-15. $\quad r^{2} S^{\prime \prime}+r S^{\prime}+\left[k^{2} r^{2}-\left(l+\frac{1}{2}\right)^{2}\right] S=0$,
which, after changing the variable to $\mu=k r$, is Bessel's equation of order $l+\frac{1}{2}$ and has as its solutions $S(\mu)=J_{l+1 / 2}(\mu)$ or $Y_{l+1 / 2}(\mu)$, the latter being the second independent solution (infinite at $\mu=0$ and not to be confused with a spherical harmonic).

One possible complete solution of the wave equation is thus

$$
\begin{align*}
& u(r, \theta, \phi, t)=r^{-1 / 2} J_{l+1 / 2}(k r) P_{l}^{m}(\cos \theta) \\
& \times[A \cos m \phi+B \sin m \phi] \exp (i k c t) . \tag{10.57}
\end{align*}
$$

-16 . It was shown in (6.34) that $J_{1 / 2}(\mu) \propto \mu^{-1 / 2} \sin \mu$, thus giving the dependence of (10.57) as

$$
\propto \frac{\sin (k r)}{r} \exp (\mathrm{i} k c t)
$$

when $l=0$. Show directly that this is a solution of (10.53) - one which has no $\theta$ or $\phi$ dependence.

The solutions $\propto r^{-1 / 2} J_{l+1 / 2}(k r)$ of (10.55), when suitably normalized are called spherical Bessel functions and denoted by $j_{l}(k r)$. The normalization is

$$
\begin{equation*}
j_{l}(\mu)=\left(\frac{\pi}{2 \mu}\right)^{1 / 2} J_{l+1 / 2}(\mu) \tag{10.58}
\end{equation*}
$$

They are trigonometric functions of $\mu$ and for $l=0$ and 1 are given by

$$
\begin{align*}
& j_{0}(\mu)=\sin \mu \\
& j_{1}(\mu)=\frac{\sin \mu}{\mu}-\cos \mu \tag{10.59}
\end{align*}
$$

The independent solutions of (10.55), $n_{l}(\mu)$ are derived similarly from the $Y_{l+1 / 2}(\mu)$.

It will be noticed that although the solution (10.57) corresponds to a definite frequency solution $\omega=k c$, except for the case $l=0$ involving $j_{0}(\mu)$, the zeros of the radial function ( $j_{l}(k r)$ ) are not equally spaced in $r$ and so there is no precise wavelength associated with the solution.

To conclude this section, let us mention briefly the Schrodinger equation applicable to the electron in a hydrogen atom, the nucleus of which is taken at the origin and is assumed massive compared to the electron. Under these circumstances the equation is (equation (9.24))

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}} \nabla^{2} u-\frac{e^{2}}{4 \pi \epsilon_{0}} \frac{u}{r}=\mathrm{i} \hbar \frac{\partial u}{\partial t} \tag{10.60}
\end{equation*}
$$

Assuming a 'stationary state' solution for which the energy is $E$ and the time dependent factor $T$ in $u$ is given by $T(t)=\exp (-\mathrm{i} E t / \hbar)$, this also becomes an equation similar to (10.25), except that again the $r$ dependent part is modified. $\dagger$ However, as with the wave equation, the angular parts of the solution are identical with those of equations (10.34) and (10.39) and are expressed in terms of spherical harmonics (see the note to $>14$ ).

The important point to make is that for any equation involving $\nabla^{2}$, so long as $\theta$ and $\phi$ do not appear in the equation other than as part of $\nabla^{2}$, then a separated variable solution in spherical polars will always lead to spherical harmonic solutions.

[^33]
### 10.6 Superposition methods

As has been hinted at earlier in this chapter, the solutions we have obtained so far in separated variable form have by no means been used to their full capabilities. In fact, to illustrate them physically we have contrived situations which fit the solutions, rather than the other way about. The contrivance has been in choosing problems whose boundary conditions are immediately met by the choice of a single constant.

However, we have seen that in obtaining the separated solutions, there is in general a considerable freedom in the values of the separation constants; sometimes they must be integers, or must be $\geqslant 0$, or some such conditions, but even such restrictions normally leave a lot of latitude. The only essential condition is that we associate the correct function of one independent variable with the appropriate functions of the others the correct one being the one with the same values of the separation constants.

If the original partial equation is linear (as are Laplace's, Schrodinger's, the diffusion and the wave equations) then mathematically acceptable solutions can be formed by superposing (adding) solutions corresponding to different values of the separation constants. To take a two-variable example, if

$$
\begin{equation*}
u_{\lambda_{1}}(x, y)=X_{\lambda_{1}}(x) Y_{\lambda_{1}}(y) \tag{10.61}
\end{equation*}
$$

is a solution of a linear p.d.e. obtained by giving the separation constant the value $\lambda_{1}$, then the superposition

$$
\begin{align*}
u(x, y)=a_{1} X_{\lambda_{1}}(x) Y_{\lambda_{1}}(y)+a_{2} X_{\lambda_{2}}(x) & Y_{\lambda_{2}}(y)+\cdots \\
& =\sum_{i} a_{i} X_{\lambda_{i}}(x) Y_{\lambda_{i}}(y) \tag{10.62}
\end{align*}
$$

is also a solution of the same p.d.e. for any constants $a_{i}$.
The value of this is that a boundary condition, say that $u(x, y)$ takes a particular form $f(x)$ when $y=0$, might be met by choosing the constants $a_{i}$ so that

$$
\begin{equation*}
f(x)=\sum_{i} a_{i} Y_{\lambda_{i}}(0) X_{\lambda_{i}}(x) \tag{10.63}
\end{equation*}
$$

This will generally be possible provided the functions $X_{\lambda_{i}}(x)$ form a complete set - as do the sinusoidal functions of Fourier series or the spherical harmonics of section 10.4 .

To illustrate this approach by a concrete example and at the same time indicate that generally some boundary conditions must be obtained by physical arguments, we will apply it to the following example (with more explanation than would be usual in a normal solution).

Example 10.3. A bar of length $l$ is initially at a temperature of $0^{\circ} \mathrm{C}$. One end of the bar $(x=0)$ is held at $0^{\circ} \mathrm{C}$ and the other is supplied with heat at a constant rate per unit area of $H$. Find the temperature within the bar after time $t$.

With the notation we have used several times before, the heat diffusion equation satisfied by the temperature $u(x, t)$ is

$$
\begin{equation*}
K \frac{\partial^{2} u}{\partial x^{2}}=\frac{\partial u}{\partial t} \tag{10.64}
\end{equation*}
$$

with $K=k / s \rho$.
It is clear that ultimately $(t=\infty)$, when all the transients have died away, the end $x=l$ will attain a temperature $u_{0}$ such that

$$
\frac{k u_{0}}{l}=H
$$

and there will be a constant temperature gradient,

$$
\begin{equation*}
u(x, \infty)=\frac{u_{0} x}{l} \tag{10.65}
\end{equation*}
$$

In example 10.1 we obtained a separated variable solution for the onedimensional diffusion equation

$$
\begin{align*}
u(x, t)=\left[A \sin (\lambda / K)^{1 / 2} x\right. & \\
& \left.+B \cos (\lambda / K)^{1 / 2} x\right] \exp (-\lambda t) \tag{10.14bis}
\end{align*}
$$

corresponding to a separation constant $\lambda$. If we restrict $\lambda$ to be positive then all of these solutions are transient ones decaying to zero as $t \rightarrow \infty$. These are just what is needed for adding to (10.65) to give the correct solution as $t \rightarrow \infty$, but at the same time allowing the possibility of satisfying the initial condition that the bar is everywhere at zero temperature,

$$
\begin{equation*}
u(x, 0)=0 \text { for all } x \tag{10.66}
\end{equation*}
$$

One further boundary condition to be met is that the $x=0$ end is permanently at zero temperature, i.e. $u(0, t)=0$ for all $t$. Looking at the sum of ( 10.65 ) and ( 10.14 bis) for $x=0$, this implies that $B=0$ for each $\lambda$ and so reduces the proposed solution to

$$
\begin{equation*}
u(x, t)=\frac{u_{0} x}{l}+\sum_{\operatorname{some} \lambda>0} A_{\lambda} \sin \left[\left(\frac{\lambda}{K}\right)^{1 / 2} x\right] \exp (-\lambda t) \tag{10.67}
\end{equation*}
$$

As we have noted [and contrived] this satisfies all physical conditions
at $t=\infty$ and at $x=0$, as well as being a solution of (10.64); all that remains is to satisfy (10.66). This requires that

$$
\begin{equation*}
0=\frac{u_{0} x}{l}+\sum_{\text {some } \lambda>0} A_{\lambda} \sin \left(\frac{\lambda}{K}\right)^{1 / 2} x, \quad 0 \leqslant x \leqslant l . \tag{10.68}
\end{equation*}
$$

That the $A_{\lambda}$ can be chosen to make this true for all $x$ in $0 \leqslant x \leqslant l$ follows from the work of chapter 8 on Fourier series. The physical function $-u_{0} x / l$ for which a Fourier series is needed is shown in fig. 10.3 (a). Equation (10.68) shows that we want a series, which is odd in $x$ [sine terms only] and continuous at $x=0$ and $l$ [no discontinuities, since the series must converge at the end points]. This leads to the continuation shown in fig. 10.3 (b) with a period of $4 l$.


Fig. 10.3 (a) The equilibrium temperature distribution of the bar in example 10.3. (b) The appropriate continuation for a Fourier series containing only sine functions.

The corresponding Fourier series can be found in the usual way as
17. $-\frac{u_{0} x}{l}=-\frac{8 u_{0}}{\pi^{2}} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)^{2}} \sin \left[\frac{(2 n+1) \pi x}{2 l}\right]$.

Comparing this with (10.68) shows that the only values of $\lambda$ needed are those given by

$$
\left(\frac{\lambda}{K}\right)^{1 / 2}=\frac{(2 n+1) \pi}{2 l}, \quad n=0,1,2, \ldots, \infty
$$

and that then

$$
A_{\lambda}=-\frac{8 u_{0}}{\pi^{2}} \frac{(-1)^{n}}{(2 n+1)^{2}} .
$$

The final formula for $u(x, t)$ is thus

$$
\begin{aligned}
u(x, t)=\frac{H x}{k}-\frac{8 H l}{k \pi^{2}} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)^{2}} & \sin
\end{aligned} \begin{aligned}
& {\left[\frac{(2 n+1) \pi x}{2 l}\right] } \\
& \times \exp \left[-\frac{k(2 n+1)^{2} \pi^{2} t}{4 l^{2} s \rho}\right]
\end{aligned}
$$

giving the temperature for all positions $0 \leqslant x \leqslant l$ and for all times $t \geqslant 0$.

### 10.7 Solutions by expansion

It is sometimes possible to use the Uniqueness theorem of the previous chapter together with the results we obtained in section 10.3, where Laplace's equation was considered in polar coordinates, to obtain the solution of the equation appropriate to a particular physical situation.

The essence of the method is to assume that the required solution of the Laplace equation, $\nabla^{2} u=0$, can be written as a superposition of (say) the solutions found in (10.40), namely

$$
\begin{align*}
& u(r, \theta, \phi)=\sum_{l=0}^{\infty} \sum_{m=-1}^{l}\left[A r^{l}+B r^{-(l+1)}\right] P_{l}^{m}(\cos \theta)  \tag{10.69}\\
& \quad \times[C \sin m \phi+D \cos m \phi]
\end{align*}
$$

where all the constants, $A, B, C, D$, may depend upon $l$ and $m$.
Boundary conditions of a physical nature will then fix or eliminate some of the constants, e.g.
(i) $u$ is finite at the origin implies all $B=0$,
(ii) $u \rightarrow 0$ as $r \rightarrow \infty$ implies all $A=0$,
(iii) axial symmetry of the solution implies that only $m=0$ terms are present,
(iv) $u=0$ at $r=a$ relates the constants $A$ and $B$.

The remaining constants are then found by determining $u$ at values of $r, \theta, \phi$ for which it can be evaluated by other means, e.g. by direct calculation on an axis of symmetry. Once the remaining constants have been fixed by these special considerations to have particular values, the Uniqueness theorem can be invoked to establish that they must have these values in general.

To illustrate the method consider the problem of calculating the gravitational potential at a general point in space due to a uniform ring of matter. Everywhere except on the ring the potential $u(\mathbf{r})$ satisfies the Laplace equation and so if we use polar coordinates with the normal to the ring as polar axis (fig. 10.4) a solution of the form (10.69) can be assumed.


Fig. 10.4 The polar axis $O z$ is taken normal to the plane of the ring of matter and passing through its centre.

We expect the potential $u(r, \theta, \phi)$ to $\rightarrow 0$ as $r \rightarrow \infty$ and also to be finite at $r=0$. At first sight this might seem to imply that all $A$ and $B$ and hence $u$ must be identically zero - an unacceptable result. In fact, what it means is that different expressions must apply to different regions of space. On the ring itself we no longer have $\nabla^{2} u=0$ and so it is not surprising that the form of expression changes there. Let us therefore take two separate regions.

1. $r>a$. In this region
(i) we must have $u \rightarrow 0$ as $r \rightarrow \infty$ implying all $A=0$,
(ii) the system is axially symmetric and so only $m=0$ terms appear.

With these restrictions we can write as the trial form

$$
\begin{equation*}
u(r, \theta, \phi)=\sum_{l=0}^{\infty} B_{l} r^{-(l+1)} P_{l}^{0}(\cos \theta) \tag{10.70}
\end{equation*}
$$

with the constants $B_{l}$ still to be determined. This we do by calculating directly the potential where it can be done simply - clearly, in this case, on the polar axis.

Considering the point $P$ a distance $z$ from the plane of the ring (taken as $\theta=\pi / 2$ ), all parts of the ring are a distance $\left(z^{2}+a^{2}\right)^{1 / 2}$ from it, where $a$ is the radius of the ring. The potential there is thus straightforwardly

$$
\begin{equation*}
u(z, 0, \phi)=\frac{G M}{\left(z^{2}+a^{2}\right)^{1 / 2}} \tag{10.71}
\end{equation*}
$$

with $G$ the gravitational constant and $M$ the mass of the ring of matter. This has to be the same as (10.70) for the particular values $r=z, \theta=0$,
and $\phi$ undefined. Recalling that $P_{l}^{0}(\cos \theta)=P_{l}(\cos \theta)$ with $P_{l}(1)=1$, putting $r=z$ in (10.70) gives

$$
\begin{equation*}
u(z, 0, \phi)=\sum_{l=0}^{\infty} \frac{B_{l}}{z^{l+1}} . \tag{10.72}
\end{equation*}
$$

On the other hand, expanding (10.71) for $z>a$ (as it is in this region of space) we obtain

$$
\begin{equation*}
u(z, 0, \phi)=\frac{G M}{z}\left[1-\frac{1}{2}\left(\frac{a}{z}\right)^{2}+\frac{3}{8}\left(\frac{a}{z}\right)^{4}-\cdots\right] \tag{10.73}
\end{equation*}
$$

Comparing (10.72) and (10.73) shows that $\dagger$

$$
\begin{align*}
& B_{0}=G M \\
& B_{2 l}=G M a^{2 l}\binom{-\frac{1}{2}}{l}=\frac{G M a^{2 l}(-1)^{!}(2 l-1)!!}{2^{l} l!},(l \geqslant 1),  \tag{10.74}\\
& B_{2 l+1}=0
\end{align*}
$$

We can now conclude the argument by saying that if a solution for a general point $(r, \theta, \phi)$ exists at all [which of course we very much expect on physical grounds] then it must be (10.70) with the $B_{l}$ given by (10.74). This is so because it is a function with no arbitrary constants which satisfies all the boundary conditions and the Uniqueness theorem states that there is only one such function.

The expression for the potential in the region $r>a$ is therefore

$$
\begin{equation*}
u(r, \theta, \phi)=\frac{G M}{r}\left[1+\sum_{n=1}^{\infty} \frac{(-1)^{n}(2 n-1)!!}{2^{n} n!}\left(\frac{a}{r}\right)^{2 n} P_{2 n}(\cos \theta)\right] . \tag{10.75}
\end{equation*}
$$

2. $r<a$. In a similar way an expression valid for $r<a$ can be found Without much explanation, the main steps in its derivation are as follows.

The finiteness of $u$ at $r=0$ and the axial symmetry give

$$
\begin{equation*}
u(r, \theta, \phi)=\sum_{l=0}^{\infty} A_{i} r^{l} P_{i}^{0}(\cos \theta) \tag{10.76}
\end{equation*}
$$

Comparing (10.76) for $r=z, \theta=0$ with the $z<a$ expansion of (10.71) [which is valid for any $z$ ] establishes $A_{2 l+1}=0, A_{0}=G M / a$ and
-18. $\quad A_{2 l}=\frac{G M}{a^{2 l+1}}\binom{-\frac{1}{2}}{l}$.

$$
\dagger(2 l-1)!!=1 \times 3 \times \cdots \times(2 l-1)
$$

The final expression valid [and convergent] for $r<a$ is thus

$$
\begin{equation*}
u(r, \theta, \phi)=\frac{G M}{a}\left[1+\sum_{n=1}^{\infty} \frac{(-1)^{n}(2 n-1)!!}{2^{n} n!}\left(\frac{r}{a}\right)^{2 n} P_{2 n}(\cos \theta)\right] . \tag{10.77}
\end{equation*}
$$

19. Check that the solution obtained (i) has the expected physical value for large $r$ and for $r=0$, (ii) is continuous at $r=a$.

### 10.8 Examples for solution

1. Solve the first-order equations
(i) $\frac{\partial u}{\partial x}-x \frac{\partial u}{\partial y}=0$,
(ii) $x \frac{\partial u}{\partial x}-2 y \frac{\partial u}{\partial y}=0$,
by separating the variables. Verify in each case that the solution is compatible with the general forms deduced for these equations in sections 9.1 and 9.2.
2. A conducting cube has as its six faces the planes $x, y, z=0, a$ and contains no internal sources of heat. Verify that the temperature distribution

$$
u(x, y, z, t)=\mathrm{A} \cos \left(\frac{\pi x}{a}\right) \sin \left(\frac{\pi z}{a}\right) \exp \left(-\frac{2 K \pi^{2}}{a^{2}} t\right)
$$

where $K$ has the same meaning as in example 10.1, obeys the appropriate diffusion equation.

On a rough sketch indicate the temperature distribution and heat flow pattern to which this solution corresponds.
3. As described in section 9.13 the free transverse vibrations of a thick rod satisfy the equation

$$
a^{4} \frac{\partial^{4} u}{\partial x^{4}}+\frac{\partial^{2} u}{\partial t^{2}}=0
$$

Obtain a solution in the form of separated variables, and for a rod clamped at one end $x=0$ and free at the other $x=l$ show that the angular frequency $\omega$ of the vibrations satisfies

$$
\cosh \left(\frac{\omega^{1 / 2} l}{a}\right)=-\sec \left(\frac{\omega^{1 / 2} l}{a}\right) .
$$

[At a free end $\partial^{2} u / \partial x^{2}$ and $\partial^{3} u / \partial x^{3}$ both vanish.]
4. Prove (10.39) satisfies the associated Legendre equation (10.37) as follows:
(i) Evaluate $\mathrm{d} P_{i}^{m} / \mathrm{d} \mu$ and $\mathrm{d}^{2} P_{i}^{m} / \mathrm{d} \mu^{2}$ with $P_{1}^{m}$ given by (10.39).
(ii) Substitute these results in the left-hand side of (10.37) in the form

$$
\left(1-\mu^{2}\right) \frac{\mathrm{d}^{2} P_{i}^{m}}{\mathrm{~d} \mu^{2}}-2 \mu \frac{\mathrm{~d} P_{i}^{m}}{\mathrm{~d} \mu}+\left[l(l+1)-\frac{m^{2}}{1-\mu^{2}}\right] P_{i}^{m} \equiv A(\text { say })
$$

(iii) Differentiate the Legendre equation $m$ times using Leibniz' theorem to obtain

$$
\begin{aligned}
& \boldsymbol{B} \equiv\left(1-\mu^{2}\right) \frac{\mathrm{d}^{m+2} P_{l}}{\mathrm{~d} \mu^{m+2}}-2 \mu(m+1) \frac{\mathrm{d}^{m+1} P_{l}}{\mathrm{~d} \mu^{m+1}} \\
&+[/(l+1)-m(m+1)] \frac{\mathrm{d}^{m} P_{l}}{\mathrm{~d} \mu^{m}}=0
\end{aligned}
$$

(iv) Verify that $A=\left(1-\mu^{2}\right)^{m / 2} B$, and therefore $A=0$; this proves that $P_{l}^{m}$ satisfies (10.37).
5. For $l=0,1,2$ use the results of $>13$ to evaluate

$$
\sum_{m=-1}^{1}\left|Y_{t}^{m}(\theta, \phi)\right|^{2}
$$

showing that whatever the values of $\theta$ and $\phi$, the above expression is independent of them. Use this result to reconcile the note to $>14$ with the clearly arbitrary choice of polar axis in describing a (unpolarized) collection of atoms.
[The above expression is independent of $\theta$ and $\phi$ for any $l$, but a general proof is more involved.]
6. Express the function $f(\theta, \phi)=\sin \theta\left[\sin ^{2}(\theta / 2) \cos \phi+\mathrm{i} \cos ^{2}(\theta / 2)\right.$ $\times \sin \phi]+\sin ^{2}(\theta / 2)$ as a sum of spherical harmonics.
7. Find the form $\dagger$ assumed by a membrane stretched on a circular drum of unit radius, when one half of the rim is held flat and the other given a sinusoidal distortion. Mathematically, solve Laplace's equation for the interior of the unit circle with the boundary condition

$$
\begin{aligned}
u(r=1, \phi) & =\sin \phi \text { for } 0 \leqslant \phi \leqslant \pi, \\
& =0 \text { for } \pi \leqslant \phi \leqslant 2 \pi
\end{aligned}
$$

[See example 5 of section 8.11.]

[^34]8. Find the form $\dagger$ of a membrane stretched between two concentric rings of radii $a$ and $b(b>a)$ if the smaller one is distorted out of being planar by an amount $c|\phi|,(-\pi \leqslant \phi \leqslant \pi)$.
9. A string of length $l$, fixed at its two ends is plucked at its midpoint by an amount $A$ and then released. Assume (but prove if you wish) that the subsequent displacement is given by
$$
u(x, t)=\sum_{n=0}^{\infty} \frac{8 A}{\pi^{2}} \frac{1}{(2 n+1)^{2}} \sin \frac{(2 n+1) \pi x}{l} \cos \frac{(2 n+1) \pi c t}{l},
$$
where, in the usual notation, $c^{2}=T / \rho$.
Calculate the total kinetic energy of the string when it passes through its unplucked position, by finding it for each mode (each $n$ ) and then summing. $\left[\sum_{0}^{\infty}(2 n+1)^{-2}=\pi^{2} / 8\right.$.]

Show that it is equal to the work done in plucking the string initially.
10. (i) By integrating the relation

$$
\left(1-2 \mu t+t^{2}\right)^{-1 ; 2}=\sum_{n=0}^{\infty} t^{n} P_{n}(\mu)
$$

show that,

$$
\int_{0}^{1} P_{2 n+1}(\mu) \mathrm{d} \mu=\frac{(-1)^{n}(2 n)!}{2^{2 n+1} n!(n+1)!}
$$

(ii) A conducting spherical shell of radius $a$ is cut round its equator and the two halves connected to voltages of $+V$ and $-V$. Find an expression for the potential anywhere inside the two hemispheres.
$\left[\int_{-1}^{1} P_{n}^{2}(\mu) \mathrm{d} \mu=2 /(2 n+1)\right.$.]

$$
\begin{aligned}
& \text { Answer: } u(r, \theta, \phi)=V \sum_{n=0}^{\infty} \frac{(-1)^{n}(2 n)!(4 n+3)}{2^{2 n+1} n!(n+1)!} \\
& \\
& \quad \times\left(\frac{r}{a}\right)^{2 n+1} P_{2 n+1}(\cos \theta) .
\end{aligned}
$$

11. Develop the problem corresponding to the previous one, for cylindrical coordinates; namely find a potential $u(r, \phi)$ which satisfies:
(a) $\nabla^{2} u=0$ inside the cylinder $r=b$;
(b) $u=V$ on the half-cylinder $r=b, \cos \phi>0$;
(c) $u=-V$ on the half-cylinder $r=b, \cos \phi<0$.
[The geometry here is three-dimensional, but the problem is effectively two-dimensional with no $z$-dependence.]
$\dagger$ Consider the possibility of $n=0$ terms arising from (10.21).
12. A slice of biological material of thickness $L$ is placed into a solution of a radioactive isotope of concentration $C_{0}$. Find the concentration of radioactive ions at a distance $x$ from either surface after a time $t$. [Very closely related to example 10.3.]
13. Two identical copper bars each of length $a$ are initially one at $0^{\circ} \mathrm{C}$ and the other at $100^{\circ} \mathrm{C}$. They are joined end to end and thermally isolated at time $t=0$. Obtain in the form of a Fourier series an expression $u(x, t)$ for the temperature at any point distance $x$ from the join at a later time $t$. [Bear in mind the heat flow conditions at the free ends of the bars.]

Verify that your series gives the obvious answer for the total heat ultimately flowing across the junction. [ $\sum_{0}^{\infty}(2 n+1)^{-2}=\pi^{2} / 8$.]

Taking $a=0.5 \mathrm{~m}$ estimate the time it takes for one of the free ends to attain a temperature of $55^{\circ} \mathrm{C}$. [Thermal conductivity of copper $=3.8 \times 10^{2} \mathrm{~J} \mathrm{~m}^{-1} \mathrm{~K}^{-1} \mathrm{~s}^{-1}$, s $\rho$ for copper $=3.4 \times 10^{6}$ $\mathrm{J} \mathrm{m}^{-3}$.]
14. (i) Show that the gravitational potential due to a uniform disc of material of radius $a$ and mass $M$ is given by

$$
\begin{aligned}
& \begin{array}{l}
\frac{2 G M}{a}\left[1-\frac{r}{a} P_{1}(\cos \theta)+\frac{1}{2}\left(\frac{r}{a}\right)^{2} P_{2}(\cos \theta)\right. \\
\\
\\
\left.-\frac{1}{8}\left(\frac{r}{a}\right)^{4} P_{4}(\cos \theta)+\cdots\right] \text { for } r<a, \\
\frac{G M}{r}\left[1-\frac{1}{4}\left(\frac{a}{r}\right)^{2} P_{2}(\cos \theta)+\frac{1}{8}\left(\frac{a}{r}\right)^{4} P_{4}(\cos \theta)-\cdots\right] \text { for } r>a,
\end{array},
\end{aligned}
$$

where the polar axis is normal to the plane of the disc.
(ii) Reconcile the presence of a $P_{1}(\cos \theta)$ term for which $P_{1}(-\cos \theta)=$ $-P_{1}(\cos \theta)$ with the symmetry, with respect to the plane of the disc, of the physical system.
(iii) Deduce the gravitational field near an infinite sheet of matter of constant density $\rho$ per unit area.

## 11

## Numerical methods

It frequently happens that the end product of a calculation or piece of analysis is one or more equations, algebraic or differential (or an integral), which cannot be evaluated in closed form or in terms of available tabulated functions. From the point of view of the physical scientist or engineer, who needs numerical values for prediction or comparison with experiment, the calculation or analysis is thus incomplete. The present chapter on numerical methods indicates (at the very simplest levels) some of the ways in which further progress towards extracting numerical values might be made.

In the restricted space available in a book of this nature it is clearly not possible to give anything like a full discussion, even of the elementary points that will be made in this chapter. The limited objective adopted is that of explaining and illustrating by very simple examples some of the basic principles involved. The examples used can in many cases be solved in closed form anyway, but this 'obviousness' of the answer should not detract from their illustrative usefulness, and it is hoped that their transparency will help the reader to appreciate some of the inner workings of the methods described.

The student who proposes to study complicated sets of equations or make repeated use of the same procedures by, for example, writing computer programmes to carry out the computations, will find it essential to acquire a good understanding of topics hardly mentioned here. Amongst these are the sensitivity of the procedures adopted to errors introduced by the limited accuracy with which a numerical value can be stored in a computer (rounding errors), and to the errors introduced as a result of the approximations made in setting up the numerical procedures (truncation errors). For this scale of application, books specifically devoted to numerical analysis, data analysis and computer programming should be consulted.

So far as is possible the method of presentation here is that of indicating and discussing in a qualitative way the main steps in the procedure, and then to follow this with an elementary worked example. The examples have been restricted in complexity to a level at which they can be carried
out with a set of mathematical tables and a desk calculator. Naturally it will not be possible for the student to check all the numerical values presented unless he has a calculator or computer readily available [and even then it might well be tedious to do so]. However, he is advised to check the initial step and at least one step in the middle of each repetitive calculation given, in order to be sure that he understands correctly how the symbolic equations are used with actual numbers. There is clearly some advantage in choosing a step at a point in the calculation where the values involved are changing sufficiently that whatever calculating device he is using will have the accuracy to show this.

Where alternative methods for solving the same type of problem are discussed, for example, in finding the roots of a polynomial equation, we have usually used the same example to illustrate each method. This could give the wrong impression that the methods are very restricted in applicability, but it is felt by the author that using the same examples repeatedly has sufficient advantages in terms of illustrating the relative characteristics of competing methods, as to justify doing so. Once the principles are clear, little is to be gained by using new examples each time and, in fact, having some prior knowledge of the 'correct answer' should allow the reader to make for himself some evaluation of the efficiency and dangers of particular methods as he follows the successive steps through.

Two other points remain to be mentioned. The first of these is the location of a chapter on numerical methods in a book of this kind. To the extent that large parts of the book can be read in any order, the position of an individual chapter does not matter. However, some methods are discussed here which relate to matrices and simultaneous linear algebraic equations, but matrices themselves are not discussed in any detail until chapter 14 . On the other hand it was felt that the present chapter should follow closely after those on the solution of differential equations and this accounts for its actual location. The reader who has no familiarity with matrix equations presumably has no need to solve them numerically, and so can with equanimity omit the corresponding sections of the present chapter until he has need of them.

Finally, unlike the case with every other chapter, the value of a reasonably large selection of examples at the end of this one for the student to use as practice or for self-testing, is not too clear cut. The reader with sufficient computing resources available to tackle them can easily devise for himself algebraic or differential equations to be solved, or functions to be integrated (perhaps ones which have arisen in other contexts). Further, their solutions for the most part will be self-checking. Consequently, although a few simple examples are included, no attempt has been made to test the full range of ideas which may have been learned from reading the chapter.

### 11.1 Algebraic and transcendental equations

The problem of finding the real roots of an equation of the form $f(x)=0$, where $f(x)$ is an algebraic or transcendental function of $x$, is one which can sometimes be treated numerically even if explicit solutions in closed form are not feasible. Examples of the types of equations referred to are the quartic equation

$$
a x^{4}+b x+c=0
$$

and the transcendental equation

$$
x-3 \tanh x=0
$$

The latter type is characterized by the fact that it effectively contains an infinite polynomial on the left-hand side.

We will discuss four methods which in various circumstances, can be used to obtain the real roots of equations of the above types. In all cases we will take as the specific equation to be solved the fifth order polynomial equation

$$
\begin{equation*}
f(x) \equiv x^{5}-2 x^{2}-3=0 \tag{11.1}
\end{equation*}
$$

The reasons for using the same equation each time are discussed in the previous section.

For future reference and so that the reader may, with the help of a ruler, follow some of the calculations leading to the evaluation of the real root of (11.1), a reasonably accurate graph of $f(x)$ for the range $0 \leqslant x \leqslant 1.9$ is shown in fig. 11.1.
Equation (11.1) is one for which no solution can be found with $x$ in closed form, that is in the form $x=a$, where $a$ does not explicitly contain $x$. The general scheme to be employed will be an iterative one in which successive approximations to a real root of (11.1) will be obtained, hopefully with each approximation better than the preceding one, but certainly with the requirement that the approximations converge and that they have as their limit the sought-for root. Let us denote the required root by $\xi$ and the values of successive approximations by $x_{1}, x_{2}, \ldots$, $x_{n}, \ldots$ Then for any particular method to be successful

$$
\begin{equation*}
\lim _{n \rightarrow \infty} x_{n}=\xi, \quad \text { where } f(\xi)=0 \tag{11.2}
\end{equation*}
$$

However, success as used here is not the only criterion. Since, in practice, only a finite number of iterations will be possible, it is important that the values of $x_{n}$ be close to that of $\xi$ for all $n>N$, where $N$ is a relatively low number. Exactly how low naturally depends upon the computing resources available and the accuracy required in the final answer.


Fig. 11.1 A graph of the function $f(x)=x^{5}-2 x^{2}-3$ for $x$ in the range $0 \leqslant x \leqslant$ 1.9.

So that the reader may assess the progress of the calculations which follow, we record that to 9 significant figures the real root of (11.1) has the value

$$
\begin{equation*}
\xi=1.49510640 \tag{11.3}
\end{equation*}
$$

We now consider in turn each of four methods for determining this value.

1. Rearrangement of the equation. If the equation $f(x)=0$ can be recast into the form

$$
\begin{equation*}
x=\phi(x) \tag{11.4a}
\end{equation*}
$$

where $\phi(x)$ is a slowly varying function of $x$, then an iteration scheme

$$
\begin{equation*}
x_{n+1}=\phi\left(x_{n}\right) \tag{11.4b}
\end{equation*}
$$

will often produce a fair approximation to $\xi$ after a few iterations. Clearly $\xi=\phi(\xi)$ since $f(\xi)=0$, and thus when $x_{n}$ is close to $\xi$ the next approximation $x_{n+1}$ will differ little from $x_{n}$, the actual size of the difference giving an order of magnitude indication of the inaccuracy in $x_{n+1}$ (as compared to $\xi$ ).

In the present case the equation can be written

$$
\begin{equation*}
x=\left(2 x^{2}+3\right)^{1 / 5} \tag{11.5a}
\end{equation*}
$$

Because of the presence of the $1 / 5$ th power, the right-hand side is insensitive to the value of $x$ and so the form ( 11.5 a ) fits the general requirements for the method to work satisfactorily. It only remains to choose a starting approximation. It is relatively easy to see from fig. 11.1 that the value 1.5 would be a good starting value, but so that the behaviour of the procedure at values some way from the actual root can be studied, we will make the poorer choice of $x_{1}=1.7$.

With this starting value and the general recurrence relationship

$$
\begin{equation*}
x_{n+1}=\left(2 x_{n}^{2}+3\right)^{1 / 5} \tag{11.5b}
\end{equation*}
$$

successive values can be found. These are recorded in table 11.1. Although not strictly necessary, the value of $f\left(x_{n}\right) \equiv x_{n}^{5}-2 x_{n}^{2}-3$ is also shown at each stage.

It is seen that $x_{7}$ and all later $x_{n}$ agree with the precise answer (equation (11.3)) to within 1 part in $10^{4}$. On the other hand $f\left(x_{n}\right)$ and $x_{n}-\xi$ are both reduced by a factor of only about 4 for each iteration; thus a large number of them would be required to produce a very accurate answer. The factor of 4 is of course specific to this particular problem and would be different for a different equation. Although they do not illustrate a
great deal in this case, the successive values of $x_{n}$ are shown in graph (a) of fig. 11.2.
2. Linear interpolation. In this approach two values $A_{1}$ and $B_{1}$ of $x$ are chosen with $A_{1}<B_{1}$ and such that $f\left(A_{1}\right)$ and $f\left(B_{1}\right)$ have opposite signs.


Fig. 11.2 Graphical illustrations of the iteration methods discussed in the text: (a) rearrangement; (b) linear interpolation; (c) binary chopping; (d) New-ton-Raphson.

## Table 11.1

| $n$ | $x_{n}$ | $f\left(x_{n}\right)$ |
| :--- | :--- | :--- |
| 1 | 1.7 | 5.42 |
| 2 | 1.54418 | 1.01 |
| 3 | 1.50686 | $2.28 \times 10^{-1}$ |
| 4 | 1.49792 | $5.37 \times 10^{-2}$ |
| 5 | 1.49578 | $1.28 \times 10^{-2}$ |
| 6 | 1.49527 | $3.11 \times 10^{-3}$ |
| 7 | 1.49514 | $7.34 \times 10^{-4}$ |
| 8 | 1.49512 | $1.76 \times 10^{-4}$ |

The chord joining the two points $\left(A_{1}, f\left(A_{1}\right)\right)$ and ( $\left.B_{1}, f\left(B_{1}\right)\right)$ is then notionally constructed, as illustrated in graph (b) of fig. 11.2, and the value $x_{1}$ at which the chord cuts the $x$-axis determined by the interpolation formula

$$
\begin{equation*}
x_{n}=\frac{A_{n} f\left(B_{n}\right)-B_{n} f\left(A_{n}\right)}{f\left(B_{n}\right)-f\left(A_{n}\right)}, \tag{11.6}
\end{equation*}
$$

with $n=1$. Next $f\left(x_{1}\right)$ is evaluated and the process repeated after replacing with $x_{1}$ either $A_{1}$ or $B_{1}$, according as $f\left(x_{1}\right)$ has the same sign as $f\left(A_{1}\right)$ or as $f\left(B_{1}\right)$ respectively. [In fig. $11.2(b), A_{1}$ is the one replaced.]

As in our particular example, there is a tendency (if the curvature of $f(x)$ is of constant sign near the root) for one of the two ends of the successive chords to be fixed.

Starting with the initial values $A_{1}=1$ and $B_{1}=1.7$, the results of the first five iterations using (11.6) are given in table 11.2 and indicated in graph (b) of fig. 11.2.

## Table 11.2

| $n$ | $A_{n}$ | $f\left(A_{n}\right)$ | $B_{n}$ | $f\left(B_{n}\right)$ | $x_{n}$ | $f\left(x_{n}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1.0 | -4.0000 | 1.7 | 5.4186 | 1.2973 | -2.6916 |
| 2 | 1.2973 | -2.6916 | 1.7 | 5.4186 | 1.4310 | -1.0957 |
| 3 | 1.4310 | -1.0957 | 1.7 | 5.4186 | 1.4762 | -0.3482 |
| 4 | 1.4762 | -0.3482 | 1.7 | 5.4186 | 1.4897 | -0.1016 |
| 5 | 1.4897 | -0.1016 | 1.7 | 5.4186 | 1.4936 | -0.0289 |
| 6 | 1.4936 | -0.0289 | 1.7 | 5.4186 | 1.4947 | -0.0082 |

As with the rearrangement method the improvement in accuracy is a fairly constant factor at each iteration (approximately 3 in this case), and for our particular example there is little to choose between the two. Both tend to their limiting value of $\xi$ monotonically, from either higher or lower values, and this makes it difficult to estimate limits within which $\xi$ can safely be presumed to lie. The next method to be described gives at any stage a range of values within which $\xi$ is known to lie.
3. Binary chopping. Again two values of $x, A_{1}$ and $B_{1}$ which straddle the root are chosen, with $A_{1}<B_{1}$ and $f\left(A_{1}\right)$ and $f\left(B_{1}\right)$ having opposite signs. The interval between them is then halved by forming

$$
\begin{equation*}
x_{n}=\frac{1}{2}\left(A_{n}+B_{n}\right), \tag{11.7}
\end{equation*}
$$

with $n=1$, and $f\left(x_{1}\right)$ evaluated. [Notice that $x_{1}$ is determined solely by $A_{1}$ and $B_{1}$ and not by the values of $f\left(A_{1}\right)$ and $f\left(B_{1}\right)$, as in the linear interpolation method.] Now $x_{1}$ is used to replace either $A_{1}$ or $B_{1}$, depending on which of $f\left(A_{1}\right)$ or $f\left(B_{1}\right)$ has the same sign as $f\left(x_{1}\right)$, i.e. if $f\left(A_{1}\right)$ and $f\left(x_{1}\right)$ have the same sign, $x_{1}$ replaces $A_{1}$. The process is then repeated to obtain $x_{2}, x_{3}$, etc.

This has been carried through below for our standard equation (11.1) and is illustrated in fig. 11.2 (c). The entries in table 11.3 have been rounded to 4 places of decimals. It is suggested that the reader follows through the sequential replacements of the $A_{n}$ and $B_{n}$ in the table and correlates the first few of these with graph (c) of fig. 11.2 and also with the schematic tree in fig. 11.3.

Table 11.3

| $n$ | $A_{n}$ | $f\left(A_{n}\right)$ | $B_{n}$ | $f\left(B_{n}\right)$ | $x_{n}$ | $f\left(x_{n}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| 1 | 1.0000 | -4.0000 | 1.7000 | 5.4186 | 1.3500 | -2.1610 |
| 2 | 1.3500 | -2.1610 | 1.7000 | 5.4186 | 1.5250 | 0.5968 |
| 3 | 1.3500 | -2.1610 | 1.5250 | 0.5968 | 1.4375 | -0.9946 |
| 4 | 1.4375 | -0.9946 | 1.5250 | 0.5968 | 1.4813 | -0.2573 |
| 5 | 1.4813 | -0.2573 | 1.5250 | 0.5968 | 1.5031 | 0.1544 |
| 6 | 1.4813 | -0.2573 | 1.5031 | 0.1544 | 1.4922 | -0.0552 |
| 7 | 1.4922 | -0.0552 | 1.5031 | 0.1544 | 1.4977 | 0.0487 |
| 8 | 1.4922 | -0.0552 | 1.4977 | 0.0487 | 1.4949 | -0.0085 |

Clearly the accuracy with which $\xi$ is known in this approach increases by only a factor of 2 at each step, but this accuracy is predictable at the outset of a calculation and (unless $f(x)$ has very violent behaviour near
$x=\xi$ ) a range of $x$ in which $\xi$ lies can be safely stated at any stage. At the stage reached above it may be stated that $1.4949<\xi<1.4977$. Binary chopping thus gives a simple (less multiplication than linear interpolation, for example), predictable, and relatively safe method of solving algebraic or transcendental equations although its convergence is slow.


Fig. 11.3 Schematic tree of the binary chopping procedure used to obtain table 11.3.
4. Newton-Raphson method. The Newton-Raphson ( $\mathrm{N}-\mathrm{R}$ ) procedure is somewhat similar to the interpolation method but, as will be seen, has one distinct advantage over it. Instead of constructing the chord between two points on the curve of $f(x)$ against $x$, the tangent to the curve is notionally constructed at each successive value of $x_{n}$ and the next value $x_{n+1}$ taken at the point at which the tangent cuts the axis $f(x)=0$. This is illustrated in graph ( $d$ ) of fig. 11.2.

If the $n$th value is $x_{n}$ then the tangent to the curve of $f(x)$ at that point has slope $f^{\prime}\left(x_{n}\right)$ and passes through the point $x=x_{n}, y=f\left(x_{n}\right)$. It is thus

$$
\begin{equation*}
y(x)=\left(x-x_{n}\right) f^{\prime}\left(x_{n}\right)+f\left(x_{n}\right) \tag{11.8}
\end{equation*}
$$

The value of $x$ at which $y=0$ is then taken as $x_{n+1}$; thus the condition $y\left(x_{n+1}\right)=0$ yields from (11.8) the iteration scheme

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{11.9}
\end{equation*}
$$

This is the Newton-Raphson iteration formula. Clearly when $x_{n}$ is close to $\xi, x_{n+1}$ is close to $x_{n}$, as it should be. It is also apparent that if any of
the $x_{n}$ comes close to a stationary point of $f$ so that $f^{\prime}\left(x_{n}\right)$ is close to zero, then the scheme is not going to work well.

For our standard example, (11.9) becomes

$$
\begin{align*}
x_{n+1} & =x_{n}-\frac{x_{n}^{5}-2 x_{n}^{2}-3}{5 x_{n}^{4}-4 x_{n}} \\
& =\frac{4 x_{n}^{5}-2 x_{n}^{2}+3}{5 x_{n}^{4}-4 x_{n}} \tag{11.10}
\end{align*}
$$

Again taking a starting value of $x_{1}=1.7$ we obtain in succession the entries in table 11.4. The different values are given to an increasing number of decimal places as the calculation proceeds and $f\left(x_{n}\right)$ is recorded also.

Table 11.4

| $n$ | $x_{n}$ | $f\left(x_{n}\right)$ |
| :--- | :--- | :--- |
| 1 | 1.7 | 5.42 |
| 2 | 1.54501 | 1.03 |
| 3 | 1.49887 | $7.20 \times 10^{-2}$ |
| 4 | 1.49513 | $4.49 \times 10^{-4}$ |
| 5 | 1.49510640 | $2.6 \times 10^{-8}$ |
| 6 | 1.49510640 | - |

It is apparent that this method is unlike the previous ones in that the increase in accuracy of the answer is not constant throughout the iterations, but improves dramatically as the required root is approached. Away from the root the behaviour of the series is less satisfactory and from its geometrical interpretation it can be seen that if, for example, there were a maximum or minimum near the root then the series could oscillate between values on either side of it (instead of 'homing' on the root). The reason for the good convergence near the root is discussed in the next section.

Of the four methods mentioned, no single one is ideal and in practice some mixture of them is usually to be preferred. The particular combination of methods selected will depend a great deal on how easily the progress of the calculation may be monitored, but some combination of the first three methods mentioned, followed by the Newton-Raphson scheme if great accuracy is required, would be suitable for most circumstances.

### 11.2 Convergence of iteration schemes

For iteration schemes in which $x_{n+1}$ can be expressed as a differentiable function of $x_{n}$, e.g. the rearrangement or Newton-Raphson methods of the previous section, a partial analysis of the conditions necessary for a successful scheme can be made as follows.

Suppose the general iteration formula is expressed as

$$
\begin{equation*}
x_{n+1}=F\left(x_{n}\right) \tag{11.11}
\end{equation*}
$$

[(11.5 b) and (11.10) are examples]; then the sequence of values $x_{1}$, $x_{2}, \ldots, x_{n}, \ldots$ is required to converge to the value $\xi$, which satisfies both

$$
\begin{equation*}
f(\xi)=0 \tag{11.12a}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi=F(\xi) \tag{11.12b}
\end{equation*}
$$

If the error in the solution at the $n$th stage is $\epsilon_{n}$, i.e. $x_{n}=\xi+\epsilon_{n}$, then

$$
\begin{equation*}
\xi+\epsilon_{n+1}=x_{n+1}=F\left(x_{n}\right)=F\left(\xi+\epsilon_{n}\right) \tag{11.13a}
\end{equation*}
$$

For the iteration process to converge, a decreasing error is required, that is $\left|\epsilon_{n+1}\right|<\left|\epsilon_{n}\right|$. To see what this implies about $F$, we expand the righthand term of (11.13 a) by means of a Taylor series to replace (11.13 a) by

$$
\begin{equation*}
\xi+\epsilon_{n+1}=\xi+\epsilon_{n} F^{\prime}(\xi)+\frac{1}{2} \epsilon_{n}^{2} F^{\prime \prime}(\xi)+\cdots . \tag{11.13b}
\end{equation*}
$$

This shows that for small $\epsilon_{n}$,

$$
\epsilon_{n+1} \simeq F^{\prime}(\xi) \epsilon_{n},
$$

and that a necessary (but not sufficient) condition for convergence is that

$$
\begin{equation*}
\left|F^{\prime}(\xi)\right|<1 \tag{11.14}
\end{equation*}
$$

[Notice that this is a condition on $F^{\prime}(\xi)$ and not one on $f^{\prime}(\xi)$, which may have any finite value.]

Figure 11.4 illustrates in a graphical way how the convergence proceeds for the case $0<F^{\prime}(\xi)<1$.
$\rightarrow$. Sketch corresponding graphs showing
(i) the convergence for the case $-1<F^{\prime}(\xi)<0$,
(ii) the divergence when $F^{\prime}(\xi)>1$.

Equation (11.13 b) suggests that if $F(x)$ can be chosen so that $F^{\prime}(\xi)=0$ then the ratio $\left|\epsilon_{n+1} / \epsilon_{n}\right|$ could be made very small, of order $\epsilon_{n}$ in fact.


Fig. 11.4 Illustration of the convergence of the iteration scheme $x_{n+1}=F\left(x_{n}\right)$ when $0<F^{\prime}(\xi)<1$, where $\xi=F(\xi)$.

Or to go even further, if it can be arranged that the first several derivatives of $F$ vanish at $x=\xi$, then the convergence, once $x_{n}$ has become close to $\xi$, could become very rapid indeed. If the first $N-1$ derivatives of $F$ vanish at $x=\xi$, i.e.

$$
\begin{equation*}
F^{\prime}(\xi)=F^{\prime \prime}(\xi)=\cdots=F^{(N-1)}(\xi)=0 \tag{11.15a}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\epsilon_{n+1}=O\left(\epsilon_{n}^{N}\right) \tag{11.15b}
\end{equation*}
$$

then the scheme is said to have $N$ th order convergence.
This is the cause of the significant difference in convergence between the Newton-Raphson scheme and the others discussed (judged by reference to ( 11.15 b ), so that the differentiability of the function $F$ is not a prerequisite). The $\mathrm{N}-\mathrm{R}$ procedure has second-order convergence as is shown by the following analysis. Since

$$
\begin{aligned}
F(x) & =x-f(x) / f^{\prime}(x) \\
F^{\prime}(x) & =1-f^{\prime}(x) / f^{\prime}(x)+\left[f(x) f^{\prime \prime}(x)\right] /\left[f^{\prime}(x)\right]^{2} \\
& =f(x) f^{\prime \prime}(x) /\left[f^{\prime}(x)\right]^{2}
\end{aligned}
$$

Now, provided $f^{\prime}(\xi) \neq 0$, that $F^{\prime}(\xi)=0$ follows because $f(x)=0$ at $x=\xi$.
$\rightarrow 2$. A common iteration scheme for finding the square root of the number $X$ is

$$
\begin{equation*}
x_{n+1}=\frac{1}{2}\left(x_{n}+\frac{X}{x_{n}}\right) \tag{11.16}
\end{equation*}
$$

Show that it has second-order convergence and illustrate its efficiency by finding say $\sqrt{ } 16$ starting with the very bad guess $\sqrt{ } 16=1$.

### 11.3 Simultaneous linear equations

Many situations in physical science can be described approximately or exactly by means of a number $N$ of simultaneous linear equations in $N$ variables $x_{i}(i=1,2, \ldots, N)$. They take the general form

$$
\begin{align*}
& a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 N} x_{N}=y_{1}, \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 N} x_{N}=y_{2}, \\
& a_{N 1} x_{1}+a_{N 2} x_{2}+\cdots+a_{N N} x_{N}=y_{N}, \tag{11.17}
\end{align*}
$$

where the $a_{i j}$ are constants and form the elements of a square matrix $A$. The $y_{i}$ are given and form a vector $\mathbf{y}$.

If $A$ is non-singular, i.e. the determinant of $A$ is not zero, then the inverse matrix $A^{-1}$ can be formed and the values of the $x_{i}$ obtained in terms of it as

$$
\begin{equation*}
\mathbf{x}=A^{-1} \mathbf{y} \tag{11.18a}
\end{equation*}
$$

or, using subscripts and the summation convention,

$$
\begin{equation*}
x_{i}=\left(A^{-1}\right)_{i j} y_{j} \tag{11.18~b}
\end{equation*}
$$

This approach is discussed in chapter 14 in much more detail and will not be pursued here.

The idea of eliminating the variables one at a time (Gaussian elimination) from equations like (11.17) is probably very familiar to the reader and so a specific example will not be given to illustrate this alone. Instead we will show how a calculation along such lines might be arranged, so that the errors due to the inherent lack of perfect precision in any calculating equipment do not become excessive. This can happen if the value of $N$ is large and particularly (we will merely state this) if the elements on
the leading diagonal of the matrix $\left(a_{11}, a_{22}, \ldots, a_{N N}\right.$, in (11.17)) are small compared with the off-diagonal ones.

The process to be described is known as Gaussian elimination with interchange. The only difference from straightforward elimination is that before each variable $x_{i}$ is eliminated (to reduce the number of variables and equations both by one) the equations are reordered to put the largest (in modulus) remaining coefficient of $x_{i}$ on the leading diagonal.

We will take as an illustration a straightforward three-variable example, which can in fact be solved perfectly well without any interchange, since with simple numbers and only two eliminations to perform, rounding errors do not have a chance to build up. However the important thing is that the reader appreciates how this would be applied in say a computer programme for a 100 -variable case, perhaps with unforseeable zeros or very small numbers appearing on the leading diagonal.

Example 11.1. Solve the simultaneous equations

$$
\begin{align*}
x_{1}+6 x_{2}-4 x_{3} & =8,(a) \\
3 x_{1}-20 x_{2}+x_{3} & =12,(b) \\
-x_{1}+3 x_{2}+5 x_{3} & =3 .(c) \tag{11.19}
\end{align*}
$$

Firstly interchange rows $(a)$ and $(b)$ to bring the $3 x_{1}$ onto the leading diagonal

$$
\begin{aligned}
3 x_{1}-20 x_{2}+x_{3} & =12,(\mathrm{i}) \\
x_{1}+6 x_{2}-4 x_{3} & =8,(d) \\
-x_{1}+3 x_{2}+5 x_{3} & =3 .(e)
\end{aligned}
$$

For $j=(d)$ and (e), replace row $(j)$ by

$$
\operatorname{row}(j)-\frac{a_{j 1}}{3} \times \operatorname{row}(\mathrm{i})
$$

to give the two equations

$$
\begin{aligned}
(6+20 / 3) x_{2}+(-4-1 / 3) x_{3} & =8-12 / 3,(i i) \\
(3-20 / 3) x_{2}+(5+1 / 3) x_{3} & =3+12 / 3 .(f)
\end{aligned}
$$

Now $|(6+20 / 3)|>|(3-20 / 3)|$ and so no interchange is needed before the next elimination. To eliminate $x_{2}$, replace row $(f)$ by

$$
\text { row }(f)-\frac{(-11 / 3)}{(38 / 3)} \times \text { row }(\mathrm{ii})
$$

This gives

$$
\left[\frac{16}{3}+\frac{11}{38} \times \frac{(-13)}{3}\right] x_{3}=7+\frac{11}{38} \times 4 . \text { (iii) }
$$

Collecting together and tidying up the final equations we have

$$
\begin{aligned}
3 x_{1}-20 x_{2}+x_{3} & =12, \text { (i) } \\
38 x_{2}-13 x_{3} & =12, \text { (ii) } \\
x_{3} & =2 \text { (iii) }
\end{aligned}
$$

Starting with (iii) and working backwards it is now a simple matter to obtain

$$
x_{1}=10, \quad x_{2}=1, \quad x_{3}=2
$$

the required solution.
This example gives an explicit way of solving (11.19) to an accuracy that is limited only by the rounding errors in the calculating facilities available, and the calculation has been planned to minimize these. However, in some cases it may be that only an approximate solution is needed, and then for large numbers of variables an iterative method may produce a satisfactory degree of precision with less calculation. The method we will describe is the Gauss-Seidel iteration and is based upon the following analysis.

The problem is, given the matrix and vector equation

$$
\begin{equation*}
A \mathbf{x}=\mathbf{y} \tag{11.20}
\end{equation*}
$$

where $A$ and $\mathbf{y}$ are known, to find the components of vector $\mathbf{x}$. The procedure is:
(i) Rearrange the equations (usually by simple division on both sides of each equation) so that all diagonal elements of the new matrix $B$ are unity, that is (11.20) becomes

$$
\begin{equation*}
B \mathbf{x}=\mathbf{z} \tag{11.21}
\end{equation*}
$$

where

$$
\begin{equation*}
B=I-C \tag{11.22}
\end{equation*}
$$

and $C$ has zeros as its diagonal elements.
(ii) Putting (11.22) into (11.21) produces

$$
\begin{equation*}
C \mathbf{x}+\mathbf{z}=I \mathbf{x}=\mathbf{x} \tag{11.23}
\end{equation*}
$$

which forms the basis of an iteration scheme

$$
\begin{equation*}
\mathbf{x}^{(m+1)}=C \mathbf{x}^{(m)}+\mathbf{z} \tag{11.24}
\end{equation*}
$$

where the vector $\mathbf{x}^{(m)}$ is the $m$ th approximation to the required solution of (11.20), which we denote by $\xi$. [ $\mathbf{x}^{(m)}$ is not to be confused with the $m$ th derivative of $\mathbf{x}$, but is used here instead of $\mathbf{x}_{m}$ because, as is customary, we are denoting the $i$ th element of $\mathbf{x}$ by $x_{i}$.]
(iii) To improve the convergence, the matrix $C$ (which has zeros on its diagonal) can be written as the sum of two matrices $L$ and $U$ which have non-zero elements only below and above the leading diagonal respectively;

$$
\begin{array}{ll}
L_{i j}=C_{i j} \quad(i>j), & L_{i j}=0 \quad(i \leqslant j), \\
U_{i j}=C_{i j} \quad(i<j), & U_{i j}=0 \quad(i \geqslant j) . \tag{11.25~b}
\end{array}
$$

This enables the latest values of the components of $\mathbf{x}$ to be used at each stage and an improved form of (11.24) to be obtained

$$
\begin{equation*}
\mathbf{x}^{(m+1)}=L \mathbf{x}^{(m+1)}+U \mathbf{x}^{(m)}+\mathbf{z} \tag{11.26}
\end{equation*}
$$

To see why this is possible we may notice, for example, that when calculating say $x_{4}^{(m+1)}$, the quantities $x_{3}^{(m+1)}, x_{2}^{(m+1)}$ and $x_{1}^{(m+1)}$ are already known and that these are the only ones needed to evaluate $\left(L \mathbf{x}^{(m+1)}\right)_{4}$ because of the structure of $L$.

Example 11.2. Obtain an approximate solution to the equations of example 11.1.

The equations are

$$
\left.\begin{array}{rl}
x_{1}+6 x_{2}-4 x_{3} & =8  \tag{11.19bis}\\
3 x_{1}-20 x_{2}+x_{3} & =12 \\
-x_{1}+3 x_{2}+5 x_{3} & =3
\end{array}\right\}
$$

Divide the equations by $1,-20$ and 5 respectively to give

$$
\begin{aligned}
x_{1}+6 x_{2}-4 x_{3} & =8 \\
-0.15 x_{1}+x_{2}-0.05 x_{3} & =-0.6 \\
-0.2 x_{1}+0.6 x_{2}+x_{3} & =0.6
\end{aligned}
$$

Thus, set out in matrix form, (11.26) is in this case

$$
\begin{align*}
{\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]_{(m+1)} } & =\left[\begin{array}{lcl}
0 & 0 & 0 \\
0.15 & 0 & 0 \\
0.2 & -0.6 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]_{(m+1)} \\
& +\left[\begin{array}{ccl}
0 & -6 & 4 \\
0 & 0 & 0.05 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{33}
\end{array}\right]_{m}+\left[\begin{array}{c}
8 \\
-0.6 \\
0.6
\end{array}\right] \tag{11.27}
\end{align*}
$$

Suppose initially we make the guess that $x_{1}^{(1)}=x_{2}^{(1)}=x_{3}^{(1)}=2$. Then the successive sets of values of the three quantities generated by (11.27) are as shown in table 11.5.

## Table 11.5

| $m$ | $x_{1}^{(m)}$ | $x_{2}^{(m)}$ | $x_{3}^{(m)}$ |
| :--- | :---: | :--- | :--- |
| $\mathbf{1}$ | 2 | 2 | 2 |
| 2 | 4 | 0.1 | 1.34 |
| 3 | 12.76 | 1.381 | 2.323 |
| 4 | 9.008 | 0.867 | 1.881 |
| 5 | 10.321 | 1.042 | 2.039 |
| 6 | 9.902 | 0.987 | 1.988 |
| 7 | $\mathbf{1 0 . 0 2 9}$ | 1.004 | 2.004 |

Thus it is seen that, even with the rather poor initial guess, a close approximation to the exact result $x_{1}=10, x_{2}=1, x_{3}=2$ is obtained in only a few iterations.

Although for the solution of most matrix equations $A \mathbf{x}=\mathbf{y}$ the number of operations involved increases rapidly with the size of the matrix (roughly as the cube of the number of variables, $N$ ) for one particularly simple kind of matrix the computing required is only proportional to $N$. This type often occurs in physical situations in which an ordered set of objects interact only with their nearest neighbours, and is one in which only the leading diagonal and the diagonals immediately above and below it contain non-zero entries. Such matrices are known as tridiagonal matrices.

A typical matrix equation involving a tridiagonal matrix is thus

$$
\left[\begin{array}{ccccccc}
b_{1} & c_{1} & & & & &  \tag{11.28}\\
a_{2} & b_{2} & c_{2} & & & & 0 \\
& a_{3} & b_{3} & c_{3} & & & \\
& & \cdot & \cdot & \cdot & & \\
& & & \cdot & \cdot & \cdot & \\
& & & & \cdot & & \\
& 0 & & & a_{N-1} & b_{N-1} & c_{N-1} \\
& & & & & a_{N} & b_{N}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
\cdot \\
\cdot \\
\cdot \\
x_{N-1} \\
x_{N}
\end{array}\right]=\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
\cdot \\
\cdot \\
\cdot \\
y_{N-1} \\
y_{N}
\end{array}\right]
$$

In such an equation the first and last rows involve $x_{1}$ and $x_{N}$ respectively, and so a solution could be found by letting $x_{1}$ be unknown and then
solving each row of the equation in turn in terms of $x_{1}$, and finally determining $x_{1}$ by requiring the next to last line to generate for $x_{N}$ an equation compatible with that given by the last line. However, if the matrix is large this becomes a very cumbersome operation and a simpler method is to assume a form of solution (no summation convention in this section)

$$
\begin{equation*}
x_{i-1}=\theta_{i-1} x_{i}+\phi_{i-1} \tag{11.29}
\end{equation*}
$$

Then, since the $i$ th line of (11.28) is

$$
a_{i} x_{i-1}+b_{i} x_{i}+c_{i} x_{i+1}=y_{i}
$$

we must have, by substituting for $x_{i-1}$, that

$$
\left(a_{i} \theta_{i-1}+b_{i}\right) x_{i}+c_{i} x_{i+1}=y_{i}-a_{i} \phi_{i-1}
$$

This again is of the form (11.29) but with $i$ replaced by $i+1$.
Thus the recurrence formulae for the $\theta_{i}$ and $\phi_{i}$ are $\dagger$

$$
\begin{equation*}
\theta_{i}=\frac{-c_{i}}{a_{i} \theta_{i-1}+b_{i}}, \quad \phi_{i}=\frac{y_{i}-a_{i} \phi_{i-1}}{a_{i} \theta_{i-1}+b_{i}} \tag{11.30}
\end{equation*}
$$

and from the first row of (11.28), $\theta_{1}=-c_{1} / b_{1}$ and $\phi_{1}=y_{1} / b_{1}$. The equation may therefore be solved for the $x_{i}$ in two stages without carrying an unknown quantity throughout. First, all the $\theta_{i}$ and $\phi_{i}$ are generated using (11.30) and the values of $\theta_{1}$ and $\phi_{1}$, and then after these are obtained, (11.29) is used to evaluate the $x_{i}$ starting with $x_{N}\left(=\phi_{N}\right)$ and working backwards.

As a simple worked example consider the equation

$$
\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 0 & 0  \tag{11.31}\\
-1 & 2 & 1 & 0 & 0 & 0 \\
0 & 2 & -1 & 2 & 0 & 0 \\
0 & 0 & 3 & 1 & 1 & 0 \\
0 & 0 & 0 & 3 & 4 & 2 \\
0 & 0 & 0 & 0 & 0 & 2
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{8}
\end{array}\right]=\left[\begin{array}{c}
2 \\
3 \\
-3 \\
10 \\
7 \\
2
\end{array}\right],
$$

and its solution by means of table 11.6 , in which the arrows indicate the general flow of the calculation.

It will be seen later that such equations can be used to solve certain types of differential equations by numerical approximation.

[^35]Table 11.6

| $i$ | $a_{i}$ | $b_{1}$ | $c_{i}$ | $a_{i} \theta_{i-1}+b_{i}$ | $\theta_{i}$ | $y_{i}$ | $a_{t} \phi_{i-1}$ | $\phi_{i}$ | $x_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | - | 1 | 0 | - | 0 | 2 | - | 2 | $\rightarrow 2$ (check) |
| 2 | -1 | 2 | 1 | 2 | $-1 / 2$ | 3 | -2 | 5/2 | 1 |
| $\downarrow$ | 2 | -1 | 2 | -2 | 1 | -3 | 5 | 4 | 3 |
| $\downarrow 4$ | 3 | 1 | 1 | 4 | $-1 / 4$ | 10 | 12 | $-1 / 2$ | -1 |
| $\downarrow 5$ | 3 | 4 | 2 | 13/4 | -8/13 | 7 | $-3 / 2$ | 34/13 |  |
| $\downarrow 6$ | 0 | 2 | - | 2 | - |  | 0 |  | $\rightarrow 1$ |

### 11.4 Numerical integration

Sometimes, for example, when a function is presented in the form of a tabulation, it is not possible to evaluate a required integral in closed form, that is to give an explicit expression equal to the integral

$$
\begin{equation*}
I=\int_{a}^{b} f(x) \mathrm{d} x \tag{11.32}
\end{equation*}
$$

then a numerical evaluation becomes necessary. This is done by regarding $I$ as representing the area under the curve of $f(x)$, as discussed in chapter 1 , and attempting to estimate this area.
The simplest methods of doing this involve dividing up the interval $a \leqslant x \leqslant b$ into $N$ equal sections each of length $h=(b-a) / N$. The


Fig. 11.5 (a) Definition of nomenclature. (b) The approximation in using the trapezium rule. (c) The Simpson's rule approximation.
dividing points are labelled $x_{i}$ with $x_{0}=a, x_{N}=b$ and $i$ running from 0 to $N$. The point $x_{i}$ is at a distance $i h$ from $a$. The central value of $x$ in a strip (at $x_{i}+\frac{1}{2} h$ ) is denoted for brevity by $x_{i+1 / 2}$, and for the same reason $f\left(x_{i}\right)$ is written as $f_{i}$. This nomenclature is indicated graphically in fig. $11.5(a)$.

So that we may compare later estimates of the area under the curve with the true value, we next calculate exactly an expression [even though we cannot evaluate it] for $I$. To do this we need consider only one strip, say that between $x_{i}$ and $x_{i+1}$. For this strip the area is

$$
\begin{align*}
& \int_{-h / 2}^{h / 2} f\left(x_{i+1 / 2}+y\right) \mathrm{d} y=\int_{-h / 2}^{h / 2} \sum_{n=0}^{\infty} f^{(n)}\left(x_{i+1 / 2}\right) \frac{y^{n}}{n!} \mathrm{d} y \\
& \quad \text { (Taylor's expansion) } \\
&=\sum_{n=0}^{\infty} f^{(n)}\left(x_{i+1 / 2}\right) \int_{-h / 2}^{h / 2} \frac{y^{n}}{n!} \mathrm{d} y \\
&=\sum_{n \text { even }} f_{i+1 / 2}^{(n)} \frac{2}{(n+1)!}\left(\frac{h}{2}\right)^{n+1} \quad \text { (exact). } \tag{11.33}
\end{align*}
$$

Notice that only even derivatives of $f$ survive the integration and that all derivatives are evaluated at $x_{i+1 / 2}$.

Now we turn to various ways of approximating $I$, given the values of, or a means to calculate, $f_{i}$ for $i=0,1, \ldots, N$.

1. Trapezium rule. In this simple case the area shown in fig. 11.5 is approximated by that drawn in (b), i.e. by a trapezium. The area $A_{i}$ of the trapezium is clearly

$$
\begin{equation*}
A_{i}=\frac{1}{2}\left(f_{i}+f_{i+1}\right) h \tag{11.34}
\end{equation*}
$$

and if such contributions for all strips are added together the estimate of the total area, and hence of $I$ is

$$
\begin{equation*}
I \text { (estim. })=\sum_{i=0}^{N-1} A_{i}=\frac{h}{2}\left(f_{0}+2 f_{1}+2 f_{2}+\cdots+2 f_{N-1}+f_{N}\right) \tag{11.35}
\end{equation*}
$$

This provides a very simple expression for estimating integral (11.32); its accuracy is limited only by the extent to which $h$ can be made very small (and hence $N$ very large) without making the calculation excessively long. Clearly the estimate provided is only exact if $f(x)$ is a linear function of $x$.

The error made in calculating the area of a strip when the trapezium rule is used may be estimated as follows. The values used are (equation
(11.34)) $f_{i}$ and $f_{i+1}$. These can be (accurately) expressed in terms of $f_{i+1 / 2}$ and its derivatives by a Taylor series

$$
\begin{array}{r}
f_{i+1 / 2 \pm 1 / 2}=f_{i+1 / 2} \pm \frac{h}{2} f_{i+1 / 2}^{\prime}+\frac{1}{2!}\left(\frac{h}{2}\right)^{2} f_{i+1 / 2}^{\prime \prime} \pm \frac{1}{3!}\left(\frac{h}{2}\right)^{3} \\
\times f_{i+1 / 2}^{(3)}+\cdots \tag{11.36}
\end{array}
$$

Thus

$$
\begin{align*}
A_{i}(\text { estim. }) & =\frac{1}{2} h\left(f_{i}+f_{i+1}\right) \\
& =h\left[f_{i+1 / 2}+\frac{1}{2!}\left(\frac{h}{2}\right)^{2} f_{i+1 / 2}^{\prime \prime}+O\left(h^{4}\right)\right] \tag{11.37}
\end{align*}
$$

whilst, from the first few terms of the exact result (11.33),

$$
\begin{equation*}
A_{i}(\text { exact })=h f_{i+1 / 2}+\frac{2}{3!} \frac{h^{3}}{8} f_{i+1 / 2}^{\prime \prime}+O\left(h^{5}\right) \tag{11.38}
\end{equation*}
$$

Thus the error

$$
\begin{align*}
\Delta A_{i}=A_{i}(\text { estim. })-A_{i}(\text { exact }) & =\left(\frac{1}{8}-\frac{1}{24}\right) h^{3} f_{i+1 / 2}^{\prime \prime}+O\left(h^{5}\right) \\
& \simeq \frac{h^{3}}{12} f_{i+1 / 2}^{\prime \prime} \tag{11.39}
\end{align*}
$$

The total error in $I$ (estim.) is thus approximately given by

$$
\begin{equation*}
\frac{n h^{3}}{12}\left\langle f^{\prime \prime}\right\rangle=\frac{h^{2}(b-a)}{12}\left\langle f^{\prime \prime}\right\rangle, \tag{11.40}
\end{equation*}
$$

where $\left\langle f^{\prime \prime}\right\rangle$ represents an average value for the second derivative of $f$ over the interval $a$ to $b$.
2. Simpson's rule. Whereas the trapezium rule makes a linear interpolation of $f$, Simpson's rule effectively mimics the local variation of $f(x)$ with parabolas. The strips are treated two at a time (fig. $11.5(c)$ ) and therefore the number of them should be made even (that is $N$ should be even).

In the neighbourhood of $x_{i}$ (where $i$ is odd) it is supposed that $f(x)$ can be adequately represented by a quadratic form

$$
\begin{equation*}
f\left(x_{i}+y\right)=f_{i}+a y+b y^{2} \tag{11.41}
\end{equation*}
$$

Applying this in particular to $y= \pm h$ yields an expression for $b$,

$$
\begin{aligned}
& f_{i+1}=f\left(x_{i}+h\right)=f_{i}+a h+b h^{2} \\
& f_{i-1}=f\left(x_{i}-h\right)=f_{i}-a h+b h^{2}
\end{aligned}
$$

Thus $\quad b h^{2}=\frac{1}{2}\left(f_{i+1}+f_{i-1}-2 f_{i}\right)$.
Now if representation (11.41) is assumed, the area of the double strip from $x_{i-1}$ to $x_{i+1}$ is given by

$$
A_{i}(\text { estim. })=\int_{-h}^{n}\left(f_{i}+a y+b y^{2}\right) \mathrm{d} y=2 h f_{i}+\frac{2 b}{3} h^{3} .
$$

Substituting for $b h^{2}$ from (11.42) then yields for the estimated area

$$
\begin{align*}
A_{i}(\text { estim. }) & =2 h f_{i}+\frac{2}{3} h \cdot \frac{1}{2}\left(f_{i+1}+f_{i-1}-2 f_{i}\right) \\
& =\frac{1}{3} h\left(4 f_{i}+f_{i+1}+f_{i-1}\right), \tag{11.43}
\end{align*}
$$

an expression involving only given quantities. [Note that the value of $b$ need never be calculated.]
For the full integral,

$$
\begin{equation*}
I(\text { estim. })=\frac{h}{3}\left(f_{0}+f_{N}+4 \sum_{\text {modd }} f_{m}+2 \sum_{m \text { even }} f_{m}\right) . \tag{11.44}
\end{equation*}
$$

3. Follow the same procedure as in the trapezium rule case to show that the error in the estimated area is approximately

$$
\frac{(b-a)}{180} h^{4}\left\langle f^{(4)}\right\rangle .
$$

[In (11.33) and (11.36) replace $h / 2$ by $h$ and $i+\frac{1}{2}$ by $i$.]
In the two cases considered, the function $f$ was mimicked by linear and quadratic functions. These yield exact answers if $f$ is itself a linear or quadratic function (respectively) of $x$. This process could be continued by increasing the order of the polynomial mimicking function so as to increase the accuracy with which more complicated functions $f$ could be numerically integrated; but the same effect can be achieved with less effort by not insisting upon equally spaced points $x_{i}$.
The detailed analysis of methods of numerical integration, in which the integration points are not equally spaced and the weightings given to the values at each point do not fall into a few simple groups, is too long to be given here. The reader is referred to books devoted specifically to the theory of numerical analysis, where he will find details of the integration points and weights for many possible schemes. $\dagger$

We will content ourselves here with mentioning only Gaussian integration which is based upon the orthogonality properties, in the interval

[^36]$-1 \leqslant x \leqslant 1$, of the Legendre polynomials $P_{l}(x)$ [discussed in chapter 6]. In order to use these properties the integral between limits $a$ and $b$ in (11.32) has to be changed to one between limits -1 and +1 . This is easily done by a change of variable from $x$ to $z$ given by
\[

$$
\begin{equation*}
z=\frac{2 x-b-a}{b-a} \tag{11.45a}
\end{equation*}
$$

\]

when I becomes

$$
\begin{equation*}
I=\frac{(b-a)}{2} \int_{-1}^{1} g(z) \mathrm{d} z \tag{11.45b}
\end{equation*}
$$

in which $g(z) \equiv f(x)$.
The integration points $x_{i}$ for an $n$-point Gaussian integration are given by the zeros of $P_{n}(x)$, i.e. the $x_{i}$ are such that $P_{n}\left(x_{i}\right)=0$. For example, the $x_{i}$ for a 3-point integration are at 0 and $\pm 0.77460$. The corresponding weightings $w_{i}$ (also obtainable from the theory of Legendre polynomials) are 0.88889 and 0.55556 . The value of the integral of $f(x)$ between -1 and +1 is given by $\sum_{i} w_{i} f\left(x_{i}\right)$. It can be shown that an $n$-point Gaussian integration can evaluate exactly the integral of a $2 n-1$ degree polynomial.

We will finish this section by evaluating the same integral

$$
\begin{equation*}
\int_{0}^{1} f(x) \mathrm{d} x=\int_{0}^{1} \frac{1}{1+x^{2}} \mathrm{~d} x \tag{11.46}
\end{equation*}
$$

by each of the three methods (using in each case a three-point formula, i.e. using $x_{0}, x_{1}$ and $x_{2}$ ) and also exactly, so that they may be compared.
(i) The exact evaluation.

$$
\int_{0}^{1} \frac{\mathrm{~d} x}{1+x^{2}}=[\arctan x]_{0}^{1}=\frac{\pi}{4}=0.78540
$$

(ii) Trapezium rule.

$$
\begin{aligned}
I & =\frac{1}{2} \cdot \frac{1}{2}\left[f(0)+2 f\left(\frac{1}{2}\right)+f(1)\right] \\
& =\frac{1}{4}[1+8 / 5+1 / 2]=0.7750 .
\end{aligned}
$$

(iii) Simpson's rule.

$$
\begin{aligned}
I & =\frac{1}{3} \cdot \frac{1}{2}\left[f(0)+4 f\left(\frac{1}{2}\right)+f(1)\right] \\
& =\frac{1}{6}[1+16 / 5+1 / 2]=0.7833 .
\end{aligned}
$$

(iv) Gaussian integration.

$$
\begin{aligned}
I & =\frac{1-0}{2} \int_{-1}^{1} \frac{\mathrm{~d} z}{1+\frac{1}{4}(z+1)^{2}} \\
& =\frac{1}{2}\{0.55556[f(-0.77460)+f(0.77460)]+0.88889 f(0)\} \\
& =\frac{1}{2}\{0.55556[0.987458+0.559503]+0.88889[0.8]\} \\
& =0.78527 .
\end{aligned}
$$

These results are sufficient to indicate that in practice a compromise has to be struck between the accuracy of the result achieved and the calculational labour which goes into obtaining it.

### 11.5 Finite differences

In several places in the previous section comparison was made between, on the one hand, sums and differences of sequential values of $f_{i}$, and, on the other, the derivatives of $f$ at one of the points at which the $f_{i}$ were evaluated. Here, by way of preparation for the numerical treatment of differential equations in the next and subsequent sections, we will do this in a more systematic way.
Again we consider a set of values $f_{i}$ of a function $f(x)$ evaluated at equally spaced points $x_{i}$, with common separation $h$. The basis for our discussion will again be the Taylor series expansion, but on this occasion about the point $x_{i}$. It is

$$
f_{\mathrm{t} \pm 1}=f_{\mathrm{t}} \pm h \frac{\mathrm{~d} f}{\mathrm{~d} x}+\frac{h^{2}}{2!} \frac{\mathrm{d}^{2} f}{\mathrm{~d} x^{2}} \pm \frac{h^{3}}{3!} \frac{\mathrm{d}^{3} f}{\mathrm{~d} x^{3}}+\cdots,
$$

where all the derivatives are evaluated at $x=x_{i}$ and a general one will be denoted by $f_{i}^{(n)}$.

From (11.47), three different expressions which approximate $f_{i}^{(1)}$ can be derived. The first of these, obtained by subtracting the two equations is

$$
\begin{equation*}
\left.f_{i}^{(1)} \equiv \frac{\mathrm{d} f}{\mathrm{~d} x}\right|_{x_{i}}=\frac{f_{i+1}-f_{i-1}}{2 h}-\frac{h^{2}}{3!} \frac{\mathrm{d}^{3} f}{\mathrm{~d} x^{3}}-\cdots . \tag{11.48}
\end{equation*}
$$

The quantity $\left(f_{i+1}-f_{i-1}\right) / 2 h$ is known as the central difference approximation to $f_{i}^{(1)}$ and can be seen from (11.48) to be in error by approximately $\left(h^{2} / 6\right) f_{i}^{(3)}$.

An alternative approximation, obtained from $(11.47+$ ) alone, is given by

$$
\begin{equation*}
\left.f_{i}^{(1)} \equiv \frac{\mathrm{d} f}{\mathrm{~d} x}\right|_{x_{i}}=\frac{f_{i+1}-f_{i}}{h}-\frac{h}{2!} \frac{\mathrm{d}^{2} f}{\mathrm{~d} x^{2}}-\cdots \tag{11.49}
\end{equation*}
$$

The forward difference, $\left(f_{i+1}-f_{i}\right) / h$, is clearly a poorer approximation since it is in error by approximately $(h / 2) f_{i}^{(2)}$ (as compared with $\left(h^{2} / 6\right) f_{i}^{(3)}$ ), and similarly for the backward difference, $\left(f_{i}-f_{i-1}\right) / h$, obtained from ( $11.47-$ ), although the sign of the error is reversed in this latter case.

This type of differencing approximation can be continued to the higher derivatives of $f$ in an obvious manner. By adding the two equations (11.47) a central difference approximation to $f_{i}^{(2)}$ can be obtained as

$$
\begin{equation*}
\left.f_{i}^{(2)} \equiv \frac{\mathrm{d}^{2} f}{\mathrm{~d} x^{2}}\right|_{x_{i}} \approx \frac{f_{i+1}-2 f_{i}+f_{i-1}}{h^{2}} \tag{11.50}
\end{equation*}
$$

The error in this approximation (also known as the second difference of $f$ ) is easily shown to be ( $h^{2} / 12$ ) $f_{i}^{(4)}$.

Of course if the function $f(x)$ is a sufficiently simple function of $x$, all derivatives beyond a particular one may vanish anyway, and then there is no error in taking the difference to give the derivative.
-4. The following is copied from a table of entries for the values of a second-order polynomial $f(x)$ at values of $x$ from 1 to 12 inclusive,

$$
2,2, ?, 8,14,22,32,46, ?, 74,92,112
$$

The entries marked ? were illegible and in addition an error was made in the transcription. Find the illegible entries and locate and correct the copying error.

Would your procedure have worked if the copying error had been in $f(6)$ ?

### 11.6 Difference schemes for differential equations

For the remaining sections of this chapter our attention will be on the solution of differential equations by numerical methods. We consider first the simplest kind of equation - one of first order, represented typically by

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=f(x, y) \tag{11.51}
\end{equation*}
$$

where $y$ is taken as the dependent variable and $x$ the independent one. If this equation can be solved analytically then this is the best course to
adopt; but sometimes this is not possible and a numerical approach becomes necessary. Some of the examples we will use can in fact be solved easily by an explicit integration, but, for the purposes of illustration, this is an advantage rather than the reverse since useful comparisons can then be made between the numerically derived solution and the exact one.

The first method to be described is not so much numerical as graphical, but as it is sometimes useful it is included here. The method, known as that of isoclines, is to sketch for a number of values of a constant $c$ those curves (the isoclines) in the $x y$-plane along which $f(x, y)=c$, that is those curves along which $\mathrm{d} y / \mathrm{d} x$ (where $y$ is the required solution) is a constant of known value. [Notice that these are not generally straight lines.] Since a straight line of slope $\mathrm{d} y / \mathrm{d} x$ at and through any particular point is a tangent to the curve $y=y(x)$ at that point, small elements of straight lines of slopes appropriate to the isoclines they cut, effectively form the curve $y=y(x)$.


Fig. 11.6 The isocline method. The cross lines on each isocline show the slopes that solutions of $\mathrm{d} y / \mathrm{d} x=-2 x y$ must have at the points where they cross the isoclines. The heavy line is the solution with $y(0)=1, \operatorname{viz} . \exp \left(-x^{2}\right)$.

Figure 11.6 illustrates in outline the method as applied to the solution of

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=-2 x y \tag{11.52}
\end{equation*}
$$

The thinner curves (rectangular hyperbolae) are a selection of the isoclines along which $-2 x y$ is constant and equal to the corresponding value of $c$. The small cross lines on each curve show the slopes $(=c)$ solutions of (11.52) must have if they cross the curve. The thick curve is the solution which has value $y=1$ at $x=0$ and takes the slope dictated by the value of $c$ on each isocline it crosses. [It is the function $y=\exp \left(-x^{2}\right)$.]

We now turn to more directly numerical methods and, so as to illustrate some of the difficulties in applying them to differential equations, carry through one or two elementary calculations based upon representations of derivatives by differences, as discussed in the previous section.

Consider the differential equation

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=-y, \quad y(0)=1 \tag{11.53}
\end{equation*}
$$

and the possibility of solving it numerically by approximating $\mathrm{d} y / \mathrm{d} x$ by the forward difference

$$
\begin{equation*}
\left.\frac{\mathrm{d} y}{\mathrm{~d} x}\right|_{x_{i}} \approx \frac{y_{i+1}-y_{i}}{h} \tag{11.54}
\end{equation*}
$$

using the notation of section 11.5 , but with $f$ now replaced by $y$. This would lead to the recurrence relation

$$
\begin{align*}
y_{i+1} & =y_{i}+h(\mathrm{~d} y / \mathrm{d} x)_{i} \\
& =y_{i}-h y_{i} \quad[\text { from }(11.53)] \\
& =(1-h) y_{i} . \tag{11.55}
\end{align*}
$$

Thus since $y_{0}=y(0)=1$ is given, $y_{1}=y(0+h)=y(h)$ can be calculated and so on (this is the Euler method). Table 11.7 shows the values of $y(x)$ obtained if this is done using various values of $h$, for selected values of $x$. The exact value $[y(x)=\exp (-x)]$ is also shown.

Table 11.7

| $x$ | $h=0.01$ | $h=0.1$ | $h=0.5$ | $h=1$ | $h=1.5$ | $h=2$ | $h=3$ | Exact |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | $(1)$ | $(1)$ | $(1)$ | $(1)$ | $(1)$ | $(1)$ | $(1)$ | $(1)$ |
| 0.5 | 0.605 | 0.590 | 0.500 | 0 | -0.500 | -1 | -2 | 0.607 |
| 1.0 | 0.366 | 0.349 | 0.250 | 0 | 0.250 | 1 | 4 | 0.368 |
| 1.5 | 0.221 | 0.206 | 0.125 | 0 | -0.125 | -1 | -8 | 0.223 |
| 2.0 | 0.134 | 0.122 | 0.063 | 0 | 0.063 | 1 | 16 | 0.135 |
| 2.5 | 0.081 | 0.072 | 0.032 | 0 | -0.032 | -1 | -32 | 0.082 |
| 3.0 | 0.049 | 0.042 | 0.016 | 0 | 0.016 | 1 | 64 | 0.050 |

It is clear that to maintain anything like a reasonable accuracy only very small steps $h$ can be used. Indeed, if $h$ is taken large enough, not only is the accuracy bad but, as can be seen, for $h>1$ the calculated solution oscillates and for $h>2$ it diverges. Equation (11.55) is of the form $y_{i+1}=\lambda y_{i}$, and a necessary condition for non-divergence is $|\lambda|<1$, i.e. $0<h<2$. [Clearly the satisfaction of this condition in no way guarantees accuracy.]

Part of this difficulty arises because of the poor approximation in (11.54); its right-hand side is a closer approximation to $\mathrm{d} y / \mathrm{d} x$ evaluated at $x=x_{i}+\frac{1}{2} h$ rather than at $x=x_{i}$. This is the result of using a forward difference approximation rather than the more accurate [but of course still approximate] central difference.

If a central difference is used (Milne's method), equation (11.48) et seq. give the recurrence relation

$$
\begin{equation*}
y_{i+1}=y_{i-1}+2 h(\mathrm{~d} y / \mathrm{d} x)_{i} \tag{11.56a}
\end{equation*}
$$

in general, or

$$
\begin{equation*}
y_{i+1}=y_{i-1}-2 h y_{i} \tag{11.56~b}
\end{equation*}
$$

in this case. An additional difficulty then arises, since two initial values of $y$ are needed. These can be estimated by other means (e.g. a Taylor series as discussed later) but for illustration we will take the accurate value of $y(-h)=\exp (h)$ as giving $y_{-1}$. Taking for the sake of example $h=0.5$, and using ( 11.56 b ), gives the results shown in table 11.8 .

Table 11.8

| $x$ | $y(x)$ |
| :---: | :---: |
| -0.5 | $(1.648)$ |
| 0 | $(1.000)$ |
| 0.5 | 0.648 |
| 1.0 | 0.352 |
| 1.5 | 0.296 |
| 2.0 | 0.056 |
| 2.5 | 0.240 |
| 3.0 | -0.184 |

Although some improvement is noticeable (as compared to the corresponding column in table 11.7) in the early values of the calculated $y(x)$, this scheme runs into difficulties as is obvious from the last two lines.

Some part of this poor performance is not really attributable to the
approximations made in estimating $\mathrm{d} y / \mathrm{d} x$ but to the form of the equation itself. Any rounding error occurring in the evaluation effectively introduces a small amount of the solution of

$$
\frac{\mathrm{d} y}{\mathrm{~d} x}=+y
$$

into $y$. This equation has solution $y(x)=\exp (x)$ and will ultimately render the calculations totally inaccurate. [The numbers given in tables 11.7 and 11.8 are not sufficiently precise to show this effect for the small amount of calculation carried out.]

We have only illustrated rather than analysed some of the difficulties associated with simple (finite) difference iteration schemes for differential equations, but they may be summarized as (i) insufficiently precise approximations to the derivatives, and (ii) inherent instability due to rounding errors.

Difference schemes for partial differential equations are discussed briefly later.

### 11.7 Taylor series solutions

Consider again the first-order equation

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=f(x, y), \quad y\left(x_{0}\right)=y_{0} \tag{11.57}
\end{equation*}
$$

Since a Taylor series expansion is exact if all its terms are included and the limits of convergence are not exceeded, we may seek to use it to evaluate $y_{1}, y_{2}$, etc. for the above equation and boundary condition.

The Taylor series is

$$
\begin{equation*}
y(x+h)=y(x)+h y^{\prime}(x)+\frac{h^{2}}{2!} y^{\prime \prime}(x)+\frac{h^{3}}{3!} y^{(3)}(x)+\cdots \tag{11.58}
\end{equation*}
$$

Turning this into the present notation at the point $x=x_{i}$,

$$
\begin{equation*}
y_{i+1}=y_{i}+h y_{i}^{(1)}+\frac{h^{2}}{2} y_{i}^{(2)}+\frac{h^{3}}{6} y_{i}^{(3)}+\cdots \tag{11.59}
\end{equation*}
$$

But for the required solution $y(x)$,

$$
\begin{equation*}
y_{i}^{(1)}=\left.\frac{\mathrm{d} y}{\mathrm{~d} x}\right|_{x_{i}}=f\left(x_{i}, y_{i}\right) \tag{11.60a}
\end{equation*}
$$

is given, and the second derivative can be obtained from it,

$$
\begin{equation*}
y_{i}^{(2)}=\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} x}=\frac{\partial f}{\partial x}+f \frac{\partial f}{\partial y} \tag{11.60b}
\end{equation*}
$$

evaluated at $x=x_{i}, y=y_{i}$. This process can be continued for the third and higher derivatives all of which are to be evaluated at $\left(x_{i}, y_{i}\right)$.

Having obtained expressions for the derivatives $y_{i}^{(n)}$ in (11.59) two alternative ways of proceeding are open.
(i) To use (11.59) to evaluate $y_{i+1}$ and then repeat the whole process to obtain $y_{i+2}$, and so on.
(ii) To apply (11.59) several times but using a different value of $h$ each time and so obtain the corresponding values of $y(x+h)$.
It is clear that approach (i) does not require so many terms of (11.59) to be kept, but on the other hand the $y_{i}^{(n)}$ have to be recalculated at each step. With approach (ii) fairly accurate results for $y$ may be obtained for values of $x$ close to the given starting value, but for large values of $h$ a large number of terms of ( 11.59 ) must be retained.

If the original equation is, say, second order,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}=g\left(x, y, \frac{\mathrm{~d} y}{\mathrm{~d} x}\right) \tag{11.61}
\end{equation*}
$$

rather than first order, then values of $\mathrm{d} y / \mathrm{d} x$ will need to be calculated at each $x_{i}$ in order to adopt approach (i). A given initial value for $y^{\prime}\left(x_{0}\right)$ will be required for either method. A Taylor series expansion for $y_{i+1}^{(1)}$ is easily obtained from the original Taylor expansion (11.58) by differentiating it with respect to $x$; it is

$$
\begin{equation*}
y_{i+1}^{(1)}=y_{i}^{(1)}+h y_{i}^{(2)}+\frac{h^{2}}{2} y_{i}^{(3)}+\frac{h^{3}}{6} y_{i}^{(4)}+\cdots \tag{11.62}
\end{equation*}
$$

As an example of a Taylor series solution using approach (ii) referred to above, the following problem will be solved.

Example 11.3. Evaluate the solution of the equation

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=2 y^{3 / 2}, \quad y(0)=1 \tag{11.63}
\end{equation*}
$$

for $x=0.1$ to 0.5 in steps of 0.1 .
The necessary derivatives will be calculated without commentary, since the origin of each factor is fairly clear.

$$
\begin{aligned}
y(0) & =1, & y(0) & =1 . \\
y^{\prime} & =2 y^{3 / 2}, & y^{\prime}(0) & =2 . \\
y^{\prime \prime} & =\frac{3}{2} \cdot 2 y^{1 / 2} \cdot 2 y^{3 / 2}=6 y^{2}, & y^{\prime}(0) & =6 . \\
y^{(3)} & =12 y \cdot 2 y^{3 / 2}=24 y^{5 / 2}, & y^{(3)}(0) & =24 . \\
y^{(4)} & =60 y^{3 / 2} \cdot 2 y^{3 / 2}=120 y^{3}, & y^{(4)}(0) & =120 . \\
y^{(5)} & =360 y^{2} \cdot 2 y^{3 / 2}=720 y^{7 / 2}, & y^{(5)}(0) & =720 .
\end{aligned}
$$

Thus the Taylor expansion of the solution about the origin (more correctly a Maclaurin series) is

$$
y(x)=1+2 x+\frac{6}{2!} x^{2}+\frac{24}{3!} x^{3}+\frac{120}{4!} x^{4}+\frac{720}{5!} x^{5}+\cdots
$$

Hence, $y($ estim. $)=1+2 x+3 x^{2}+4 x^{3}+5 x^{4}+6 x^{5}$.
Table 11.9

| $x$ | $y$ (estim.) | $y$ (exact) |
| :--- | :--- | :--- |
| 0 | 1.0000 | 1.0000 |
| 0.1 | 1.2346 | 1.2346 |
| 0.2 | 1.5619 | 1.5625 |
| 0.3 | 2.0331 | 2.0408 |
| 0.4 | 2.7254 | 2.7778 |
| 0.5 | 3.7500 | 4.0000 |

Comparison with the exact value (table 11.9) shows that using the first six terms gives a value which is correct to 1 part in 100 up to $x=0.3$.
$\rightarrow 5$. Integrate (11.63) analytically and hence verify the exact values quoted.

### 11.8 Prediction and correction

An improvement in the accuracy obtainable using difference methods is possible if steps are taken, sometimes retrospectively to allow for the inaccuracies in approximating derivatives by differences. We shall describe only the simplest schemes of this kind and begin with a prediction method usually called the Adams method.

The forward difference estimate of $y_{i+1}$, namely

$$
\begin{equation*}
y_{i+1}=y_{i}+h y_{i}^{(1)}=y_{i}+h f\left(x_{i}, y_{i}\right) \tag{11.64}
\end{equation*}
$$

(where the equation to be solved is again $\mathrm{d} y / \mathrm{d} x=f(x, y)$ ), would give exact results if $y$ were a linear function of $x$ in the range $x_{i} \leqslant x \leqslant x_{i}+h$. The idea behind the Adams method is to allow some relaxation of this and suppose that $y$ can be adequately approximated by a parabola over the interval $x_{i-1} \leqslant x \leqslant x_{i+1}$. Then $\mathrm{d} y / \mathrm{d} x$ can be approximated by a linear function in the same interval. That is

$$
\begin{equation*}
f(x, y)=\frac{\mathrm{d} y}{\mathrm{~d} x} \approx a+b\left(x-x_{i}\right), \quad \text { for } x_{i}-h \leqslant x \leqslant x_{i}+h . \tag{11.65}
\end{equation*}
$$

The values of $a$ and $b$ are fixed by the calculated values of $f$ at $x_{i-1}$ and $x_{i}$, which we may denote by $f_{i-1}$ and $f_{i}$, as

$$
\begin{equation*}
a=f_{t}, \quad b=\frac{f_{i}-f_{i-1}}{h} . \tag{11.66}
\end{equation*}
$$

Thus

$$
y_{i+1}-y_{i} \approx \int_{x_{i}}^{x_{i}+n}\left[f_{i}+\frac{\left(f_{i}-f_{i-1}\right)}{h}\left(x-x_{i}\right)\right] \mathrm{d} x,
$$

which yields
-6. $\quad y_{t+1}=y_{t}+h f_{i}+\frac{1}{2} h\left(f_{t}-f_{t-1}\right)$.
The last term of this expression is seen to be a correction to result (11.64). That it is in some sense the second-order correction $\left[\frac{1}{2} h^{2} y_{i-1 / 2}^{(2)}\right]$ to a first-order formula is apparent.

For using such a procedure, in addition to the usual requirement of the value of $y_{0}$, a value must be found for $y_{1}$ and hence $f_{1}$. This has to be obtained by other methods, e.g. a Taylor series expansion.
Improvements to simple difference formulae can also be obtained by using correction methods. Here a rough prediction of the next value $y_{i+1}$ is first made and then this is used in a better predicting formula [not originally usable, since the formula itself requires a (rough) value of $y_{i+1}$ for its evaluation]. The value of $y_{i+1}$ is then recalculated using this better formula.

Such a scheme based on the forward difference formula might be,
(i) predict $y_{i+1}$ using $y_{i+1}=y_{i}+h f_{i}$,
(ii) calculate $f_{i+1}$ using this value,
(iii) recalculate $y_{i+1}$ using $y_{i+1}=y_{i}+\frac{1}{2} h\left(f_{i}+f_{i+1}\right)$. Here $\frac{1}{2}\left(f_{i}+f_{i+1}\right)$ has replaced the $f_{i}$ used in (i), since it better represents the average value of $\mathrm{d} y / \mathrm{d} x$ in the interval $x_{t} \leqslant x \leqslant x_{t+1}$.

Steps (ii) and (iii) can be iterated if more accuracy is required.
Many more complex schemes of prediction and correction, in most cases combining the two in the same process, have been devised, but the reader is referred to more specialist texts for discussions of them.

### 11.9 Runge-Kutta methods

The Runge-Kutta method of integrating

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=f(x, y) \tag{11.68}
\end{equation*}
$$

is a step-by-step process of obtaining an approximation for $y_{i+1}$ starting from the value $y_{i}$. Among its advantages are that no functions other than $f$ are used, no subsidiary differentiation is needed, and no subsidiary starting values need be calculated.

To be set against these advantages is the fact that $f$ is evaluated using somewhat complicated arguments and that this has to be done several times for each increase in the value of $i$. However, once a procedure has been established, for example using a computer programme, the method usually gives good results.

The basis of the method is to simulate the (accurate) Taylor series for $y\left(x_{i}+h\right)$, not by calculating all the higher derivatives of $y$ at the point $x_{i}$, but by taking a particular combination of the values of the first derivative of $y$ evaluated at a number of carefully chosen points. Equation (11.68) is used to evaluate these first derivatives. The accuracy of the simulation can be made to be up to whatever power of $h$ is desired, but naturally the greater the accuracy the more complex the calculation and, in any case, rounding errors cannot ultimately be avoided.

The setting up of the calculational scheme may be illustrated by considering the particular case in which second-order accuracy in $h$ is required. To second order, the Taylor expansion is

$$
\begin{equation*}
y_{i+1}=y_{i}+h f_{i}+\left.\frac{h^{2}}{2} \frac{\mathrm{~d} f}{\mathrm{~d} x}\right|_{x_{i}} \tag{11.69}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\frac{\mathrm{d} f}{\mathrm{~d} x}\right|_{x_{i}}=\left.\left(\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} f\right)\right|_{x_{i}} \equiv \frac{\partial f_{i}}{\partial x}+\frac{\partial f_{i}}{\partial y} f_{i} \tag{11.70}
\end{equation*}
$$

the last step being merely the definition of the abbreviated notation.
We assume that this can be simulated by a form

$$
\begin{equation*}
y_{i+1}=y_{i}+\alpha_{1} h f_{i}+\alpha_{2} h f\left(x_{i}+\beta_{1} h, y_{i}+\beta_{2} h f_{i}\right) \tag{11.71}
\end{equation*}
$$

that is, effectively using a weighted mean of the value of $\mathrm{d} y / \mathrm{d} x$ at $x_{i}$ and its value at some point yet to be determined. The object will be to choose values of $\alpha_{1}, \alpha_{2}, \beta_{1}$ and $\beta_{2}$, so that (11.71) coincides with (11.69) up to the coefficient of $h^{2}$.

Expanding the function $f$ in the last term of (11.71) in a Taylor series of its own we obtain

$$
\begin{align*}
f\left(x_{i}+\beta_{1} h, y_{i}\right. & \left.+\beta_{2} h f_{i}\right) \\
& =f\left(x_{i}, y_{i}\right)+\beta_{1} h \frac{\partial f_{i}}{\partial x}+\beta_{2} h f_{i} \frac{\partial f_{i}}{\partial y}+O\left(h^{2}\right) \tag{11.72}
\end{align*}
$$

where $\partial f_{i} / \partial x$ and $\partial f_{i} / \partial y$ are as defined by (11.70). Putting this result into (11.71) and rearranging in powers of $h$ we obtain

$$
\begin{equation*}
y_{i+1}=y_{i}+\left(\alpha_{1}+\alpha_{2}\right) h f_{i}+\alpha_{2} h^{2}\left(\beta_{1} \frac{\partial f_{i}}{\partial x}+\beta_{2} f_{i} \frac{\partial f_{i}}{\partial y}\right) . \tag{11.73}
\end{equation*}
$$

Comparing this with (11.69) and (11.70) shows that there is in fact some freedom remaining in the choice of the $\alpha$ 's and $\beta$ 's. In terms of an arbitrary $\alpha_{1}$ (but $\neq 1$ )

$$
\begin{equation*}
\alpha_{2}=1-\alpha_{1}, \quad \beta_{1}=\beta_{2}=\frac{1}{2\left(1-\alpha_{1}\right)} \tag{11.74}
\end{equation*}
$$

One possible choice is $\alpha_{1}=\frac{1}{2}$, and then $\alpha_{2}=\frac{1}{2}, \beta_{1}=\beta_{2}=1$. In this case the procedure (equation (11.71)) can be summarized by

$$
\begin{align*}
y_{i+1} & =y_{i}+\frac{1}{2}\left(a_{1}+a_{2}\right) \\
a_{1} & =h f\left(x_{i}, y_{i}\right), \\
a_{2} & =h f\left(x_{i}+h, y_{i}+a_{1}\right) . \tag{11.75}
\end{align*}
$$

Similar schemes giving higher-order accuracy in $h$ can be devised. Two such schemes, which we give without derivation, are
(i) To order $h^{3}$,

$$
\begin{align*}
y_{i+1} & =y_{i}+\frac{1}{6}\left(b_{1}+4 b_{2}+b_{3}\right) \\
b_{1} & =h f\left(x_{i}, y_{i}\right), \\
b_{2} & =h f\left(x_{i}+\frac{1}{2} h, y_{i}+\frac{1}{2} b_{1}\right), \\
b_{3} & =h f\left(x_{i}+h, y_{i}+2 b_{2}-b_{1}\right) . \tag{11.76}
\end{align*}
$$

(ii) To order $h^{4}$,

$$
\begin{align*}
y_{i+1} & =y_{i}+\frac{1}{6}\left(c_{1}+2 c_{2}+2 c_{3}+c_{4}\right), \\
c_{1} & =h f\left(x_{i}, y_{i}\right), \\
c_{2} & =h f\left(x_{i}+\frac{1}{2} h, y_{i}+\frac{1}{2} c_{1}\right), \\
c_{3} & =h f\left(x_{i}+\frac{1}{2} h, y_{i}+\frac{1}{2} c_{2}\right), \\
c_{4} & =h f\left(x_{i}+h, y_{i}+c_{3}\right) . \tag{11.77}
\end{align*}
$$

### 11.10 Higher-order equations

The discussion of numerical solutions of differential equations has so far been in terms of one dependent and one independent variable related by a first-order equation. It is straightforward to carry out the extension to the case of several dependent variables $y^{(r)}$, governed by $R$ first-order equations

$$
\begin{equation*}
\frac{\mathrm{d} y^{[r]}}{\mathrm{d} x}=f^{(r)}\left(x, y^{[1]}, y^{[2]}, \ldots, y^{[R]}\right), \quad r=1,2, \ldots, R . \tag{11.78}
\end{equation*}
$$

The integration of these by the methods discussed for the one variable case presents no particular difficulty, provided that all of the equations are advanced through any particular step before any of them is taken through the following one.

Higher-order equations can be reduced to a set of simultaneous equations provided that they can be written in the form

$$
\begin{equation*}
\frac{\mathrm{d}^{R} y}{\mathrm{~d} x^{R}}=f\left(x, y, y^{\prime}, \ldots, y^{(R-1)}\right) \tag{11.79}
\end{equation*}
$$

where $R$ is the order of the equation. To do this a new set of variables $p_{r}$ is defined by

$$
\begin{equation*}
p_{r}=\frac{\mathrm{d}^{r} y}{\mathrm{~d} x^{r}}, \quad r=1,2, \ldots, R-1 \tag{11.80}
\end{equation*}
$$

Equation (11.79) is then equivalent to the set of simultaneous first-order equations

$$
\begin{align*}
& \frac{\mathrm{d} y}{\mathrm{~d} x}=p_{1} \\
& \frac{\mathrm{~d} p_{r}}{\mathrm{~d} x}=p_{r+1}, \quad r=1,2, \ldots, R-2 \\
& \frac{\mathrm{~d} p_{R-1}}{\mathrm{~d} x}=f\left(x, y, p_{1}, \ldots, p_{R-1}\right) \tag{11.81}
\end{align*}
$$

These can then be treated in the way indicated in the previous paragraph.
In practical problems it often happens that boundary conditions applicable to a higher-order equation do not consist of the function and all its derivatives at one particular point, but rather of (say) the value of the function at two separate (end-) points. In these cases an explicit step-bystep 'marching' scheme of solution is not available and other methods have to be tried.

One obvious method is to treat the problem as a 'marching one', but using a number of (intelligently guessed) initial values for the derivatives at the starting point. The aim then is to find by interpolation or some other form of iteration, those starting values for the derivatives which produce the given value of the function at the finishing point.

In some cases, for example, that of a second-order equation for $y(x)$ with constant coefficients and with the value of $y$ given at the two endpoints, the problem can be reduced by a differencing scheme to a matrix equation.

Consider the second-order equation

$$
\begin{equation*}
y^{\prime \prime}+2 k y^{\prime}+\mu y=f(x) \tag{11.82a}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
y(0)=A, \quad y(1)=B \tag{11.82b}
\end{equation*}
$$

If ( 11.82 a ) is replaced by a central difference equation

$$
\begin{equation*}
\frac{y_{i+1}-2 y_{i}+y_{i-1}}{h^{2}}+2 k \frac{y_{i+1}-y_{i-1}}{2 h}+\mu y_{i}=f\left(x_{i}\right), \tag{11.83}
\end{equation*}
$$

we obtain from it the recurrence relation

$$
\begin{equation*}
(1+k h) y_{t+1}+\left(\mu h^{2}-2\right) y_{i}+(1-k h) y_{i-1}=h^{2} f\left(x_{i}\right) \tag{11.84}
\end{equation*}
$$

For $h=1 /(N-1)$ this is in exactly the form of the $N \times N$ tridiagonal matrix equation (11.28) with

$$
\begin{aligned}
& b_{1}=b_{N}=1, \quad c_{1}=a_{N}=0, \quad a_{i}=(1-k h), \\
& b_{i}=\left(\mu h^{2}-2\right), \quad c_{i}=(1+k h), \quad i=2,3, \ldots, N-1,
\end{aligned}
$$

and the $y_{i}$ of that equation replaced here by $y_{1}=A, y_{N}=B$ and the other $y_{i}=h^{2} f\left(x_{i}\right)$. The solutions can be obtained as in (11.29) and (11.30).

### 11.11 Partial differential equations

The extension of previous methods to partial differential equations thus involving two or more independent variables, proceeds in a more or less obvious way. Rather than an interval divided into equal steps by the points at which solutions to the equations are to be found, a mesh of points in two or more dimensions has to be set up and all the variables given an increased number of subscripts.

Considerations of the stability, accuracy and feasibility of particular calculational schemes are in principle the same as for the one-dimensional case, but in practice are too complicated to be discussed here.

Rather than note generalities we are unable to pursue in any quantitative way, we will conclude by indicating in outline how two familiar partial equations of physical science can be set up for numerical solution. The first of these is Laplace's equation in two dimensions

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0 \tag{11.85}
\end{equation*}
$$

with the value of $\phi$ given on the perimeter of a closed domain.
A grid with spacings $\Delta x$ and $\Delta y$ in the two directions is first chosen, so that, for example, $x_{i}$ stands for the point $x_{0}+i \Delta x$ and $\phi_{i, j}$ for the value $\phi\left(x_{i}, y_{j}\right)$. Next, using a second central difference formula, (11.85) is turned into

$$
\begin{equation*}
\frac{\phi_{i+1, j}-2 \phi_{i, j}+\phi_{i-1, j}}{(\Delta x)^{2}}+\frac{\phi_{i, j+1}-2 \phi_{i, j}+\phi_{i, j-1}}{(\Delta y)^{2}}=0, \tag{11.86}
\end{equation*}
$$

for $(i=0,1, \ldots, N)$ and $(j=0,1, \ldots, M)$. If $(\Delta x)^{2}=\lambda(\Delta y)^{2}$, this then becomes a recurrence relationship

$$
\begin{equation*}
\phi_{i+1, j}+\phi_{i-1, j}+\lambda\left(\phi_{i, j+1}+\phi_{i, j-1}\right)=2(1+\lambda) \phi_{i, j} . \tag{11.87}
\end{equation*}
$$

The boundary conditions in their simplest form (rectangular domain) mean that

$$
\begin{equation*}
\left(\phi_{0, j}\right), \quad\left(\phi_{N, j}\right), \quad\left(\phi_{i, 0}\right), \quad\left(\phi_{i, M}\right), \tag{11.88}
\end{equation*}
$$

have predetermined values. [Clearly non-rectangular boundaries can be accommodated, either by more complex boundary value prescriptions or by using non-Cartesian coordinates.]

To find a set of values of $\phi_{i, j}$ satisfying (11.87), an initial guess is made, subject to the quantities listed in (11.88) having their fixed values, and then the values not on the boundary are iteratively adjusted in order to try to bring about condition (11.87) everywhere. We will not go into particular methods of doing this here, but when it has been achieved to within some required accuracy, the values $\phi_{i, j}$ give the solution of (11.85).

Our final example is based upon the diffusion equation in one dimension

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=K \frac{\partial^{2} \phi}{\partial x^{2}} \tag{11.89}
\end{equation*}
$$

If $\phi_{i, j}$ stands for $\phi\left(x_{0}+i \Delta x, t_{0}+j \Delta t\right)$, then a forward difference representation of the time derivative and a central difference one of the spatial derivative lead to the following relationship

$$
\begin{equation*}
\frac{\phi_{i, j+1}-\phi_{1, j}}{\Delta t}=K \frac{\phi_{i+1, j}-2 \phi_{i, j}+\phi_{i-1, j}}{(\Delta x)^{2}} . \tag{11.90}
\end{equation*}
$$

This allows the construction of an explicit scheme for generating the temperature distribution at later times, given it at an earlier one, namely

$$
\begin{equation*}
\phi_{i, j+1}=\alpha\left(\phi_{i+1, j}+\phi_{i-1, j}\right)+(1-2 \alpha) \phi_{i, j}, \tag{11.91}
\end{equation*}
$$

where $\alpha=K \Delta t /(\Delta x)^{2}$.
Although this scheme is explicit it is not a good one because of the asymmetric way the differences were formed. However, the effect of this can be minimized if we study the errors introduced in the following way.

From Taylor's series in time

$$
\begin{equation*}
\phi_{i, j+1}=\phi_{i, j}+\Delta t \frac{\partial \phi_{i, j}}{\partial t}+\frac{1}{2}(\Delta t)^{2} \frac{\partial \phi_{i, j}}{\partial t^{2}}+\cdots, \tag{11.92}
\end{equation*}
$$

(still using the notation that $\partial \phi_{i, j} / \partial t=\partial \phi\left(x_{i}, t_{j}\right) / \partial t$, etc.). Thus the first correction term to the left-hand side of (11.90) is

$$
\begin{equation*}
-\frac{1}{2}(\Delta t) \frac{\partial^{2} \phi_{\mathrm{i}, \mathrm{j}}}{\partial t^{2}} \tag{11.93a}
\end{equation*}
$$

The first omitted term on the right-hand side of the same equation is, by a similar argument,

$$
\begin{equation*}
-K \frac{2(\Delta x)^{2}}{4!} \frac{\partial^{4} \phi_{1, j}}{\partial x^{4}} \tag{11.93b}
\end{equation*}
$$

But using the fact that $\phi$ satisfies (11.89) we obtain

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial t^{2}}=\frac{\partial}{\partial t}\left(K \frac{\partial^{2} \phi}{\partial x^{2}}\right)=K \frac{\partial^{2}}{\partial x^{2}}\left(\frac{\partial \phi}{\partial t}\right)=K^{2} \frac{\partial^{4} \phi}{\partial x^{4}} \tag{11.94}
\end{equation*}
$$

and so, to this accuracy, the two errors (11.93 a, b) can be made to cancel if $\alpha$ is chosen so that

$$
-\frac{K^{2}(\Delta t)}{2}=-\frac{2 K(\Delta x)^{2}}{4!}
$$

i.e. $\quad \alpha=\frac{1}{6}$.

### 11.12 Examples for solution

1. Use an iteration procedure to find to 4 significant figures the root of the equation $40 x=\exp (x)$.
2. Using the Newton-Raphson procedure, find, correct to three decimal places, the root nearest to 7.0 of the equation $4 x^{3}+2 x^{2}-$ $200 x-50=0$.
3. Show that the rearrangement method discussed in section 11.1 has only first-order convergence.
4. The square root of a number $N$ is to be determined by means of the iteration process $x_{n+1}=x_{n}\left[1-\left(N-x_{n}^{2}\right) f(N)\right]$. Find how to choose $f(N)$ so that the process has second-order convergence.

Given that $\sqrt{ } 7=2.65$ approximately, calculate $\sqrt{ } 7$ as accurately as a single application of the formula will allow.
5. The following table of values of a polynomial of low degree contains an error. Identify and correct the erroneous value and extend the table up to $x=1.2$.

| $\boldsymbol{x}$ | $p(x)$ | $x$ | $p(x)$ |
| :--- | :--- | :--- | :--- |
| 0.0 | 0.000 | 0.5 | 0.157 |
| 0.1 | 0.011 | 0.6 | 0.216 |
| 0.2 | 0.040 | 0.7 | 0.245 |
| 0.3 | 0.081 | 0.8 | 0.256 |
| 0.4 | 0.128 | 0.9 | 0.243 |

6. Use a Taylor series to solve the equation

$$
\frac{\mathrm{d} y}{\mathrm{~d} x}+x y=0, \quad y(0)=1
$$

evaluating $y(x)$ for $x=0.0$ to 0.5 in steps of 0.1 .

## 12

## Calculus of variations

In a previous chapter it was shown how to find stationary values of functions of a single variable $f(x)$, of several variables $f(x, y, \ldots)$ and of constrained variables $f(x, y, \ldots)$ subject to $g_{i}(x, y, \ldots)=0,(i=1$, $2, \ldots, m$ ). In all these cases the forms of the functions $f$ and $g_{i}$ were known and the problem was one of finding suitable values of the variables $x, y, \ldots$.

We now turn to a different kind of problem, one in which there are not free variables which must be chosen in order to bring about a particular condition for a given function, but in which the functions are free and must be chosen to bring about a particular condition for a given expression which depends upon these functions.

To give a more concrete example of the type of question to be answered, we may ask the following. 'Why does a uniform rope suspended between two points take up the shape it does? Why doesn't it hang in an arc of a circle or in the form of three sides of a rectangle? Is it possible to predict the shape in which it will hang, that is to find a function, $y=y(x)$, that gives the vertical height of the rope as a function of horizontal position?'

The answers to the first two questions lie directly in the realm of physics and the 'umbrella' answer would be that the rope takes up the shape it does because for that shape the gravitational potential energy is the lowest possible consistent with having the rope of a certain length and with having its ends fixed. $\dagger$ On the basis of the general physical statement that 'the gravitational potential energy is . . . ends fixed', the calculus of variations, which forms the subject of this chapter, aims to answer the third question affirmatively and to produce the explicit function $y=y(x)$.
Two other more transparent examples may also be given of the type of question involved. 'Along what curve joining two fixed points is the total path-length of the curve a minimum?' 'In what shape should a fixed length of fencing be arranged so as to enclose the largest possible area?' The answers to the questions are physically obvious, but the important

[^37]point to notice here is that the questions do not contain any particular functions. It is the answers which give the functions [and the calculus of variations which provides the answers].

What the questions do provide are the general principles by which the particular functions are to be determined; these principles must be expressible in mathematical form. The mathematical form common to the three examples cited is an integral. In each case the quantity which has to be maximized or minimized by an appropriate choice of a function may be expressed as an integral involving the function and the variables describing the geometry of the situation [which are at the same time the variables upon which the function depends].

In the case of the rope, each elementary piece of the rope has a gravitational potential energy proportional to its vertical height above an arbitrary but common zero and to the length of the piece. The total potential energy is thus given by an integral for the whole rope of such elementary contributions. For the shortest-path and fencing problems the quantities to be minimized and maximized (respectively) are even more obviously expressed by integrals whose integrands involve the functions giving the shape of the shortest path or the lay-out of the fencing.

So we are led by this different type of question to study the value of an integral, for which the integrand has a specified form in terms of a function and its derivatives, and how that value changes when the form of the function is varied. Specifically we aim to find the function which makes the integral stationary, that is the function which makes the value of the integral a (local) maximum or minimum.

### 12.1 Euler's equation

As has been our practice elsewhere, we will assume that all the functions we need to deal with are sufficiently smooth and differentiable.

Let us take as the integral for study

$$
\begin{equation*}
I=\int_{a}^{b} F\left(y, y^{\prime}, x\right) \mathrm{d} x \tag{12.1}
\end{equation*}
$$

where $a, b$ and the form of $F$ are fixed by given considerations, e.g. the physics of the problem, but the curve $y=y(x)$ has to be chosen so as to give a stationary value to $I$, which clearly is a function [more technically a functional] of the curve, i.e. $I=I(y)$.

As an example for the form $F$, we could consider the total energy of a particle moving in a harmonic potential well $V=\frac{1}{2} k y^{2}$,

$$
E=\frac{1}{2} m \dot{y}^{2}+\frac{1}{2} k y^{2} .
$$

Here the independent variable $x$ of (12.1) has been replaced by time, but the form $F\left(u_{1}, u_{2}, u_{3}\right)=\frac{1}{2} m u_{2}^{2}+\frac{1}{2} k u_{1}^{2}$, illustrates what is meant by $F\left(y, y^{\prime}, x\right)$ in (12.1).


Fig. 12.1 Possible paths for the integral of equation (12.1). The solid line is the curve along which the integral is assumed stationary. The dashed curves represent small variations of the path from this.

Referring to fig. 12.1, we now want to choose a function $y=y(x)$ (given, say, by the solid line) such that first-order small changes in it (for example the two dashed paths) will make only second-order changes in the values of $I$. Put in other words, we require that the changes in the contributions to $I$ of the various factors and parts in $F$ when the path is varied, should cancel each other to a first approximation.

Writing this in more mathematical form, let us suppose that $y=y(x)$ is the required function for making $I$ stationary, and consider replacing $y(x)$ by $y(x)+\alpha \eta(x)$ where $\eta(x)$ is another function and $\alpha$ is small. Here $\eta(x)$ is arbitrary, but like $y(x)$ it is assumed to have sufficiently amenable mathematical properties. Our requirement that the change in $I$ is $\mathrm{O}\left(\alpha^{2}\right)$ can thus be expressed as

$$
\begin{equation*}
\left.\frac{\mathrm{d} I}{\mathrm{~d} \alpha}\right|_{\alpha=0}=0 \text { for all } \eta(x) \tag{12.2}
\end{equation*}
$$

Putting the new form into (12.1) explicitly gives

$$
I(y, \alpha)=\int_{a}^{b} F\left(y+\alpha \eta, y^{\prime}+\alpha \eta^{\prime}, x\right) \mathrm{d} x
$$

and expanding in a Taylor series in $\alpha$, this becomes

$$
I(y, \alpha)=\int_{a}^{b} F\left(y, y^{\prime}, x\right) \mathrm{d} x+\int_{a}^{b}\left(\frac{\partial F}{\partial y} \alpha \eta+\frac{\partial F}{\partial y^{\prime}} \alpha \eta^{\prime}\right) \mathrm{d} x+\mathrm{O}\left(\alpha^{2}\right) .
$$

With this form for $I(y, \alpha)$, (12.2) implies that for all $\eta(x)$,

$$
\int_{a}^{b}\left(\frac{\partial F}{\partial y} \eta+\frac{\partial F}{\partial y^{\prime}} \eta^{\prime}\right) \mathrm{d} x=0 .
$$

Integrating the second term by parts, yields
-1. $\int_{a}^{b}\left\{\frac{\partial F}{\partial y}-\frac{\mathrm{d}}{\mathrm{d} x}\left(\frac{\partial F}{\partial y^{\prime}}\right)\right\} \eta(x) \mathrm{d} x+\left[\eta \frac{\partial F}{\partial y^{\prime}}\right]_{a}^{b}=0$.
If we restrict ourselves to cases with fixed end-points, i.e. not only $a$ and $b$ are given but also $y(a)$ and $y(b)$, this result can be simplified. Such a restriction means that only $\eta(x)$ such that $\eta(a)=\eta(b)=0$ are to be considered, in which case the last term on the left-hand side of (12.3) vanishes since it equals zero at both end-points. It is then easy to see that, since $\eta$ is arbitrary (12.3) requires

$$
\begin{equation*}
\frac{\partial F}{\partial y}=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial F}{\partial y^{\prime}}\right) \tag{12.4}
\end{equation*}
$$

i.e. a differential equation for $y=y(x)$ since the form of $F$ is known. This equation is known as the Euler or Euler-Lagrange equation.

### 12.2 Special cases and simple examples

In certain cases a first integral of the Euler equation can be obtained for a general form of $F$.
(i) $F$ does not contain $y$ explicitly. In this case $\partial F / \partial y=0$, and (12.4) can be integrated immediately giving

$$
\begin{equation*}
\frac{\partial F}{\partial y^{\prime}}=\text { constant } \tag{12.5}
\end{equation*}
$$

(ii) $F$ does not contain $x$ explicitly. Multiplying both sides of (12.4) by $y^{\prime}$ and using

$$
\frac{\mathrm{d}}{\mathrm{~d} x}\left(y^{\prime} \frac{\partial F}{\partial y^{\prime}}\right)=y^{\prime} \frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial F}{\partial y^{\prime}}\right)+y^{\prime \prime} \frac{\partial F}{\partial y^{\prime}}
$$

we obtain

$$
y^{\prime} \frac{\partial F}{\partial y}+y^{\prime \prime} \frac{\partial F}{\partial y^{\prime}}=\frac{\mathrm{d}}{\mathrm{~d} x}\left(y^{\prime} \frac{\partial F}{\partial y^{\prime}}\right)
$$

But since $F$ is a function of $y$ and $y^{\prime}$ only, and not of $x$, the left-hand side of this is the total derivative of $F$, namely $\mathrm{d} F / \mathrm{d} x$. Hence

$$
\begin{equation*}
F-y^{\prime} \frac{\partial F}{\partial y^{\prime}}=\text { constant } \tag{12.6}
\end{equation*}
$$

With these two special cases many results of physical and geometrical interest can be obtained [and of course (12.4) may often be solved on an ad hoc basis once $F$ is given]. We begin with two very simple examples for which the answers are obvious before the calculation is done, so that the working of the method will be transparent at all points.

Example 12.1. Show that the shortest path between two points is a straight line.

Let the two points be $A$ and $B$ (fig. 12.2).


Fig. 12.2 The shortest-path problem of example 12.1.
The length of an element of path $\mathrm{d} s$ is given by

$$
\mathrm{d} s=\left[(\mathrm{d} x)^{2}+(\mathrm{d} y)^{2}\right]^{1 / 2}=\left(1+y^{\prime 2}\right)^{1 / 2} \mathrm{~d} x,
$$

and hence the total path length along a curve joining $A$ to $B$ is given by

$$
\begin{equation*}
L=\int_{a}^{b}\left(1+y^{\prime 2}\right)^{1 / 2} \mathrm{~d} x \tag{12.7}
\end{equation*}
$$

This is the case whatever path is chosen, and we are now going to apply our previous results to select a path which makes $L$ stationary [clearly a minimum].
Since the integral contains neither $y$ nor $x$ explicitly, we may use either (12.5) or (12.6). We will use (12.5) and obtain

$$
\text { constant }=k=\frac{\partial F}{\partial y^{\prime}}=\frac{y^{\prime}}{\left(1+y^{\prime 2}\right)^{1 / 2}} .
$$

This is easily rearranged and integrated to give
2. $y=\frac{k}{\left(1-k^{2}\right)^{1 / 2}} x+c$,
i.e. the expected straight line in the form $y=m x+c$.
$\rightarrow 3$. Use (12.7) and (12.8) to show that, as expected, the minimum value of $L$ is given by

$$
L^{2}=[y(b)-y(a)]^{2}+(b-a)^{2} .
$$

4. Use (12.6) to obtain the result (12.8).

Example 12.2. Find the closed convex curve of given circumference which encloses the greatest area.


Fig. 12.3 The largest enclosed area problem of example 12.2.

Let the curve pass through the origin and suppose it is symmetric with respect to the $x$-axis [this assumption is not essential]. We will use $s$ the distance along the curve (measured from the origin) as the independent variable and $y$ as the dependent one. Then $y=y(s)$ is such that $y(0)=$ $y(l / 2)=0$. The element of area $\mathrm{d} A$ (shaded in fig. 12.3) is given by

$$
\mathrm{d} A=y \mathrm{~d} x=y\left[(\mathrm{~d} s)^{2}-(\mathrm{d} y)^{2}\right]^{1 / 2}=y\left(1-y^{\prime 2}\right)^{1 / 2} \mathrm{~d} s
$$

and the total area by

$$
\begin{equation*}
A=2 \int_{0}^{1 / 2} y\left(1-y^{\prime 2}\right)^{1 / 2} \mathrm{~d} s \tag{12.9}
\end{equation*}
$$

This is an example of case (ii) and so using (12.6) we obtain as a first integral of the differential equation for $y$,
-5. $\quad y\left(1-y^{\prime 2}\right)^{1 / 2}+y y^{\prime 2}\left(1-y^{\prime 2}\right)^{-1 / 2}=k$,
giving, on rearrangement,
6. $\quad k y^{\prime}= \pm\left(k^{2}-y^{2}\right)^{1 / 2}$.

On integration and use of $y(0)=0$, this gives

$$
y / k=\sin (s / k)
$$

and the other end-point condition, $y(l / 2)=0$, fixes the value of $k$ as $l / 2 \pi$ to yield

$$
\begin{equation*}
y=\frac{l}{2 \pi} \sin \frac{2 \pi s}{l} . \tag{12.10}
\end{equation*}
$$

From this $\mathrm{d} y=\cos (2 \pi s / l) \mathrm{d} s$ and since $(\mathrm{d} s)^{2}=(\mathrm{d} x)^{2}+(\mathrm{d} y)^{2}$ we obtain also that $\mathrm{d} x= \pm \sin (2 \pi s / l) \mathrm{d} s$. This in turn can be integrated and, using $x(0)=0$, gives $x$ in terms of $s$ as,

$$
x-\frac{l}{2 \pi}=-\frac{l}{2 \pi} \cos \frac{2 \pi s}{l}
$$

We thus obtain the expected result that $x$ and $y$ lie on the circle

$$
\left(x-\frac{l}{2 \pi}\right)^{2}+y^{2}=\frac{l^{2}}{4 \pi^{2}}
$$

of radius $l / 2 \pi$.
$\rightarrow 7$. Verify directly from (12.9) and (12.10) that $A=l^{2} / 4 \pi$.

These two examples have been carried through at some length even though the answers are more easily obtainable in other ways, expressly so that the method is apparent and so that the way it works can be filled in mentally in terms of the known answer at almost every step. Our next example does not have such an intuitively obvious answer.

Example 12.3. Two rings, each of radius $a$, are placed parallel with their centres $2 b$ apart and on a common normal. An axially symmetric soap film is formed between them but does not cover the ends of the rings. Find the shape assumed by the film.

Creating a soap film surface requires an energy $\gamma$ per unit area [numerically equal to the surface tension of the soap solution], and so the stable shape of a soap film, being the one which minimizes the energy, is also the one minimizing the surface area [neglecting gravitational effects]. It is obvious that any surface shape such as the one shown dashed in fig. 12.4 (a) cannot be a minimum, but it is not clear that some shape intermediate between the solid curve in (a) [with area $4 \pi a b$ - or twice this for the double surface of the film] and the form shown in (b) [area $-2 \pi a^{2}$ ]


Fig. 12.4 Possible soap films between two parallel circular rings. See text for explanation.
will produce a lower total area than both of these extremes. $\dagger$ If there is such a shape (fig. 12.4 (c)), it will be that which best compromises between the criteria of the minimum ring-to-ring distance on the film surface of (a), and the minimum waist measurement of the surface in (b).


Fig. 12.5 Coordinate system for the minimization of the soap film area.

We take cylindrical polar coordinates as in fig. 12.5, and, with no azimuthal dependence of $\rho$, let the radius at height $z$ be $\rho(z)$ with $\rho( \pm b)=a$.
Counting only one side of the film, the element of surface area between $z$ and $z+\mathrm{d} z$ is

$$
2 \pi \rho\left[(\mathrm{~d} z)^{2}+(\mathrm{d} \rho)^{2}\right]^{1 / 2}
$$

$\dagger$ With no pressure difference between the inside and outside of the film, such shapes are not in fact possible, but are used here to illustrate the kind of reasoning involved.
and so the total surface

$$
\begin{equation*}
S=2 \pi \int_{-b}^{b} \rho\left(1+\rho^{\prime 2}\right)^{1 / 2} \mathrm{~d} z \tag{12.11}
\end{equation*}
$$

This expression does not contain $z$ explicitly, so to obtain an equation for $\rho$ which minimizes $S$ we apply (12.6), obtaining

$$
\rho\left(1+\rho^{\prime 2}\right)^{1 / 2}-\rho \rho^{\prime 2}\left(1+\rho^{\prime 2}\right)^{-1 / 2}=k,
$$

which on rearrangement gives an explicit form for $\rho^{\prime}$ and hence for $\rho$,
-8. $\operatorname{arcosh} \frac{\rho}{k}=\frac{z}{k}+c$.
Using the boundary conditions $\rho( \pm b)=a$, requires that $c=0$ and that $k$ is such that $a / k=\cosh b / k$. [If $b / a$ is too large, no such $k$ can be found.] Thus we see that a minimizing curve is possible,

$$
\begin{equation*}
\rho / k=\cosh z / k, \tag{12.12}
\end{equation*}
$$

and in profile the soap film is a catenary with the minimum distance from the axis equal to $k$. This analysis is taken a little further in example 3 of section 12.7.

### 12.3 Fermat's principle

Fermat's principle of geometrical optics states that a ray of light travelling in a region of variable refractive index follows a path such that the total optical path length [physical length $\times$ refractive index] is a minimum.


Fig. 12.6 Path of light ray at the plane interface between media of refractive indices $n_{1}$ and $n_{2}\left(<n_{1}\right)$.

From this, Snell's law concerning refraction at an interface can be deduced. Let the interface be $y=$ constant (fig. 12.6) and let it separate two regions of refractive indices $n_{1}$ and $n_{2}$. For a ray which passes through $A$ and $B$, its element of physical path length is $\mathrm{d} s=\left(1+y^{2}\right)^{1 / 2} \mathrm{~d} x$ and its total optical path length

$$
P=\int_{A}^{B} n(y)\left(1+y^{\prime 2}\right)^{1 / 2} \mathrm{~d} x .
$$

Applying (12.6) we obtain, after some rearrangement,

$$
\begin{equation*}
n(y)\left(1+y^{\prime 2}\right)^{-1 / 2}=k, \tag{12.13}
\end{equation*}
$$

where $k$ is a constant. Recalling that $y^{\prime}$ is the tangent of the angle $\phi$ between the instantaneous direction of the ray and the $x$-axis, this general result [not dependent on the configuration presently under consideration] can be put in the form,

$$
\begin{equation*}
n \cos \phi=\text { constant } \tag{12.14}
\end{equation*}
$$

along a ray, even though $n$ and $\phi$ individually vary.
For our particular configuration $n$ is constant in each medium and therefore by (12.13) so is $y^{\prime}$. Thus the rays travel in straight lines in each medium [as we have anticipated in fig. 12.6, but not assumed in our working], and since $k$ is the same along the whole path we have $n_{1} \cos \phi_{1}=$ $n_{2} \cos \phi_{2}$, or, in terms of the conventional angles in the figure,

$$
\begin{equation*}
n_{1} \sin \theta_{1}=n_{2} \sin \theta_{2} \tag{12.15}
\end{equation*}
$$

A more complicated example is given in section 12.7.

### 12.4 Some extensions

It is quite possible to relax many of the restrictions we have imposed hitherto, for example, not to use fixed end-points but merely end-points constrained to lie on given curves. We will not pursue this particular aspect, but will list briefly some other extensions:
(i) More than one dependent variable. Here $F=F\left(y_{1}, y_{1}^{\prime}, y_{2}, y_{2}^{\prime}, \ldots\right.$, $\left.y_{n}, y_{n}^{\prime}, x\right)$ where each $y_{i}=y_{i}(x)$. The analysis proceeds as before leading to $n$ separate and simultaneous equations,

$$
\begin{equation*}
\frac{\partial F}{\partial y_{i}}=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial F}{\partial y_{i}^{\prime}}\right), \quad i=1, \ldots, n . \tag{12.16}
\end{equation*}
$$

(ii) Higher derivatives involved.
-9. Show by the original method and repeated integration by parts, that, if $F=F\left(y, y^{\prime}, y^{\prime \prime}, \ldots, y^{(n)}, x\right)$, then the required minimizing function $y=y(x)$ satisfies ${ }^{\dagger}$

$$
\begin{equation*}
\frac{\partial F}{\partial y}-\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial F}{\partial y^{\prime}}\right)+\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\left(\frac{\partial F}{\partial y^{\prime \prime}}\right)-\cdots+(-1)^{n} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}}\left(\frac{\partial F}{\partial y^{(n)}}\right)=0 . \tag{12.17}
\end{equation*}
$$

(iii) Several independent variables. For cases in which the integral is multiple

$$
I=\iint \cdots \int F\left(y, \frac{\partial y}{\partial x_{1}}, \frac{\partial y}{\partial x_{2}}, \ldots, \frac{\partial y}{\partial x_{n}}, x_{1}, x_{2}, \ldots, x_{n}\right) \mathrm{d} x_{1} \mathrm{~d} x_{2} \ldots \mathrm{~d} x_{n}
$$

the same kind of analysis as used before leads to an equation for $y$,

$$
\begin{equation*}
\frac{\partial F}{\partial y}=\sum_{i}^{n} \frac{\partial}{\partial x_{i}}\left(\frac{\partial F}{\partial y_{x_{i}}}\right) \tag{12.18}
\end{equation*}
$$

Here $y_{x_{i}}$ stands for $\partial y / \partial x_{i}$.

### 12.5 Hamilton's principle and Lagrange's equations

The mechanics of systems whose configuration can be uniquely specified by a number of coordinates $q_{i}$ [usually distances and angles] together with time, is a subject which can be approached from different directions. Much of the original work and many of the equations and definitions in this field are associated with the names of Hamilton and Lagrange. The choice of a postulatory starting point is not unique, but in order to illustrate the use of the calculus of variations we will take as a postulate Hamilton's principle and restrict our attention to cases where the forces involved are derivable from a potential $V$.

Hamilton's principle states that if a system moves from one configuration at time $t_{0}$ to another at time $t_{1}$ then the path of the motion (in configuration space $q_{i}, \dot{q}_{i}$ ) is such as to make

$$
\begin{equation*}
\mathscr{L}=\int_{t_{0}}^{t_{1}} L \mathrm{~d} t \tag{12.19}
\end{equation*}
$$

stationary. The Lagrangian $L$ is defined in terms of the kinetic energy $T$ and the potential energy $V$ by $L=T-V$. Here $V$ is a function of the $q_{i}$ only, not of the $\dot{q}_{i}$.

[^38]In this spirit we apply the Euler equation to $\mathscr{L}$ and obtain as in (12.16)

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}_{i}}\right)=\frac{\partial L}{\partial q_{i}}, \quad i=1, \ldots, n \tag{12.20}
\end{equation*}
$$

or more explicitly
-10. $\quad \frac{\mathrm{d}}{\mathrm{d} t}\left(\frac{\partial T}{\partial \dot{q}_{i}}\right)-\frac{\partial T}{\partial q_{i}}=-\frac{\partial V}{\partial q_{i}}, \quad i=1, \ldots, n$,
These equations, one for each $\dot{q}_{i}$, are called Lagrange's equations. A proof that they lead to the conservation of energy, $T+V=$ constant, at least in the case of $T$ being a homogeneous quadratic in the $\dot{q}_{i}$ is constructed in example 6 of section 12.7.

As a specific illustration, we will derive the velocity of small wave motions on a string, using this approach. We are in fact here considering an extension of the above to a case involving one isolated independent coordinate $t$, together with a continuum [the $q_{i}$ become the continuous variable $x$ ], the expressions for $T$ and $V$ becoming integrals over $x$ rather than sums over $i$. Specifically (referring to fig. 12.7), we have

$$
T=\int_{0}^{i} \frac{\rho}{2}\left(\frac{\partial y}{\partial t}\right)^{2} \mathrm{~d} x, \quad V=\int_{0}^{i} \frac{P}{2}\left(\frac{\partial y}{\partial x}\right)^{2} \mathrm{~d} x
$$

where $\rho$ and $P$ are the local density and tension of the string - both may depend on $x$.


Fig. 12.7 Transverse displacement of a string of length $l$.

Expression (12.19) then becomes

$$
\mathscr{L}=\frac{1}{2} \int_{t_{0}}^{t_{1}} \mathrm{~d} t \int_{0}^{t}\left[\rho\left(\frac{\partial y}{\partial t}\right)^{2}-P\left(\frac{\partial y}{\partial x}\right)^{2}\right] \mathrm{d} x
$$

and since $y$ does not appear explicitly, by following (12.18) we obtain

$$
\begin{equation*}
-\frac{\partial}{\partial x}\left[P \frac{\partial y}{\partial x}\right]+\frac{\partial}{\partial t}\left[\rho \frac{\partial y}{\partial t}\right]=0 . \tag{12.22}
\end{equation*}
$$

If, in addition, $\rho$ and $P$ do not depend on $x$ or $t$ then

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} \quad \text { with } c^{2}=\frac{P}{\rho} . \tag{12.23}
\end{equation*}
$$

Other examples for solution will be found at the end of the chapter and Lagrange's equations are mentioned again in other chapters.

### 12.6 Conditional variation

Just as the problem of finding stationary values of $f(x, y)$, where $x, y$ are not independent but constrained by $g(x, y)=0$, is solved by means of Lagrange's undetermined multipliers, so the corresponding problem in the variational calculus is solved by analogous methods. Use of the multipliers is discussed more fully in section 1.14, but in outline is as follows.

Suppose that we require to find stationary values of

$$
\begin{equation*}
I=\int_{a}^{b} F\left(y, y^{\prime}, x\right) \mathrm{d} x, \tag{12.24}
\end{equation*}
$$

but subject to the constraint that the value of

$$
\begin{equation*}
J=\int_{a}^{b} G\left(y, y^{\prime}, x\right) \mathrm{d} x \tag{12.25}
\end{equation*}
$$

is given. The method of attack is to take a new variable $K=I+\lambda J$ and find the stationary values of that. [We know $\delta J=0$, and if $\delta K=0$ then we will have $\delta I=0$, where $\delta X$ stands for the first-order 'variation' in $X$ when a first-order change is made in the function $y=y(x)$.]
This process will yield

$$
\begin{equation*}
\frac{\partial F}{\partial y}-\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial F}{\partial y^{\prime}}\right)+\lambda\left[\frac{\partial G}{\partial y}-\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial G}{\partial y^{\prime}}\right)\right]=0, \tag{12.26}
\end{equation*}
$$

and this, together with constraint (12.25), will, in principle, yield the required solution $y(x)$.

We will not carry the discussion of this general approach very far, but rather illustrate it with a full example. The reader should identify for himself the quantities and conditions in this particular example corresponding to those just mentioned in connection with the more general problem.

Example 12.4. To find the shape assumed by a uniform rope when suspended by its ends from two points at equal heights.

This is a problem which can be solved straightforwardly using previously described methods, by taking the distance from one end of the
rope as the independent variable. It is also one for which the solution a catenary - is widely known even among students unfamiliar with the calculus of variations. For these two reasons we choose it to illustrate the method of conditional variation, using $x$ (see fig. 12.8) as the independent variable.


Fig. 12.8 Coordinate system for a uniform rope with fixed ends suspended under gravity.

Let the rope of length $2 L$ be suspended between the points $x= \pm a$, $y=0(L>a)$, and have uniformity density $\rho$ per unit length. Then we require to find a stationary value of its gravitational potential energy

$$
I=-\rho g \int y \mathrm{~d} s=-\rho g \int_{-a}^{a} y\left(1+y^{\prime 2}\right)^{1 / 2} \mathrm{~d} x
$$

for small changes in the form of the rope, but subject to its total length $\int \mathrm{d} s$ remaining constant,

$$
\begin{equation*}
J=\int_{-a}^{a}\left(1+y^{\prime 2}\right)^{1 / 2} \mathrm{~d} x=2 L \tag{12.27}
\end{equation*}
$$

As we have already indicated, we take $K=I+\lambda J$ (omitting the constant $-\rho g$ from $I$ for brevity) and apply the Euler equation to that. With

$$
K=\int_{-a}^{a}(y+\lambda)\left(1+y^{\prime 2}\right)^{1 / 2} \mathrm{~d} x,
$$

the independent variable is not present and so by (12.6) a first integral is

$$
(y+\lambda)\left(1+y^{\prime 2}\right)^{1 / 2}-(y+\lambda) y^{\prime 2}\left(1+y^{\prime 2}\right)^{-1 / 2}=k
$$

which reduces to
$\rightarrow 11$. $y^{\prime 2}=[(y+\lambda) / k]^{2}-1$.

Making the substitution $(y+\lambda)=k \cosh z$, this can be integrated immediately to

$$
\begin{equation*}
k \operatorname{arcosh} \frac{y+\lambda}{k}=x+c, \tag{12.28}
\end{equation*}
$$

$c$ being the constant of integration.
We now have three unknown constants $\lambda, k, c$, and they must be evaluated using the two end conditions $y( \pm a)=0$, and the constraint (12.27).

The end conditions give

$$
\begin{equation*}
\cosh \frac{a+c}{k}=\frac{\lambda}{k}=\cosh \frac{-a+c}{k}, \tag{12.29}
\end{equation*}
$$

and since $a \neq 0$, these imply $c=0$ and $\lambda / k=\cosh (a / k)$.
Putting $c=0$, the constraint, in which $y^{\prime}=\sinh (x / k)$, takes the form

$$
\begin{align*}
2 L & =\int_{-a}^{a}\left[1+\sinh ^{2}(x / k)\right]^{1 / 2} \mathrm{~d} x \\
& =2 k \sinh (a / k) . \tag{12.30}
\end{align*}
$$

Collecting together (12.28), (12.29) and (12.30), the form adopted by the free hanging rope is thus

$$
y(x)=k \cosh \left(\frac{x}{k}\right)-k \cosh \left(\frac{a}{k}\right), \quad[\text { a catenary }]
$$

where $k$ is the solution of $\sinh (a / k)=L / k$.

### 12.7 Examples for solution

1. A surface of revolution, whose equation in cylindrical polar coordinates is $\rho=\rho(z)\left(\rho=\left(x^{2}+y^{2}\right)^{1 / 2}\right)$, is bounded by the circles $\rho=a, z= \pm c(a>c)$. The function $\rho(z)$ is chosen so that the surface integral $I=\int \rho^{-1 / 2} \mathrm{~d} A$ is stationary for small variations, $\mathrm{d} A$ being the element of area. Show that $\rho(z)=K+z^{2} / 4 K$, where $K=\frac{1}{2}\left[a \pm\left(a^{2}-c^{2}\right)^{1 / 2}\right]$.
2. Show that the least value of the integral

$$
\int_{P_{1}}^{P_{2}} \frac{\left(1+y^{\prime 2}\right)^{1 / 2}}{y} \mathrm{~d} x,
$$

where $P_{1}$ is $(-1,1)$ and $P_{2}$ is $(1,1)$, is $2 \ln (1+\sqrt{ } 2)$. Assume that the Euler equation gives a minimizing curve.
3. Reference example 12.3 and fig. 12.4 (page 338).
(a) Putting $b=k x$ and $a=\lambda b$, show that the necessary condition
$a / k=\cosh b / k$ only has a solution if $\lambda$ is greater than a certain value $\lambda_{m}$, and that when $\lambda=\lambda_{m}, x$ satisfies $x=\operatorname{coth} x$.
(b) From tables verify that $x \approx 1.20$ and $\lambda_{m} \approx 1.51$ and hence that the minimum radius of the film is $0.83 b$.
(c) Show that the stationary value of the surface area $S=2 \pi \times$ $\left[k b+a\left(a^{2}-k^{2}\right)^{1 / 2}\right]$.
(d) For $b \ll a$ find an approximate expression for $k$, and show that the corresponding value of $S$ is less than that ( $4 \pi a b$ ) of fig. 12.4 (a) [i.e. that a curve like fig. 12.4 (c) does reduce the total surface area]. [Comparison with fig. 12.4 (b) involves detailed physics considerations outside the scope of this book. See also the footnote to example 12.3.]
4. The refractive index $n$ of a medium is a function of the distance $r$ from a fixed point $O$ only. Prove that the equation of a light ray (assumed to lie in a plane through $O$ ) travelling in the medium satisfies (in polar coordinates)

$$
\frac{1}{r^{2}}\left(\frac{\mathrm{~d} r}{\mathrm{~d} \theta}\right)^{2}=\frac{r^{2}}{a^{2}} \frac{n^{2}(r)}{n^{2}(a)}-1
$$

where $a$ is the distance of the ray from $O$ at the point at which $\mathrm{d} r / \mathrm{d} \theta=0$.

If $n=\left[1+\left(\alpha^{2} / r^{2}\right)\right]^{1 / 2}$ and the ray starts and ends far from $O$, find the angle through which the ray is turned if its minimum distance from $O$ is $a$.
5. The Lagrangian $L(\mathbf{x}, t)$ for a pi-meson is given by $\frac{1}{2}\left(\dot{\phi}^{2}-|\nabla \phi|^{2}-\right.$ $\mu^{2} \phi^{2}$ ), where $\mu$ is the meson mass and $\phi(\mathbf{x}, t)$ its wave function. Assuming Hamilton's principle find the equation satisfied by $\phi$.
6. (a) For a system described in terms of coordinates $q_{t}$ and $t$, show that if $t$ does not appear explicitly in the expressions for $x, y, z\left(x=x\left(q_{i}, t\right)\right.$, etc. $)$, then the kinetic energy $T$ is a homogeneous quadratic function of the $\dot{q}_{i}$ (it may also involve the $q_{i}$ ). Deduce that $\dot{q}_{i}\left(\partial T / \partial \dot{q}_{i}\right)=2 T$.
(b) By multiplying (12.21) by $\dot{q}_{i}$ and summing, and expressing $\mathrm{d} T / \mathrm{d} t$ in terms of $q_{i}$ and $\dot{q}_{i}$, show that $\mathrm{d}(T+V) / \mathrm{d} t=0$.
7. For a system specified by a coordinate $q$ and $t$, show that the equation of motion is unchanged if the Lagrangian $L(q, \dot{q}, t)$ is replaced by

$$
L_{1}=L+\frac{\mathrm{d} \phi(q, t)}{\mathrm{d} t}
$$

$\phi$ being an arbitrary function. Deduce that the equation of motion of a particle, which moves in one dimension $x$ subject to a force $=-\mathrm{d} V(x) / \mathrm{d} x$ ( $x$ being measured from a point $O$ ), is unchanged if $O$
is forced to move with constant velocity $v$ ( $x$ still being measured from $O$ ).
8. Derive the differential equations for the polar coordinates $r, \theta$ of a particle of unit mass moving in a field of potential $V(r)$. Find the form of $V$ if the path of the particle is given by $r=a \sin \theta$.
9. You are provided with a light line of length $\pi a / 2$ and some lead shot of total mass $M$. Use a variational method to determine how the lead shot must be distributed along the line if the loaded line is to hang in an arc of a circle of radius $a$ when its ends are attached to two points at the same height. [Measure the distance $s$ along the line from its centre.]

## 13

## General eigenvalue problem

We have seen in chapter 12 that the problem of finding a curve which makes the value of a given integral stationary when the integral is taken along the curve, results in each case in a differential equation for the curve. It is not a great extension to ask whether this may be used to solve differential equations, by setting up a suitable variational problem and then seeking ways other than the Euler equation of finding or estimating stationary solutions.

### 13.1 Laplace's equation

Let us consider again probably the most familiar of all equations in physical mathematics, Laplace's equation

$$
\nabla^{2} \phi=0
$$

and ask if this can be related to a variational problem. With $x, y, z$ as independent variables it can be written

$$
\frac{\partial}{\partial x}\left(\frac{\partial \phi}{\partial x}\right)+\frac{\partial}{\partial y}\left(\frac{\partial \phi}{\partial y}\right)+\frac{\partial}{\partial z}\left(\frac{\partial \phi}{\partial z}\right)=0 .
$$

Reference to chapter 12 shows that Laplace's equation has the same form as (12.18), provided $F$ is chosen so that $\partial F / \partial \phi=0$ and $\partial F / \partial \phi_{x}=\phi_{x}$, where $\phi_{x}$ stands for $\partial \phi / \partial x$, and similarly for $y$ and $z$. It follows immediately that the required form for $F$ is $F=\frac{1}{2}\left(\phi_{x}^{2}+\phi_{y}^{2}+\phi_{z}^{2}\right)$, or, as an integral,

$$
I=\frac{1}{2} \iiint(\nabla \phi)^{2} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} z
$$

Interpreted physically, the solutions of Laplace's equation are thus the ones which make the mean squared gradient of the potential stationary [a minimum].

This is an example resulting in an unconstrained variation problem. Our next example will be based on restricted variation.

### 13.2 Sturm-Liouville equation

This equation has already been discussed in chapter 7, equation (7.10), and the same notation will be used here.

Suppose we search for stationary values of the integral

$$
\begin{equation*}
I=\int_{a}^{b}\left(p(x) y^{\prime 2}(x)+q(x) y^{2}(x)\right) \mathrm{d} x \tag{13.1}
\end{equation*}
$$

with $y(a)=y(b)=0$ and $p$ and $q$ any sufficiently smooth and differentiable functions of $x$. However, in addition we impose a normalization condition

$$
\begin{equation*}
J=\int_{a}^{b} \rho(x) y^{2}(x) \mathrm{d} x=\text { constant. } \tag{13.2}
\end{equation*}
$$

Here $\rho(x)$ is a positive weight function defined in $a \leqslant x \leqslant b$, but which may in particular cases be a constant.

Then, as in section 12.6, we use undetermined Lagrange multipliers, $\dagger$ and consider $K=I-\lambda J$ given by

$$
K=\int_{a}^{b}\left[p y^{\prime 2}+(q-\lambda \rho) y^{2}\right] \mathrm{d} x .
$$

On application of the Euler equation this yields

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(p \frac{\mathrm{~d} y}{\mathrm{~d} x}\right)-q y+\lambda \rho y=0 \tag{13.3}
\end{equation*}
$$

which is exactly the Sturm-Liouville equation (7.10), with eigenvalue $\lambda$. Now since both $I$ and $J$ are quadratic in $y$ and its derivative, finding stationary values of $K$ is equivalent to finding stationary values of $I / J$. Thus we have the important result that 'finding functions $y$ which minimize $I / J$ is equivalent to finding functions $y$ which are solutions of the Sturm-Liouville equation'.

Of course this does not tell us how to find such functions $y$, and to have to do it by solving (13.3) directly, naturally defeats the purpose of the exercise. We will see in the next section how some progress can be made. It is worth recalling that the functions $p(x), q(x)$ and $\rho(x)$ can have many different forms, and so (13.3) represents quite a wide variety of equations.

Finally in this section we recall some properties of the solutions of the Sturm-Liouville equation and deduce one further result concerning the value of $I / J$.

[^39]The eigenvalues $\lambda_{i}$ are real and will be assumed non-degenerate (for simplicity). If the corresponding normalized eigenfunctions are $y_{i}$, then ((7.18) and (7.19))

$$
\begin{equation*}
\int_{a}^{b} \rho y_{i} y_{j} \mathrm{~d} x=\delta_{i j}, \tag{13.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b}\left(y_{j}^{\prime} p y_{i}^{\prime}+y_{j} q y_{i}\right) \mathrm{d} x=\lambda_{i} \delta_{i j} \tag{13.5}
\end{equation*}
$$

In obtaining these results it was assumed that

$$
\begin{equation*}
\left.y_{j} p \frac{\mathrm{~d} y_{i}}{\mathrm{~d} x}\right|_{x=a} ^{x=0}=0 \tag{13.6}
\end{equation*}
$$

which can be satisfied by $y(a)=y(b)=0$, but also by many other sets of boundary conditions (see example 13.1).

We see at once that, if the function $y(x)$ minimizes $I / J$, i.e. satisfies the Sturm-Liouville (S-L) equation, putting $y_{i}=y_{j}=y$ in (13.4) and (13.5) yields $J$ and $I$ respectively on the left-hand sides, and thus that the minimized value of $I / J$ is just the eigenvalue $\lambda$-introduced originally as the undetermined multiplier.
$\rightarrow$. For a function $y$ satisfying the $S-L$ equation, show directly by multiplying (13.3) through by $y$ and integrating by parts, that provided (13.6) is satisfied, $\lambda=I / J$.

### 13.3 Estimation of eigenvalues and eigenfunctions

With the eigenvalues $\lambda_{i}$ of the $S-L$ equation being the stationary values of $I / J$, it follows that the absolute minimum of $I / J$ is equal to the lowest eigenvalue $\lambda_{0}$. Thus any evaluation $\lambda$ of $I / J$ gives an upper bound for $\lambda_{0}$. Notice that here we have left the minimizing problem directly and made a statement about a calculation in which no actual minimization is necessary.

Further we will now show that the estimate $\lambda$ obtained is a better estimate of $\lambda_{0}$ than the estimating [guessed] function $y$ is of $y_{0}$ (the true eigenfunction corresponding to $\lambda_{0}$ ). The sense in which 'better' is used here will be clearer from the final result.

We first expand the estimate or trial function $y$ in terms of the complete set $y_{i}$

$$
y=y_{0}+c_{1} y_{1}+c_{2} y_{2}+\cdots
$$

where if a good trial function has been guessed, the $c_{i}$ will be small. Using (13.4) we have immediately that $J=1+\sum_{i}\left|c_{i}\right|^{2}$. The other required integral is

$$
I=\int_{a}^{b}\left[p\left(y_{0}^{\prime}+c_{\mathrm{i}} y_{i}^{\prime}\right)^{2}+q\left(y_{0}+c_{\mathrm{i}} y_{\mathrm{i}}\right)^{2}\right] \mathrm{d} x .
$$

On multiplying out the squared terms, all the cross terms vanish because of (13.5) to leave

$$
\begin{aligned}
\lambda=\frac{I}{J} & =\frac{\lambda_{0}+\sum_{i}\left|c_{i}\right|^{2} \lambda_{1}}{1+\sum_{j}\left|c_{j}\right|^{2}} \\
& =\lambda_{0}+\sum_{i}\left|c_{i}\right|^{2}\left(\lambda_{1}-\lambda_{0}\right)+\mathrm{O}\left(c^{4}\right) .
\end{aligned}
$$

Hence $\lambda$ differs from $\lambda_{0}$ by the second order in the $c_{i}$ even though $y$ differed from $y_{0}$ by the first order in $c_{i}$. We notice incidentally that, since $\lambda_{0}<\lambda_{i}$ (all $i$ ), $\lambda$ is shown to be necessarily $\geqslant \lambda_{0}$ with equality only if all $c_{i}=0$, i.e. if $y \equiv y_{0}$.

The method can be extended to the second (and higher) eigenvalues by imposing, in addition to the original constraints and boundary conditions, a restriction of the trial functions to only those which are orthogonal to the eigenfunctions corresponding to lower eigenvalues. [This of course then requires complete or nearly complete knowledge of these latter eigenfunctions.] An example is given at the end of the chapter (section 13.6, example 6).

We now illustrate the method we have discussed by considering a simple example, and as on previous occasions, one for which the answer is obvious.

Example 13.1. Suppose we are required to solve

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}+\lambda y=0, \quad 0 \leqslant x \leqslant 1, \tag{13.7}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
y(0)=0, \quad y^{\prime}(1)=0 . \tag{13.8}
\end{equation*}
$$

In particular we wish to find the lowest value $\left(\lambda_{0}\right)$ of $\lambda$ for which (13.7) has a solution satisfying (13.8). The exact answer is of course $y=$ $A \sin (x \pi / 2)$ and $\lambda_{0}=\pi^{2} / 4=2.47$.

We first note that the Sturm-Liouville equation reduces to (13.7) if we take $p(x)=1, q(x)=0$ and $p(x)=1$, and that the boundary conditions satisfy (13.6). Thus we are able to apply the previous theory.

We will use three trial functions so that the effect on the estimate of $\lambda_{0}$ of making better or worse 'guesses' can be seen. One further prelimin-
ary remark is relevant, namely that the estimate is independent of any constant multiplying factor in the functions used. This is easily verified by looking at the form of $I / J$. We normalize each trial function so that $y(1)=1$, but purely in order to facilitate comparison of the various function shapes.

Figure 13.1 illustrates the trial functions used, curve (a) being the exact solution $y=\sin (\pi x / 2)$. The other curves are:
(b) $y(x)=2 x-x^{2}$,
(c) $y(x)=x^{3}-3 x^{2}+3 x$,
(d) $y(x)=\sin ^{2}(\pi x / 2)$.


Fig. 13.1 Trial wave functions used to estimate the lowest eigenvalue $\lambda$ of $y^{\prime \prime}+$ $\lambda y=0$ with $y(0)=y^{\prime}(1)=0$. They are: (a) $y=\sin (\pi x / 2)$, the exact result; (b) $y=2 x-x^{2}$; (c) $y=x^{3}-3 x^{2}+3 x ;$ (d) $y=\sin ^{2}(\pi x / 2)$.

The choice of trial wave functions is governed by the following considerations:
(i) The boundary conditions (13.8) must be satisfied.
(ii) A 'good' trial function ought to mimic the correct solution as well as possible, but it may not be easy to guess even the general shape of the correct solution in some cases.
(iii) The evaluation of $I / J$ should be as simple as possible.

It is easily verified that functions $(b),(c)$ and (d) all satisfy (13.8), but so far as mimicking the correct solution is concerned, we would expect from the figure that (b) would be superior to the other two. All three evaluations are straightforward.
$\rightarrow 2$. $\quad \lambda_{b}=\frac{\int_{0}^{1}(2-2 x)^{2} \mathrm{~d} x}{\int_{0}^{1}\left(2 x-x^{2}\right)^{2} \mathrm{~d} x}=\frac{4 / 3}{8 / 15}=2.50$.
-3. $\lambda_{c}=\frac{\int_{0}^{1}\left(3 x^{2}-6 x+3\right)^{2} \mathrm{~d} x}{\int_{0}^{1}\left(x^{3}-3 x^{2}+3 x\right)^{2} \mathrm{~d} x}=\frac{9 / 5}{9 / 14}=2.80$.
4. $\quad \lambda_{d}=\frac{\int_{0}^{1}\left(\pi^{2} / 4\right) \sin ^{2}(\pi x) \mathrm{d} x}{\int_{0}^{1} \sin ^{4}(\pi x / 2) \mathrm{d} x}=\frac{\pi^{2} / 8}{3 / 8}=3.29$.

We expected all evaluations to yield estimates greater than the true lowest eigenvalue, 2.47, and this is indeed so. From these three trials alone we are (only) able to say that $\lambda_{0} \leqslant 2.50$. As expected it is the best approximation (b) to the true eigenfunction which yields the lowest and therefore the best upper bound for $\lambda_{0}$.
5. Verify directly that $\lambda_{a}=\pi^{2} / 4$, the true value of $\lambda_{0}$.

### 13.4 Adjustment of parameters

Instead of trying to estimate $\lambda_{0}$ by selecting a large number of different trial functions, we may also use trial functions which include one or more parameters which themselves may be adjusted to give the lowest value to $\lambda=I / J$ and hence the best estimate of $\lambda_{0}$. The justification for this method comes from the knowledge that no matter what form of function is chosen nor what values are assigned to the parameters, so long as the boundary conditions are satisfied, $\lambda$ can never be less than the required $\lambda_{0}$.

To illustrate this method, an example from quantum mechanics will be used. The Schrodinger equation is formally written $H \psi=E \psi$, where $H$ is a linear operator, $\psi$ the wave function describing a quantum mechanical system and $E$ the energy of the system. The operator $H$ is called the Hamiltonian and, for a particle of mass $m$ moving in a one-dimensional harmonic oscillator potential, is given by

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}+\frac{k}{2} x^{2}, \tag{13.9}
\end{equation*}
$$

where $\hbar$ is Planck's constant divided by $2 \pi$.

Example 13.2. To estimate the ground state energy of a quantum mechanical harmonic oscillator.

Using (13.9) in $H \psi=E \psi$, the Schrodinger equation is

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2} \psi}{\mathrm{~d} x^{2}}+\frac{k}{2} x^{2} \psi=E \psi, \quad-\infty<x<\infty \tag{13.10}
\end{equation*}
$$

The boundary conditions are that $\psi$ should vanish as $x \rightarrow \pm \infty$. Equation (13.10) is a form of the Sturm-Liouville equation in which, after changing signs throughout, $p=\hbar^{2} / 2 m, q=k x^{2} / 2, \rho=1$ and $\lambda=E$, and can be solved as previously.

As a trial wave function we take $\psi=\exp \left(-\alpha x^{2}\right)$, where $\alpha$ is a positive parameter whose value we will choose later. This function certainly $\rightarrow 0$ as $x \rightarrow \pm \infty$ and is convenient for calculations. Whether it approximates the true wave function is unknown, but if it doesn't our estimate will still be valid [though the upper bound will be a poor one].

With $y=\exp \left(-\alpha x^{2}\right)$ and therefore $y^{\prime}=-2 \alpha x \exp \left(-\alpha x^{2}\right)$, the required estimate is
6. $\lambda=\frac{\int_{-\infty}^{\infty}\left[\left(\hbar^{2} / 2 m\right) 4 \alpha^{2} x^{2}+(k / 2) x^{2}\right] \mathrm{e}^{-2 \alpha x^{2}} \mathrm{~d} x}{\int_{-\infty}^{\infty} \mathrm{e}^{-2 \alpha x^{2}} \mathrm{~d} x}=\frac{\hbar^{2} \alpha}{2 m}+\frac{k}{8 \alpha}$.

This evaluation is easily performed using the reduction formula
-7. $I_{n}=\frac{n-1}{4 \alpha} I_{n-2}$, where $I_{n}=\int_{-\infty}^{\infty} x^{n} \mathrm{e}^{-2 \alpha x^{2}} \mathrm{~d} x$.
So we have obtained an estimate, given by (13.11) for the ground state energy [lowest eigenvalue of $H$ ] of the oscillator, the estimate involving the parameter $\alpha$. In line with our previous discussion we now minimize $\lambda$ with respect to $\alpha$. Putting $\mathrm{d} \lambda / \mathrm{d} \alpha=0$ [clearly a minimum], gives $\alpha=$ $(\mathrm{km})^{1 / 2} / 2 \hbar$ which in turn gives as the minimum value for $\lambda$

$$
\begin{equation*}
E=\frac{\hbar}{2}\left(\frac{k}{m}\right)^{1 / 2}=\frac{\hbar \omega}{2} \tag{13.13}
\end{equation*}
$$

where we have put $(k / m)^{1 / 2}$ equal to the classical angular frequency $\omega$.
The method thus leads to the conclusion that the ground state energy $E_{0}$ is $\leqslant \frac{1}{2} \hbar \omega$. In fact, as is well known, the equality sign holds, $\frac{1}{2} \hbar \omega$ being just the zero-point energy of a quantum mechanical oscillator. Our estimate gives the exact value because $\exp \left(-\alpha x^{2}\right)$ is exactly the ground state wave function if $\alpha$ is as we have determined.

An alternative but equivalent approach to this and similar problems is developed in the examples at the end of this chapter, as is an extension of this particular problem to estimating the second lowest eigenvalue.

### 13.5 Rayleigh's method

We conclude this chapter on estimation of eigenvalues with a brief account of the related question of the eigenvalues of matrices. These topics are more fully discussed in the next chapter which is specifically concerned with matrices. Here we will develop Rayleigh's method of treating small vibrations of a stable system.

Suppose a system is described by a set of $n$ coordinates $\theta_{i}$ [not necessarily angles], which are all zero at the equilibrium point. Then for small displacements the potential energy and kinetic energy are given by

$$
\begin{aligned}
& V=b_{i k} \theta_{i} \theta_{k} \equiv \tilde{\boldsymbol{\theta}} B \theta, \\
& T=a_{i k} \dot{\theta}_{i} \dot{\theta}_{k} \equiv \tilde{\boldsymbol{\theta}} A \dot{\theta},
\end{aligned}
$$

where the coefficients $a_{i k}$ and $b_{i k}$ depend upon the geometry of the system and, since the equilibrium is stable, both expressions are positive definite (or zero). The matrices $A$ and $B$ can be chosen real and symmetric.

Applying Lagrange's equations of motion (12.21) yields

$$
\begin{equation*}
a_{i k} \ddot{\theta}_{k}+b_{i k} \theta_{k}=0, \quad i=1, \ldots, n . \tag{13.14}
\end{equation*}
$$

We seek solutions of this equation which are truly periodic (normal modes) and in which the ratios of the coordinates $\theta_{k}$ are independent of time for a particular mode, i.e.

$$
\theta_{k}(t)=\phi_{k} g(t) .
$$

In this case (13.14) becomes

$$
a_{i k} \phi_{k} \ddot{g}+b_{i k} \phi_{k} g=0
$$

or, since $\ddot{g} / g=-\omega^{2}$,

$$
\begin{equation*}
\left(b_{i k}-\omega^{2} a_{i k}\right) \phi_{k}=0 \tag{13.15}
\end{equation*}
$$

The problem then becomes one of finding the possible eigenvalues $\omega_{j}^{2}$ and the corresponding eigenfunctions (eigenvectors) $\boldsymbol{\phi}^{j}$.

As is shown in chapter 14,

$$
\begin{equation*}
\tilde{\phi}^{k} A \phi^{j}=0 \tag{13.16}
\end{equation*}
$$

if $k \neq j$, and this can be used to establish an estimation procedure as follows.

The eigenfunctions $\phi^{j}$ form a complete set, and so any coordinate vector $\phi$ can be written as $\phi=c_{j} \phi^{j}$. Consider the value of

$$
\begin{align*}
& \lambda(\phi) \equiv \frac{\tilde{\phi} B \phi}{\tilde{\phi} A \phi}=\frac{\tilde{\phi}^{m} c_{m}^{*} B c_{i} \phi^{i}}{\tilde{\phi}^{\prime} c_{j}^{*} A c_{k} \phi^{k}}=\frac{\tilde{\phi}^{m} c_{m}^{*} \omega_{i}^{2} c_{i} A \phi^{i}}{\tilde{\phi}^{\prime} c_{j}^{*} A c_{k} \phi^{k}}= \\
& \frac{\sum_{i}\left|c_{i}\right|^{2} \omega_{i}^{2} \tilde{\phi}^{i} A \phi^{i}}{\sum_{k}\left|c_{k}\right|^{2} \tilde{\phi}^{k} A \phi^{k}} \tag{13.17}
\end{align*}
$$

where we have used successively (13.15) and (13.16). Now if $\omega_{0}^{2}$ is the lowest eigenfrequency then $\omega_{i}^{2} \geqslant \omega_{0}^{2}$ for all $i$, and further, since $\tilde{\phi}^{i} A \phi^{i} \geqslant 0$ for all $i$, the numerator of (13.17) is $\geqslant \omega_{0}^{2} \sum_{i}\left|c_{i}\right|^{2} \tilde{\boldsymbol{\phi}}^{i} A \boldsymbol{\phi}^{i}$. Hence,

$$
\begin{equation*}
\lambda(\phi) \equiv \frac{\tilde{\phi} B \phi}{\tilde{\phi} A \phi} \geqslant \omega_{0}^{2} \tag{13.18}
\end{equation*}
$$

for any $\phi$ whatsoever [eigenfunction or not]. Thus we are able to estimate the lowest eigenfrequency of the system by evaluating $\lambda$ for a variety of vectors $\phi$ [the components of which, it will be recalled, give the ratios of the coordinate amplitudes]. This is sometimes a useful approach if many coordinates are involved and direct solution for the eigenvalues is intractable.

An additional result for finite matrices, not available for the SturmLiouville equation, is that the maximum eigenvalue $\omega_{\mathrm{m}}^{2}$ may also be estimated. It is obvious that if we replace the statement ' $\omega_{i}^{2} \geqslant \omega_{0}^{2}$ for all $i$ ' by ' $\omega_{i}^{2} \leqslant \omega_{\mathrm{m}}^{2}$ for all $i$ ', then $\lambda(\boldsymbol{\phi}) \leqslant \omega_{\mathrm{m}}^{2}$ for any $\boldsymbol{\phi}$.
The formal similarity between our general result and that for S-L differential equations may be noted. If we replace integration by summation over subscripts, $q(x)$ by $B, \rho(x)$ by $A$, and $\lambda$ by $\omega^{2}$, then (13.15) replaces the S-L equation with $p(x)=0$, whilst $I$ takes the form $\tilde{\phi} B \phi$ and $J$ is $\tilde{\phi} A \phi$.
As an example consider a uniform rod of mass $M$ and length $l$, attached by a light string of the same length to a point $P$, executing small oscillations in a vertical plane.
Choose as coordinates the angles $\theta_{1}$ and $\theta_{2}$ in fig. $13.2(a)$, in which the magnitudes of the angles have been exaggerated. In terms of these, the centre of gravity of the rod has, to first order in the $\theta_{i}$, a velocity in the $x$-direction of $l \theta_{1}+\frac{1}{2} l \dot{\theta}_{2}$, and in the $y$-direction of zero. Adding in the rotational kinetic energy of the rod about its centre of gravity we obtain

$$
T=\frac{1}{2} M l^{2}\left(\dot{\theta}_{1}^{2}+\dot{\theta}_{1} \dot{\theta}_{2}+\frac{1}{4} \dot{\theta}_{2}^{2}\right)+\frac{1}{24} M l^{2} \dot{\theta}_{2}^{2}+\mathrm{O}\left(\theta^{4}\right),
$$

and

$$
A=\frac{M l^{2}}{12}\left[\begin{array}{ll}
6 & 3 \\
3 & 2
\end{array}\right]
$$



Fig. 13.2 A uniform rod of length $/$ attached to the fixed point $P$ by a light string of the same length: ( $a$ ) the general coordinate system; $(b)$ approximation to the normal mode with the lower eigenfrequency; $(c),(d)$ approximations to the higher eigenfrequency mode.

The potential energy

$$
\begin{aligned}
V & =M \lg \left[\left(1-\cos \theta_{1}\right)+\frac{1}{2}\left(1-\cos \theta_{2}\right)\right] \\
& =\frac{1}{2} M \lg \left(\theta_{1}^{2}+\frac{1}{2} \theta_{2}^{2}\right)+O\left(\theta^{4}\right),
\end{aligned}
$$

and therefore

$$
B=\frac{M l g}{12}\left[\begin{array}{ll}
6 & 0 \\
0 & 3
\end{array}\right]
$$

We now use (13.18) to first estimate the frequency of the slower of the two normal modes. Physical intuition suggests that the slower mode will have a configuration approximating that of a simple pendulum, fig. 13.2 $(b)$, in which $\theta_{1}=\theta_{2}$ and so we use this as a trial function [vector]. Taking $\boldsymbol{\phi}=(\theta, \theta)$,

$$
\lambda(\phi)=\frac{\tilde{\phi} B \phi}{\tilde{\phi} A \phi}=\frac{\frac{3}{4} M l g \theta^{2}}{\frac{7}{6} M l^{2} \theta^{2}}=\frac{9}{14} \frac{g}{l}=0.643 \frac{g}{l},
$$

and we conclude that the lower (angular) frequency is $\leqslant(0.643 g / l)^{1 / 2}$. The true value is $(0.641 \mathrm{~g} / l)^{1 / 2}$ and so we have come very close to it.

Next we turn to the higher frequency. Here it is not so obvious what a typical configuration looks like but we may try those shown in fig. 13.2 (c) and $(d)$. In $(c)$ the angles are equal and opposite $\left(\theta_{1}=-\theta_{2}\right)$ and in (d) $\theta_{2}=-2 \theta_{1}$ [and keeps the centre of gravity of the rod under $P$ for small values of the $\theta_{i}$ ]. With these two forms we obtain
-8.
(c) $\lambda=4.5 \mathrm{~g} / \mathrm{l}$,
$\rightarrow 9$.
(d) $\lambda=9 \mathrm{~g} / \mathrm{l}$.

We thus conclude that the higher eigenfrequency $\geqslant(9 g / l)^{1 / 2}$ and that the motion looks more like fig. 13.2 (d) than like ( $c$ ). [The exact value is $(9.359 \mathrm{~g} / \mathrm{l})^{1 / 2}$.]

For this problem it is not difficult to obtain the exact eigenvalues and eigenvectors $\left(\theta_{1}, \theta_{2}\right)$ by the methods of the next chapter, but it nevertheless serves to illustrate that reasonable estimates and useful information can sometimes be obtained using a minimum amount of calculation and some physical insight.

### 13.6 Examples for solution

1. Show that $y^{\prime \prime}-x y+\lambda x^{2} y=0$ has a solution for which $y(0)=$ $y(1)=0$ and $\lambda \leqslant 36 \frac{3}{4}$.
2. A drumskin is stretched across a fixed circular rim of radius $a$. Small transverse vibrations of the skin have an amplitude $z(r, \phi, t)$, which satisfies

$$
\nabla^{2} z=\frac{1}{c^{2}} \frac{\partial^{2} z}{\partial t^{2}}
$$

in two-dimensional polars. For a normal mode independent of azimuth $z=Z(r) \cos \omega t$, find the differential equation satisfied by $Z(r)$. Using a trial function of the form $a^{\nu}-r^{\nu}$, obtain an estimate for the lowest normal mode frequency [the exact answer is (5.78) ${ }^{1 / 2}$ $c / a]$.
3. Alternative approach to example 13.2 (page 355). Using the notation of section $13.4, H \psi=E \psi$ and the (expectation of the) energy of the state is given by $\int \psi^{*} E \psi \mathrm{~d} v=\int \psi^{*} H \psi \mathrm{~d} v$. Denote the eigenfunctions of $H$ by $\psi_{i}$ so that $H \psi_{i}=E_{i} \psi_{i}$ and since $H$ is Hermitian [self-adjoint] $\int \psi_{j}^{*} \psi_{i} \mathrm{~d} v=\delta_{i j}$.
(i) By writing any function $\psi$ as $\sum c_{\mathcal{j}} \psi_{j}$ and following an argument similar to (13.17), show that

$$
\lambda=\frac{\int \Psi^{*} H \Psi \mathrm{~d} v}{\int \Psi^{*} \Psi \mathrm{~d} v} \geqslant E_{0}
$$

the energy of the lowest state. [This is the Rayleigh-Ritz principle.] (ii) Using the same trial function as in example 13.2 show that the same result is obtained.
4. Using a trial wave function of the form $\exp (-\beta r)$ and the Rayleigh-Ritz principle, find an upper limit for the ground state energy of the hydrogen atom. Assuming that the given form is actually the correct one [which it is], find the normalized ground
state wave function and its energy in terms of the fundamental constants.
5. The vibrations of a trampoline 4 units long and 1 unit wide satisfy the equation $\nabla^{2} u+k^{2} u=0$. By taking the simplest possible permissible polynomial as a trial function, show that the lowest mode of vibration has $k^{2} \leqslant 10.63$ and by direct solution that the actual value is 10.49 .
6. Extension to example 13.2 (page 355 ). With the ground state wave function as $\exp \left(-\alpha x^{2}\right)$, take as a trial function the orthogonal wave function $x^{2 n+1} \exp \left(-\alpha x^{2}\right)$, using the integer $n$ as a variable parameter. Show using Sturm-Liouville theory or the Rayleigh-Ritz principle that the energy of the second lowest state of a quantum harmonic oscillator has an energy of $\leqslant \frac{3}{2} \hbar \omega$.
7. Three particles of mass $m$ are attached to a light string having fixed ends, the string being divided into four equal portions each of length $a$ and being under a tension $T$. Show that for small transverse vibrations the amplitudes $x_{i}$ of normal modes satisfy $B \mathbf{x}=\left(m a \omega^{2} / T\right) \mathbf{x}$, where $B$ is the matrix

$$
\left[\begin{array}{rrr}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 2
\end{array}\right] .
$$

Estimate the lowest and highest eigenvalues using trial vectors $(3,4,3)$ and $(3,-4,3)$. Use also the exact vectors $(1, \sqrt{ } 2,1)$ and ( $1,-\sqrt{ } 2,1$ ) and compare.
8. Use Rayleigh's method to estimate the lowest oscillation frequency of a heavy chain of $n$ links, each of length $a(=l / n)$, which hangs freely from one end. [Try simple calculable configurations such as all links but one vertical, or all links collinear, or . . ..]

## 14

## Matrices

At the end of the previous chapter we touched briefly on the notion of a matrix as an entity consisting of a set of quantities which are arranged in an ordered way. The ordering is usually described by the use of subscripts, the number of these being equal to the dimension of the array. Thus $a_{253}$ stands for the element of an array which is [to use an undefined but readily visualizable description] simultaneously in the second row, in the fifth column, and in the third layer of the array. A general element of this array would be denoted by $a_{i j k}$.

The properties of ordered arrays of elements [usually numbers or algebraic expressions, but sometimes more complicated objects] are a large and intensively studied field and any reader who is interested in this for its own sake should consult some of the numerous books available on the subject. Our attention will be focussed on two-dimensional arrays [with elements like $a_{i j}$ ], or, as a special case, the one-dimensional vector array [with elements $a_{i}$ ].
Such an array is called a matrix $A$, and if $i$ runs from 1 to $M$ and $j$ from 1 to $N, A$ is called an $M \times N$ matrix. Written out in array form it is

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 N}  \tag{14.1}\\
a_{21} & a_{22} & \ldots & a_{2 N} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
a_{M 1} & a_{M 2} & \ldots & a_{M N}
\end{array}\right]
$$

and has $M$ rows and $N$ columns. The special case of a column (or row) vector arises when $N($ or $M$ ) has the value 1 . In keeping with the notation used throughout the rest of this book (for 'physical' vectors) we will denote a matrix which is known to be either $M \times 1$ or $1 \times N$ by (respectively) a vector $\mathbf{u}$ or a transposed $\dagger$ vector $\tilde{v}$ in bold type.

[^40]In the present chapter we will rather narrowly pursue a path which is aimed at deriving those properties of matrices which are useful in physical applications such as the solution of simultaneous linear equations or the study of small oscillations of a mechanical system. In doing this we will have to by-pass many interesting mathematical properties of the arrays and in some cases quote results without a full proof. This will be particularly true in our treatment of determinants which will virtually consist of only those results needed to establish inverse matrices and the compatibility conditions on simultaneous equations.

### 14.1 Some notations

Before proceeding further, we remind the reader of the summation convention (section 1.9) for subscripts, since its use looms large in the work of this and the next chapter. The convention is that any lower-case alphabetic subscript which appears exactly twice in any term of an expression is to be summed over all the values that a subscript in that position can take (unless the contrary is specifically stated). This naturally implies that any such pair of repeated subscripts must only occur in subscript positions which have the same range of values. Sometimes the ranges of values have to be specified but usually they are apparent from the context.

The following simple examples illustrate what is meant:

$$
\begin{aligned}
& a_{i} x_{i} \text { stands for } a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{M} x_{M} \\
& a_{i j} b_{j k} \text { stands for } a_{i 1} b_{1 k}+a_{i 2} b_{2 k}+\ldots+a_{i N} b_{N k} \\
& a_{i j} b_{j k} c_{k} \text { stands for } \sum_{j=1}^{N} \sum_{k=1}^{L}\left(a_{i j}\right)\left(b_{j k}\right)\left(c_{k}\right)
\end{aligned}
$$

where of course on the right-hand side of the third example $\left(a_{i j}\right)$ is the element in the $i$ th row and $j$ th column of the matrix $A$, etc.

Subscripts which are summed over are called dummy subscripts and the others free subscripts. It is worth remarking that when introducing a dummy subscript into an expression care should be taken not to use one that is already present, either as a free or as a dummy subscript. For example, $a_{i j} b_{j k} c_{k l}$ cannot and must not be replaced by $a_{i j} b_{j j} c_{j l}$ or by $a_{i l} b_{l k} c_{k l}$, but could be replaced by $a_{i m} b_{m k} c_{k l}$ or by $a_{i m} b_{m n} c_{n l}$. [Naturally free subscripts should not be changed at all unless the working calls for it.]

In the study to be made of the properties of matrices we shall often have reason to consider multiple products of elements drawn from an array such as (14.1). A particular product-type of interest is one which arises from a matrix for which $M=N$ (a square matrix), and which con-
tains $N$ factors, the factors being such that there is present one and only one from each row and one and only one from each column.

Such products can be characterized as being of the general form

$$
\begin{equation*}
a_{1 j_{1}} a_{2 j_{2}} a_{3 j_{3}} \ldots a_{N j_{N}} \tag{14.2a}
\end{equation*}
$$

where $j_{1}, j_{2}, j_{3}, \ldots, j_{N}$ is some ordering of the numbers $1,2,3, \ldots, N$. As an alternative, the same expression may be written so that its column subscripts occur in their natural order i.e.

$$
\begin{equation*}
a_{i_{1} 1} a_{i_{2} 2} a_{i_{3} 3} \ldots a_{i_{N} N} \tag{14.2b}
\end{equation*}
$$

Again $i_{1}, i_{2}, i_{3}, \ldots, i_{N}$ is an ordering of the numbers $1,2, \ldots, N$ (but in general not the same as the previous ordering of the $j$ 's).

It is a well-known result from the theory of permutations that the number of interchanges of pairs of numbers needed to obtain a specific ordering $j_{1}, j_{2}, \ldots, j_{N}$ starting from the natural ordering $1,2, \ldots, N$ is either definitely odd or definitely even. That is to say that although the actual number of interchanges needed will depend on the sequence in which the changes are made, if it is odd by one method it is odd by every method (and similarly for even).

To express and use this result we define a symbol $\epsilon_{j_{j_{1}} j_{2} \ldots j_{N}}$ which takes only the three values $\pm 1$ or 0 , and takes these as follows,

$$
\begin{array}{r}
\epsilon_{f_{1} j_{2} \cdots j_{N}}=+1 \text { if } j_{1}, j_{2}, \ldots, j_{N} \text { is an even permutation of } \\
=-1 \text { if } j_{1}, j_{2}, \ldots, j_{N} \text { is an odd permutation of } \\
1,2, \ldots, N \\
=
\end{array}
$$

1. Verify that, with these definitions:

$$
\text { (i) } \epsilon_{3412}=1, \quad \text { (ii) } \epsilon_{321}=-1, \quad \text { (iii) } \epsilon_{2412}=0
$$

-2 . Using the $\epsilon$ notation and the summation convention show that

$$
\begin{aligned}
\epsilon_{i j k} a_{i} b_{j} & =a_{2} b_{3}-a_{3} b_{2} \text { for } k=1, \\
& =a_{3} b_{1}-a_{1} b_{3} \text { for } k=2, \\
& =a_{1} b_{2}-a_{2} b_{1} \text { for } k=3 .
\end{aligned}
$$

Notice the connection between this and the $k$ th component of $\mathbf{a} \wedge \mathbf{b}$.

### 14.2 Determinants

In order to prepare the way for some of our subsequent work on the properties of matrices, we will in this section explain and establish those results
from the theory of determinants, which will be required. The motivation for this development work will therefore not become apparent until we come to the physical applications of later sections, but so as not to break up that work too much it will be carried out here.

The matrix $A$ appearing in (14.1) is purely an array of numbers (elements) and as such has no particular numerical value. [One could argue, quite rightly, that it has in fact $M N$ numerical values.] However, for a square matrix $[M=N$ ] it is possible to deduce a single numerical (or algebraic) expression, which it will be found later has an important role to play in the theory of matrices. This expression is known as the determinant of $A$ or $\operatorname{det} A$ and is denoted symbolically by $|A|$. For an explicit matrix such as (14.1) with $M=N$ it is written

$$
\operatorname{det} A=\left|\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 N}  \tag{14.4}\\
a_{21} & a_{22} & \ldots & a_{2 N} \\
\cdot & \cdot & & \vdots \\
\cdot & \cdot & & \cdot \\
a_{N 1} & a_{N 2} & \ldots & a_{N N}
\end{array}\right|
$$

[Notice that in our notation a determinant appears enclosed in vertical bars, whereas the corresponding matrix is enclosed in square brackets.]

The value of the determinant is given by

$$
\begin{equation*}
|A|=\epsilon_{i_{1} i_{2} \cdots i_{N}} a_{i_{1} 1} a_{i_{2} 2} \ldots a_{i_{N} N} \tag{14.5}
\end{equation*}
$$

where the implied summation runs over all values of each $i_{k}$ from 1 to $N$ and $\epsilon$ is as defined in (14.3). Since the $\epsilon$-factor is only non-zero when $i_{1}, i_{2}, \ldots, i_{N}$ is some permutation of $1,2, \ldots, N$, it is apparent that the only non-zero contributions to $|A|$ in (14.5) come from terms in which the factors $a_{i_{k} k}$ are drawn one and only one from each row and one and only one from each column. This is just as discussed in connection with ( 14.2 b ). Since there are $N$ numbers $(1,2, \ldots, N)$ to fill in the values $i_{1}, i_{2}, \ldots, i_{N}$ and all must be different, it is clear that there will be $N$ ! contributing terms. [There would be $N^{N}$ terms in (14.5) if $\epsilon$ did not have its special meaning.]

Let us illustrate this immediately with a simple example by evaluating $\operatorname{det} A$ when $A$ is the $3 \times 3$ matrix

$$
A=\left[\begin{array}{rrr}
2 & 1 & -3  \tag{14.6}\\
3 & 4 & 0 \\
1 & -2 & 1
\end{array}\right]
$$

To show where each factor arises we write below it the corresponding values of $i_{1}, i_{2}, i_{3}$ in (14.5)

$$
\begin{align*}
& \underset{312}{+1 \cdot 1 \cdot 0}-\underset{321}{1 \cdot 4 \cdot(-3)}=35 . \tag{14.7}
\end{align*}
$$

As an alternative to the definition (14.5), $\operatorname{det} A$ can also be expressed as

$$
\begin{equation*}
|A|=\epsilon_{j_{1} j_{2} \cdots j_{N}} a_{1_{1}} a_{2_{j_{2}} \ldots} \ldots a_{N j_{N}} . \tag{14.8}
\end{equation*}
$$

This definition will now be shown to be equivalent to (14.5).
It is readily apparent that the only non-zero terms in (14.8) are again those containing factors drawn one and only one from each row and column, and all that remains to be shown is that for any particular product of elements so constituted, the signs obtained from the $\epsilon$ factors are the same in (14.5) and (14.8).

To show this consider a particular term

$$
a_{k_{1} l_{1}} a_{k_{k_{2} l_{2}}} . a_{k_{N_{N}} l_{N}}
$$

Their occurrence in this term associates with each $k$-subscript a particular $l$-subscript, $l_{q}$ with $k_{q}$. The sequence $k_{1}, k_{2}, \ldots, k_{N}$ is necessarily either an even or an odd permutation of $l_{1}, l_{2}, \ldots, l_{\mathrm{N}}$, and both are orderings of the numbers 1 to $N$. Whichever it is, it is not affected by reordering the pairs $\left(k_{1}, l_{1}\right),\left(k_{2}, l_{2}\right), \ldots,\left(k_{N}, l_{N}\right)$ so as to read

$$
\begin{equation*}
\left(1, j_{1}\right),\left(2, j_{2}\right), \ldots,\left(N, j_{N}\right), \tag{14.9a}
\end{equation*}
$$

nor by reordering them so as to read

$$
\begin{equation*}
\left(i_{1}, 1\right),\left(i_{2}, 2\right), \ldots,\left(i_{N}, N\right) \tag{14.9b}
\end{equation*}
$$

Thus all three sets of pairs have the same even or odd permutation character; in particular (14.9 a) and ( 14.9 b) have the same character. But this is just the statement that $\epsilon_{j_{1} j_{2} \cdots j_{N}}=\epsilon_{i_{1} i_{2} \cdots i_{N}}$, when $i$ and $j$ have those values which pick out exactly the same combination of factors in (14.5) and (14.8) respectively. This completes the proof that (14.5) and (14.8) are equivalent to each other.
$\rightarrow 3$. Use (14.8) to evaluate $|A|$, with $A$ given in (14.6). Set out the evaluation in an analogous way to (14.7) and show that it again yields 35 .

When the size of the matrix becomes much beyond $3 \times 3$, evaluation of its determinant by writing out all permitted products as in (14.5) or
(14.8) becomes very laborious and error-prone and an alternative method is preferable. This can be obtained as follows.

In the expression (14.8) for $\operatorname{det} A$ we group together all those terms which contain the factor $a_{l j_{j}}$ for some particular value of $I$. There will be $N$ such groups corresponding to the $N$ different values of $j_{I}$. In carrying out the development, $I$ will be left unspecified, but it may be helpful to think of it as having a particular value (say 1). In what follows a bar over the top of a symbol, e.g. $\overline{J_{I}}$ or $\overline{a_{I j_{I}}}$ will denote that that symbol is missing from an otherwise natural sequence.

Carrying out the grouping we can write (14.8) as

$$
\begin{equation*}
|A|=\sum_{j_{1}=1}^{N} a_{l j_{1}} \sum_{j_{1} j_{2} \ldots \bar{j}_{1} \ldots j_{N}} \epsilon_{j_{1} j_{2} \ldots j_{1} \ldots j_{N}} a_{1 j_{1}} a_{2 j_{2}} \ldots \overline{a_{I j_{1}}} \ldots a_{N j_{N}} . \tag{14.10}
\end{equation*}
$$

[Despite our preference for the summation convention, the summation signs have been explicitly written in here, to help to elucidate the order in which things are done.] In the second (multiple) summation, $j_{1}, j_{2}$, etc. range over all values from 1 to $N$ except the value $j_{I}$.

As an intermediate aid let us denote by

$$
\boldsymbol{\epsilon}_{j_{1} j_{2} \cdots \bar{\mu}_{1} \cdots j_{N}},
$$

the quantity analogous to $\epsilon_{j_{1} j_{2} \cdots j_{N}}$ but taking the value +1 or -1 according to whether $j_{1}, j_{2}, \ldots, \overline{l_{I}}, \ldots, j_{N}$ is an even or odd permutation of 1 to $N$ excluding $j_{l}$. Now consider the sequence

$$
1,2,3, \ldots, j_{I}, \ldots, N
$$

In $\left|j_{I}-I\right|$ successive interchanges of $j_{I}$ with its successive left- (or right-) hand neighbours, $j_{I}$ can be brought to the $I$ th position with the rest of the numbers in their natural order [omitting $j_{I}$ of course]. If these interchanges are then followed by those necessary to get the remaining numbers into the order $j_{1}, j_{2}, \ldots, \bar{J}_{I}, \ldots, j_{N}$, then the total number of changes will be even or odd according to whether

$$
(-1)^{j_{1}-I} \epsilon_{j_{1} j_{2} \cdots \bar{j}_{l} \cdots j_{N}}
$$

is +1 or -1 . But this is exactly the same as $\epsilon_{j_{1} j_{2} \cdots j_{1} \cdots j_{N}}$, since it produces the same final ordering, viz. $j_{1}, j_{2}, \ldots, j_{l}, \ldots, j_{N}$, of the numbers 1 to $N$ starting from their natural order.

Returning now to (14.10) and inserting this result, we obtain as an alternative for $|A|$,

$$
\begin{align*}
|A|= & \sum_{j_{I}=1}^{N} a_{l j_{l}}(-1)^{j_{l}-I} \\
& \times\left\{\sum_{j_{1} j_{2} \ldots \bar{j}_{I} \ldots j_{N}} \epsilon_{j_{1} j_{2} \ldots \bar{j}_{I} \ldots j_{N}} a_{1 j_{1}} a_{2 j_{2}} \ldots \overline{a_{I j_{l}}} \ldots a_{N j_{N}}\right\} . \tag{14.11}
\end{align*}
$$

Now the term in the curly brackets is exactly the determinant of the $(N-1) \times(N-1)$ matrix obtained by striking out the $I$ th row and the $j_{I}$ th column of the original matrix $A$, i.e. by striking out the row and column containing $a_{I j_{l}}$. This quantity is called the minor of $a_{i j_{l}}$ and is denoted by $M_{I j_{i}}$. Taken together with the sign factor $(-1)^{j_{I}-I}$, it is called the cofactor

$$
\begin{equation*}
C_{I j_{l}}=(-1)^{i_{I}-I} M_{I j_{l}} \tag{14.12}
\end{equation*}
$$

and (14.11) can be rewritten as

$$
\begin{equation*}
|A|=\sum_{j_{I}} a_{l j_{l}}(-1)^{j_{I}-I} M_{I j_{I}}=a_{l j_{I}} C_{l j_{I}}, \text { any } I \text { in } 1 \leqslant I \leqslant N \tag{14.13a}
\end{equation*}
$$

By a similar argument starting from (14.5) det $A$ can also be written as

$$
\begin{equation*}
|A|=\sum_{i_{j}} a_{i, J}(-1)^{i_{J}-J} M_{i, J}=a_{i, J} C_{i, J}, \text { any } J \text { in } 1 \leqslant J \leqslant N \tag{14.13b}
\end{equation*}
$$

These new expressions for $\operatorname{det} A$ enable it to be expressed as a weighted sum of $N$ determinants, each with one less row and column than the original. Clearly this process can be repeated until the matrices are reduced in size to $1 \times 1$. Their values are then those of the single elements left. [When a matrix $B$ contains only a single element, $|B|$ must not be confused with a simple modulus sign, e.g. $|-3|$ is -3 not +3.$]$

As stated earlier $I$ was left as a fixed but arbitrary integer in the range 1 to $N$. But since equations (14.13) have been shown equivalent to (14.5) and (14.8), it follows that the values given by (14.13) are quite independent of which value $I$ takes. For practical calculations, $I$ is usually determined on the basis of which row or column has most zero entries, or is taken as $I=1$ since this aids the visualization of the cofactor determinants.

This proof, in order to be general, has been somewhat complicated and involved subscripts to subscripts. When the form of result is applied to particular cases it is much less forbidding. To illustrate this we will again evaluate $|A|$ for $A$ given by (14.6). In doing this we will pedantically follow out the procedure to the last single step, although in practice the evaluation of $2 \times 2$ matrices is usually carried out mentally. [In addition some properties of determinants mentioned later can greatly simplify their evaluation.]

We use (14.13 a) with $I=1$ (and $j_{I}$ running from 1 to 3 ) at the first
stage and also evaluate the subsequent determinants by expanding in terms of the first row.

$$
\begin{aligned}
|A| & =\left|\begin{array}{rrr}
2 & 1 & -3 \\
3 & 4 & 0 \\
1 & -2 & 1
\end{array}\right| \\
& =2\left|\begin{array}{rr}
4 & 0 \\
-2 & 1
\end{array}\right|-1\left|\begin{array}{ll}
3 & 0 \\
1 & 1
\end{array}\right|+(-3)\left|\begin{array}{rr}
3 & 4 \\
1 & -2
\end{array}\right| \\
& =2[4|1|-0|-2|]-1[3|1|-0|1|]-3[3|-2|-4|1|] \\
& =2[4 \cdot 1-0 \cdot(-2)]-1[3 \cdot 1-0 \cdot 1]-3[3 \cdot(-2)-4 \cdot 1] \\
& =8-3+30=35 .
\end{aligned}
$$

4. For some verification of the general results derived in this section, again evaluate the same determinant,
(i) using (14.13 a) with another value of $I$ (say $I=2$ ),
(ii) using ( 14.13 b ) with some value of $J$ (say $J=3$ ).

Of course all methods should lead to the same value of 35 .
-5. Evaluate the determinants

$$
\text { (i) }\left|\begin{array}{lll}
a & h & g \\
h & b & f \\
g & f & c
\end{array}\right|, \quad \text { (ii) }\left|\begin{array}{rrrr}
1 & 0 & 2 & 3 \\
0 & 1 & -2 & 1 \\
3 & -3 & 4 & -2 \\
-2 & 1 & -2 & -1
\end{array}\right| \text {. }
$$

### 14.3 Some properties of determinants

We will now establish a series of properties of determinants which will be needed later and in addition can often be used to reduce the labour of evaluating them.
(i) The matrix $B$ obtained from $\boldsymbol{A}$ by interchanging the rows and columns of $A$, i.e.

$$
\begin{equation*}
b_{i j}=a_{j t} \tag{14.14}
\end{equation*}
$$

has the same determinant as $A$.

This follows immediately from the equivalence of the definitions (14.5) and (14.8). Det $B$ evaluated using (14.5) is identical to $\operatorname{det} A$ evaluated using (14.8), and vice-versa.

The matrix $B$ is known as the transpose of $A$ and will be denoted by $\tilde{A}$. A matrix which is equal to its transpose, $\tilde{A}=A$, is called symmetric.

It also follows from the present result that any theorem established for the rows of $A$ will apply to the columns as well, and vice-versa.
(ii) If two rows (columns) of $A$ are interchanged, its determinant changes sign but is unaltered in magnitude.

Suppose the $r$ th and $\operatorname{sth}(s>r)$ rows of $A$ are interchanged to produce a new matrix $A^{\prime}$. Then using (14.8) to evaluate $\operatorname{det} A^{\prime}$ we have

$$
\left|A^{\prime}\right|=\epsilon_{j_{1} j_{2} \cdots j_{r} \cdots j_{s} \cdots j_{N}} a_{1 j_{1}} a_{2 j_{2}} \ldots a_{s j_{\mathrm{r}}} \ldots a_{r j_{\mathrm{s}}} \ldots a_{N j_{N}} .
$$

Now exchanging the dummy subscripts $j_{\mathrm{r}}$ and $j_{s}$, the original products of elements which appeared in $|A|$ are recovered but the $\epsilon$-factor is now $\epsilon_{j_{1} j_{2} \cdots j_{s} \cdots j_{r} \cdots j_{N}}$ instead of $\epsilon_{j_{1} j_{2} \cdots j_{r} \cdots j_{s} \cdots j_{N}}$. However, this reordering of the $\epsilon$ subscripts corresponds to a single interchange and so one $\epsilon$-factor is equal to minus the other. All other factors depending on rows other than the $r$ th and $s$ th are unaltered and so

$$
\left|A^{\prime}\right|=-|A|
$$

(iii) If two rows (columns) of $\operatorname{det} A$ are identical, then $\operatorname{det} A=0$.

Interchanging the two rows clearly leaves $|A|$ unaltered. But by (ii) it changes it to $-|A|$. Thus $|A|$ must $=0$.
(iv) (a) Multiplying each element of any one row (column) of $A$ by a constant $k$ multiplies $|A|$ by $k$.
(b) Multiplying every element of $A$ by $k$ multiplies $|A|$ by $k^{N}$.
(c) Any matrix which contains a complete row (column) of zeros has zero determinant.
(v) If two matrices $A$ and $B$ are identical except for the elements of one particular row (column), say the $I$ th, then the matrix $D$, having the same common elements as $A$ and $B$ and having its $I$ th row (column) constructed from the sums of the corresponding elements in $A$ and $B$, has the property

$$
|D|=|A|+|B|
$$

In symbols we have

$$
\begin{array}{ll}
d_{i j}=a_{i j}=b_{i j}, & (i \neq I), \\
d_{i j}=a_{1 j}+b_{i j}, & j=1,2, \ldots, N \\
j=1,2, \ldots, N
\end{array}
$$

The result is immediate if we write

$$
\begin{aligned}
& \epsilon_{j_{1} j_{2} \cdots j_{r} \cdots j_{N}} d_{1_{1}} d_{2 j_{2}} \ldots d_{I_{j}} \ldots d_{N j_{N}} \\
& =\epsilon_{j_{1} j_{2} \cdots j_{l} \cdots j_{N}} d_{1 j_{1}} d_{2 j_{2}} \ldots a_{I j_{1}} \ldots d_{N j_{N}} \\
& +\epsilon_{j_{1} j_{2} \cdots j_{l} \ldots j_{N}} d_{1_{1}} d_{2 j_{2}} \ldots b_{j_{j}} \ldots d_{N j_{N}},
\end{aligned}
$$

and replace all the remaining $d_{i j}$ in the first term by the corresponding $a_{i j}$, and those in the second by the corresponding $b_{i j}$.
(vi) The determinant of a matrix is unchanged in value by the addition to the elements of one row (column) of any fixed multiple of the elements of another row (column).
This result can be obtained from the previous one by taking the Ith row of $B$ as the fixed multiple ( $\lambda$ say) of the row (the $R \mathrm{th}$ say) to be added, i.e.

$$
\left.\begin{array}{l}
d_{i j}=a_{i j}=b_{i j}, \quad i \neq I  \tag{14.15}\\
b_{I j}=\lambda a_{R j}, \\
d_{l j}=a_{I j}+\lambda a_{R j},
\end{array}\right\} j=1,2, \ldots, N .
$$

However, by result (iv), part (a), $\operatorname{det} B=\lambda \times\{$ the determinant of a matrix in which the Ith and $R$ th rows are identical\}; thus by result (iv), part (c), this must $=0$. Putting this into result (v) gives that $|D|=|A|$, which equations (14.15) show is the stated result.

Example 14.1. Use properties (ii) to (vi) to evaluate the matrix (ii) of 5 .
There is no explicit procedure for using the results (ii)-(vi), and judging the quickest method is a matter of experience. A general guide is to try to reduce all terms but one in a row or column to zero and hence effectively obtain a determinant of smaller size. The steps taken below are certainly not the fastest series but have been chosen in order to illustrate the use of most of the properties. To save space the various stages are written sequentially and the commentary given afterwards.

$$
\begin{aligned}
& \left|\begin{array}{rrrr}
1 & 0 & 2 & 3 \\
0 & 1 & -2 & 1 \\
3 & -3 & 4 & -2 \\
-2 & 1 & -2 & -1
\end{array}\right| \\
& \text { (a) }=2\left|\begin{array}{rrrr}
1 & 0 & 1 & 3 \\
0 & 1 & -1 & 1 \\
3 & -3 & 2 & -2 \\
-2 & 1 & -1 & -1
\end{array}\right| \\
& \text { (b) }=2\left|\begin{array}{rrrr}
1 & 0 & 1 & 3 \\
0 & 1 & 0 & 1 \\
3 & -3 & -1 & -2 \\
-2 & 1 & 0 & -1
\end{array}\right| \\
& \text { (c) }=2\left|\begin{array}{rrrr}
1 & 0 & 1 & 3 \\
0 & 1 & 0 & 0 \\
3 & -3 & -1 & 1 \\
-2 & 1 & 0 & -2
\end{array}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \text { (d) } \begin{array}{r}
=2 \cdot 1 \cdot(-1)^{2-2}\left|\begin{array}{rrr}
1 & 1 & 3 \\
3 & -1 & 1 \\
-2 & 0 & -2
\end{array}\right| \stackrel{(e)}{ }=2\left|\begin{array}{rrr}
4 & 0 & 4 \\
3 & -1 & 1 \\
-2 & 0 & -2
\end{array}\right| \\
(f) \\
=2(-2)\left|\begin{array}{rrr}
-2 & 0 & -2 \\
3 & -1 & 1 \\
-2 & 0 & -2
\end{array}\right| \begin{array}{c}
(g) \\
=0 .
\end{array}
\end{array} .
\end{aligned}
$$

(a) property (iv), part (a).
(b) add column 2 to column 3.
(c) add $(-1) \times$ column 2 to column 4.
(d) expand using (14.13 a) with $I=2$.
(e) add row 2 to row 1 .
$(f)$ property (iv), part (a).
(g) property (iii).
-6. Evaluate

$$
\left|\begin{array}{cccc}
g c & g e & a+g e & g b+g e \\
0 & b & b & b \\
c & e & e & b+e \\
a & b & b+f & b+d
\end{array}\right|
$$

Before leaving determinants we may note one further property which will be useful later.

Consider the matrix $A^{\prime}$ obtained from an original matrix $A$ by replacing the Ith row by one of the other rows (say the $R \mathrm{th}$ ) of $A$. Then $A^{\prime}$ is a matrix with two identical rows and thus has zero determinant. However replacing the $I$ th row by something else does not change the cofactors $C_{I j}$ of the elements in the $I$ th row which are therefore the same in $A$ and $A^{\prime}$. Thus applying (14.13 a) to the new matrix $A^{\prime}$ we obtain

$$
0=\left|A^{\prime}\right|=a_{I j}^{\prime} C_{I j}^{\prime}=a_{R j} C_{I j}, \quad I \neq R
$$

and we may now combine this result more compactly with (14.13 a) to read

$$
\begin{equation*}
a_{R j} C_{I j}=\delta_{R I}|A| \tag{14.16a}
\end{equation*}
$$

An analogous argument applies to column expansions to enable (14.13 b) to be generalized to

$$
\begin{equation*}
a_{i s} C_{i J}=\delta_{S J}|A| \tag{14.16b}
\end{equation*}
$$

These two results show that there is a special relationship between the elements of a matrix and their cofactors. That such a relationship exists is not surprising since each element itself appears in the cofactors of other elements. In vector language, equations (14.16) state that any row (column) vector in the matrix is orthogonal to the vector formed by the cofactors of any other row (column).

### 14.4 Simultaneous homogeneous linear equations

If we consider the $N$ simultaneous homogeneous linear equations

$$
\left.\begin{array}{c}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 N} x_{N}=0  \tag{14.17}\\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 N} x_{N}=0 \\
\vdots \\
\vdots \\
a_{N 1} x_{1}+a_{N 2} x_{2}+\cdots+a_{N N} x_{N}=0
\end{array}\right\}
$$

in $N$ unknowns $x_{1}, x_{2}, \ldots, x_{N}$, we would expect, in view of every righthand side being zero, that in general the only solution is that all $x_{j}$ are themselves zero.

However, this is clearly not necessarily so, since, for example, the three simultaneous equations

$$
\left.\begin{array}{l}
3 x_{1}-x_{2}+2 x_{3}=0  \tag{14.18}\\
x_{1}-2 x_{2}+2 x_{3}=0 \\
x_{1}+3 x_{2}-2 x_{3}=0
\end{array}\right\}
$$

have the non-zero solution $x_{1}=-2, x_{2}=4, x_{3}=5$ [and also any multiple of this set]. We may thus consider what conditions are necessary for the general equations (14.17) to have a non-zero solution.

The general question of whether $M$ simultaneous homogeneous linear equations in $N$ unknowns have no solution, a unique solution, or infinities of solutions, is lengthy to consider in full generality, and if pursued would take us well beyond what is usually required for physical problems. We will restrict our attention to the case $M=N$ (as in (14.17)) and derive only a necessary condition that at least one non-zero solution exists.

Consider the constants $a_{i j}(i, j=1,2, \ldots, N)$, in (14.17) as the elements of a matrix $A$ and suppose there exists a non-zero solution to the equations, i.e. a solution with at least one $x_{i} \neq 0$. For definiteness suppose $x_{1} \neq 0$.

Next consider $\operatorname{det} A$. In view of the results of the previous section the following operation can be carried out on $A$ without changing the value of $\operatorname{det} A$. To the first column of $A$ add

$$
\begin{aligned}
\frac{x_{2}}{x_{1}} \times(2 \text { nd column of } A)+\frac{x_{3}}{x_{1}} & \times(3 \text { rd column of } A)+\cdots \\
& +\frac{x_{N}}{x_{1}} \times(N \text { th column of } \dot{A})
\end{aligned}
$$

Now every element of the first column of the new matrix has the form

$$
\begin{equation*}
a_{i 1}+\frac{a_{i 2} x_{2}}{x_{1}}+\frac{a_{i 3} x_{3}}{x_{1}}+\cdots+\frac{a_{i N} x_{N}}{x_{1}}, \quad i=1,2, \ldots, N . \tag{14.19}
\end{equation*}
$$

But because the $x_{j}$ have been selected to be solutions of (14.17), each of these elements is individually zero. Hence the new matrix contains a column of zeros and so its determinant is zero. Thus necessarily $\operatorname{det} A$ is zero also.

This result (which will later form an important step in the discussion of eigenvalues of matrices) may be stated as:

If equations (14.17) have a non-zero solution, then $|A|=0$ where $A$ is the matrix whose elements are the constants in (14.17).

In the matrix and vector notation of later sections, this reads:
The equation $A \mathbf{x}=\mathbf{0}$, can have a solution with $\mathbf{x} \neq \mathbf{0}$ only if $|A|=0$.
$\rightarrow$ 7. Verify that the matrix appropriate to equations (14.18) has zero determinant.
8. Do the following sets of equations have non-zero solutions? If so find them.
(i) $3 x+2 y+z=0, x-3 y+2 z=0,2 x+y+3 z=0$;
(ii) $2 x=b(y+z), x=2 a(y-z), x=(6 a-b) y-(6 a+b) z$.

### 14.5 Matrix algebra

So far in our development, matrices have been nothing more than arrays of numbers (or algebraic expressions), and it is natural to enquire as to whether it is possible or useful to define operations by means of which two or more matrices may be combined to give further (related) matrices or other quantities. The kind of operations on ordinary numbers, for which analogues may be sought for matrices, are addition, subtraction, multiplication and division.

1. Addition and subtraction. At one point in the derivation of property (v) of section 14.3 an equation appears which has something of the appearance of the addition of two matrices. The actual context there is one of determinants of matrices rather than the matrices themselves. However, it seems natural to define the sum $D=A+B$ of two matrices $A$ and $B$
[we avoid the symbol $C$ which we employ in connection with cofactors] as that matrix whose elements are given by

$$
\begin{equation*}
d_{i j}=a_{i j}+b_{i j} \tag{14.21}
\end{equation*}
$$

for every pair of subscripts $(i, j)$, with $i=1,2, \ldots, M$ and $j=1,2, \ldots, N$. For this to have any meaning, the matrices $A$ and $B$ must both be $M \times N$ and their sum $D$ will be the same.

From definition (14.21) it follows that $A+B=B+A$ and that the sum of a number of matrices can be written unambiguously without bracketing, i.e. the commutative and associative laws hold.

It is clear that for consistency the matrix $E=A-B$ must be defined by

$$
\begin{equation*}
e_{i j}=a_{i j}-b_{i j}, \quad i=1,2, \ldots, M, \quad j=1,2, \ldots, N \tag{14.22}
\end{equation*}
$$

2. Multiplication. A useful definition of multiplication of matrices is less obvious, but one is suggested by a study of linear transformations. For discussion purposes and to save space, we will limit ourselves to matrices of small size until the general formalism has been established. The results to be obtained will be applicable to matrices of arbitrary size and in general can be compactly stated using the summation convention.

Consider a transformation from one set of variables $x_{1}, x_{2}$ to a new set of variables $y_{1}, y_{2}, y_{3}$ [we suppose there are a different number of them so that the matrix properties can be developed for general matrices]. If the transformation is linear it will take the form

$$
\begin{align*}
& x_{1}=a_{11} y_{1}+a_{12} y_{2}+a_{13} y_{3}, \\
& x_{2}=a_{21} y_{1}+a_{22} y_{2}+a_{23} y_{3} . \tag{14.23}
\end{align*}
$$

These equations can be written more compactly using the summation convention as

$$
\begin{equation*}
x_{i}=a_{i j} y_{j} \quad(i=1,2),(j=1,2,3) \tag{14.24}
\end{equation*}
$$

Alternatively if we view the entities

$$
X \equiv\left[\begin{array}{c}
x_{1}  \tag{14.25}\\
x_{2}
\end{array}\right] \text { and } \quad Y \equiv\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]
$$

as a $2 \times 1$ matrix and a $3 \times 1$ matrix respectively, we see that we could conveniently define multiplication of matrices by saying that

$$
\begin{equation*}
X=A Y \tag{14.26}
\end{equation*}
$$

means that each element of the product matrix $X$ is given by (14.24) for a particular value of the subscript $i$. For this to be a meaningful definition it
is clearly necessary that the number of columns in $A$ equals the number of rows in $Y$ [in this case both $=3$ ].

As mentioned earlier, it is usual when a matrix has only a single column (row) to call it a column (row) vector and, to be in line with the vector notation of chapters $2-4$, to write it in bold type, e.g. $\mathbf{x}(\tilde{\mathbf{x}})$. Thus (14.26) would normally be written

$$
\begin{equation*}
\mathbf{x}=A \mathbf{y} \tag{14.27}
\end{equation*}
$$

and we will follow this practice for column or row vectors.
Consideration of a further transformation, say

$$
\begin{equation*}
y_{k}=b_{k 1} z_{1}+b_{k 2} z_{2}+b_{k 3} z_{3}=b_{k 1} z_{l}, \quad \text { for } l=1,2,3 \tag{14.28}
\end{equation*}
$$

will show how the definition of multiplication of matrices can be extended from (14.24) and (14.26) to more general cases. Substituting (14.28) into (14.24) [with $j=k$ ] gives

$$
\begin{equation*}
x_{i}=a_{i j} b_{j l} z_{l} \tag{14.29}
\end{equation*}
$$

and so gives the connection between the variables $\left(x_{1}, x_{2}\right)$ and the variables $\left(z_{1}, z_{2}, z_{3}\right)$ directly. Written as a single transformation it would have the form

$$
\begin{equation*}
x_{i}=d_{i l} z_{i} \tag{14.30}
\end{equation*}
$$

and comparison between this and (14.29) shows that we should define the product of the matrices $A$ and $B$ as

$$
\begin{equation*}
D=A B \tag{14.31}
\end{equation*}
$$

with each component $d_{i l}$ of $D$ defined by

$$
\begin{equation*}
d_{i l} \equiv a_{i j} b_{j l} \tag{14.32}
\end{equation*}
$$

Again the number of columns in $A$ must match the number of rows in $B$.
Multiplication of more than two matrices follows naturally and we simply state the defining relationship for the individual elements

$$
\begin{equation*}
(H)_{i j}=(A B C \ldots G)_{i j}=A_{i k} B_{k l} C_{l m} \ldots G_{q j} \tag{14.33}
\end{equation*}
$$

The expression (14.33) is independent of the order in which the sums over $k, l, m, \ldots, q$ are carried out and so the associative law holds in multiplication.

Returning to (14.32), it is apparent that if $A$ is $M \times N$ and $B$ is an $N \times M$ matrix, then two product matrices are possible, given by
(i) $d_{i l}=a_{i j} b_{j l}$, and
(ii) $e_{i l}=b_{i j} a_{j l}$.

They are clearly not the same since $D$ is an $M \times M$ matrix whilst $E$ is an $N \times N$ matrix. Care must thus be taken to write matrix products in the intended order; $D=A B$ but $E=B A$.

Even if both $A$ and $B$ were square (i.e. both $N \times N$ ) the product $A B$ is not in general the same as the product $B A$. If they are the same the two matrices are said to commute.

For the rest of this chapter we will consider only square matrices. These will be of arbitrary size $N \times N$ unless otherwise stated although most specific examples will be $2 \times 2$ or $3 \times 3$. All summations over dummy subscripts must be understood to run from 1 to $N$.

To give a concrete example of the multiplication procedure and also to illustrate the points of the last paragraph but one, we now carry out the following example.

Example 14.2. Evaluate $A B$ and $B A$ when $A$ and $B$ are the $3 \times 3$ matrices given by

$$
A=\left[\begin{array}{rrr}
3 & 2 & -1 \\
0 & 3 & 2 \\
1 & -3 & 4
\end{array}\right], \quad B=\left[\begin{array}{rrr}
2 & -2 & 3 \\
1 & 1 & 0 \\
3 & 2 & 1
\end{array}\right]
$$

The layout to be used for the working is that usually found most convenient. The elements ( $d_{i j}$ say) of the resultant matrices are (for simple elements) found by mentally taking the 'scalar product' of the $i$ th row of the first matrix with the $j$ th column of the second one. For example, $d_{11}=3 \cdot 2+2 \cdot 1+(-1) \cdot 3=5, d_{12}=3 \cdot(-2)+2 \cdot 1+(-1) \cdot 2=-6$, etc.

$$
\begin{aligned}
& D=A B=\left[\begin{array}{rrr}
3 & 2 & -1 \\
0 & 3 & 2 \\
1 & -3 & 4
\end{array}\right]\left[\begin{array}{rrr}
2 & -2 & 3 \\
1 & 1 & 0 \\
3 & 2 & 1
\end{array}\right]=\left[\begin{array}{rrr}
5 & -6 & 8 \\
9 & 7 & 2 \\
11 & 3 & 7
\end{array}\right] . \\
& E=B A=\left[\begin{array}{rrr}
2 & -2 & 3 \\
1 & 1 & 0 \\
3 & 2 & 1
\end{array}\right]\left[\begin{array}{rrr}
3 & 2 & -1 \\
0 & 3 & 2 \\
1 & -3 & 4
\end{array}\right]=\left[\begin{array}{rrr}
9 & -11 & 6 \\
3 & 5 & 1 \\
10 & 9 & 5
\end{array}\right] .
\end{aligned}
$$

It is apparent from these results that $A B \neq B A$.
$\downarrow 9$. Check the remainder of the evaluation of $D$ and $E$ in the above example.

Further properties of matrix multiplication which can be deduced directly from its definition include the distributive laws

$$
\begin{align*}
& (A+B) F=A F+B F \\
& F(A+B)=F A+F B \tag{14.34}
\end{align*}
$$

Although $A B \neq B A$ in general, it is the case for any square matrices $A$ and $B$ that

$$
\begin{equation*}
\operatorname{det}(A B)=\operatorname{det} A \cdot \operatorname{det} B=\operatorname{det}(B A) . \tag{14.35}
\end{equation*}
$$

A proof of this can be found in any textbook on matrix algebra and will not be given here.
-10 . Show that this is true for the particular matrices of example 14.2.
11. (i) By considering matrices

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad B=\left[\begin{array}{ll}
0 & 0 \\
3 & 4
\end{array}\right],
$$

show that $A B=O$, where $O$ is the zero matrix with all entries equal to zero, does not imply that either $A$ or $B$ is the zero matrix, (ii) Verify that result (14.35) is still true however.
3. Division. If we were dealing with ordinary numbers we would consider equation (14.31), $D=A B$, as equivalent to $B=D / A$ provided that $A \neq 0$. However, if $A, B$, and $D$ are matrices this notation does not have an obvious meaning, since we have elected to define multiplication by

$$
\begin{equation*}
d_{i l}=a_{i j} b_{j l} \tag{14.32bis}
\end{equation*}
$$

rather than, say, $d_{i l}=a_{i l} \times b_{i l}$ (no summation), and we would wish division to be in some way the inverse of multiplication. The question becomes: 'Can an explicit formula for $B$ be obtained in terms of $A$ and D?'
It will be shown that this is possible for those cases where $\operatorname{det} A \neq 0$. A square matrix whose determinant $=0$ is called a singular matrix, otherwise it is described as non-singular. What will be shown is that if $A$ is nonsingular, we can define a matrix, denoted by $A^{-1}$ and called the inverse of $A$, which has the property that,

$$
\begin{align*}
& \text { if } \quad A B=D, \\
& \text { then } B=A^{-1} D . \tag{14.36a}
\end{align*}
$$

In words, $B$ can be obtained by multiplying $D$ 'on the left' by $A^{-1}$. Analogously, if $B$ is non-singular, then by multiplication 'on the right'

$$
\begin{equation*}
A=D B^{-1} . \tag{14.36b}
\end{equation*}
$$

The construction of the inverse of $A$ is based upon the results (14.16) involving the cofactors $C_{i j}$ of the elements of $A$, namely

$$
\begin{align*}
& a_{R j} C_{I j}=\delta_{R I}|A|,  \tag{14.16abis}\\
& a_{i S} C_{i J}=\delta_{S J}|A| . \tag{14.16bbis}
\end{align*}
$$

From these equations it is clear that if we take as the $(i, j)$ elements of $A^{-1}$ the $C_{j i}$ (note the inversion of the order of the subscripts) divided by the non-zero number $|A|$, then the $k, l$ element of $A^{-1} A$ will be

$$
\begin{equation*}
\left(A^{-1} A\right)_{k l}=\left(A^{-1}\right)_{k m}(A)_{m l}=\frac{C_{m k}}{|A|} a_{m l}=\frac{\delta_{k l}}{|A|}|A|=\delta_{k l} . \tag{14.37}
\end{equation*}
$$

In the next to last step, (14.16 b) was used.
Thus, with this definition of $A^{-1}$, the matrix $A^{-1} A$ has elements $=1$ on the leading diagonal (i.e. when $k=l$ ) and $=0$ elsewhere. Such a matrix is called a unit matrix and denoted by $I$ [it too is $N \times N$ ];

$$
I=\left[\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0  \tag{14.38}\\
0 & 1 & 0 & & & \cdot \\
0 & 0 & 1 & & & \cdot \\
. & & \ddots & & \cdot \\
. & & & 1 & 0 \\
0 & \ldots & & & 0 & 1
\end{array}\right]
$$

In this notation (14.37) can be written as

$$
\begin{equation*}
A^{-1} A=I \tag{14.39}
\end{equation*}
$$

$\rightarrow$ 12. Show by a similar argument to (14.37) that $A A^{-1}=I$, i.e. $A$ and its inverse commute.
$\rightarrow 13$. Verify formally the following intuitively obvious properties of the unit matrix.
(i) For any matrix $A, A I=A$.
(ii) $I$ commutes with any other matrix.
(iii) $I$ is its own inverse.

We may now return to our original equation $A B=D$ and solve it for $B$ as follows.

Because $A$ is non-singular $(|A| \neq 0)$ we can define the matrix $A^{-1}$. Multiply both sides of $A B=D$ on the left by $A^{-1}$ to obtain

$$
A^{-1} A B=A^{-1} D
$$

Using (14.39) and the results of $>13$, this becomes

$$
A^{-1} D=A^{-1} A B=I B=B I=B,
$$

which is the stated result ( 14.36 a ).
It is clear that $A^{-1}$ cannot be singular [e.g. by using (14.39) and (14.35) and noticing that det $I=1$ ] and so it too has an inverse. Applying the result (14.36) to (14.39) shows that its inverse is $A$ itself; in symbols,

$$
\begin{equation*}
A^{-1} A=I \tag{14.40}
\end{equation*}
$$

thus $\quad A=\left(A^{-1}\right)^{-1} I=\left(A^{-1}\right)^{-1}$.
By similar arguments, other properties of the inverse may be found; these are left as exercises for the student.
14. Show that for non-singular matrices $A, B, \ldots$,
(i) $(\tilde{A})^{-1}=\left(\widetilde{A^{-1}}\right)$,
(ii) $(A B)^{-1}=B^{-1} A^{-1}$,
(iii) $(A B \ldots G)^{-1}=G^{-1} \ldots B^{-1} A^{-1}$.

### 14.6 Simultaneous linear equations

As a particular case of matrix division we may consider a matrix equation

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{14.41}
\end{equation*}
$$

where $A$ is $N \times N$ and non-singular and $\mathbf{x}$ and $\mathbf{b}$ are $N \times 1$ column vectors. Written out in full this represents the $N$ simultaneous linear equations

$$
\left.\begin{array}{c}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 N} x_{N}=b_{1}  \tag{14.42}\\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 N} x_{N}=b_{2} \\
\vdots \\
a_{N 1} x_{1}+a_{N 2} x_{2}+\cdots+a_{N N} x_{N}=b_{N}
\end{array}\right\}
$$

Consideration has already been given in section 14.4 to the case where $\mathbf{b}=0$ and so we will not consider that case further.

A solution for the unknowns $x_{1}, x_{2}, \ldots, x_{N}$ can be immediately obtained in terms of the elements of $A$ and $\mathbf{b}$ by using (14.36 a), namely

$$
\begin{equation*}
\mathbf{x}=A^{-1} \mathbf{b} \tag{14.43}
\end{equation*}
$$

To illustrate this method and demonstrate the construction of an inverse matrix we will solve the following.

Example 14.3. Solve the simultaneous equations

$$
\begin{aligned}
2 x_{1}+4 x_{2}+3 x_{3} & =4, \\
x_{1}-2 x_{2}-2 x_{3} & =0, \\
-3 x_{1}+3 x_{2}+2 x_{3} & =-7 .
\end{aligned}
$$

Referring to the equations as $A \mathbf{x}=\mathbf{b}$, we first determine $|A|$ and find it $=11$. This is non-zero and so an inverse matrix $A^{-1}$ can be constructed.

To do this we need the cofactors of all the elements of $A$. The cofactor of $a_{21}$, for example, is $(-1)^{2-1}[(4 \times 2)-(3 \times 3)]=1$ and this is to be placed as the 1,2 [note the order] element of $A^{-1}$. The matrix $A^{-1}$ is in this way built up as
-15. $A^{-1}=\frac{1}{11}\left[\begin{array}{rrr}2 & 1 & -2 \\ 4 & 13 & 7 \\ -3 & -18 & -8\end{array}\right]$.
The solution of the equations is then easily obtained as

$$
\mathbf{x}=A^{-1} \mathbf{b}=\frac{1}{11}\left[\begin{array}{rrr}
2 & 1 & -2 \\
4 & 13 & 7 \\
-3 & -18 & -8
\end{array}\right]\left[\begin{array}{r}
4 \\
0 \\
-7
\end{array}\right]=\left[\begin{array}{r}
2 \\
-3 \\
4
\end{array}\right] .
$$

Thus the solution is $x_{1}=2, x_{2}=-3, x_{3}=4$.
The solution of an equation of the form (14.41) can also be considered as inverting a transformation of variables such as is described by

$$
\begin{equation*}
\mathbf{x}=A \mathbf{y} \tag{14.27bis}
\end{equation*}
$$

The solution

$$
\begin{equation*}
\mathbf{y}=A^{-1} \mathbf{x} \tag{14.44}
\end{equation*}
$$

gives the equations which express the $y_{i}$ in terms of the $x_{i}$, whereas the original equation (14.27) expressed the $x_{i}$ in terms of the $y_{i}$. [It should again be noted that for a unique inverse transformation to exist there must be equal numbers of $x_{i}$ and $y_{i}-A$ is square - and $A$ must be non-singular.]

### 14.7 Derived matrices and their properties

In addition to the inverse matrix $\boldsymbol{A}^{-1}$, there are a number of other matrices which can be derived from an $N \times N$ matrix $A$. In describing them we will begin by assuming all quantities involved are real.
The transposed matrix $\tilde{A}$ has already been defined in equation (14.14) of section 14.3, where it was stated that if $\tilde{A}=A$ then $A$ is said to be symmetric. A matrix which has a transpose equal to minus itself, i.e.

$$
\begin{equation*}
a_{i j}=-a_{j i} \tag{14.45}
\end{equation*}
$$

is called skew- (or anti-) symmetric. Its diagonal elements $a_{11}, a_{22}, \ldots, a_{N N}$, are necessarily zero.
The transpose of a product of two matrices $\widetilde{A B}$ is given by the product of their transposes taken in reverse order,

$$
\begin{equation*}
\widetilde{A B}=\tilde{B} \tilde{A} \tag{14.46}
\end{equation*}
$$

This is easily shown by the following chain of equalities,

$$
(\widetilde{A B})_{i j}=(A B)_{j i}=A_{j k} B_{k i}=(\widetilde{A})_{k j}(\widetilde{B})_{i k}=(\tilde{B})_{i k}(\tilde{A})_{k j}=(\widetilde{B} \tilde{A})_{i j} .
$$

-16. Extend this to a proof that

$$
(\widetilde{A B C \ldots G})=\tilde{G} \ldots \widetilde{B} \tilde{A}
$$

A matrix with the particular property that its transpose is also its inverse,

$$
\begin{equation*}
\tilde{A}=A^{-1}, \tag{14.47}
\end{equation*}
$$

is called an orthogonal matrix. This clearly requires that $A$ is non-singular; but further, since

$$
\begin{equation*}
\tilde{A} A=I \tag{14.48}
\end{equation*}
$$

for such a matrix, $|A|^{2}=|\tilde{A}||A|=|I|=1$ and $|A|= \pm 1$.
If an orthogonal matrix describes a change of variable, as in (14.27)

$$
\begin{equation*}
\mathbf{x}=A \mathbf{y}, \tag{14.27bis}
\end{equation*}
$$

then, using (14.46), the row vector $\tilde{\mathbf{x}}$ is given by $\tilde{\mathbf{x}}=\tilde{\mathbf{y}} A^{-1}$ and the scalar product [ $1 \times 1$ matrix] $\tilde{\mathbf{x}}$, when expressed in terms of the new variables $y_{i}$, becomes

$$
\begin{equation*}
\tilde{\mathbf{x}} \mathbf{x}=\tilde{\mathbf{y}} A^{-1} A \mathbf{y}=\tilde{\mathbf{y}} / \mathbf{y}=\tilde{\mathbf{y}} \mathbf{y} . \tag{14.49}
\end{equation*}
$$

Thus a transformation described by an orthogonal matrix (an orthogonal transformation) is one which preserves the lengths of vectors.

As an alternative to the matrix equation (14.48), we may write a relationship between the elements themselves of an orthogonal matrix,

$$
\begin{equation*}
a_{k i} a_{k j}=(\tilde{A})_{i k}(A)_{k j}=\delta_{i j} . \tag{14.50}
\end{equation*}
$$

As a simple example of an orthogonal matrix we may consider

$$
A=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The transpose of $A$ is also its inverse as is shown by

$$
\begin{aligned}
\tilde{A} A & =\left[\begin{array}{ccc}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=I .
\end{aligned}
$$

This particular matrix $A$ represents the transformation obtained by a rotation of the axes through an angle $\theta$ about the $x_{3}$-axis.
$\rightarrow$ 17. Calculate $A^{-1}$ directly as in section 14.5 and show that it is the same as $\tilde{A}$.

When the elements of matrices are allowed to be complex, and not restricted to real values, correspondingly more general derived matrices can be suitably defined. Roughly speaking the additional operation of complex conjugation is added to each of those defined for real quantities.

Thus the Hermitian conjugate of the matrix $A$ is given by $(\tilde{A})^{*}$ (clearly identical with $\left(\widetilde{A^{*}}\right)$ ), where * indicates the operation of taking the complex conjugate of each element of the array. Some authors use $A^{H}$ or $A^{\dagger}$ instead of $\tilde{A}^{*}$. A matrix for which $\tilde{A}^{*}=A$ is said to be Hermitian, a real symmetric matrix being a special case of this when all the elements of the matrix are real. Similarly if $\tilde{A}^{*}=-A$, then $A$ is called anti-Hermitian.

The 'complex analogue' of an orthogonal matrix is a unitary one, which is defined as a matrix $A$ for which

$$
\begin{equation*}
\tilde{A}^{*}=A^{-1} \tag{14.51}
\end{equation*}
$$

A unitary transformation maintains the value of the modulus of a (complex) vector $\mathbf{x}$, which is given by $\left(\tilde{\mathbf{x}}^{*} \mathbf{x}\right)^{1 / 2}$. On transforming, $\tilde{\mathbf{x}}^{*} \mathbf{x}$ becomes

$$
\tilde{\mathbf{x}}^{*} \mathbf{x}=(\widetilde{A y})^{*} A \mathbf{y}=\tilde{\mathbf{y}}^{*} \tilde{A}^{*} A \mathbf{y}=\tilde{\mathbf{y}}^{*} A^{-1} A \mathbf{y}=\tilde{\mathbf{y}}^{*} \mathbf{y}
$$

which is the modulus squared of the vector in the new coordinates.
-18. Show that a Hermitian matrix $H$ can be written as $H=R+\mathrm{i} S$, where $R$ is a real symmetric matrix and $S$ is real and skew-symmetric.
19. Consider the matrices
(i) $B=\left[\begin{array}{ccc}0 & -\mathrm{i} & \mathrm{i} \\ \mathrm{i} & 0 & -\mathrm{i} \\ -\mathrm{i} & \mathrm{i} & 0\end{array}\right]$, (ii) $C=\frac{1}{\sqrt{ } 8}\left[\begin{array}{ccc}\sqrt{ } 3 & -\sqrt{ } 2 & -\sqrt{ } 3 \\ 1 & \sqrt{ } 6 & -1 \\ 2 & 0 & 2\end{array}\right]$.

Are they $(a)$ real, $(b)$ symmetric, $(c)$ skew-symmetric, $(d)$ singular, $(e)$ orthogonal, $(f)$ Hermitian, $(g)$ anti-Hermitian, ( $h$ ) unitary?

### 14.8 Eigenvalues and eigenvectors

We have seen that a non-singular transformation $\mathbf{x}=A \mathbf{y}$ and its inverse $\mathbf{y}=A^{-1} \mathbf{x}$ describe a 'one-to-one' correspondence between the vectors with components $x_{i}$ and those with components $y_{i}$. Putting it another way, we may say that given one vector $x$, say, it determines a second one $y$ through the matrix $A$. The vectors $\mathbf{x}$ and $\mathbf{y}$ may describe different types of quantities [such as voltage gradient and current] if $A$ has physical dimensions [such as those of electrical resistivity], or they may both be purely mathematical entities and to all intents and purposes dimensionless.

However, particularly interesting cases arise when the two vectors $\mathbf{x}$ and $\mathbf{y}$ are 'parallel' to each other, i.e. expressed in their own units if necessary, one is just a multiple of the other. As a formula, $\mathbf{x}=\lambda \mathbf{y}$ and

$$
\begin{equation*}
A \mathbf{y}=\mathbf{x}=\lambda \mathbf{y} \tag{14.52}
\end{equation*}
$$

A non-zero vector $y$ which satisfies (14.52) for some value of $\lambda$ is called an eigenvector of $A$, and $\lambda$ is called the corresponding eigenvalue.

As will be seen in the remaining sections of this chapter and much of the next, eigenvectors and eigenvalues of matrices play an important role in many physical situations. The term eigenvalue has already been used extensively in earlier chapters in connection with the solution of differential equations, and maintains a corresponding position here. The eigenvector is the discrete analogue, appropriate to a matrix, of the continuous eigenfunction of a differential operator.

In the remainder of this section we will prove some general results concerning eigenvectors and eigenvalues in preparation for their use in later sections. The results will be established for matrices whose elements may be complex, the corresponding properties for real matrices being obtained as special cases.

The $i$ th eigenvector will be noted by $\mathbf{y}^{i}$ and the corresponding eigenvalue by $\lambda_{i}$, for $i=1,2, \ldots$ [for an $N \times N$ matrix we will find that there are in general $N$ distinct eigenvalues], so that

$$
\begin{equation*}
A \mathbf{y}^{i}=\lambda_{i} \mathbf{y}^{i} \text { (no summation) } \tag{14.53}
\end{equation*}
$$

1. The eigenvalues of a Hermitian matrix $A$ are real.

For any particular value of $i$ take the Hermitian conjugate (complex conjugate transposed) of (14.53),

$$
\begin{equation*}
\tilde{\mathbf{y}}^{i^{*}} \tilde{A}^{*}=\lambda_{i}^{*} \tilde{\mathbf{y}}^{i^{*}} \tag{14.54}
\end{equation*}
$$

Using $\tilde{A}^{*}=A$, since $A$ is Hermitian, and multiplying on the right by $\mathbf{y}^{i}$, we obtain

$$
\begin{equation*}
\tilde{\mathbf{y}}^{\mathbf{i}^{*}} \boldsymbol{A} \mathbf{y}^{i}=\lambda_{\mathbf{i}}^{*} \tilde{\mathbf{y}}^{i} \mathbf{y}^{i} \tag{14.55}
\end{equation*}
$$

But multiplying (14.53) through on the left by $\tilde{\mathbf{y}}^{{ }^{*}}$ gives

$$
\tilde{\mathbf{y}}^{\mathbf{i}^{\boldsymbol{*}}} \boldsymbol{A} \mathbf{y}^{i}=\lambda_{i} \tilde{\mathbf{y}}^{\boldsymbol{i}} \mathbf{y}^{\mathbf{i}}
$$

Subtracting this from (14.55) yields

$$
0=\left(\lambda_{i}^{*}-\lambda_{i}\right) \tilde{\mathbf{y}}^{i} \mathbf{y}^{i} \mathbf{y}^{i}
$$

But $\tilde{\mathbf{y}}^{i} \mathbf{y}^{i}$ is the modulus squared of the non-zero vector $\mathbf{y}^{i}$ and is thus nonzero. Hence $\lambda_{i}^{*}$ must equal $\lambda_{i}$ and thus be real.
2. The eigenvectors corresponding to different eigenvalues of a Hermitian matrix are orthogonal.

Consider two unequal eigenvalues $\lambda_{i}$ and $\lambda_{j}\left(\neq \lambda_{i}\right)$. Multiply (14.54) through on the right by $\mathbf{y}^{j}$ to obtain

$$
\tilde{\mathbf{y}}^{\boldsymbol{i}} \tilde{A}^{*} \mathbf{y}^{j}=\lambda_{i}^{*} \tilde{\mathbf{y}}^{i} \mathbf{y}^{j}
$$

and (14.53), for the eigenvalue $\lambda_{j}$, through on the left by $\tilde{\mathbf{y}}^{*}$ to obtain

$$
\tilde{\mathbf{y}}^{i *} A \mathbf{y}^{j}=\lambda_{j} \tilde{\mathbf{y}}^{i} \mathbf{y}^{j}
$$

Then using the fact that $\tilde{A}^{*}=A$, the two left-hand sides are equal and, since the $\lambda_{i}$ are real, on subtraction we obtain

$$
0=\left(\lambda_{i}-\lambda_{j}\right) \tilde{\mathbf{y}}^{* *} \mathbf{y}^{j}
$$

Finally $\lambda_{j} \neq \lambda_{i}$ and so we must have $\tilde{\mathbf{y}}^{i}{ }^{\boldsymbol{*}}{ }^{j}=0$, which is the stated result.
3. The eigenvectors of a Hermitian matrix are mutually orthogonal or can be chosen to be so.

This follows immediately from result 2 if all the eigenvalues are unequal. However if some are the same, further justification is needed. An eigenvalue corresponding to two (or more) different eigenvectors (one not simply a multiple of the other) is said to be degenerate.

Suppose, for the sake of our proof, $\lambda_{1}$ is $K$-fold degenerate, i.e.

$$
\begin{equation*}
A \mathbf{y}^{i}=\lambda_{1} \mathbf{y}^{i} \quad \text { for } i=1,2, \ldots, K, \tag{14.56}
\end{equation*}
$$

but that $\lambda_{1}$ is different from any of $\lambda_{K+1}, \lambda_{K+2}$, etc. Then any linear combination of these $\mathbf{y}^{i}$ is also an eigenvector with eigenvalue $\lambda_{1}$ since

$$
\begin{equation*}
A \mathbf{z} \equiv A \sum_{1}^{K} c_{i} \mathbf{y}^{i}=\sum_{1}^{K} c_{i} A y^{i}=\sum_{1}^{K} c_{i} \lambda_{1} \mathbf{y}^{i}=\lambda_{1} \mathbf{z} \tag{14.57}
\end{equation*}
$$

for arbitrary values of the coefficients $c_{i}$.
If the $\mathbf{y}^{i}$ defined in (14.56) are not already mutually orthogonal, consider the new eigenvectors $\mathbf{z}^{i}$ constructed by the following procedure, in which each of the new vectors is to be normalized before proceeding to the construction of the next one. [The normalization can be carried out by dividing each element of the vector $\mathbf{z}^{i}$ by $\left(\overline{\mathbf{z}}^{*} \mathbf{z}^{i}\right)^{1 / 2}$.]

$$
\begin{equation*}
\mathbf{z}^{1}=\mathbf{y}^{1} \tag{i}
\end{equation*}
$$

(ii) $\mathbf{z}^{2}=\mathbf{y}^{2}-\left(\tilde{\mathbf{z}}^{1} \mathbf{y}^{2}\right) \mathbf{z}^{1}$,

$$
\begin{equation*}
\mathbf{z}^{3}=\mathbf{y}^{3}-\left(\tilde{\mathbf{z}}^{2} \mathbf{y}^{3}\right) \mathbf{z}^{2}-\left(\tilde{\mathbf{z}}^{1} \mathbf{y}^{3}\right) \mathbf{z}^{1} \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{z}^{K}=\mathbf{y}^{K}-\left(\tilde{\mathbf{z}}^{K-1} \cdot \mathbf{y}^{K}\right) \mathbf{z}^{K-1}-\cdots-\left(\tilde{\mathbf{z}}^{1} \mathbf{y}^{K}\right) \mathbf{z}^{1} . \tag{K}
\end{equation*}
$$

Each of the factors in brackets, ( $\left(\tilde{\mathbf{z}}^{n^{*}} \mathbf{y}^{n}\right)$, is a scalar product and thus only a number; hence each new vector $\mathbf{z}^{i}$ is, as shown in (14.57), an eigenvector of $A$ with eigenvalue $\lambda_{1}$, and will remain so on normalization. It is straightforward to check that, provided the previous new eigenfunctions have been normalized as prescribed, each $\mathbf{z}^{i}$ is orthogonal to all of its predecessors.
Thus, by this explicit construction procedure, the truth of result 3 is established.

As special cases of these three results, applicable when the matrices under consideration contain only real elements, we may conclude that the eigenvalues of a real symmetric matrix are real and that its eigenfunctions are (or can be made) mutually orthogonal.

### 14.9 Determination of eigenvalues and eigenvectors

The next step is to show how the eigenvalues and eigenvectors of a given matrix are found. To do this we refer to the definition (14.52) and rewrite it as

$$
\begin{equation*}
A \mathbf{y}-\lambda I \mathbf{y}=(A-\lambda I) \mathbf{y}=\mathbf{0} . \tag{14.59}
\end{equation*}
$$

The slight rearrangement used here is to write $I y$ instead of $y$ where $I$ is the unit matrix of the same dimension (size) as $A$. The point of doing this is immediate since (14.59) now has the form developed in (14.20) of section 14.4. What was proved there was that the equation $B \mathbf{x}=\mathbf{0}$ only has a nontrivial solution $\mathbf{x}$ if $|B|=0$. Correspondingly, therefore, we must have in the present case that

$$
\begin{equation*}
|A-\lambda I|=0 \tag{14.60}
\end{equation*}
$$

if there are to be non-zero solutions $\mathbf{y}$ to (14.59).
Equation (14.60) is known as the characteristic equation for $A$ and its left-hand side as the characteristic or secular determinant of $A$. The equation is a polynomial one (of degree $N$ ) in the quantity $\lambda$. The roots of this equation $\lambda_{i}(i=1,2, \ldots, N)$ give the possible eigenvalues of $A$; there will be $N$ of them. Corresponding to each $\lambda_{i}$ there will be a vector $\mathbf{y}^{i}$ which is the $i$ th eigenvector of $A$.

Before proceeding further with the use of the eigenvectors and values so found, we will work through a specific example.

Example 14.4. Verify the preceding results using the particular real symmetric matrix

$$
A=\left[\begin{array}{lll}
2 & 0 & 1  \tag{14.61}\\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]
$$

We are seeking non-zero solutions $\mathbf{y}^{i}$ of the equation $A \mathbf{y}^{i}=\lambda_{i} \mathbf{y}^{i}$, and (14.60) shows that the possible values of $\lambda_{i}$ are given by $|A-\lambda I|=0$, i.e.

$$
\left|\begin{array}{ccc}
2-\lambda & 0 & 1  \tag{14.62}\\
0 & 1-\lambda & 0 \\
1 & 0 & -\lambda
\end{array}\right|=0
$$

Expanding out this determinant gives

$$
\begin{aligned}
& (2-\lambda)\left(-\lambda+\lambda^{2}\right)-(1-\lambda)=0, \\
& (\lambda-1)\left(\lambda^{2}-2 \lambda-1\right)=0,
\end{aligned}
$$

which has the roots $\lambda_{1}=1, \lambda_{2}=1+\sqrt{ } 2, \lambda_{3}=1-\sqrt{ } 2$.
For the first root, $\lambda_{1}=1$, a suitable eigenvector with elements $y_{1}, y_{2}, y_{3}$ must satisfy

These three equations are consistent [that was the purpose in finding the particular values of $\lambda$ ] and yield $y_{1}=y_{3}=0, y_{2}=$ anything non-zero. A suitable (normalized) vector would thus be

$$
\mathbf{y}^{1}=\left[\begin{array}{l}
0  \tag{14.64}\\
1 \\
0
\end{array}\right]
$$

Repeating the last paragraph, but with the 1 on the right-hand side of (14.63) replaced successively by $\lambda_{2}=1+\sqrt{ } 2$ and $\lambda_{3}=1-\sqrt{ } 2$, gives two further (normalized) eigenvectors

$$
\begin{aligned}
\mathbf{y}^{2} & =\left(4-2^{3 / 2}\right)^{-1 / 2}\left[\begin{array}{c}
1 \\
0 \\
\sqrt{ } 2-1
\end{array}\right] \\
\mathbf{y}^{3} & =\left(4+2^{3 / 2}\right)^{-1 / 2}\left[\begin{array}{c}
1 \\
0 \\
-\sqrt{ } 2-1
\end{array}\right] .
\end{aligned}
$$

The three values of $\lambda$ are all different and $A$ is a real symmetric matrix. We thus expect that the three eigenvectors are mutually orthogonal. This is easily checked,
-21. $\mathbf{y}^{1} \cdot \mathbf{y}^{2}=\tilde{\mathbf{y}}^{1 *} \mathbf{y}^{2}=0=\mathbf{y}^{1} \cdot \mathbf{y}^{3}=\mathbf{y}^{2} \cdot \mathbf{y}^{3}$.
The *, which must be present in general, here has no effect since the eigenvectors are real. It will also be apparent that the normalization of the vectors has no effect on their orthogonality, which is as would be expected.
$>22$. Find the eigenvalues and a set of eigenvectors of the symmetric matrix

$$
\left[\begin{array}{rrr}
1 & 3 & -1 \\
3 & 4 & -2 \\
-1 & -2 & 2
\end{array}\right]
$$

Verify that its eigenvectors are mutually orthogonal.
It will be observed that when (14.60) is written out as a polynomial equation in $\lambda$, the coefficient of $-\lambda^{N-1}$ in the equation will be simply $a_{11}+a_{22}+\cdots+a_{N N}$ relative to the coefficient of $\lambda^{N}$ being unity. The
quantity $\sum_{i=1}^{N} a_{i 1}$ is called the trace or spur of $A$ and from the ordinary theory of polynomial equations the sum of the roots of (14.60), $\sum_{i=1}^{N} \lambda_{i}$, must therefore be equal to the trace of the original matrix $A$. This can be used as some check that a computation of the eigenvalues has been done correctly. In example 14.4 the trace of $A=2+1+0=3$, and the sum of the computed eigenvalues is $1+(1+\sqrt{ } 2)+(1-\sqrt{ } 2)=3$; this is thus consistent with the general property.

### 14.10 Diagonalization of matrices

Having gained a little practical experience of dealing with eigenvalues and vectors, we now turn to the rather more complex question of 'diagonalizing' a real symmetric matrix. $\dagger$

We may illustrate what is meant by considering a homogeneous expression such as

$$
\begin{equation*}
Q \equiv x_{1}^{2}+x_{2}^{2}-3 x_{3}^{2}+2 x_{1} x_{2}+6 x_{1} x_{3}-6 x_{2} x_{3} \tag{14.65}
\end{equation*}
$$

$Q$ is called a quadratic form and can be represented as a product of matrices by

$$
\tilde{\mathbf{x}} A \mathbf{x}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]\left[\begin{array}{rrr}
1 & 1 & 3  \tag{14.66}\\
1 & 1 & -3 \\
3 & -3 & -3
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

It may now be asked whether a transformation of variables $\mathbf{x}=U \mathbf{y}$, along the lines of (14.27), can be found which changes this form to one in the new variables $y_{1}, y_{2}, y_{3}$ containing no cross-terms. In other words $Q$ takes the form $\mu_{1} y_{1}^{2}+\mu_{2} y_{2}^{2}+\mu_{3} y_{3}^{2}=\tilde{\mathbf{y}} \Lambda \mathbf{y}$, where $\Lambda$ is a diagonal matrix i.e. one with all elements not on the principal diagonal equal to zero. [The diagonal elements are $\mu_{1}, \mu_{2}, \mu_{3}$.]

If such a transformation were made $\tilde{\mathbf{x}} A \mathbf{x}$ would be transformed as follows,

$$
\begin{equation*}
\tilde{\mathbf{x}} A \mathbf{x}=(\widetilde{U \mathbf{y}}) A U \mathbf{y}=\tilde{\mathbf{y}} \widetilde{U} A U \mathbf{y} \tag{14.67}
\end{equation*}
$$

[^41]So, what is required is to find a matrix $U$ such that $\widetilde{U} A U$ is a diagonal matrix $\Lambda$. We will now find such a matrix.

Consider the matrix $U$, whose columns are the normalized eigenvectors of $A$, i.e.

$$
\begin{equation*}
U_{i j}=\left(\mathbf{y}^{j}\right)_{i}=y_{i}^{j} \tag{14.68a}
\end{equation*}
$$

Its transposed matrix $\widetilde{U}$ will then have elements

$$
\begin{equation*}
\widetilde{U}_{i j}=U_{j i}=y_{j}^{i} . \tag{14.68b}
\end{equation*}
$$

Now, bearing in mind that the $\mathbf{y}^{j}$ are normalized and are (or can be made) orthogonal to each other, we may examine the matrix $\widetilde{U} U$;

$$
\begin{array}{ll} 
& (\tilde{U} U)_{i j}=\tilde{U}_{i k} U_{k j}=y_{k}^{i} y_{k}^{j}=\mathbf{y}^{i} \cdot \mathbf{y}^{j}=\delta_{i j} \\
\text { or } \quad & \tilde{U} U=I .
\end{array}
$$

Thus $\tilde{U}$ is the inverse of $U$, and $U$ is therefore an orthogonal matrix.
Using this result, we now examine the form of $\tilde{U}_{A} U$ appearing in (14.67)

$$
\begin{align*}
(\widetilde{U} A U)_{i j} & =\left(U^{-1} A U\right)_{i j} \\
& =U_{i k}^{-1} A_{k l} U_{l j} \\
& =U_{i k}^{1} A_{k l} y_{l}^{j} \\
& =U_{i k}^{-1} \lambda_{i} y_{k}^{j} \\
& =\lambda_{j} U_{i k}^{-1} U_{k j}(\text { not summed over } j) \\
& =\lambda_{j} I_{i j}(\text { not summed over } j) \\
& =\Lambda_{i j} . \tag{14.70}
\end{align*}
$$

In this sequence, successive use has been made of the orthogonality and construction of $U$, and then of the eigenvalue property of $A$. It is seen that the matrix $\Lambda=\widetilde{U} A U$ is diagonal and has as its elements $\mu_{i}=\lambda_{i}(i=1$, 2, 3).

To summarize these results, the orthogonal (and thus non-singular) matrix $U$ constructed according to equations (14.68) has the property that a change of variables $\mathbf{x}=U \mathbf{y}$ transforms the quadratic form $\tilde{\mathbf{x}} A \mathbf{x}$ into the 'diagonal' form $\tilde{\mathbf{y}} \Lambda \mathbf{y}$, with the diagonal elements of $\Lambda$ being the eigenvalues of $A$.

Example 14.5. Find an orthogonal transformation (i.e. one for which the matrix is orthogonal) which takes the quadratic form (14.66) into the form $\mu_{1} y_{1}^{2}+\mu_{2} y_{2}^{2}+\mu_{3} y_{3}^{2}$.

We first find the eigenvalues of the matrix $A$ of (14.66) by means of its characteristic determinant

$$
\left|\begin{array}{ccc}
1-\lambda & 1 & 3 \\
1 & 1-\lambda & -3 \\
3 & -3 & -3-\lambda
\end{array}\right|=0
$$

of which the solutions are
-23. $\quad \lambda_{1}=2, \quad \lambda_{2}=3, \quad \lambda_{3}=-6$.
Corresponding normalized eigenvectors are
-24. $\quad \mathbf{x}^{1}=2^{-1 / 2}\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right], \quad \mathbf{x}^{2}=3^{-1 / 2}\left[\begin{array}{r}1 \\ -1 \\ 1\end{array}\right], \quad \mathbf{x}^{3}=6^{-1 / 2}\left[\begin{array}{r}1 \\ -1 \\ -2\end{array}\right]$.
Following the previous construction we now form the matrix

$$
U=6^{-1 / 2}\left[\begin{array}{rrr}
\sqrt{ } 3 & \sqrt{ } 2 & 1  \tag{14.71}\\
\sqrt{ } 3 & -\sqrt{ } 2 & -1 \\
0 & \sqrt{ } 2 & -2
\end{array}\right]
$$

The general result already proved now shows that the transformation $\mathbf{x}=U \mathbf{y}$ will carry the form (14.66) into the form $2 y_{1}^{2}+3 y_{2}^{2}-6 y_{3}^{2}$.
This may be verified most easily by writing out the inverse transform $\mathbf{y}=U^{-1} \mathbf{x}=\tilde{U} \mathbf{x}$ and substituting. The inverse equations will be

$$
\begin{aligned}
& y_{1}=2^{-1 / 2}\left(x_{1}+x_{2}\right), \\
& y_{2}=3^{-1 / 2}\left(x_{1}-x_{2}+x_{3}\right), \\
& y_{3}=6^{-1 / 2}\left(x_{1}-x_{2}-2 x_{3}\right) .
\end{aligned}
$$

If these are now substituted into the form $Q=2 y_{1}^{2}+3 y_{2}^{2}-6 y_{3}^{2}$ the original expression
-25. $Q=x_{1}^{2}+x_{2}^{2}-3 x_{3}^{2}+2 x_{1} x_{2}+6 x_{1} x_{3}-6 x_{2} x_{3}$
is recovered.
-26. (i) Verify directly that $U$ given by (14.71) is orthogonal.
(ii) Verify directly that $\widetilde{U} A U$ has the appropriate diagonal form.
-27 . Find an orthogonal transformation which takes the quadratic form $Q \equiv-x_{1}^{2}-2 x_{2}^{2}-x_{3}^{2}+8 x_{2} x_{3}+6 x_{1} x_{3}+8 x_{1} x_{2}$ into the form $\mu_{1} y_{1}^{2}+$
$\mu_{2} y_{2}^{2}-4 y_{3}^{2}$, where $\mu_{1}$ and $\mu_{2}$ are to be determined. Express the $y_{i}$ in terms of the $x_{i}$.

The change of variables by an orthogonal transformation is a special case of a similarity transformation on the matrix $A$. In a similarity transformation the matrix $A$ is transformed to the matrix $B$ given by

$$
\begin{equation*}
B=S^{-1} A S \tag{14.72}
\end{equation*}
$$

where $S$ is a non-singular matrix.
Under a similarity transformation by an orthogonal matrix $U$ several properties of $A$ (if it has them originally) are preserved. Without explanation of the individual steps (all of which are simple, but the reader should justify each one to himself) we will prove some of them.
(a) $A$ is the zero (obvious) or unit matrix, $A=I$.

$$
B=U^{-1} I U=U^{-1} U=I
$$

(b) The determinant of $A$.

$$
\begin{aligned}
|B| & =\left|U^{-1} A U\right|=\left|U^{-1}\right||A||U|=|A|\left|U^{-1}\right||U| \\
& =|A|\left|U^{-1} U\right|=|A| .
\end{aligned}
$$

(c) Symmetry or antisymmetry of $A, \tilde{A}= \pm A$.

$$
\tilde{B}=\left(\widetilde{U^{-1} A U}\right)=\tilde{U} \tilde{A} U= \pm U^{-1} A U= \pm B .
$$

(d) Orthogonality of $A, \tilde{A} A=I$.

$$
\begin{aligned}
\tilde{B} B & =\left(\widetilde{U^{-1} A U}\right)\left(U^{-1} A U\right)=\tilde{U} \tilde{A} U U^{-1} A U=U^{-1} \tilde{A} A U \\
& =U^{-1} I U=I .
\end{aligned}
$$

(e) Trace $A$.

$$
\operatorname{tr} B=b_{i i}=u_{i j}^{-1} a_{j k} u_{k i}=u_{k i} u_{i j}^{-1} a_{j k}=\delta_{k j} a_{j k}=a_{k k}=\operatorname{tr} A
$$

( $f$ ) Eigenvalues of $A$.

$$
\begin{aligned}
|B-\lambda I| & =\left|U^{-1} A U-\lambda I\right|=\left|U^{-1}(A-\lambda I) U\right| \\
& =\left|U^{-1}\right||U||A-\lambda I|=|A-\lambda I|
\end{aligned}
$$

thus $A$ and $B$ have the same characteristic determinant and hence the same eigenvalues.
-28 . Which of the above properties would be preserved in a general similarity transformation, in which $S$ is non-singular but not necessarily orthogonal?

### 14.11 Quadratic and Hermitian forms

The notion of a quadratic form was introduced in the previous section (equations (14.65) and (14.66)). The example given there involved a real symmetric $3 \times 3$ matrix. For the purposes of illustration we will continue to work in a system with three components for which the column (vector) matrices have a ready interpretation; however, all our results will apply to general $N \times N$ matrices.

It is clear that if the components $x_{1}, x_{2}, x_{3}$ are real, then the quadratic form

$$
Q \equiv \tilde{\mathbf{x}} A \mathbf{x} \equiv\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]\left[\begin{array}{rrr}
1 & 1 & 3  \tag{14.66bis}\\
1 & 1 & -3 \\
3 & -3 & -3
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

is real also.
Another, rather more general, expression which is also real is a Hermitian form

$$
\begin{equation*}
H \equiv \tilde{\mathbf{x}}^{*} A \mathbf{x} \tag{14.73}
\end{equation*}
$$

where $A$ is Hermitian, $\tilde{A}^{*}=A$, but the components of $\mathbf{x}$ may now be complex. It is straightforward to show that $H$ is real, since

$$
H^{*}=\tilde{H}^{*}=\tilde{\mathbf{x}}^{*} \tilde{A}^{*} \mathbf{x}=\tilde{\mathbf{x}}^{*} A \mathbf{x}=H
$$

With suitable generalization, the properties of quadratic forms apply also to Hermitian forms, but to keep the presentation simple we will restrict ourselves to the former, which is a special case of the latter.

The stationary property of the eigenvectors. Consider a quadratic form such as (14.66). As the vector x is varied, through its three components $x_{1}, x_{2}$ and $x_{3}$, the value of the quantity $Q$ also varies, so that $Q=Q(\mathbf{x})$. Because of the homogeneous form of $Q$ we may restrict any investigation of these variations to vectors of unit length [since multiplying any vector $\mathbf{x}$ by any scalar $k$ simply multiplies the value of $Q$ by a factor $k^{2}$ ]. $\dagger$

Of particular interest are any vectors $x$ which make the value of the quadratic form a maximum or minimum. A necessary (but not sufficient) condition for this is that $Q$ is stationary with respect to small variations in $\mathbf{x}$, whilst $\tilde{\mathbf{x}} \mathbf{x}$ is maintained at a constant value (unity).

Using Lagrange undetermined multipliers to deal with the conditional variations, we are led to seek solutions of

$$
\begin{equation*}
\delta[\tilde{\mathbf{x}} A \mathbf{x}-\lambda(\tilde{\mathbf{x}} \mathbf{x}-1)]=0 \tag{14.74}
\end{equation*}
$$

[^42]This may be used directly, together with the fact that $(\delta \tilde{\mathbf{x}}) A \mathbf{x}=\tilde{\mathbf{x}} A(\delta \mathbf{x})$ (since $A$ is symmetric), to obtain the necessary condition

$$
\begin{equation*}
A \mathbf{x}=\lambda \mathbf{x} \tag{14.75a}
\end{equation*}
$$

that $\mathbf{x}$ must satisfy.
However, the use of variations of a vector may be avoided by expressing $Q$ in its subscript form $Q=x_{i} a_{i j} x_{j}$ and employing differentiation with respect to $x_{k}(k=1,2, \ldots, N)$, subject to $x_{l} x_{l}=1$. It is then required that

$$
\begin{aligned}
0 & =\frac{\partial}{\partial x_{k}}\left(x_{i} a_{i j} x_{j}-\lambda x_{l} x_{l}+\lambda\right) \\
& =\delta_{k i} a_{i j} x_{j}+x_{i} a_{i j} \delta_{j k}-\lambda \delta_{k i} x_{i}-\lambda x_{i} \delta_{l k} \\
& =a_{k j} x_{j}+a_{i k} x_{i}-2 \lambda x_{k} \\
& =2 a_{k j} x_{j}-2 \lambda x_{k}, \text { since } a_{i k}=a_{k i}
\end{aligned}
$$

Thus

$$
\begin{equation*}
a_{k j} x_{j}=\lambda x_{k}, \tag{14.75~b}
\end{equation*}
$$

which is just the eigenvalue equation (14.75 a) in its subscript form.
Furthermore if equations (14.75) are satisfied for some eigenvector $\mathbf{x}$, the value of $Q(\mathbf{x})$ is then just

$$
\begin{equation*}
Q=\tilde{\mathbf{x}} A \mathbf{x}=\tilde{\mathbf{x}} \lambda \mathbf{x}=\lambda \tag{14.76a}
\end{equation*}
$$

On the other hand if $\mathbf{x}$ and $\mathbf{y}$ are eigenvectors corresponding to different eigenvalues they are (or can be chosen) orthogonal. Consequently the expression $\tilde{\mathbf{y}} A \mathbf{x}$ is necessarily zero, since

$$
\begin{equation*}
\tilde{\mathbf{y}} A \mathbf{x}=\tilde{\mathbf{y}} \lambda \mathbf{x}=\lambda \tilde{\mathbf{y}} \mathbf{x}=0 \tag{14.76b}
\end{equation*}
$$

Summarizing, those vectors $\mathbf{x}$ of given magnitude which make the quadratic form $Q$ stationary are eigenvalues of $A$, and the stationary value of $Q$ is then equal to the corresponding eigenvalue. It is straightforward to see from the proofs of (14.75) that conversely any eigenvector of $A$ makes $Q$ stationary.

The eigenvectors of $A$ thus lie along those directions in space for which the quadratic form $Q$ has stationary values, given a fixed magnitude for the vector $\mathbf{x}$. This last sentence may be turned round to state that the surface given by

$$
\begin{equation*}
\tilde{\mathbf{x}} A \mathbf{x}=\text { constant }=1 \text { (say }) \tag{14.77}
\end{equation*}
$$

has stationary values of its radius (origin-surface distance) in those directions which are along the eigenvectors of $A$. More specifically in three
dimensions the quadric $\tilde{\mathbf{x}} A \mathbf{x}=1$ has its principal axes along the three mutually perpendicular eigenvectors of $A$, and the squares of the corresponding principal radii are given by $\lambda_{i}^{-1}(i=1,2,3)$. If any of the eigenvalues are degenerate, then the quadric has rotational symmetry about some axis and the choice of a pair of axes perpendicular to that axis is not uniquely defined.
-29 . Obtain this last result by taking the surface as $\phi=x_{i} a_{i j} x_{j}$, determining the direction of its normal $\nabla \phi$, and then expressing the condition that the normal at a point on the surface be parallel to the radius vector there if the point lies on a principal axis.

As an illustration [involving no further calculation] we may interpret the result of example 14.5 geometrically. The quadric to which the result refers is

$$
\begin{equation*}
x_{1}^{2}+x_{2}^{2}-3 x_{3}^{2}-6 x_{2} x_{3}+6 x_{1} x_{3}+2 x_{1} x_{2}=1 \tag{14.78}
\end{equation*}
$$



Fig. 14.1 The three mutually perpendicular eigenvector directions of the quadric given by equation (14.78). Referred to the ( $x_{1}, x_{2}, x_{3}$ )-axes they are $(1,1,0),(1,-1,1)$ and $(1,-1,-2)$.

If, instead of expressing the quadric in terms of $x_{1}, x_{2}, x_{3}$, we were to use new variables $y_{1}, y_{2}, y_{3}$, with axes along the three mutually perpendicular eigenvector directions $(1,1,0),(1,-1,1)$ and $(1,-1,-2)$
[referred to the $x_{i}$-axes] as in fig. 14.1, then the quadric would take the form

$$
\begin{equation*}
\frac{y_{1}^{2}}{\left(2^{-1 / 2}\right)^{2}}+\frac{y_{2}^{2}}{\left(3^{-1 / 2}\right)^{2}}-\frac{y_{3}^{2}}{\left(6^{-1 / 2}\right)^{2}}=1 \tag{14.79}
\end{equation*}
$$

Thus, for example, a section of the quadric in the plane $y_{3}=0$, i.e. $x_{1}-x_{2}-2 x_{3}=0$ is an ellipse with semi-axes $2^{-1 / 2}$ and $3^{-1 / 2}$. Similarly a section in the plane $y_{1}=x_{1}+x_{2}=0$ is a hyperbola.

Clearly the simplest situation to visualize is that in which all the eigenvalues are positive, since then the quadric is an ellipsoid.

Several examples of the use of quadratic forms and quadric surfaces in physics and engineering problems appear in the next chapter in connection with Cartesian tensors and so further consideration will not be given to them here.

### 14.12 Mechanical oscillations and normal modes

The subject of oscillations and normal modes was discussed briefly in the previous chapter. There, the equations for the normal modes (motions which are truly periodic) were derived using Lagrange's equations which were in turn derived from Euler's variational equations. As an alternative, simpler, but less rigorous approach, we will here derive them [or at least make them plausible] from the more physical consideration of energy conservation.

So far as mechanical systems are concerned we consider only those for which a potential exists. That is the potential energy of the system in any particular configuration depends upon the coordinates of the configuration [which need not be restricted to spatial positions] but must not depend upon the time derivative (general velocity) of these coordinates. A further restriction which we place is that the potential has a strict (local) minimum at the equilibrium point; this is a physically-obvious necessary and sufficient condition for stable equilibrium. By suitably defining the origin of the potential, we may take its value at the equilibrium point as zero and we will do this.

We denote the coordinates chosen to describe a configuration of the system by $q_{i}(i=1,2, \ldots, N)$. [In chapter 13 coordinates $\theta_{i}$ were used to avoid confusion with the function $q(x)$ also appearing in that chapter.] The $q_{i}$ need not be distances; some could be angles, for example, as in the swinging rod on a string of section 13.5. For convenience we can define the $q_{i}$ so that they are all zero at the equilibrium point.

The instantaneous velocities of various parts of the system will depend on the time derivatives of the $q_{i}$, denoted by $\dot{q}_{i}$. For small oscillations the velocities will be linear in the $\dot{q}_{i}$ and consequently the total kinetic energy
$T$ will be quadratic in them - including cross terms of the form $\dot{q}_{i} \dot{q}_{j}$ with $i \neq j$. The general expression can be written as a quadratic form

$$
\begin{equation*}
T=a_{i j} \dot{q}_{i} \dot{q}_{j} \tag{14.80}
\end{equation*}
$$

The matrix $A$ can be taken as symmetric, since if it is not so already, it may be replaced by another $A^{\prime}$ whose elements are given by $a_{i j}^{\prime}=a_{j i}^{\prime}=$ $\frac{1}{2}\left(a_{i j}+a_{j i}\right)$ and is therefore symmetric, without affecting the value of $T$. The coefficients $a_{i j}$ depend upon the geometry of the system and are therefore real. Thus $A$ is a real symmetric $N \times N$ matrix.


Fig. 14.2 The relationship between the coordinates $\theta_{i}$ of section 13.5 and the coordinates $q_{i}$ of section 14.12.

As an example, the kinetic energy of the rod of section 13.5 (resketched in fig. 14.2) was found in that section to be given to second order in $\dot{q}_{i}$ ( $=\dot{\theta}_{i}$ in that problem) by

$$
T=\frac{1}{2} M l^{2}\left(\dot{q}_{1}^{2}+\dot{q}_{1} \dot{q}_{2}+\frac{1}{4} \dot{q}_{2}^{2}\right)+\frac{1}{24} M l^{2} \dot{q}_{2}^{2},
$$

and therefore represented by the real symmetric matrix

$$
A=\frac{M l^{2}}{12}\left[\begin{array}{ll}
6 & 3  \tag{14.81}\\
3 & 2
\end{array}\right]
$$

This, like any matrix corresponding to a kinetic energy, is positive definite (more strictly non-negative definite); that is, whatever real values the $\dot{q}_{i}$ take, the quadratic form (14.80) has a value $\geqslant 0$.

Turning now to the potential energy, we may write its value for a configuration $\mathbf{q}=q_{1}, q_{2}, \ldots, q_{N}$ by means of a Taylor expansion about the origin $\mathbf{q}=\mathbf{0}$,

$$
\begin{equation*}
V(\mathbf{q})=V(\mathbf{0})+\frac{\partial V(\mathbf{0})}{\partial q_{i}} q_{i}+\frac{1}{2} \frac{\partial^{2} V(\mathbf{0})}{\partial q_{i} \partial q_{j}} q_{i} q_{j}+O\left(q_{i}^{3}\right) \tag{14.82}
\end{equation*}
$$

However we have chosen $V(0)=0$ and, since the origin is an equilibrium point, there is no force there and so $\partial V(0) / \partial q_{i}=0$. Consequently, to second order in the $q_{i}$ we also have a quadratic form for the potential energy - although this time a quadratic in the coordinates rather than in their time derivatives,

$$
\begin{equation*}
V=b_{i j} q_{i} q_{j} \tag{14.83}
\end{equation*}
$$

In the example already mentioned, $V$ was shown to be the quadratic form

$$
V=\frac{1}{4} M \lg \left(2 q_{1}^{2}+q_{2}^{2}\right)
$$

to second order in the $q_{i}$, with corresponding real symmetric matrix

$$
B=\frac{M l g}{12}\left[\begin{array}{ll}
6 & 0  \tag{14.84}\\
0 & 3
\end{array}\right]
$$

In this case and in general, the requirement that the potential is a strict minimum means that the potential matrix, like the kinetic energy one, is real and positive definite. It too may be made symmetric if not initially so.

The development via (14.82) is not intended to imply that the matrix $B$ is in general to be calculated as $\frac{1}{2} \partial^{2} V(0) / \partial q_{i} \partial q_{j}$ [which would automatically make it symmetric]; in practice it is usually found by direct calculation of $V$ to second order in the small coordinates.

With these expressions for $T$ and $V$ we now proceed with our simplified approach to obtaining the normal mode equations, based upon the fact that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(T+V)=0 \tag{14.85}
\end{equation*}
$$

i.e. there are no external forces.

Substituting from (14.80) and (14.83) into (14.85) and recalling that matrices $A$ and $B$ are symmetric we obtain

$$
\begin{align*}
& a_{i j} \dot{q}_{i} \ddot{q}_{j}+a_{i j} \ddot{q}_{i} \dot{q}_{j}+b_{i j} q_{i} \dot{q}_{j}+b_{i j} \dot{q}_{i} q_{j}=0 \\
& 2\left(a_{i j} \ddot{q}_{j}+b_{i j} q_{j}\right) \dot{q}_{i}=0 \tag{14.86}
\end{align*}
$$

Now it is not clear from this that it is the only solution possible, but we will assume that this implies that the coefficient of each $\dot{q}_{i}$ in this summation is separately zero, i.e.

$$
\begin{equation*}
a_{i j} \ddot{q}_{j}+b_{i j} q_{j}=0, \quad i=1,2, \ldots, N \tag{14.87}
\end{equation*}
$$

For a rigorous derivation Lagrange's equations should be used as in chapter 13. The present treatment cannot hope to produce this result of $N$
separate equations in a rigorous way, since the starting equation (14.85) expresses only a single overall conservation condition.

Now we search for sets of coordinates $q_{i}$ which all go through their oscillations with the same period, i.e. the total motion repeats itself exactly after a definite finite interval. $\dagger$ We do this by seeking solutions of the form

$$
\begin{equation*}
q_{i}=x_{i} \cos \omega t, \tag{14.88}
\end{equation*}
$$

where $\omega$ does not depend on $i$, but of course the $x_{i}$ do, and the relative values of the $x_{i}$ [assuming we can find such a solution] will indicate how each coordinate is involved in this special motion.

Putting (14.88) into (14.87) yields directly

$$
-\omega^{2} a_{i j} x_{j}+b_{i j} x_{j}=0, \quad i=1,2, \ldots, N,
$$

which may be written as the simultaneous homogeneous linear equations

$$
\begin{equation*}
\left(b_{i j}-\omega^{2} a_{i j}\right) x_{j}=0 \tag{14.89}
\end{equation*}
$$

Our previous work of section 14.4 shows that this can only have non-trivial solutions if

$$
\begin{equation*}
\left|B-\omega^{2} A\right|=0 \tag{14.90}
\end{equation*}
$$

This is a form of characteristic equation for $B$ except that $A$ has replaced the unit matrix $I$. It has the more familiar form if a choice of coordinates is made in which the kinetic energy $T$ is a simple sum of squared terms in the $\dot{q}_{i}$, i.e. $T=\sum_{i} \dot{q}_{i}^{2}$.

However even in the present case, (14.90) is an Nth degree polynomial equation in $\omega^{2}$ whose roots (which can all be shown to be positive since $A$ and $B$ are positive definite) may be labelled as $\omega_{k}^{2}(k=1,2, \ldots, N)$. Substituting each in turn into (14.89) will enable the corresponding set of values $x_{j}^{k}$ to be established and the initial (stationary) physical configuration, which on release will execute motion with period $2 \pi / \omega_{k}$, to be found.

To illustrate this we complete the solution of the problem of the suspended rod of length $l$ swinging in one plane at the end of a light string also of length $l$.

Equations (14.81), (14.84) and (14.90) show that we have to solve

$$
\left|\frac{M l g}{12}\left[\begin{array}{ll}
6 & 0 \\
0 & 3
\end{array}\right]-\frac{\omega^{2} M l^{2}}{12}\left[\begin{array}{ll}
6 & 3 \\
3 & 2
\end{array}\right]\right|=0 .
$$

[^43]Writing $\omega^{2} l / g=\lambda$, this becomes

$$
\begin{aligned}
& \left|\begin{array}{cc}
6-6 \lambda & -3 \lambda \\
-3 \lambda & 3-2 \lambda
\end{array}\right|=0 \\
& \lambda^{2}-10 \lambda+6=0 \\
& \lambda=5 \pm \sqrt{ } 19
\end{aligned}
$$

Thus the two frequencies, known as normal frequencies or eigenfrequencies, of the system are $\omega_{1}=(0.641 \mathrm{~g} / \mathrm{l})^{1 / 2}$ and $\omega_{2}=(9.359 \mathrm{~g} / l)^{1 / 2}$ [the two values quoted in section 13.5].

Putting the lower of the two values for $\omega^{2}$, namely $(5-\sqrt{ } 19) g / l$ into (14.89) shows that for this mode
$\rightarrow 30 . \quad x_{1}: x_{2}=3(5-\sqrt{ } 19): 6(\sqrt{ } 19-4)=1.923: 2.154$.
This is close to, but not exactly the same as, the 'straight-out' position used in section 13.5 to estimate the lowest frequency. [Hence the good estimate obtained there.]
$\rightarrow 31$. Find the ratio of the initial inclinations of the string and rod if, when released from rest, they are to execute simple harmonic motion at the higher of the two normal frequencies.

In connection with quadratic forms it has been shown how to make a change of coordinates so that the matrix for a particular form becomes diagonal. In example 17 at the end of this chapter a method is developed for simultaneously diagonalizing two quadratic forms (but not with an orthogonal transformation in general). If this process is carried out for $A$ and $B$ of a general system undergoing stable oscillations, the kinetic and potential energies in the new variables $\eta_{i}$ take the forms

$$
\begin{align*}
T & =\sum_{i} \mu_{i} \dot{\eta}_{i}^{2},  \tag{14.91a}\\
V & =\sum_{i} v_{i} \eta_{i}^{2}, \tag{14.91~b}
\end{align*}
$$

and the equations of motion are uncoupled equations

$$
\begin{equation*}
\mu_{i} \ddot{\eta}_{i}+\nu_{i} \eta_{i}=0 \text { (no summation), } i=1,2, \ldots, N \tag{14.92}
\end{equation*}
$$

Clearly a simple renormalization of the $\eta_{i}$ can be made to reduce all the $\mu_{i}$ in (14.91 a) to unity. When this is done the variables so formed are called normal coordinates, and equations (14.92) the normal equations.

When a system is executing one of these truly periodic motions it is said to be in a normal mode, and once started in such a mode it will repeat its motion exactly after each interval of $2 \pi / \omega_{i}$. Any arbitrary motion may be
written as a superposition of the normal modes and each component will execute harmonic motion with the corresponding eigenfrequency; however, unless by chance the eigenfrequencies are integrally related, the system will never return to its initial configuration after any finite time interval.
As a second example we will consider a number of masses coupled together by springs. For this type of situation the potential and kinetic energies are automatically quadratic functions of the coordinates and their derivatives (provided the elastic limits of the springs are not exceeded), and the oscillations do not have to be vanishingly small for the analysis to be valid.

Example 14.6. Find the normal frequencies and modes of oscillation of three particles of masses $m, \mu m, m$ connected in that order in a straight line to two equal light springs of force constant $k$. (This arrangement could serve as a model for some linear molecules.)



Fig. 14.3 The coordinate system of example 14.6. The three masses $m, \mu m$ and $m$ are connected by two equal light springs of force constant $k$.

The situation is shown in fig. 14.3 in which the coordinates of the particles $x_{1}, x_{2}, x_{3}$, are measured from their equilibrium positions at which the springs are neither extended nor compressed.

The kinetic energy of the system is simply

$$
T=\frac{1}{2} m\left(\dot{x}_{1}^{2}+\mu \dot{x}_{2}^{2}+\dot{x}_{3}^{2}\right)
$$

whilst the potential energy stored in the springs is

$$
V=\frac{1}{2} k\left[\left(x_{2}-x_{1}\right)^{2}+\left(x_{3}-x_{2}\right)^{2}\right] .
$$

The kinetic and potential energy symmetric matrices are thus

$$
A=\frac{m}{2}\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & 1
\end{array}\right], \quad B=\frac{k}{2}\left[\begin{array}{rrr}
1 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 1
\end{array}\right]
$$

To find the normal frequencies we have, following (14.90), to solve $\left|B-\omega^{2} A\right|=0$. Thus writing $m \omega^{2} / k=\lambda$ we have

$$
\left|\begin{array}{ccc}
1-\lambda & -1 & 0 \\
-1 & 2-\mu \lambda & -1 \\
0 & -1 & 1-\lambda
\end{array}\right|=0
$$

which leads to

$$
\rightarrow 32 . \lambda=0,1, \quad \text { or } \quad 1+(2 / \mu)
$$

The corresponding eigenvectors are (respectively)
-33. $\quad \mathbf{x}^{1}=3^{-1 / 2}\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right], \quad \mathbf{x}^{2}=2^{-1 / 2}\left[\begin{array}{r}1 \\ 0 \\ -1\end{array}\right]$,

$$
\mathbf{x}^{3}=\left[2+\left(4 / \mu^{2}\right)\right]^{-1 / 2}\left[\begin{array}{c}
1  \tag{14.93}\\
-2 / \mu \\
1
\end{array}\right]
$$

The physical motions associated with these solutions are illustrated in fig. 14.4. The first, $\lambda=\omega=0$ and all the $x_{i}$ equal, merely describes the bodily translation of the whole system, with no (i.e. zero frequency) internal oscillations.

In the second solution the central particle remains stationary, $x_{2}^{2}=0$, whilst the other two oscillate with equal amplitudes in antiphase with each other. This motion of frequency $\omega=(k / m)^{1 / 2}$ is illustrated in the middle of fig. 14.4.



Fig. 14.4 The normal modes of the masses and springs of example 14.6.

The final and most complicated of the three normal modes has a frequency $\omega=(k(\mu+2) / m \mu)^{1 / 2}$, and involves a motion of the central particles which is in antiphase with that of the two outer ones and has an amplitude which is $2 / \mu$ times as great. In this motion the two springs are compressed and extended in turn.

The eigenvectors $\mathbf{x}^{k}$ obtained by solving $\left(B-\omega^{2} A\right) \mathbf{x}=0$ are not mutually orthogonal unless $A$ is a multiple of the unit matrix $[\mu=1$ ], but it is shown in example 17 of section 14.13 that they do satisfy

$$
\begin{equation*}
\tilde{\mathbf{x}}^{i} A \mathbf{x}^{j}=0 \quad \text { and } \quad \tilde{\mathbf{x}}^{i} B \mathbf{x}^{j}=0 \quad \text { for } i \neq j \tag{14.94}
\end{equation*}
$$

34. Verify that this is so for the particular case of solutions (14.93).

The general property (14.94) can be used [as in the development of (13.17) and (13.18)] to justify the general result that no matter what trial vector $\mathbf{x}$ may be used, the quantity $Q=[(\tilde{\mathbf{x}} B \mathbf{x}) /(\tilde{\mathbf{x}} A \mathbf{x})]^{1 / 2}$ always lies between the lowest and the highest eigenfrequencies of the system, for which upper and lower bounds respectively may thus be found. Furthermore, as with the quadratic forms considered earlier, $Q$ has a stationary value of $\omega_{k}^{2}$ when $\mathbf{x}$ is the $k$ th eigenvector.

### 14.13 Examples for solution

1. Evaluate the following: (a) $\epsilon_{53214}$, (b) $\epsilon_{i j k} \epsilon_{i j k}$, (c) $\epsilon_{i j k} \epsilon_{j i k}$, (d) $\epsilon_{i j k} a_{i j}$, where $a_{i j}$ are the elements of a symmetric matrix.
2. In the following suppose all subscripts run from 1 to 3 and that the $a_{i}$ are the components of a vector a etc.
(a) Verify that $\delta_{i j} a_{i} b_{j}=\mathbf{a} \cdot \mathbf{b}\left[\delta_{i j}=1\right.$ if $i=j$ and equals zero otherwise].
(b) Verify that $\epsilon_{i j k} a_{i} b_{j}=(\mathbf{a} \wedge \mathbf{b})_{k}$.
(c) Express $\epsilon_{i j k} \epsilon_{h l m} a_{i} b_{j} c_{l} d_{m}$ in vector form, then use result (a) to show that, since $\mathbf{a}, \mathbf{b}, \mathbf{c}$ and $\mathbf{d}$ are arbitrary vectors, $\epsilon_{i j k} \epsilon_{k l m}=\delta_{i l} \delta_{j m}$ $\delta_{i m} \delta_{j l}$.
3. Find the characteristic equation [ $\operatorname{det}(A-\lambda I)=0$ ] of the matrix $A$ and prove that the matrices $B$ and $C$ have the same characteristic equation.

$$
A=\left[\begin{array}{lll}
b & c & a \\
c & a & b \\
a & b & c
\end{array}\right], \quad B=\left[\begin{array}{lll}
c & a & b \\
a & b & c \\
b & c & a
\end{array}\right], \quad C=\left[\begin{array}{lll}
a & b & c \\
b & c & a \\
c & a & b
\end{array}\right] .
$$

Show that, if $B C=C B$, then two of the roots of the characteristic equation are zero.
4. Use the properties of determinants to solve the following for $x$ with a minimum of actual calculation.

$$
\text { (i) }\left|\begin{array}{llll}
x & a & a & 1 \\
a & x & b & 1 \\
a & b & x & 1 \\
a & b & c & 1
\end{array}\right|=0 ; \quad \text { (ii) }\left|\begin{array}{ccc}
x+2 & x+4 & x-3 \\
x+3 & x & x+5 \\
x-2 & x-1 & x+1
\end{array}\right|=0
$$

5. Show that the following equations have solutions only if $\eta=1$ or 2,

$$
x+y+z=1, \quad x+2 y+4 z=\eta, \quad x+4 y+10 z=\eta^{2},
$$

and find them in these cases.
6. Solve the following equations for $x_{1}, x_{2}, x_{3}$ using matrix methods:

$$
\begin{aligned}
& x_{1}+2 x_{2}+3 x_{3}=1 \\
& 3 x_{1}+4 x_{2}+5 x_{3}=2 \\
& x_{1}+3 x_{2}+4 x_{3}=3
\end{aligned}
$$

7. Solve the simultaneous equations:

$$
\begin{aligned}
& 2 x+3 y+z=11 \\
& x+y+z=6 \\
& 5 x-y+10 z=34
\end{aligned}
$$

8. (i) Show that if $A$ is Hermitian and $U$ is unitary, then $U^{-1} A U$ is Hermitian.
(ii) Show that if $A$ is anti-Hermitian, then i $A$ is Hermitian.
(iii) Prove that the product of two Hermitian matrices $A$ and $B$ is Hermitian if and only if $A$ and $B$ commute.
(iv) Prove that if $S$ is a real skew matrix, then the matrix $A=$ $(I-S)(I+S)^{-1}$ is orthogonal and express the matrix

$$
A=\left[\begin{array}{rr}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]
$$

in this form.
9. For the matrix

$$
A=\left[\begin{array}{lll}
1 & \alpha & 0 \\
\beta & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

where $\alpha$ and $\beta$ are non-zero complex numbers, find the eigenvalues and eigenvectors. Find the respective conditions (a) for the eigenvalues to be real, (b) for the eigenvectors to be orthogonal. Show that the conditions are jointly satisfied only if $A$ is Hermitian.
10. Following the procedure of (14.58) construct an orthonormal set of vectors from the following $\tilde{\mathbf{x}}^{1}=(0,0,1,1), \tilde{\mathbf{x}}^{2}=(1,0,-1,0)$, $\tilde{\mathbf{x}}^{3}=(1,2,0,2), \tilde{\mathbf{x}}^{4}=(2,1,1,1)$.
11. Find three real orthogonal vectors each of which is a simultaneous eigenvector of

$$
A=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right] \text { and } B=\left[\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right] .
$$

12. What are the maximum and minimum values taken by the expression

$$
Q=5 x^{2}+4 y^{2}+4 z^{2}+2 x z+2 x y
$$

on the unit sphere $x^{2}+y^{2}+z^{2}=1$ ? For what values of $(x, y, z)$ do they occur?
13. [The following problem is effectively the inverse of the preceding question. It uses the properties of eigenvectors and eigenvalues to construct a matrix with given eigenvectors and values. The required answer is the given data of the previous question, but an understanding of the method of procedure is the purpose of the problem.]

Find a quadratic form in $\mathbf{x}=(x, y, z)$ on the unit sphere $x^{2}+$ $y^{2}+z^{2}=1$, which takes a maximum value of 6 at the points $\pm 6^{-1 / 2}(2,1,1)$, a minimum value of 3 at $\pm 3^{-1 / 2}(1,-1,-1)$ and the value 4 at its other pair of stationary points. Proceed as follows:
(i) Find the other pair of stationary points.
(ii) Consider the expression $Q=\sum_{i=1}^{3} \lambda_{i}\left(\tilde{\mathbf{x}}^{i} \mathbf{x}\right)^{2}$ relating the terms in it to the components of $U^{-1} \mathbf{x}$, where $U$ is the orthogonal matrix whose columns are the given eigenvectors $\mathbf{x}^{i}$.
14. Find the lengths of the semi-axes of the ellipse

$$
73 x^{2}+72 x y+52 y^{2}=100
$$

and determine its orientation.
15. (i) Show that the quadric

$$
5 x^{2}+11 y^{2}+5 z^{2}-10 y z+2 x z-10 x y=4
$$

is an ellipsoid and has semi-axes of 2,1 , and $\frac{1}{2}$. Find the direction of the longest axis.
(ii) Find the direction of the axis of symmetry of the quadric

$$
7 x^{2}+7 y^{2}+7 z^{2}-20 y z-20 x z+20 x y=3 .
$$

16. [The following problem is constructed directly through Newton's laws and not by the methods of section 14.12.]

A system of three coupled pendulums satisfies the following equations of motion:

$$
\begin{aligned}
& -m \ddot{x}_{1}=c m x_{1}+d\left(x_{1}-x_{2}\right), \\
& -M \ddot{x}_{2}=c M x_{2}+d\left(x_{2}-x_{1}\right)+d\left(x_{2}-x_{3}\right), \\
& -m \ddot{x}_{3}=c m x_{3}+d\left(x_{3}-x_{2}\right),
\end{aligned}
$$

where $x_{1}, x_{2}$ and $x_{3}$ are measured from the equilibrium point, $m$ and $M$ are masses, and $c$ and $d$ are positive constants. Find the normal frequencies of the system and sketch the patterns of oscillation.

What happens as $d \rightarrow 0$, or $d \rightarrow \infty$ ?
17. Simultaneous reduction to diagonal form of two real, symmetric quadratic forms. [This is a more advanced piece of development, based upon the methods used in the body of the chapter. Its results have previously been referred to in section 14.12.]

Consider two real symmetric forms $\tilde{\mathbf{u}} A \mathbf{u}$ and $\tilde{\mathbf{u}} B \mathbf{u}$, where $\tilde{\mathbf{u}}$ stands for ( $x, y, z$ ), and denote by $\mathbf{u}^{n}$ those vectors which satisfy

$$
\begin{equation*}
B \mathbf{u}^{n}=\lambda^{n} A \mathbf{u}^{n} \text { (no summation) } \tag{a}
\end{equation*}
$$

in which $n$ is a label and the $\lambda^{n}$ are real, non-zero and all different.
(i) By multiplying equation (a) on the left by $\tilde{\mathbf{u}}^{m}$ and the transpose of the corresponding equation for $\mathbf{u}^{m}$ on the right by $\mathbf{u}^{n}$, show that $\tilde{\mathbf{u}}^{m} A \mathbf{u}^{n}=0$ for $n \neq m$.
(ii) By noting $A \mathbf{u}^{n}=\left(\lambda^{n}\right)^{-1} B \mathbf{u}^{n}$, deduce $\tilde{\mathbf{u}}^{m} B \mathbf{u}^{n}=0$ for $m \neq n$.

It can be shown that the $\mathbf{u}^{n}$ are linearly independent and the next step is to construct a matrix $P$ whose columns are the vectors $\mathbf{u}^{n}$, i.e. $P_{j n}=u_{i}^{n}$, e.g. $P_{23}$ is the $y$ element of $\mathbf{u}^{3}$.
(iii) Make a change of variable $\mathbf{u}=P \mathbf{v}$ so that $\tilde{\mathbf{u}} A \mathbf{u}$ becomes $\overline{\mathbf{v}} C \mathbf{v}$, and $\tilde{\mathbf{u}} B \mathbf{u}$ becomes $\tilde{\mathbf{v}} D \mathbf{v}$. Show that $C$ and $D$ are diagonal by showing $c_{i j}=0$ if $i \neq j$ and similarly for $d_{i j}$.

Thus $\mathbf{u}=P \mathbf{v}$ or $\mathbf{v}=P^{-1} \mathbf{u}$ reduces both quadratics to diagonal form.
To summarize, the method is:
( $A$ ) find the $\lambda^{n}$ which allow $B \mathbf{u}=\lambda A \mathbf{u}$ a non-zero solution, by solving $|B-\lambda A|=0$,
(B) for each $\lambda^{n}$ construct $\mathbf{u}^{n}$,
$(C)$ construct the non-singular matrix $P$ whose columns are the vectors $\mathbf{u}^{n}$,
( $D$ ) make the change of variable $\mathbf{u}=P \mathbf{v}$.
Notes: (a) the method can be extended to the case of equal roots of $|B-\lambda A|=0$,
(b) if $A$ is taken as $I$, the analysis is that of the main text and $P$ is orthogonal.
18. [Do not attempt this question until question 17 has been studied.]

Find a real linear transformation which simultaneously reduces the quadratic forms

$$
x^{2}+4 y^{2}+2 z^{2}-4 y z-2 z x+6 x y
$$

and

$$
2 x^{2}+y^{2}+2 z x
$$

to the forms $a_{1} \xi^{2}+a_{2} \eta^{2}+a_{3} \chi^{2}$ and $b_{1} \xi^{2}+b_{2} \eta^{2}+b_{3} \chi^{2}$.
19. Find a real linear transformation which simultaneously reduces the quadratic forms

$$
3 x^{2}+5 y^{2}+5 z^{2}+2 y z+6 z x-2 x y
$$

and

$$
5 x^{2}+12 y^{2}+8 y z+4 z x
$$

to diagonal form. [Take the first quadratic as $\tilde{\mathbf{u}} A \mathbf{u}$ in example 17.]
20. This problem is an alternative [and, as it happens, more complicated] solution to the situation analysed in example 7 of section 13.6.

Three particles of mass $m$ are attached to a light string with fixed ends so that they divide it into four equal portions of length $a$. Find the normal frequencies and modes of the system by calculating the matrices $A$ and $B$ in $T=\dot{x}_{i} a_{i j} \dot{x}_{j}$ and $V=x_{i} b_{i j} x_{j}$. Calculate the coefficients $b_{i j}$ as follows, starting from the equilibrium configuration:
(i) Calculate the work done in moving particle 1 to position $x_{1}(\ll a)$ showing it is equal to $2 S x_{1}^{2} / 3 a$, where $S$ is the tension in the string.
(ii) Keeping $x_{1}$ fixed, calculate the work done in moving particle 2 from its present position $\left[2 x_{1} / 3\right]$ to its final position $x_{2}$. [ $\left(\frac{3}{4} x_{2}^{2}-x_{1} x_{2}\right.$ $\left.\left.+\frac{1}{3} x_{1}^{2}\right) S / a\right]$
(iii) Do the same for particle 3. $\left[\left(x_{3}^{2}-x_{2} x_{3}+4 x_{2}^{2}\right) S / a\right]$
21. (i) The base vectors of the unit cell of a crystal, with $O$ at one corner, are denoted by $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3} . G$ is the matrix with elements $g_{i j}$ where

$$
g_{i j}=\mathbf{e}_{i} \cdot \mathbf{e}_{j}
$$

and $h_{i j}$ are the elements of a matrix $H \equiv G^{-1}$. Show that the vectors $\mathbf{f}_{i}=h_{i}, \mathbf{e}_{j}$ are the reciprocal vectors and that $h_{i j}=\mathbf{f}_{i} \cdot \mathbf{f}_{j}$.
14.13 Examples for solution
(ii) If the vectors $\mathbf{u}$ and $\mathbf{v}$ are given by

$$
\mathbf{u}=u_{i} \mathbf{e}_{\mathfrak{l}}, \quad \mathbf{v}=v_{i} \mathbf{f}_{i}
$$

obtain expressions for $|\mathbf{u}|,|\mathbf{v}|$, and $\mathbf{u} \cdot \mathbf{v}$.
(iii) If the base vectors are each of length $a$ and the angle between each pair is $\pi / 3$, write down $G$ and hence obtain $H$.
(iv) Calculate ( $a$ ) the length of the normal from $O$ onto the plane containing the points $p^{-1} \mathbf{e}_{1}, q^{-1} \mathbf{e}_{2}, r^{-1} \mathbf{e}_{3}$, and (b) the angle between this normal and $e_{1}$.

## 15

## Cartesian tensors

It is often said by physicists and engineers when approaching the quantitative description of a physical process that 'of course it doesn't matter how I choose my axes, the physical result must always be the same'. Having thus justified doing so they proceed quite naturally to choose a coordinate system in the way that seems the most convenient for the particular investigation. However, we may turn the argument around and ask, 'As the physical results are independent of the choice of coordinate axes, what must this imply about the nature of the quantities involved in the description of the physical processes?' The study of these implications and classification of physical quantities by means of them, for a particular type of coordinate change - namely rotations - form the content of the present chapter.

Some attention was given to rotations of coordinate axes in chapter 14, where it was shown that under such changes different types of quantities behaved in different ways. For example, a real vector $\mathbf{x}$ was transformed into the vector $\mathbf{y}=A^{-1} \mathbf{x}$, or more specifically for rotations, into $\mathbf{y}=\tilde{A} \mathbf{x}$ since $A$ was then an orthogonal matrix. On the other hand a scalar product $\tilde{\mathbf{x}}^{(1)} \mathbf{x}^{(2)}$ was transformed into a scalar product $\tilde{\mathbf{y}}^{(1)} \mathbf{y}^{(2)}$ which had the same numerical value as $\tilde{\mathbf{x}}^{(1)} \mathbf{x}^{(2)}$ since

$$
\begin{equation*}
\tilde{\mathbf{y}}^{(1)} \mathbf{y}^{(2)}=\tilde{\mathbf{x}}^{(1)}\left(A^{-1}\right) A^{-1} \mathbf{x}^{(2)}=\tilde{\mathbf{x}}^{(1)} A A^{-1} \mathbf{x}^{(2)}=\tilde{\mathbf{x}}^{(1)} \mathbf{x}^{(2)} \tag{15.1}
\end{equation*}
$$

Different again was the behaviour of a matrix $B$, since it transformed into a new matrix given by $\tilde{A} B A$.

In this chapter we develop a general formulation to describe and classify these transformations. In the development, the generic name tensor is introduced, and certain scalars, vectors and matrices are described respectively as tensors of zeroth, first and second order. [The order - or rank $\dagger$ corresponding to the number of subscripts needed to specify a particular element of the tensor.] Tensors of third and fourth order will also occupy some of our attention.

[^44]The general study of tensors of arbitrary order, in many dimensions, and allowing oblique axes, is a difficult one and is far beyond the scope of this book. We will confine our attention strictly to orthogonal coordinate systems in two or three dimensions, but allow tensors of any finite order (in principle). But even this restricted area is too wide for a reasonably concise treatment and a further restriction to Cartesian coordinates will be assumed.

Our object then is to study the properties of various types of mathematical quantities and their associated physical interpretations, when they are described in terms of Cartesian coordinates and the axes of coordinates are rigidly rotated whilst keeping the origin fixed. Naturally our ultimate interest is in physical quantities and their interrelationships, but as an introduction we will develop mathematical properties and illustrate them with physical examples, rather than the other way round. The mathematical quantities are called Cartesian tensors.

Before the presentation of the main development it should be pointed out that, as in the previous chapter, the summation convention is assumed except where the contrary is specifically stated. On the other hand, it is perhaps also worth remarking again that, in the belief that excessively condensed notations hinder rather than help many students, many equations which could be written more compactly (e.g. by suppressing subscripts or using a suffix notation for partial differentiation) have been left in their lengthier forms so as to reduce the 'mental unpacking' required.

### 15.1 First- and zeroth-order Cartesian tensors

The whole concept of a tensor is dependent upon the behaviour of Cartesian coordinates $x_{i}(i=1,2,3)$ when the axes are rotated about the origin, and so we examine this first. If we denote coordinates with respect to the new rotated axes by $x_{i}^{\prime}(i=1,2,3)$, then the connecting relationships are

$$
\begin{align*}
x_{i} & =a_{i j} x_{j}^{\prime}  \tag{15.2a}\\
x_{i}^{\prime} & =a_{j t} x_{j} \tag{15.2b}
\end{align*}
$$

the second equation following because the matrix $A$, of which $a_{i j}$ is an element, is orthogonal $\left(A^{-1}=\tilde{A}\right)$. The orthogonality also implies relationships among the elements of $A$, expressing the fact that $A \tilde{A}=\tilde{A} A=I$, and given in subscript notation by

$$
\begin{array}{ll} 
& a_{i k} a_{j k}=\delta_{i j} \\
\text { and } & a_{k i} a_{k j}=\delta_{i j} . \tag{15.3b}
\end{array}
$$

These results have been obtained previously in section 14.7.

It is natural to think of the coordinates $x_{i}$ as the components of a (position) vector [the most obvious vector], and taking this as a guide, to consider any set of (three) quantities $u_{i}$ which are directly or indirectly functions of the $x_{i}$ together with possible constants, and ask how their values are changed by any rotation of the Cartesian axes. The specific question to be answered is whether or not the values of the specific forms $u_{i}^{\prime}$, in terms of the new variables, can or cannot be obtained from the old ones $u_{i}$, in terms of the old variables, simply by replacing $x$ by $u$ in equations (15.2). If they can, the $u_{i}$ are said to form the components of a vector or first-order Cartesian tensor. By definition the position coordinates themselves are the components of such a tensor.
Thus our definition is that the expressions $u_{i}$ form the components of a first-order Cartesian tensor if, for all rotations of the axes of coordinates, given by ( $15.2 \mathrm{a}, \mathrm{b}$ ), subject to ( $15.3 \mathrm{a}, \mathrm{b}$ ), the same expressions using the new coordinate variables are $u_{i}^{\prime}$, and these are the same as the $u_{i}^{\prime}$ given by

$$
\begin{align*}
& u_{i}=a_{i j} u_{j}^{\prime}  \tag{15.4a}\\
& \text { and } \quad  \tag{15.4b}\\
& u_{i}^{\prime}=a_{j i} u_{j}
\end{align*}
$$

The two conditions ( 15.4 a) and ( 15.4 b) are not independent, the second being obtainable from the first by multiplying through by $a_{i k}$ and using (15.3). Equally the second implies the first.

That the question is not a redundant one and really does pick out sets of two or three quantities which have particular properties under rotations will now be shown by considering explicit examples. In order to keep the equations to reasonable proportions the examples will be restricted to two-dimensional ones. Three-dimensional cases are no different in principle - only much longer to write out.
In two dimensions the most general rotation of coordinates from the original set $O x_{1} x_{2}$ to the new set $O x_{1}^{\prime} x_{2}^{\prime}$ through an angle $\theta$ (fig. 15.1) is given by

$$
\begin{align*}
& x_{1}=x_{1}^{\prime} \cos \theta-x_{2}^{\prime} \sin \theta, \\
& x_{2}=x_{1}^{\prime} \sin \theta+x_{2}^{\prime} \cos \theta . \tag{15.5a}
\end{align*}
$$

Comparing this with (15.2 a) gives for the orthogonal matrix

$$
A(\theta)=\left[\begin{array}{rr}
\cos \theta & -\sin \theta  \tag{15.5b}\\
\sin \theta & \cos \theta
\end{array}\right] .
$$

The inverse equations are

$$
\begin{align*}
& x_{1}^{\prime}=x_{1} \cos \theta+x_{2} \sin \theta \\
& x_{2}^{\prime}=-x_{1} \sin \theta+x_{2} \cos \theta \tag{15.6}
\end{align*}
$$

in line with ( 15.2 b ).


Fig. 15.1 Rotation of Cartesian axes by an angle $\theta$ about the $x_{3}$-direction.

Example 15.1. Which of the following pairs of quantities ( $u_{1}, u_{2}$ ) are the components of a first-order Cartesian tensor in two dimensions;
(i) $\left(x_{2},-x_{1}\right)$,
(ii) $\left(x_{2}, x_{1}\right)$,
(iii) $\left(x_{1}^{2}, x_{2}^{2}\right)$ ?

To save space we denote $\cos \theta$ by c and $\sin \theta$ by s in the working.
(i) Here $u_{1}=x_{2}$ and $u_{2}=-x_{1}$ referred to the old axes. In terms of the new coordinates they will be $u_{1}^{\prime}=x_{2}^{\prime}$ and $u_{2}^{\prime}=-x_{1}^{\prime}$, i.e.

$$
\begin{align*}
& u_{1}^{\prime}=x_{2}^{\prime}=-\mathrm{s} x_{1}+\mathrm{c} x_{2}, \\
& u_{2}^{\prime}=-x_{1}^{\prime}=-\mathrm{c} x_{1}-\mathrm{s} x_{2} . \tag{15.7}
\end{align*}
$$

Now if we start again and evaluate $u_{1}^{\prime}$ and $u_{2}^{\prime}$ as given by ( 15.4 b ) we find that

$$
\begin{align*}
& u_{1}^{\prime}=a_{11} u_{1}+a_{21} u_{2}=\mathrm{c} x_{2}+\mathrm{s}\left(-x_{1}\right), \\
& u_{2}^{\prime}=a_{12} u_{1}+a_{22} u_{2}=(-\mathrm{s}) x_{2}+\mathrm{c}\left(-x_{1}\right) . \tag{15.8}
\end{align*}
$$

Expressions (15.7) and (15.8) for $u_{1}^{\prime}$ and $u_{2}^{\prime}$ are the same whatever the values of $\theta$ [i.e. for all rotations] and thus by definition (15.4) the pair ( $x_{2},-x_{1}$ ) are components of a first-order tensor.
(ii) Here $u_{1}=x_{2}$ and $u_{2}=x_{1}$. Following the same procedure,

$$
\begin{aligned}
& u_{1}^{\prime}=x_{2}^{\prime}=-\mathrm{s} x_{1}+\mathrm{c} x_{2}, \\
& u_{2}^{\prime}=x_{1}^{\prime}=\mathrm{c} x_{1}+\mathrm{s} x_{2} .
\end{aligned}
$$

But by (15.4 b), for a Cartesian tensor we must have,

$$
\begin{aligned}
& u_{1}^{\prime}=\mathrm{c} u_{1}+\mathrm{s} u_{2}=\mathrm{c} x_{2}+\mathrm{s} x_{1}, \\
& u_{2}^{\prime}=(-\mathrm{s}) u_{1}+c u_{2}=-\mathrm{s} x_{2}+\mathrm{c} x_{1} .
\end{aligned}
$$

These two sets of expressions do not agree and thus the pair ( $x_{2}, x_{1}$ ) do not form the components of a first-order tensor.
(iii) $u_{1}=x_{1}^{2}$ and $u_{2}=x_{2}^{2}$. The first component alone [as in (ii)] is sufficient to show that these do not form a first-order tensor, since directly

$$
u_{1}^{\prime}=x_{1}^{\prime 2}=\mathrm{c}^{2} x_{1}^{2}+2 \operatorname{cs} x_{1} x_{2}+\mathrm{s}^{2} x_{2}^{2},
$$

whilst ( 15.4 b ) requires that

$$
u_{1}^{\prime}=\mathrm{c} u_{1}+\mathrm{s} u_{2}=\mathrm{c} x_{1}^{2}+\mathrm{s} x_{2}^{2},
$$

which is quite different.

1. (i) Show for any general (but fixed) $\phi$ that $\left(u_{1}, u_{2}\right)=\left(x_{1} \cos \phi-\right.$ $x_{2} \sin \phi, x_{1} \sin \phi+x_{2} \cos \phi$ ) are the components of a first-order Cartesian tensor in two dimensions.
(ii) Identify example 15.1 (i) as a particular case of this and show that ( $u_{1}, u_{2}$ ) of example 15.1 (ii) cannot be so represented.

There are many physical examples of first-order tensors which will be familiar to the reader. As a straightforward one, we may take the Cartesian components of momentum for a particle, ( $m \dot{x}_{1}, m \dot{x}_{2}, m \dot{x}_{3}$ ). These transform in all essentials as do ( $x_{1}, x_{2}, x_{3}$ ) themselves since the other operations involved, multiplication by a number and differentiation with respect to time, are quite unaffected by any orthogonal transformation of axes. Similarly acceleration and force are represented by the components of first-order tensors.

Other more complicated vectors involving the position coordinates 'more than once', such as angular momentum $\mathbf{J}=\mathbf{r} \wedge \mathbf{p}=m(\mathbf{r} \wedge \dot{\mathbf{r}})$, are also first-order tensors. That this is so is less obvious than for the above examples, but it may be verified by writing out the components of J explicitly or by appealing to the quotient law of section 15.4 and the use of $\epsilon_{i j k}$ from section 15.5.

Having considered the effects of rotations on 'vector-like' sets of quantities we may consider quantities which are unchanged by a rotation of axes. In our previous nomenclature these have been called scalars but we may also describe them as tensors of zero order. They contain only one element [formally they need zero subscripts to identify a particular element] and the most obvious non-trivial example associated with a rotation of the axes is the square of the distance of a point from the origin, $u=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$. In the new coordinate system it will have the form $u^{\prime}=x_{1}^{\prime 2}+x_{2}^{\prime 2}+x_{3}^{\prime 2}$, which for any rotation has the same value as $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$, as is shown by (15.1) in the particular case when $\mathbf{x}^{(1)}=\mathbf{x}^{(2)}$.

Any 'scalar-product' of two first-order tensors (vectors) is in fact a
zero-order tensor (scalar), since in the original system it is $u_{i} v_{i}$ (summed over $i$ ) and in the rotated system is given by

$$
\begin{equation*}
u_{i}^{\prime} v_{i}^{\prime}=a_{j i} u_{j} a_{k i} v_{k}=a_{j i} a_{k i} u_{j} v_{k}=\delta_{j k} u_{j} v_{k}=u_{j} v_{j}, \tag{15.9}
\end{equation*}
$$

which is exactly the same.
This result leads directly to the identification of many physically important quantities as zero-order tensors. Perhaps the most immediate of these is energy, either as a potential, or as an energy density (e.g. $\mathbf{F} \cdot \mathrm{dr}, e \mathbf{E} \cdot \mathbf{d r}, \mathbf{D} \cdot \mathbf{E}, \mathbf{B} \cdot \mathbf{H}, \mu \cdot \mathbf{B})$, but others, such as the angle between two directed quantities, are important.
It is the fact that in most analyses of physical situations it is a scalar quantity (such as energy) that is required to be found, that leads to the situation described in the first paragraph of this chapter. Such quantities are invariant under a rotation of the axes and so it is possible to work with the most convenient set of axes and still have confidence in the result.
Complementing the way in which a zero-order tensor was obtained from two first-order tensors, so a first-order tensor can be obtained from a scalar. We show this by taking a specific example, that of the electric field $\mathbf{E}$ derived from an electrostatic scalar potential $\phi$ by

$$
\begin{equation*}
E_{i}=-\frac{\partial \phi}{\partial x_{i}} \tag{15.10}
\end{equation*}
$$

Under a rotation of the axes (equation (15.2)), $\phi$ is invariant ( $\phi^{\prime}=\phi$ ) but the components of the electric field $E_{i}^{\prime}$ are given by

$$
\begin{equation*}
E_{i}^{\prime}=\left(-\frac{\partial \phi}{\partial x_{i}}\right)^{\prime}=-\frac{\partial \phi^{\prime}}{\partial x_{i}^{\prime}}=-\frac{\partial x_{j}}{\partial x_{i}^{\prime}} \frac{\partial \phi}{\partial x_{j}}=a_{j i} E_{j} \tag{15.11}
\end{equation*}
$$

where (15.2 a) has been used to evaluate $\partial x_{j} / \partial x_{i}^{\prime}$. Now (15.11) is in the form ( 15.4 b ) thus showing that the components of the electric field do behave as the components of a first-order tensor.
$\rightarrow 2$. If $u\left(\equiv u_{i}\right)$ is a first-order Cartesian tensor, show that $\boldsymbol{\nabla} \cdot \mathbf{u}=\partial u_{i} / \partial x_{i}$ is a zero-order tensor. [Model the argument on (15.11) and use (15.3).]

### 15.2 Second- and higher-order Cartesian tensors

Following on from scalars with no subscripts and vectors with one subscript, we turn next to sets of quantities which require two subscripts to identify a particular element of the set. Let these quantities be denoted by $u_{i j}$.

Taking (15.4) as a guide we define a second-order Cartesian tensor by saying that the $u_{i j}$ form the components of such a tensor if, under the
same conditions as for (15.4),

$$
\begin{align*}
& u_{i j}=a_{i k} a_{j u} u_{k l}^{\prime},  \tag{15.12a}\\
& u_{i j}^{\prime}=a_{k i} a_{i j}, u_{k l} . \tag{15.12b}
\end{align*}
$$

We may at the same time define a Cartesian tensor of general order as follows. The set of expressions $u_{t j \ldots k}$ form the components of a Cartesian tensor if, for all rotations of the axes of coordinates given by ( $15.2 \mathrm{a}, \mathrm{b}$ ) subject to ( $15.3 \mathrm{a}, \mathrm{b}$ ), the expressions using the new coordinates are $u_{i, \ldots k}^{\prime}$, and these are the same as the $u_{i j \ldots k}^{\prime}$ given by

$$
\begin{align*}
& u_{i j \ldots k}=a_{i p} a_{j q} \ldots a_{k} u_{p q \ldots r}^{\prime},  \tag{15.13a}\\
& u_{i j \ldots k}^{\prime}=a_{p i} a_{q j} \ldots a_{r k} u_{p q \ldots, \ldots} . \tag{15.13b}
\end{align*}
$$

It is apparent that in three dimensions, an Nth-order Cartesian tensor has $3^{N}$ components.
Although a second-order tensor has two subscripts and it is natural to display its components in matrix form, a tensor and a matrix are not identical. A matrix may in a particular case be a representation of a tensor with respect to a particular coordinate system, but equally the elements of a matrix may have no connection at all with any set of axes. Indeed the algebra of matrices can be developed purely by defining the basic operations (addition, multiplication, etc.) and proceeding from there. Under orthogonal transformations, $A \rightarrow U^{-1} A U$, the elements of matrices do behave like the components of a second-order tensor, but their behaviour under these particular transformations is only one of many properties, whilst for tensors it is almost the only one that matters. [We may consider, for example, the behaviour of matrices under general similarity transformations as mentioned at the end of section 14.10. It may also be noted that although the elements $a_{i j}$ of the transformation are written with two subscripts, they cannot be the components of a tensor since the two subscripts refer one each to two different coordinate systems.]

As examples of sets of quantities which are readily shown to be secondorder tensors we consider the following.

1. The outer-product of two vectors. Let $u_{i}$ and $v_{i}$ be two vectors ( $i=$ $1,2,3$ ) and consider the set of quantities $w_{i j}$ defined by

$$
\begin{equation*}
w_{i j}=u_{i} v_{j} . \tag{15.14}
\end{equation*}
$$

The set $w_{i j}$ is called the outer product of $u_{i}$ and $v_{i}$. Under rotation it becomes

$$
\begin{equation*}
w_{i j}^{\prime}=u_{i}^{\prime} v_{j}^{\prime}=a_{k i} u_{k} a_{l j} v_{l}=a_{k i} a_{l j} w_{k l}, \tag{15.15}
\end{equation*}
$$

which shows that it does transform as the components of a second-order tensor. Use has been made in (15.15) of the fact that $u_{i}$ and $v_{i}$ are firstorder tensors.
2. The gradient of the components of a vector. Suppose $u_{i}$ is a vector and consider the quantities generated by forming the derivatives of each $u_{i}$ $(i=1,2,3)$ with respect to each $x_{j}(j=1,2,3)$, i.e.

$$
\begin{equation*}
w_{i j}=\frac{\partial u_{i}}{\partial x_{j}} . \tag{15.16}
\end{equation*}
$$

These nine quantities form a second-order tensor as can be seen from the following argument:

$$
\begin{align*}
w_{i j}^{\prime}=\frac{\partial u_{i}^{\prime}}{\partial x_{j}^{\prime}} & =\frac{\partial\left(a_{k i} u_{k}\right)}{\partial x_{l}} \frac{\partial x_{l}}{\partial x_{j}^{\prime}} \\
& =a_{k i} \frac{\partial u_{k}}{\partial x_{l}} a_{l j} \\
& =a_{k i} a_{l j} w_{k l}, \tag{15.17}
\end{align*}
$$

as required by $(15.13 \mathrm{~b})$.
A test as to whether any given set of quantities form a second-order tensor can always be made by direct substitution for the $x_{i}^{\prime}$ into the transformed set and comparison of this with the right-hand side of ( 15.12 b ). This procedure is extremely laborious and it is almost always better to try to recognize the set as being of one of the forms just developed, or to make alternative tests based on the quotient law of section 15.4.
However, one example of direct substitution will now be carried out, but, as in example 15.1, we will work only in two dimensions and again abbreviate $\cos \theta$ and $\sin \theta$ of matrix ( 15.5 b ) to c and s respectively.

Example 15.2. Show that the $u_{i j}$ given by

$$
U=\left[\begin{array}{lr}
x_{2}^{2} & -x_{1} x_{2}  \tag{15.18}\\
-x_{1} x_{2} & x_{1}^{2}
\end{array}\right]
$$

are components of a second-order tensor - or, more briefly, that $U$ is a second-order tensor.
Carrying out first the direct evaluation we obtain (see (15.6))

$$
\begin{array}{lll}
i & j & u_{i j}^{\prime} \\
1 & 1 & u_{11}^{\prime}=x_{2}^{\prime 2}=s^{2} x_{1}^{2}-2 \mathrm{sc} x_{1} x_{2}+\mathrm{c}^{2} x_{2}^{2}, \\
1 & 2 & u_{12}^{\prime}=-x_{1}^{\prime} x_{2}^{\prime}=\operatorname{sc} x_{1}^{2}+\left(\mathrm{s}^{2}-\mathrm{c}^{2}\right) x_{1} x_{2}-\mathrm{sc} x_{2}^{2}, \\
2 & 1 & u_{21}^{2}=-x_{1}^{\prime} x_{2}^{\prime}=s c x_{1}^{2}+\left(\mathrm{s}^{2}-\mathrm{c}^{2}\right) x_{1} x_{2}-\mathrm{sc} x_{2}^{2}, \\
2 & 2 & u_{22}^{\prime 2}=x_{1}^{2}=\mathrm{c}^{2} x_{1}^{2}+2 \mathrm{sc} x_{1} x_{2}+\mathrm{s}^{2} x_{2}^{2} .
\end{array}
$$

Now evaluating the right-hand side of (15.12 b)

$$
\begin{aligned}
& \begin{array}{llll}
u_{11} & u_{12} & u_{21} & u_{22}
\end{array} \\
& u_{11}^{\prime}=\operatorname{cc} x_{2}^{2}+\operatorname{cs}\left(-x_{1} x_{2}\right)+\operatorname{sc}\left(-x_{1} x_{2}\right)+\operatorname{ss} x_{1}^{2}, \\
& u_{12}^{\prime}=\mathrm{c}(-\mathrm{s}) x_{2}^{2}+\mathrm{cc}\left(-x_{1} x_{2}\right)+\mathrm{s}(-\mathrm{s})\left(-x_{1} x_{2}\right)+\mathrm{sc} x_{1}^{2}, \\
& u_{21}^{\prime}=(-\mathrm{s}) \mathrm{c} x_{2}^{2}+(-\mathrm{s}) \mathrm{s}\left(-x_{1} x_{2}\right)+\mathrm{cc}\left(-x_{1} x_{2}\right)+\operatorname{cs} x_{1}^{2}, \\
& u_{22}^{\prime}=(-\mathrm{s})(-\mathrm{s}) x_{2}^{2}+(-\mathrm{s}) \mathrm{c}\left(-x_{1} x_{2}\right)+\mathrm{c}(-\mathrm{s})\left(-x_{1} x_{2}\right)+\mathrm{cc} x_{1}^{2} .
\end{aligned}
$$

The corresponding expressions are seen to be the same, showing (as required) that $U$ is a second-order tensor.

The same result could be inferred much more easily by noting that $U$ in (15.18) is in fact the outer product of the vector $\left(x_{2},-x_{1}\right)$ with itself, and using results (15.14) and (15.15). That ( $x_{2},-x_{1}$ ) is a vector was established in example 15.1 (i).
-3. Show that

$$
C=\left[\begin{array}{lr}
x_{2}^{2} & x_{1} x_{2} \\
x_{1} x_{2} & x_{1}^{2}
\end{array}\right]
$$

is not a Cartesian tensor of order 2. [To establish a single element that does not transform correctly is sufficient.]

Physical examples involving second-order tensors will be discussed in the later sections of this chapter, but we might for example note here that the susceptibility and conductivity of materials are given by second-order tensors and that the form (15.16) has close connections with the theory of elastic strain and fluid flow.

### 15.3 The algebra of tensors

Because of the similarities between first- and second-order tensors, and vectors and matrices, it would be expected that similar types of algebraic operations can be carried out with them.

The addition and subtraction of tensors follows an obvious definition; namely that if $u_{i j \ldots k}$ and $v_{i j \ldots k}$ are tensors (of the same order) then their sum and difference, $w_{i j \ldots k}$ and $y_{i j \ldots k}$ respectively, are given by

$$
\begin{align*}
& u_{i j \ldots k}=u_{i j \ldots k}+v_{i j \ldots k},  \tag{15.19a}\\
& y_{i j \ldots k}=u_{i j \ldots k}-v_{i j \ldots k}, \tag{15.19b}
\end{align*}
$$

for each set of values $i, j, \ldots, k$. That $w$ and $v$ are tensors follows immediately from the linearity of a rotation of coordinates.

It is equally straightforward to show that if $u_{i j \ldots k}$ is a tensor, then so is the set of quantities formed by interchanging the order of (a pair of) indices, e.g. $u_{j \mathrm{i} \ldots k}$.

## 4. Write out the formal demonstration of this last property.

If $u_{j i \ldots k}$ is found to be identical with $u_{i j \ldots k}$, then $u_{i j \ldots k}$ is said to be a symmetric tensor with respect to its first two subscripts [or simply 'symmetric' for second-order tensors]. If $u_{j i \ldots k}=-u_{i j \ldots k}$ (every element) then $u$ is an antisymmetric tensor. An arbitrary tensor is neither symmetric nor antisymmetric but can always be written as the sum of a symmetric and an antisymmetric tensor: $\dagger$

$$
\begin{align*}
u_{i j \ldots k} & =\frac{1}{2}\left(u_{i j \ldots k}+u_{j \ldots \ldots k}\right)+\frac{1}{2}\left(u_{i j \ldots k}-u_{j t \ldots k}\right) \\
& \equiv s_{i j \ldots k}  \tag{15.20}\\
& +t_{i j \ldots k} .
\end{align*}
$$

Of course these properties are valid for any pair of subscripts.
In equation (15.14) of the previous section we had an example of a kind of 'multiplication' of two tensors, thereby producing a tensor of higher order - in that case two first-order tensors multiplied to give a second-order tensor. Inspection of line (15.15) shows that there is nothing particular about the actual orders involved and thus in general that the outer product of an $N$ th-order tensor with an $M$ th-order one will produce an $(M+N)$ th-order tensor.

An operation which produces the opposite effect - namely generates a tensor of smaller order, rather than larger - is known as contraction and consists of making two of the subscripts equal and summing over all values of the equalized subscripts. That this produces another tensor, but with order reduced by 2 , is shown by the following argument. Let $u_{i j \ldots t . . . m \ldots k}$ be an $N$ th-order tensor, then

$$
\begin{equation*}
u_{i j \ldots l \ldots m \ldots k}^{\prime}=\underbrace{a_{p i} a_{q j} \ldots a_{r i} \ldots a_{s m} \ldots a_{n k}}_{N \text { factors }} u_{p q \ldots r \ldots s \ldots n} . \tag{15.21}
\end{equation*}
$$

Thus

$$
\begin{align*}
u_{i j \ldots 1 \ldots l \ldots k}^{\prime} & =a_{p i} a_{q j} \ldots a_{n i} \ldots a_{s l} \ldots a_{n k} u_{p q \ldots r \ldots s \ldots n} \\
& =a_{p i} a_{q j} \ldots \delta_{r s} \ldots a_{n k} u_{p q \ldots r \ldots s \ldots n} \\
& =\underbrace{a_{p i} a_{q j} \ldots a_{n k} u_{p q \ldots \ldots \ldots \ldots n}}_{N i \ldots}  \tag{15.22}\\
& N-2 \text { factors }
\end{align*}
$$

showing that $u_{i j \ldots l \ldots l \ldots k}$ is a Cartesian tensor of order $N-2$.
For a second-rank tensor, the process of contraction is the same as taking the trace of the corresponding matrix (section 14.9). The trace $u_{i t}$

[^45]itself is thus a zero-order tensor or scalar and hence invariant under rotations, as has been noted in the previous chapter.

The process of taking the scalar product of two vectors can be recast into tensor language as forming the outer product $w_{i j}=u_{i} v_{j}$ of two first-order tensors $u$ and $v$ and then contracting the second-order tensor $W$ so formed, to give $w_{i i}=u_{i} v_{i}$, a scalar (invariant under a rotational change of axes).

As yet another example of a familiar operation which is a particular case of a contraction, we may note that the multiplication of a vector $u_{i}$ by a matrix $B$ (with elements $b_{i j}$ ) to produce another vector $v_{i}$,

$$
\begin{equation*}
b_{i j} u_{j}=v_{i} \tag{15.23}
\end{equation*}
$$

can be looked on as the contraction $w_{i j j}$ of the third-order tensor $w_{i j k}$ formed from the outer product of $b_{i j}$ and $u_{k}$.

### 15.4 The quotient law

The previous paragraph appears to be a heavy-handed way of describing a familiar operation, but it leads us to ask whether it has a converse. To put the question in more general terms - if we know that $u$ and $v$ are tensors and also that

$$
w_{p q \ldots k \ldots m} u_{i j \ldots k \ldots n}=v_{p q \ldots m i j \ldots n},
$$

does this imply that $w$ is also a tensor? Here $w, u$ and $v$ are respectively of $M$ th, $N$ th, and $(M+N-2)$ th order and it should be noted that the subscript $k$ which has been contracted may be any of the indices in $w$ and $u$ independently.

The answer to the question is 'yes' provided that the components of $u$ can be varied independently [the components of $v$ are then not arbitrary but depend upon $u$ ]. This result is called the quotient law for tensors. To prove it for general $M$ and $N$ is no more difficult in the ideas involved than to show it for specific $M$ and $N$, but does involve the introduction of a large number of subscript symbols. We will therefore take the case $M=N=2$, but it will be readily apparent that the principle of the proof holds for general $M$ and $N$.

We thus start with (say)

$$
\begin{equation*}
w_{p k} u_{i k}=v_{p i} \tag{15.24}
\end{equation*}
$$

with $u_{i k}$ an arbitrary second-order tensor. Under a rotation of the coordinates the set $w_{p k}$ (tensor or not) transforms into a new set of quantities
which we will denote by $w_{p k}^{\prime}$. We thus obtain in succession the following steps

$$
\begin{aligned}
w_{p k}^{\prime} u_{i k}^{\prime} & =v_{p i}^{\prime} & & (\text { (ransforming }(15.24)) \\
& =a_{q p} a_{j i} v_{q j} & & (v \text { is a tensor) } \\
& =a_{q p} a_{j i} w_{q l} u_{j l} & & \text { (from (15.24)) } \\
& =a_{q p} a_{j i} w_{q l} a_{j m} a_{l n} u_{m n}^{\prime} & & (u \text { is a tensor) } \\
& =a_{q p} a_{l n} w_{q l} u_{i n}^{\prime} . & & \left(a_{j i} a_{j m}=\delta_{i m}\right)
\end{aligned}
$$

Now $k$ on the left and $n$ on the right are dummy subscripts and thus this is equivalent to

$$
\begin{equation*}
\left(w_{p k}^{\prime}-a_{q p} a_{l k} w_{q l}\right) u_{i k}^{\prime}=0 \tag{15.25}
\end{equation*}
$$

Since $u_{i k}$ and hence $u_{i k}^{\prime}$ is an arbitrary tensor, we must have

$$
w_{p k}^{\prime}=a_{q p} a_{i k} w_{q l}
$$

showing that the $w_{p k}^{\prime}$ are given by the general formula ( 15.13 b ) and hence that the set $w_{p k}$ are the components of a second-order tensor.
$\rightarrow$. (i) Show, by following an analogous argument, that the same result (15.25) and deduction could be obtained if (15.24) were

$$
w_{p k} u_{k i}=v_{p i}
$$

i.e. with the contraction with respect to a different pair of indices.
(ii) Verify directly that $w_{k k} u_{p i}=v_{p i}$ implies (as given by the quotient law) that $w_{k k}$ is a scalar.

Use of the quotient law to test whether or not a given set of quantities is a tensor is generally much more convenient than making a direct substitution along the lines of example 15.2. A particular way in which it is applied is to contract the given set of quantities (with $N$ subscripts) with an arbitrary (independently variable components) $N$ th-order tensor and determine whether the result is a scalar.
-6. Use the quotient law to show that, (a) the coefficients of a quadratic form in the position coordinates, and (b) $U$ of equation (15.18), are second-order tensors, but that $(c) C$ in $\rightarrow 3$ is not.

### 15.5 The tensors $\delta_{i j}$ and $\epsilon_{i j k}$

Throughout this book and particularly in chapter 14 we have made frequent use of the two quantities $\delta_{i j}$ and $\epsilon_{i j k}$ defined by

$$
\begin{align*}
\delta_{i j} & =1 \quad \text { if } i=j \\
& =0 \text { otherwise } \tag{15.26}
\end{align*}
$$

and

$$
\begin{align*}
\epsilon_{i j k} & =+1 \\
& =-1 \text { if } i, j, k \text { is an even permutation of } 1,2,3 \\
& =0 \quad \text { if } i, j, k \text { is an odd permutation of } 1,2,3  \tag{15.27}\\
& \text { otherwise. }
\end{align*}
$$

We will now show that these are respectively second- and third-order Cartesian tensors. Notice that the coordinates $x_{i}$ do not appear explicitly in the components of these tensors, their components consisting entirely of 0 and 1 .

Treating first $\delta_{t}$, the proof is straightforward, since if we consider the quantities given by $a_{i k} a_{j 1} \delta_{i j}$ they are

$$
\begin{align*}
a_{i k} a_{l j} \delta_{i j} & =a_{i k} a_{i l} \\
& =\delta_{k l}, \text { from }(15.3 \mathrm{~b}) \tag{15.28}
\end{align*}
$$

which is exactly the same expression in the new coordinates. Thus $\delta_{i j}$ is a second-order tensor.
Turning now to $\epsilon_{i j k}$, we have to consider the quantity $\epsilon_{l m n}^{\prime}$ given by $a_{i l} a_{j m} a_{k n} \epsilon_{i j k}$. For any particular set of values $l, m, n$, this is just the determinant of a matrix. If any two or more of $l, m, n$ are equal, then two columns of the matrix are equal and the determinant is zero. Thus we need to consider further only the case of $l, m, n$, all different. For $l=1, m=2$ and $n=3$, or any even permutation of this, the determinant is simply that of the matrix $A$ describing the rotation. Since $A$ is orthogonal this has value $1 . \dagger$ If $l, m, n$, is an odd permutation of $1,2,3$ [the only remaining possibility], then the matrix has determinant -1 .

Collecting together the various cases, we see that $\epsilon_{\text {imn }}^{\prime}$ has exactly the properties of (15.27) but with $i, j, k$ replaced by $l, m, n$, i.e. it is the same as the expression $\epsilon_{i j k}$ written using the new coordinates. This shows that $\epsilon_{i j k}$ is a third-order Cartesian tensor.

Many of the familiar expressions of vector algebra and calculus studied in chapters 2-4 can be written as contracted tensors involving $\delta_{i j}$ and $\epsilon_{i j k}$, e.g. the vector product $\mathbf{b} \wedge \mathbf{c}$ has as its $i$ th component $\epsilon_{i j k} b_{j} c_{k}$. Others may be found by the reader in the following exercise.
7. Write the following as contracted Cartesian tensors (i) a $\mathbf{b}$; (ii) $\nabla^{2} \phi$; (iii) curl u; (iv) $\operatorname{grad}(\operatorname{div} \mathbf{u})$; (v) curl (curl u); (vi) $(\mathbf{a} \wedge \mathbf{b}) \cdot \mathbf{c}$.

An important relationship between the $\epsilon$ - and $\delta$-tensors is expressed by the identity

$$
\begin{equation*}
\epsilon_{i j k} \epsilon_{k i m}=\delta_{i l} \delta_{j m}-\delta_{i m} \delta_{j l} . \tag{15.29}
\end{equation*}
$$

[^46]To establish the validity of this identity between two fourth-order tensors [the left-hand side is a once-contracted sixth-order tensor] we consider the various possibilities which arise.

The right-hand side has the values

$$
\begin{align*}
& +1 \text { if } i=l \text { and } j=m \neq i  \tag{15.30a}\\
& -1 \text { if } i=m \text { and } j=l \neq i \tag{15.30b}
\end{align*}
$$

0 for any other set of subscript values $i, j, l, m$.

In each product on the left-hand side, $k$ has the same value in both $\epsilon$ factors and for a non-zero contribution none of $i, l, j, m$, can have the same value as $k$. Since there are only three values [1, 2 and 3] that any of the subscripts may take, the only non-zero possibilities are $i=l$ and $j=m$ or vice versa, but not with all four subscripts equal [since then each $\epsilon$ factor is zero, as it would be if $i=j$ or $l=m$ ].

This reproduces $(15.30 \mathrm{c})$ for the left-hand side of (15.29) and also the conditions of ( 15.30 a ) and ( 15.30 b ). The values in ( 15.30 a and b) are also reproduced in the left-hand side of $(15.29)$ since,
(a) if $i=l$ and $j=m, \epsilon_{i j k}=\epsilon_{l m k}=\epsilon_{k l m}$, and whether $\epsilon_{i j k}$ is +1 or -1 , the product of the two factors is +1 , and,
(b) if $i=m$ and $j=l, \epsilon_{i j k}=\epsilon_{m l k}=-\epsilon_{k l m}$, and thus the product $\epsilon_{i j k} \epsilon_{k l m}$ (no summation) has value -1 .

This concludes the establishment of identity (15.29).
A useful application of (15.29) is to obtain an alternative expression for curl curl of a vector. As in $>7$ (v), curl curl $\mathbf{u}$ expressed in tensor form is

$$
\begin{equation*}
(\operatorname{curl} \operatorname{curl} \mathbf{u})_{i}=\epsilon_{i j k} \epsilon_{k l m} \frac{\partial^{2} u_{m}}{\partial x_{j} \partial x_{l}} \tag{15.31}
\end{equation*}
$$

Using identity (15.29) this becomes

$$
\begin{align*}
(\text { curl curl } \mathbf{u})_{i} & =\left(\delta_{i l} \delta_{j m}-\delta_{i m} \delta_{j l}\right) \frac{\partial^{2} u_{m}}{\partial x_{j} \partial x_{l}} \\
& =\frac{\partial}{\partial x_{i}}\left(\frac{\partial u_{j}}{\partial x_{j}}\right)-\frac{\partial^{2} u_{i}}{\partial x_{j}^{2}} \\
& =[\operatorname{grad}(\operatorname{div} \mathbf{u})]_{i}-\nabla^{2} u_{i} \tag{15.32}
\end{align*}
$$

This result has already been mentioned in section 4.5 and the reader is referred there for a discussion of its applicability.
$\rightarrow 8$. By examining the various possibilities satisfy yourself that

$$
\epsilon_{i j k} \epsilon_{p q r}=\left|\begin{array}{lll}
\delta_{i p} & \delta_{i q} & \delta_{i r} \\
\delta_{j p} & \delta_{j q} & \delta_{j r} \\
\delta_{k p} & \delta_{k q} & \delta_{k r}
\end{array}\right|
$$

Equation (15.29) is a special case of this more general result.

### 15.6 Isotropic tensors

It will have been noticed that, unlike most of the tensors discussed [except for scalars], $\delta_{i j}$ and $\epsilon_{i j k}$ have the property that all their components have values [as opposed to expressions] which are the same whatever rotation of axes is made, i.e. the component values are independent of the $a_{i j}$ of the transformation. Specifically $\delta_{11}$ has the value 1 in all coordinate frames, whereas for a general second-order tensor $U$ all we know is that if $u_{11}=$ $f_{11}\left(x_{1}, x_{2}, x_{3}\right)$ then $u_{11}^{\prime}=f_{11}\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$. Tensors with this particular property are called isotropic (or invariant) tensors.

It is important to know how general a tensor can be and still be isotropic, since the description of the physical properties (e.g. conductivity, magnetic susceptibility or tensile strength) of an isotropic medium [i.e. one which has the same properties whichever way it is orientated] will involve an isotropic tensor. In the previous section it was shown that $\delta_{i j}$ and $\epsilon_{i j k}$ are second- and third-order isotropic tensors; we will now show that, to within a scalar multiple, they are the only such isotropic tensors.
$\lambda \delta_{i j}$ is the only isotropic second-order tensor. Suppose $u_{i j}$ is an isotropic tensor; then for any rotation of the axes we must, by definition, have that

$$
\begin{equation*}
u_{i j}=u_{i j}^{\prime}=a_{k i} a_{l j} u_{k l} \tag{15.33}
\end{equation*}
$$

for each of the 9 components.
First consider a rotation of the axes about the $(1,1,1)$ direction taking $O x_{1}, O x_{2}, O x_{3}$ into $O x_{2}^{\prime}, O x_{3}^{\prime}, O x_{1}^{\prime}$ respectively. This requires that $u_{11}=u_{11}^{\prime}=u_{33}$. Similarly $u_{12}=u_{12}^{\prime}=u_{31}$. Continuing in this way,
-9. (a) $u_{11}=u_{22}=u_{33}$,
(b) $u_{12}=u_{23}=u_{31}$,
(c) $u_{21}=u_{32}=u_{13}$.

Next consider a rotation of the axes (from their original position) by $\pi / 2$ about the $O x_{3}$-axis. For this rotation $a_{12}=1, a_{21}=-1, a_{33}=1$ and all other $a_{i j}=0$. Amongst other relationships, we must have from
(15.33), that
and

$$
\begin{aligned}
& u_{13}=(-1) \cdot 1 \cdot u_{23}, \\
& u_{23}=1 \cdot 1 \cdot u_{13} .
\end{aligned}
$$

Hence $u_{13}=u_{23}$ equals 0 and so therefore, by parts (b) and (c) of (15.34) do all elements except $u_{11}, u_{22}$ and $u_{33}$, which are all the same. This shows that $u_{i j}=\lambda \delta_{i j}$.
$\lambda \epsilon_{i j k}$ is the only isotropic third-order tensor. The general line of attack is as in the previous example and so only a minimum of explanation will be given.

$$
u_{i j k}=u_{i j k}^{\prime}=a_{l i} a_{m j} a_{n k} u_{l m n} \quad \text { (all } 27 \text { elements) }
$$

Rotate about the ( $1,1,1$ ) direction; $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$.
(a) $u_{111}=u_{222}=u_{333}$.
(b) $u_{112}=u_{223}=u_{331}$ (and 2 similar sets involving repeated subscripts).
(c) $u_{123}=u_{231}=u_{312}$ (and a set involving odd permutations of $1,2,3$ ).

Rotate by $\pi / 2$ about the $O x_{3}$-axis; $a_{12}=1, a_{21}=-1, a_{33}=1$, others $=0$.
(d) $u_{111}=(-1) \cdot(-1) \cdot(-1) \cdot u_{222}=-u_{222}$.
(e) $u_{112}=(-1) \cdot(-1) \cdot 1 \cdot u_{221}$.
(f) $u_{221}=1 \cdot 1 \cdot(-1) \cdot u_{112}$.
(g) $u_{123}=(-1) \cdot 1 \cdot 1 \cdot u_{213}$.
(a) and (d) show that elements with all subscripts the same are zero.
$(e),(f)$ and (b) show that all elements with repeated subscripts are zero.
( $g$ ) and (c) show that $u_{123}=u_{231}=u_{312}=-u_{213}=-u_{321}=-u_{132}$.
In total, $u_{i j k}$ is at most a multiple of $\epsilon_{i j k}$, but since $\epsilon_{i j k}$ (and hence $\lambda \epsilon_{i j k}$ ) has already been explicitly shown to be an isotropic tensor, it must be the most general third-order one.
10. Show that the only isotropic first-order tensor is the trivial one with all its elements zero.

### 15.7 Polar and axial vectors

It is something of an aside in the context of the rest of this chapter, but sufficiently important from a physical point of view that the behaviour of mathematical entities (and the physical quantities they represent) under a different kind of axis change, namely reflection in the origin,
should receive some mention. This kind of transformation is represented in all its essentials by the equation

$$
\begin{equation*}
x_{i}^{\prime}=-x_{i}, \tag{15.35}
\end{equation*}
$$

but may in practice also involve a 'rigid axes' rotation and hence appear more complicated. The change may alternatively be looked upon as one which changes from an initial right-handed coordinate system to a lefthanded one; any prior or subsequent rotation will not change this state of affairs.

It is obvious that a reflection plus rotation preserves the length of the position vector and is thus represented by an orthogonal matrix $A$ as in (15.2) and (15.3). However, in this case $\operatorname{det} A$ is equal to -1 and not +1 [the matrix corresponding to (15.35) itself being the most obvious example].

Vectors (first-order tensors) which, like the position coordinates $x_{i}$, reverse sign on a change to a new coordinate system, obtained from the original by a reflection in the origin, are called polar vectors. Vectors whose sign remains unaltered under such a change are called axial vectors.


Fig. 15.2 (a) The behaviour of polar (p) and axial (a) vectors under reflection in the origin of the coordinate system ( $x_{1}, x_{2}, x_{3}$ ) giving the new system ( $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}$ ). (b) In practice the axes are drawn unchanged and the vectors reversed ( $\mathbf{p}^{\prime}$ ) or not ( $\mathbf{a}^{\prime}$ ).

For drawing purposes it is, in practice, usually much more convenient to imagine that the axes are unchanged, but that the vectors are reversed (or not), i.e. to use fig. 15.2 (b) rather than the two diagrams of fig. 15.2 (a) which show the behaviour of a polar vector $p$ and an axial vector a.

Since the position vector of a particle $\mathbf{r}\left(=x_{i}\right)$ is a polar vector, so is its momentum $m \mathbf{r}$, but its angular momentum $\mathbf{J}$ (as can be seen from fig. 15.3) does not change sign on a reflection of the coordinate system and is therefore an axial vector.


Fig. 15.3 Angular momentum $\mathbf{J}=\mathbf{r} \wedge m \mathbf{r}$ is an axial vector. Vector $\mathbf{J}$ is perpendicular to the plane containing $r$ and $m$.

Vectors which are obtained as the gradient of scalars, such as the components $E_{i}$ of an electrostatic field, will also be polar vectors since

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial x_{i}}\right)^{\prime}=\frac{\partial \phi^{\prime}}{\partial x_{i}^{\prime}}=-\frac{\partial \phi}{\partial x_{i}}, \tag{15.36}
\end{equation*}
$$

if $x_{1}^{\prime}$ is given by (15.35) and $\phi$ is a scalar, but vectors obtained as the curl of another vector may be polar or axial depending upon the character of this second vector.

Corresponding to polar and axial vectors for first-order tensors, zerothorder tensors may be divided into scalars and pseudo-scalars - the latter being invariant under rotations but changing sign on reflection. As an example of a pseudo-scalar we may consider the triple scalar product of three polar vectors such as the component of angular momentum about a particular axis given by ( $\mathbf{r} \wedge m \mathbf{r}$ ) $\cdot \mathbf{n}$ (see fig. 15.3).

This last expression also provides an example of a form of quotient law relevant in this connection, which can be used to test the characteristic of an unknown vector.

The contraction of two vectors with each other yields a scalar or pseudo-scalar according as the vectors are both of the same kind or one is polar and the other axial.

From the physics point of view the importance of the distinction between polar and axial vectors is principally that:
(i) Any physically possible equation must have all its terms with the same characteristics, $\dagger$ i.e. all terms vector, or all pseudo-scalar, etc.
(ii) Any system which is symmetric (antisymmetric) with respect to reflection in the origin cannot have quantities describing it which are pseudoscalar (scalar).
$\rightarrow 11$. Determine the behaviour of the following under reflection.
(a) Electrical current $\mathbf{I}$, (b) magnetic field $\mathbf{H}$ [consider that due to a currentcarrying wire], (c) magnetic flux $\mathbf{B}$, (d) magnetic moment $\mu$, (e) the couple on a magnetic dipole in magnetic flux B.
-12 . Verify that the following physical equations and expressions are invariant under reflection:
(a) the force on a current-carrying wire in a magnetic field: $\mathbf{F}=\mathbf{I} \wedge \mathbf{B}$,
(b) Poynting vector for energy flow in an electromagnetic wave: $\mathbf{S}=$ $\mathbf{E} \wedge \mathbf{H}$,
(c) rate of ohmic heating per unit volume: $w=\mathbf{E} \cdot \mathbf{j}$,
(d) acceleration in rotating coordinate systems:

$$
\ddot{\mathbf{R}}=\ddot{\mathbf{r}}+\dot{\boldsymbol{\omega}} \wedge \mathbf{r}+2 \omega \wedge \dot{\mathbf{r}}+\omega \wedge(\omega \wedge \mathbf{r})
$$

[This may alternatively be looked on as a proof that $\boldsymbol{\omega}$ must be axial.]

### 15.8 Physical tensors

In this section some physical applications of tensors will be illustrated. First-order tensors are fairly familiar as vectors, and so attention will be concentrated on second-order tensors, starting with a mechanical example.

Consider a collection of rigidly connected point particles $\ddagger$ of which the $\alpha$ th with mass $m^{(\alpha)}$ is a typical one, positioned at $\mathbf{r}^{(\alpha)}$ with respect to an origin $O$. Suppose that the rigid assembly is rotating about an axis through $O$ with angular velocity $\omega$ (fig. 15.4).

[^47]

Fig. 15.4 The velocity $\dot{\mathbf{r}}^{(\alpha)}$ of the $\alpha$ th particle is $\omega \wedge \mathbf{r}^{(\alpha)}$ and is perpendicular to the plane containing $\omega$ and $\mathbf{r}^{(\alpha)}$.

The angular momentum $\mathbf{J}$ about $O$ of the assembly is given by

$$
\begin{equation*}
\mathbf{J}=\sum_{\alpha}\left(\mathbf{r}^{(\alpha)} \wedge \mathbf{p}^{(\alpha)}\right) \tag{15.37}
\end{equation*}
$$

But $\mathbf{p}^{(\alpha)}=m^{(\alpha)} \dot{\mathbf{r}}^{(\alpha)}$ and $\dot{\mathbf{r}}^{(\alpha)}$ itself is given by $\boldsymbol{\omega} \wedge \mathbf{r}^{(\alpha)}$ [for any $\alpha$ ] and so in subscript form,

$$
\begin{align*}
J_{i} & =\sum_{\alpha} m^{(\alpha)} \epsilon_{i j k} x_{j}^{(\alpha)} \dot{x}_{k}^{(\alpha)} \\
& =\sum_{\alpha} m^{(\alpha)} \epsilon_{i j k} x_{j}^{(\alpha)} \epsilon_{k l m} \omega_{l} x_{m}^{(\alpha)} \\
& =\sum_{\alpha} m^{(\alpha)}\left(\delta_{i l} \delta_{j m}-\delta_{i m} \delta_{j l}\right) x_{j}^{(\alpha)} x_{m}^{(\alpha)} \omega_{l}  \tag{15.29}\\
& =\sum_{\alpha} m^{(\alpha)}\left(r^{(\alpha)^{2}} \delta_{i l}-x_{i}^{(\alpha)} x_{l}^{(\alpha)}\right) \omega_{l} \\
& \equiv I_{l l} \omega_{l} \tag{15.38}
\end{align*}
$$

where $I_{i l}$ is a symmetric second-order Cartesian tensor [by the quotient rule, since $\mathbf{J}$ and $\boldsymbol{\omega}$ are vectors] which depends only on the distribution of masses in the assembly and not upon the direction or magnitude of $\omega$. The tensor is called the inertia tensor at $O$ of the assembly.

Written out in full (in ordinary Cartesians) for (say) a continuous body (see footnote) it would be

$$
\mathrm{I}=\left[\begin{array}{ccc}
\int\left(y^{2}+z^{2}\right) \rho \mathrm{d} \tau & -\int x y \rho \mathrm{~d} \tau & -\int x z \rho \mathrm{~d} \tau  \tag{15.39}\\
-\int x y \rho \mathrm{~d} \tau & \int\left(z^{2}+x^{2}\right) \rho \mathrm{d} \tau & -\int y z \rho \mathrm{~d} \tau \\
-\int x z \rho \mathrm{~d} \tau & -\int y z \rho \mathrm{~d} \tau & \int\left(x^{2}+y^{2}\right) \rho \mathrm{d} \tau
\end{array}\right]
$$

where $\rho=\rho(x, y, z)$ is the mass distribution and $\mathrm{d} \tau$ stands for $\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$, the integrals being over the whole body. The diagonal elements of this tensor are called the moments of inertia and the off-diagonal elements without the minus signs are known as the products of inertia.
13. Verify that, for any one $\alpha$, both terms in the (15.38) definition of $I_{i l}$ are separately tensors, and hence that $I_{i l}$ must be.

By a parallel argument to that already made, the kinetic energy of the rotating system is given by
-14. $\quad T=\frac{1}{2} \sum_{\alpha} m^{(\alpha)}\left(\mathbf{r}^{(\alpha)} \cdot \dot{\mathbf{r}}^{(\alpha)}\right)=\frac{1}{2} I_{j l} \omega_{j} \omega_{l}=\frac{1}{2} J_{j} \omega_{j}$,
and so can be expressed as the scalar obtained by twice contracting $\omega$ with the inertia tensor. This also shows that the moment of inertia of the body about any line given by unit vector $\hat{n}$ is

$$
\begin{equation*}
I_{j l} \hat{n}_{j} \hat{n}_{l} \tag{15.41}
\end{equation*}
$$

(or îlín in matrix and vector form).
Since $I\left(\equiv I_{t i}\right)$ is a real symmetric second-order tensor, it has associated with it three mutually perpendicular directions which are its principal axes and have the properties [proofs in the previous chapter]:
(i) with each axis is associated a principal moment of inertia $\lambda_{\mu}$ ( $\mu=$ $1,2,3$ ),
(ii) when the rotation of the body is about one of these axes, the angular velocity and the angular momentum are parallel and given by

$$
\begin{equation*}
\lambda_{\mu} \omega=J=I \omega \tag{15.42}
\end{equation*}
$$

i.e. $\omega$ is an eigenvector of $I$ with eigenvalue $\lambda_{\mu}$,
(iii) referred to these axes as coordinate axes, the inertia tensor is diagonal with diagonal entries $\lambda_{1}, \lambda_{2}, \lambda_{3}$.

Two further examples of physical quantities represented by secondorder tensors are magnetic susceptibility and electrical conductivity. In the first case we have (in standard notation)

$$
\begin{equation*}
M_{i}=\chi_{i j} H_{j}, \tag{15.43}
\end{equation*}
$$

and in the second

$$
\begin{equation*}
j_{t}=\sigma_{i j} E_{j} . \tag{15.44}
\end{equation*}
$$

$\mathbf{M}$ is the magnetic moment per unit volume and $\mathbf{j}$ the current density (per unit area). In both cases we have on the left-hand side a vector and on
the right-hand side the contraction of a set of quantities with another vector. The sets of quantities must therefore form the components of a second-order tensor.

For isotropic media $\mathbf{M} \propto \mathbf{H}$ and $\mathbf{j} \propto \mathbf{E}$, but for anisotropic materials such as crystals the susceptibility and conductivity may be different along different crystal axes, making $\chi_{i j}$ and $\sigma_{i j}$ general second-order tensors, although they are usually symmetric.

The susceptibility and conductivity tensors have analogous properties to those of the inertia tensor. They can be deduced from the analogies between (15.38) and equations (15.43) and (15.44) and by noting that the expressions for energy are

$$
\begin{equation*}
-\frac{1}{2} \mu_{0} \mathbf{M} \cdot \mathbf{H} \text { per unit volume } \tag{15.45}
\end{equation*}
$$

in the magnetic case, and

$$
\begin{equation*}
\mathbf{E} \cdot \mathbf{j} \text { per unit volume per sec } \tag{15.46}
\end{equation*}
$$

in the electrical one.

### 15.9 Stress and strain tensors

The theory of small elastic deformations of solid bodies provides further examples of tensors. We consider first the description of strain, i.e. the displacement of particles of the body from the positions they occupied before the body was deformed. It will be found that in the neighbourhood of a point $P$ the displacement vector for the strained body of any other point $Q$, relative to that of $P$, is given in terms of the position vector of $Q$ relative to $P$ for the unstrained body by a second-order tensor.


Fig. 15.5 An element at $P_{0} Q_{0}$ when the body is unstrained, moves to $P Q$ under the strain. For an explanation of the other symbols see the text.

As illustrated in fig. 15.5 , consider a particle at $P_{0}\left(\equiv x_{i}\right)$ which is displaced under the strain to $P\left(\equiv x_{i}+u_{i}\right)$ and another one in its neighbourhood which is initially at $Q_{0}\left(\equiv x_{i}+y_{i}\right)$ and under the strain moves to $Q$ ( $\left.\equiv x_{i}+u_{i}+y_{i}+v_{i}\right)$. All of $y_{i}, u_{i}$ and $v_{i}(i=1,2,3$ in all cases) are taken as small, so that a first-order theory may be developed. Now, assuming that $u_{i}\left(x_{1}, x_{2}, x_{3}\right)$ is differentiable up to any needed order, we note that the total displacement at $Q$ is both $u_{i}+v_{i}$ and also $u_{i}\left(x_{k}+y_{k}\right)$ and thus write

$$
\begin{aligned}
u_{i}+v_{i} & =u_{i}\left(x_{k}+y_{k}\right) \\
& =u_{i}\left(x_{k}\right)+y_{j}\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{P_{0}}+\text { second order } .
\end{aligned}
$$

Hence

$$
\begin{equation*}
v_{i}=\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{P_{0}} y_{j} \tag{15.47}
\end{equation*}
$$

which is the symbolic form of the statement made in the first paragraph of this section.

That $\left(\partial u_{i} / \partial x_{j}\right)$ is a Cartesian tensor of second order is apparent either from the quotient law (section 15.4) since $v_{i}$ and $y_{j}$ are vectors, or by direct demonstration as follows.

Under a rotation of axes

$$
\begin{equation*}
x_{i}=a_{i j} x_{j}^{\prime}, \quad x_{i}^{\prime}=a_{j i} x_{j} \tag{15.2bis}
\end{equation*}
$$

$\left(\partial u_{i} / \partial x_{j}\right)$ becomes

$$
\left(\frac{\partial u_{l}}{\partial x_{m}}\right)^{\prime}=\frac{\partial u_{l}^{\prime}}{\partial x_{m}^{\prime}}=\frac{\partial\left(a_{j l} u_{j}\right)}{\partial x_{k}} \frac{\partial x_{k}}{\partial x_{m}^{\prime}}=a_{j l} a_{k m} \frac{\partial u_{j}}{\partial x_{k}}
$$

showing that $\left(\partial u_{i} / \partial x_{j}\right)$ is indeed a second-order tensor.
As has been shown previously for a general second-order tensor, ( $\partial u_{i} / \partial x_{j}$ ) can be written as the sum of a symmetric tensor

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \tag{15.48}
\end{equation*}
$$

and an antisymmetric one

$$
\begin{equation*}
\omega_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}-\frac{\partial u_{j}}{\partial x_{i}}\right) \tag{15.49}
\end{equation*}
$$

Also, as proved in example 3 of section 15.10, the contribution $\omega_{i j} y_{j}$ to $v_{i}$ represents a small rotation $-\Omega \wedge \mathbf{y}$ with $\Omega=\left(\omega_{23}, \omega_{31}, \omega_{12}\right)$.

The symmetric tensor $e_{i j}$ is called the strain tensor and describes the local deformation $e_{i j} y_{j}$ at the point $Q$ which had [when $Q_{0}$ ] initial coordinates $y_{i}$ with respect to $P_{0}$.


Fig. 15.6 The total displacement of $P_{0} Q_{0}$ consists of a rigid translation to $P Q_{1}$, a rotation to $P Q_{2}$ and a deformation to $P Q$.

The full displacement of the point $Q$ (still confined to be in the neighbourhood of $P$ ) from its unstrained position is thus made up of three parts (see fig. 15.6),
(i) a rigid body translation, $u_{i} \quad P_{0} Q_{0} \rightarrow P Q_{1}$,
(ii) a local rigid body rotation, $\omega_{i j} y_{j} \quad P Q_{1} \rightarrow P Q_{2}$,
(iii) a local distortion, $e_{i j} y_{j}$
$P Q_{2} \rightarrow P Q$.
The main interest from the point of view of the present chapter is in the symmetric strain tensor $e_{i j}$ describing a pure deformation.

The simplest deformation is a uniform stretching of the material of the body in one direction, say the $O x_{1}$ direction,

$$
\begin{equation*}
\left(u_{1}, u_{2}, u_{3}\right)=\left(k x_{1}, 0,0\right) \tag{15.50}
\end{equation*}
$$

In this case $e_{11}=k$ and all other elements of the tensor are zero.


Fig. 15.7 A simple shear parallel to the $x_{1} x_{3}$-plane.
A simple shear (see fig. 15.7) in the $x_{1}$-direction and parallel to the $x_{1} x_{3}$-plane is described by

$$
\left(u_{1}, u_{2}, u_{3}\right)=\left(k x_{2}, 0,0\right)
$$

This displacement is not a pure deformation but consists partially of a rotation, as is confirmed by the fact that only $\partial u_{1} / \partial x_{2}$ is non-zero and thus $\partial u_{i} / \partial x_{j}$ is not symmetric.
15. A pure shear is described by a tensor in which $\omega_{i j}=0, e_{12}=e_{21}=k$, and all other elements of $e_{i j}$ are zero. Show that this corresponds to the superposition of two simple shears.

Associated with the strain tensor we may define a strain quadric such that the direction of the displacement at any point $Q$ on a radius vector $P P^{\prime}$ is parallel to the normal to the quadric at the point where the radius vector meets the quadric (fig. 15.8). In addition, the fractional extension of an element in any direction from $P$ is inversely proportional to the square of the quadric radius ( $r$ in fig. 15.8) in that direction.


Fig. 15.8 The strain quadric at $P$.
To derive the quadric suppose that, although we are working to first order in both $y_{i}$ and $v_{i},|v|$ is small compared with $|y|$. Then the fractional extension $e$ due to the deformation described by $e_{i j}$ is

$$
\begin{align*}
\frac{P Q-P_{0} Q_{0}}{P_{0} Q_{0}} & =\frac{\left|y_{i}+v_{i}\right|-\left|y_{i}\right|}{\left|y_{i}\right|} \\
& =\frac{\left(\left.y\right|^{2}+2 v_{i} y_{i}+|v|^{2}\right)^{1 / 2}-|y|}{|y|} \\
& =\frac{v_{i} y_{i}}{|y|^{2}}+O\left(\frac{v^{2}}{y^{2}}\right) \tag{15.51}
\end{align*}
$$

Now replacing $v_{i}$ by $e_{i j} y_{j}$ gives for $e$ the expression

$$
\begin{equation*}
e=\frac{e_{i j} y_{i} y_{j}}{|y|^{2}} \tag{15.52}
\end{equation*}
$$

Thus if we take a quadric with centre $P$ and given by

$$
\begin{equation*}
e_{i j} y_{i} y_{j}=c \tag{15.53}
\end{equation*}
$$

where $c$ is chosen to make the quadric real, it will have the properties stated.
16. Verify that this is so.

In addition, just like the quadrics discussed in section 14.11, it will possess three mutually perpendicular principal axes. An element of the body in any of these directions is extended in the direction of its own radius vector $\left(y_{i}\right)$.
$\rightarrow 17$. Show that the strain quadric for a simple extension along the direction $l, m, n$, is a pair of parallel planes.


Fig. 15.9 Definition of the stress tensor $p_{i j}$ at the point $P$ for the case $i=1$. The plane across which the components of stress give $p_{1 /}$ has its normal parallel to the positive $x_{1}$-axis.

As well as the tensor describing the strain of a deformed solid a stress tensor at a point $P$ may be specified; this is denoted by $p_{i j}$. The quantity $p_{i j}$ is the $x_{j}$-component of the stress vector acting across a plane through $P$ whose normal lies in the $x_{i}$-direction. The sense of the stress vector is that of the action of the region of greater $x_{i}$ on that of lesser $x_{i}$. Fig. 15.9 illustrates the case in which $i=1$ and $j$ has the values 1,2 and 3 ; the other
six components correspond [in threes] to two other planes through $P$ parallel to the $x_{1} x_{3}{ }^{-}$and $x_{1} x_{2}$-planes.

If an element of area containing $P$ (inside or on the surface of the body) has unit normal $\mathbf{n}$ then the stress $\mathbf{p}^{(\mathbf{n})}$ across it can be shown to be given by

$$
\begin{equation*}
p_{j}^{(\mathbf{n})}=p_{i j} n_{i} \tag{15.54}
\end{equation*}
$$

where $p_{i j}=p_{j i}$. That $p_{i j}$ is a second-order Cartesian tensor follows either from the quotient law or by direct verification.

Just as for strain, a stress quadric

$$
\begin{equation*}
p_{i j} y_{i} y_{j}=c, \quad \text { with } y_{i}=r n_{i} \tag{15.55}
\end{equation*}
$$

and analogous properties, can be defined. The normal to the quadric at the point where any radius vector meets it gives the direction of stress across any plane to which the radius vector is a normal.

Example 15.3. A generalization of Hooke's Law relates the stress and strain tensors by

$$
\begin{equation*}
p_{i j}=c_{i j k l} e_{k l} \tag{15.56}
\end{equation*}
$$

where $c_{i j k l}$ is a fourth-order Cartesian tensor. Assuming that the most general fourth-order isotropic tensor is $\dagger$

$$
\begin{equation*}
c_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\eta \delta_{i k} \delta_{j l}+\nu \delta_{i l} \delta_{j k}, \tag{15.57}
\end{equation*}
$$

find the form of (15.56) for an isotropic medium of Young's modulus $E$ and Poisson's ratio $\sigma$.

For an isotropic medium we must have an isotropic tensor for $c_{i j k l}$ and so assume the form (15.57). Substituting this into (15.56) yields

$$
p_{i j}=\lambda \delta_{i j} e_{k k}+\eta e_{i j}+\nu e_{j i} .
$$

But $e_{i j}$ is symmetric, and if we write $\eta+\nu=2 \mu$ this takes the form

$$
\begin{equation*}
p_{i j}=\lambda e_{k k} \delta_{i j}+2 \mu e_{i j} \tag{15.58}
\end{equation*}
$$

[ $\lambda$ and $\mu$ are called Lamé constants. It will be noted that if $e_{i j}=0$ for $i \neq j$, then so does $p_{i j}$, i.e. the principal axes of stress and strain coincide.]

Now consider a simple tension in the $x_{1}$-direction, i.e. $p_{11}=S$, all other $p_{i j}=0$. Then denoting $e_{k k}$ [summed over $k$ ] by $\theta$ we have (in addition to $e_{i j}=0$ for $i \neq j$ ) the three equations

$$
\begin{aligned}
& S=\lambda \theta+2 \mu e_{11}, \\
& 0=\lambda \theta+2 \mu e_{22}, \\
& 0=\lambda \theta+2 \mu e_{33} .
\end{aligned}
$$

[^48]Adding them gives

$$
S=\theta(3 \lambda+2 \mu)
$$

Substituting for $\theta$ from this into the first of the three, and recalling that Young's modulus is defined by $S=E e_{11}$, gives $E$ as
-18. $E=\frac{\mu(3 \lambda+2 \mu)}{\lambda+\mu}$.
Further Poisson's ratio is defined as $\sigma=-e_{22} / e_{11}$ which is thus

$$
\sigma=\frac{1}{e_{11}} \frac{\lambda \theta}{2 \mu}=\frac{1}{e_{11}} \frac{\lambda}{2 \mu} \frac{E e_{11}}{3 \lambda+2 \mu}=\frac{\lambda}{2(\lambda+\mu)}
$$

Solving (15.59) for $\lambda$ and $\mu$ gives finally

$$
\begin{equation*}
\text { 19. } \quad p_{i j}=\frac{\sigma E}{(1+\sigma)(1-2 \sigma)} e_{k k} \delta_{i j}+\frac{E}{(1+\sigma)} e_{i j} . \tag{15.60}
\end{equation*}
$$

### 15.10 Examples for solution

1. Show how to decompose the tensor $T_{i j}$ into three tensors

$$
T_{i j}=U_{i j}+V_{i j}+S_{i j}
$$

where $U_{i j}$ is symmetric and traceless ( $U_{i i}=0$ ), $V_{i j}$ is isotropic, and $S_{i j}$ has only three independent components.
2. Use the quotient law to show that

$$
\left[\begin{array}{ccc}
y^{2}+z^{2}-x^{2} & -2 x y & -2 x z \\
-2 y x & x^{2}+z^{2}-y^{2} & -2 y z \\
-2 x z & -2 y z & x^{2}+y^{2}-z^{2}
\end{array}\right]
$$

is a second-order tensor.
3. Antisymmetric tensor. Suppose $w_{i j}$ is an antisymmetric secondorder Cartesian tensor in three-dimensions.
(i) Show it has only three independent components.
(ii) By writing the tensor in terms of $w_{23}, w_{31}$, and $w_{12}$ and considering $v_{i}=\frac{1}{2} \epsilon_{i j k} w_{j k}$, show that the three independent components of W form the components of a vector $\mathbf{v}$.
(iii) Verify $w_{i j}=\epsilon_{i j k} v_{k}$.
(iv) For a general vector $b$ evaluate ( $\mathbf{v} \wedge \mathbf{b})_{i}$ and hence show that vector multiplication by $\mathbf{v}$ is equivalent to tensor contraction with $-w_{i j}$.
4. Use tensor methods to establish the following vector identities.
(i) $(\mathbf{u} \wedge \mathbf{v}) \wedge \mathbf{w}=(\mathbf{u} \cdot \mathbf{w}) \mathbf{v}-(\mathbf{v} \cdot \mathbf{w}) \mathbf{u}$.
(ii) $\operatorname{curl}(\phi \mathbf{u})=\phi \operatorname{curl} \mathbf{u}+(\operatorname{grad} \phi) \wedge \mathbf{u}$.
(iii) $\operatorname{div}(\mathbf{u} \wedge \mathbf{v})=\mathbf{v} \cdot \operatorname{curl} \mathbf{u}-\mathbf{u} \cdot \operatorname{curl} \mathbf{v}$.
(iv) $\operatorname{curl}(\mathbf{u} \wedge \mathbf{v})=(\mathbf{v} \cdot \operatorname{grad}) \mathbf{u}-(\mathbf{u} \cdot \operatorname{grad}) \mathbf{v}+\mathbf{u} \operatorname{div} \mathbf{v}-\mathbf{v} \operatorname{div} \mathbf{u}$.
(v) $\operatorname{grad}\left(\frac{1}{2} \mathbf{u} \cdot \mathbf{u}\right)=\mathbf{u} \wedge$ curl $\mathbf{u}+(\mathbf{u} \cdot \operatorname{grad}) \mathbf{u}$.
5. In four dimensions define second-order antisymmetric tensors $F_{i j}$ and $Q_{i j}$ and a vector $S_{i}$ as follows:
(a) $F_{23}=H_{1}, Q_{23}=B_{1}$ and their cyclic permutations,
(b) $F_{i 4}=-D_{i}, \quad Q_{i 4}=E_{i} \quad$ for $i=1,2,3$,
(c) $S_{i}=J_{i} \quad$ for $i=1,2,3 ; \quad S_{4}=\rho$.

Then taking $x_{4}$ as $t$ and the other symbols to have their usual meaning in electromagnetic theory show that the equations $\partial\left(F_{i j}\right) / \partial x_{j}=S_{i}$, and $\partial\left(Q_{j k}\right) / \partial x_{i}+\partial\left(Q_{k i}\right) / \partial x_{j}+\partial\left(Q_{i j}\right) / \partial x_{k}=0$, where $i, j, k$ are any set chosen from 1, 2, 3, 4 (all different), reproduce Maxwell's equations.
6. (i) Evaluate $(\mathbf{A} \wedge \operatorname{curl} \mathbf{A})_{i}$ for any vector function $\mathbf{A}$.
(ii) Assuming that the divergence theorem holds for any tensor field

$$
\int_{V} \frac{\partial u_{i j \ldots k \ldots n}}{\partial x_{k}} \mathrm{~d} V=\int_{S} u_{i j \ldots k \ldots n} \mathrm{~d} S_{k},
$$

show that

$$
\int_{S}\left[\mathbf{A}(\mathbf{A} \cdot \mathrm{~d} \mathbf{S})-\frac{1}{2} A^{2} \mathrm{~d} \mathbf{S}\right]=\int_{V}[\mathbf{A} \operatorname{div} \mathbf{A}-\mathbf{A} \wedge \operatorname{curl} \mathbf{A}] \mathrm{d} V .
$$

(iii) How does this general result simplify ( $a$ ) if $\mathbf{A}$ is the electric field $\mathbf{E}$ in a time-independent situation, and (b) if $\mathbf{A}$ is the magnetic flux $\mathbf{B}$ ?
7. Ohm's law says that the current density $\mathbf{j}$ is linearly related to the electric field $\mathbf{E}$ in a conductor. Show that

$$
j_{i}=s_{i k} E_{k}+(\mathbf{E} \wedge \mathbf{a})_{i},
$$

where $s_{t k}$ is a symmetric tensor and $\mathbf{a}$ is an axial vector.
8. A rigid body consists of four particles of masses $m, 2 m, 3 m, 4 m$ respectively situated at the points $(a, a, a),(a,-a,-a),(-a, a,-a)$, ( $-a,-a, a$ ) and connected together by a light framework.
(i) Find the inertia tensor at the origin and show that the principal moments of inertia are $20 m a^{2},(20+2 \sqrt{ } 5) m a^{2}$, and $(20-2 \sqrt{ } 5) m a^{2}$.
(ii) Find the principal axes and verify that they are mutually orthogonal.
9. A rigid body comprises 8 particles each of mass $m$, held together by light rods. In a certain coordinate frame the particles are at

$$
\pm a(3,1,-1), \quad \pm a(1,-1,3), \quad \pm a(1,3,-1), \quad \pm a(-1,1,3) .
$$

Show that when the body rotates about an axis through the origin, if the angular velocity and angular momentum vectors are parallel then they are in one of the ratios $40 m a^{2}, 64 m a^{2}$ or $72 m a^{2}$.
10. The paramagnetic tensor $\chi_{i j}$ of a body placed in a magnetic field is

$$
\left[\begin{array}{ccc}
2 k & 0 & 0 \\
0 & 3 k & k \\
0 & k & 3 k
\end{array}\right]
$$

Assuming depolarizing effects are negligible, find how the body will orientate itself if the field is horizontal and the body (i) can rotate freely, (ii) is suspended with the axis $(1,0,0)$ vertical, (iii) is suspended with the axis $(0,1,0)$ vertical.
11. A block of wood contains a number of thin soft iron nails. A unit magnetic field directed eastwards induces a magnetic moment with components $(3,1,-2)$ in the block, and fields of unit strength directed northwards and vertically upwards induce moments $(1,3,-2)$ and ( $-2,2,2$ ) respectively. Show that the nails all lie parallel to a certain plane. [Assume soft iron has a constant permeability.]
12. For tin the conductivity tensor has the form

$$
\sigma=\left[\begin{array}{lll}
a & 0 & 0 \\
0 & a & 0 \\
0 & 0 & b
\end{array}\right]
$$

when referred to its crystal axes. A single crystal is grown in the shape of a long wire of length $l$ and radius $r$, the axis of the wire making polar angle $\theta$ with respect to the crystal third axis. Show that the resistance of the wire is

$$
\frac{l}{\pi r^{2}} \frac{1}{a b}\left(a \cos ^{2} \theta+b \sin ^{2} \theta\right)
$$

13. By considering an isotropic body subjected to a uniform 'hydrostatic' pressure (no shearing stress) show that the bulk modulus, defined by

$$
k=\frac{\text { pressure }}{\text { fractional decrease in volume }}
$$

is given by $k=E /[3(1-2 \sigma)]$.
14. In a certain isotropic elastic medium the displacement vector $u_{i}$ is given by

$$
u_{1}=K\left(x_{1}+x_{3}\right), \quad u_{2}=K\left(x_{1}+x_{2}\right), \quad u_{3}=K\left(x_{2}+x_{3}\right)
$$

Find the magnitudes of the principal stresses in terms of Young's modulus and Poisson's ratio.
15. An elastic cylinder of finite length and initially unstressed, fits accurately into a rigid smooth cylindrical tube open at both ends. Equal and opposite compressive normal stresses are applied uniformly over the ends of the cylinder. Show that the modulus of elasticity is

$$
\frac{E(1-\sigma)}{(1+\sigma)(1-2 \sigma)}
$$

16. (More difficult vector analysis.) For an isotropic elastic medium under stress, the displacement $u_{i}$ satisfies

$$
\frac{\partial p_{i j}}{\partial x_{j}}=\rho \frac{\partial^{2} u_{i}}{\partial t^{2}}, \quad p_{i j}=c_{i j k l}\left(\frac{\partial u_{k}}{\partial x_{i}}+\frac{\partial u_{l}}{\partial x_{k}}\right),
$$

[ $p_{i j}$ is the stress tensor] where $c_{i j k l}$ is the isotropic tensor

$$
c_{i j k l}=a \delta_{i j} \delta_{k l}+b\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+c\left(\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{j k}\right)
$$

and $\rho$ is a constant. Show that div $u$ and curl $u$ both satisfy wave equations.

## 16

## Complex variables

Throughout this book references have been made to results 'which are derived from the theory of complex variables'. This theory thus becomes an integral part of the mathematics appropriate to physical applications. The difficulty with it, from the point of view of a book such as the present one, is that, although the applications for which it is needed are very real and applied, the underlying basis of complex variable theory has a distinctly pure mathematics flavour.

To adopt this more rigorous approach correctly would involve developing a large amount of groundwork in analysis, for example, precise definitions of continuity and differentiability, the theory of sets and a detailed study of boundedness. It has been decided not to do so here, but rather to pursue only those parts of the formal theory which are needed to establish the results used elsewhere in this book and some others of general utility. Specifically, the subjects treated are,
(i) complex potentials for two-dimensional potential problems,
(ii) location of zeros of a function, in particular a polynomial,
(iii) summation of series ard evaluation of integrals,
(iv) the inverse Laplace transform integral.

In this spirit, the proofs that are adopted for some of the standard results of complex variable theory have been chosen with an eye to simplicity rather than sophistication. This means that in some cases the imposed conditions are more stringent than would be strictly necessary if more sophisticated proofs were used; where this happens the less restrictive results are usually stated as well. Some proofs have been omitted altogether or merely sketched in exercises for the student to do. The reader who is interested in a fuller treatment of the fascinating subject of complex variable theory should consult one of the many excellent textbooks on the subject. $\dagger$

[^49]One further concession to 'hand-waving' has been made in the interests of keeping the treatment to a moderate length. In several places phrases such as '. . . can be made as small as we like . . .' are used, rather than a careful treatment in terms of '. . . given $\epsilon>0$, there exists a $\delta>0$ such that . . $\therefore$ In the author's experience, some students are more at ease with the former type of statement despite its lack of precision, whilst others, who would only contemplate the latter, are usually well able to supply it for themselves.

### 16.1 Functions of a complex variable

The quantity $f(z)$ is said to be a function of the complex variable $z$ if to every value of $z$ in a certain domain (region of the Argand diagram) there corresponds one or more values of $f(z)$. Stated like this $f(z)$ could be any function consisting of a real and an imaginary part, each of which is itself a function of $x$ and $y$. However, we will only be concerned ultimately with functions which are differentiable in a particular sense, and so we proceed immediately to this restricted class of functions.

A function $f(z)$ which is single-valued in a domain is differentiable at the point $z_{0}$ if the derivative

$$
\begin{equation*}
f^{\prime}\left(z_{0}\right) \equiv \lim _{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} \tag{16.1}
\end{equation*}
$$

exists and is unique (in that it does not depend upon the direction in the Argand diagram from which $z$ tends to $z_{0}$ ).

To illustrate that this notion is restrictive, consider the following two examples which are both complex functions of a complex variable; one is differentiable, the other is not. We denote the real and imaginary parts of $f(z)$ by $u$ and $v$ respectively; for a general function both will depend on $x$ and $y$,

$$
\begin{equation*}
f(z)=u(x, y)+\mathrm{i} v(x, y) \tag{16.2}
\end{equation*}
$$

(i) Take $f(z)=x^{2}-y^{2}+\mathrm{i} 2 x y$.

Consider the definition (16.1) when $z=z_{0}+\Delta z=x_{0}+\Delta x+$ $\mathrm{i}\left(y_{0}+\Delta y\right)$; then

$$
\frac{f(z)-f\left(z_{0}\right)}{z-z_{0}}=\frac{\begin{array}{c}
\left(x_{0}+\Delta x\right)^{2}-\left(y_{0}+\Delta y\right)^{2} \\
+\mathrm{i} 2\left(x_{0}+\Delta x\right)\left(y_{0}+\Delta y\right)-x_{0}^{2}+y_{0}^{2}-\mathrm{i} 2 x_{0} y_{0}
\end{array}}{\Delta x+\mathrm{i} \Delta y}
$$

$$
\begin{aligned}
& \begin{array}{c}
2 x_{0} \Delta x+(\Delta x)^{2}-2 y_{0} \Delta y-(\Delta y)^{2} \\
+\mathrm{i} 2\left(x_{0} \Delta y+y_{0} \Delta x+\Delta x \Delta y\right)
\end{array} \\
&= \frac{\Delta x+\mathrm{i} \Delta y}{} \\
&=2 x_{0}+\mathrm{i} 2 y_{0}+\frac{(\Delta x)^{2}-(\Delta y)^{2}+\mathrm{i} 2 \Delta x \Delta y}{\Delta x+\mathrm{i} \Delta y}, \\
&\left.\quad \text { (using }-1=\mathrm{i}^{2}\right) .
\end{aligned}
$$

Now, in whatever way $\Delta x$ and $\Delta y$ are allowed to tend to zero, the last term on the right will tend to zero and the unique limit $2 x_{0}+\mathrm{i} 2 y_{0}$ will be obtained. Thus $f(z)$ with $u=x^{2}-y^{2}$ and $v=2 x y$ is differentiable at $z_{0}=x_{0}+i y_{0}$.
(ii) Take $f(z)=2 y+\mathrm{i} x$. Following the same procedure we have

$$
\begin{aligned}
\frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} & =\frac{2 y_{0}+2 \Delta y+\mathrm{i} x_{0}+\mathrm{i} \Delta x-2 y_{0}-\mathrm{i} x_{0}}{\Delta x+\mathrm{i} \Delta y} \\
& =\frac{2 \Delta y+\mathrm{i} \Delta x}{\Delta x+\mathrm{i} \Delta y} .
\end{aligned}
$$

Now suppose $z \rightarrow z_{0}$ along a line through $z_{0}$ of slope $m$, so that $\Delta y=m \Delta x$. Then

$$
\lim _{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}}=\lim _{\Delta x, \Delta y \rightarrow 0} \frac{2 \Delta y+\mathrm{i} \Delta x}{\Delta x+\mathrm{i} \Delta y}=\frac{2 m+\mathrm{i}}{1+\mathrm{i} m}
$$

This limit is dependent on $m$ and hence on the direction from which $z$ tends to $z_{0}$. Thus $f(z)=2 y+\mathrm{i} x$ is not a differentiable function at $x_{0}+\mathrm{i} y_{0}$.

A function which is one-valued and differentiable at all points of a domain $D$ is said to be analytic (or regular) in $D$. A function may be analytic in a domain except at a finite (or infinite if the domain is infinite) number of points; in this case it is said to be analytic except at these points, which are called the singularities of $f(z)$. [In our treatment we will not consider cases in which an infinite number of singularities occur in a finite domain.]

From examining the two previous examples, it is apparent that for a function $f(z)$ to be differentiable and hence analytic there must be some particular connection between its real and imaginary parts $u$ and $v$. We next establish what this connection must be by repeating the procedures of the two examples, but for a general function.

If the limit

$$
\begin{equation*}
L=\lim _{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} \tag{16.3}
\end{equation*}
$$

is to exist and be unique, in the way required for differentiability, then two particular ways of letting $z$ tend to $z_{0}$ (any point in $D$ ), parallel to the real axis and parallel to the imaginary axis, must produce the same limit. This is certainly a necessary result although it may not be sufficient.

So first suppose $z-z_{0}$ is purely real and equal to $\Delta x$, then $L$ of (16.3) is given by

$$
\begin{aligned}
& L=\lim _{\Delta x \rightarrow 0} \frac{u\left(x_{0}+\Delta x, y_{0}\right)+\mathrm{i} v\left(x_{0}+\Delta x, y_{0}\right)}{-u\left(x_{0}, y_{0}\right)-\mathrm{i} v\left(x_{0}, y_{0}\right)} \\
&=\lim _{\Delta x \rightarrow 0}\left[\frac{u\left(x_{0}+\Delta x, y_{0}\right)-u\left(x_{0}, y_{0}\right)}{\Delta x}\right. \\
&\left.+\mathrm{i} \frac{v\left(x_{0}+\Delta x, y_{0}\right)-v\left(x_{0}, y_{0}\right)}{\Delta x}\right] .
\end{aligned}
$$

For this limit to exist we must have that $\partial u / \partial x$ and $\partial v / \partial x$ exist at $x_{0}+\mathrm{i} y_{0}$ and that $L$ has the value

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\mathrm{i} \frac{\partial v}{\partial x} \tag{16.4a}
\end{equation*}
$$

Similarly if $z-z_{0}$ is purely imaginary and equal to i $\Delta y$, then the partial derivatives $\partial u / \partial y$ and $\partial v / \partial y$ must exist at $x_{0}+\mathrm{i} y_{0}$ and $L$ must have the value
-1. $\frac{\partial v}{\partial y}-\mathrm{i} \frac{\partial u}{\partial y}$.
For $f$ to be differentiable, expressions (16.4 a) and (16.4 b) for $L$ must be identical, and thus equating real and imaginary parts we must have, as a necessary condition, that

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}, \quad \frac{\partial v}{\partial x}=-\frac{\partial u}{\partial y}, \quad \text { at } z=x_{0}+\mathrm{i} y_{0} \tag{16.5}
\end{equation*}
$$

The two equations are known as the Cauchy-Riemann equations.
We can now see why example (i) $f(z)=x^{2}-y^{2}+$ i $2 x y$ was differentiable, or at least why example (ii) $f(z)=2 y+\mathrm{i} x$ was not.
(i) $u=x^{2}-y^{2}, v=2 x y$ :

$$
\frac{\partial u}{\partial x}=2 x=\frac{\partial v}{\partial y} \quad \text { and } \quad \frac{\partial v}{\partial x}=2 y=-\frac{\partial u}{\partial y}
$$

(ii) $u=2 y, v=x$ :

$$
\frac{\partial u}{\partial x}=0=\frac{\partial v}{\partial y} \quad \text { but } \quad \frac{\partial v}{\partial x}=1 \neq-2=-\frac{\partial u}{\partial y}
$$

It is apparent that for $f(z)$ to be analytic something more than the existence of the partial derivatives of $u$ and $v$ with respect to $x$ and $y$ is required; this something is that they satisfy the Cauchy-Riemann equations.

We may also enquire as to the sufficient conditions for $f(z)$ to be analytic in $D$. It can be shown $\dagger$ that a sufficient condition is that the four partial derivatives exist, are continuous and satisfy the Cauchy-Riemann equations. It is the additional requirement of continuity which makes the difference between the necessary conditions and the sufficient conditions.
-2. Which of the following complex functions are analytic?
(a) $3 x+2 y+\mathrm{i}(3 y-2 x)$,
(b) $\sin x \cosh y+i \cos x \sinh y$,
(c) $x^{2}+y^{2}$,
(d) $x+\frac{x}{x^{2}+y^{2}}+\mathrm{i}\left(y-\frac{y}{x^{2}+y^{2}}\right)$.
3. In which domain(s) of the Argand diagram is

$$
f=|x|-\mathrm{i}|y|
$$

an analytic function?
Since

$$
\begin{equation*}
x=\frac{1}{2}\left(z+z^{*}\right) \quad \text { and } \quad y=\frac{1}{2 \mathrm{i}}\left(z-z^{*}\right) \tag{16.6}
\end{equation*}
$$

we may formally regard any function $f=u+\mathrm{i} v$ as a function of $z$ and its conjugate $z^{*}$, rather than $x$ and $y$. If we do this and examine $\partial f / \partial z^{*}$ we obtain

$$
\begin{align*}
\frac{\partial f}{\partial z^{*}} & =\frac{\partial f}{\partial x} \frac{\partial x}{\partial z^{*}}+\frac{\partial f}{\partial y} \frac{\partial y}{\partial z^{*}} \\
& =\left(\frac{\partial u}{\partial x}+\mathrm{i} \frac{\partial v}{\partial x}\right) \times \frac{1}{2}+\left(\frac{\partial u}{\partial y}+\mathrm{i} \frac{\partial v}{\partial y}\right)\left(-\frac{1}{2 \mathrm{i}}\right) \\
& =\frac{1}{2}\left(\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}\right)+\frac{\mathrm{i}}{2}\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right) . \tag{16.7}
\end{align*}
$$

Now if $f$ is analytic, the Cauchy-Riemann equations (16.5) must be satisfied, and these immediately give that $\partial f / \partial z^{*}$ is identically zero. Thus we conclude that if $f$ is analytic, then $f$ cannot be a function of $z^{*}$ and any expression representing an analytic function of $z$ can contain $x$ and $y$ only in the combination $x+\mathrm{i} y$ [not in the combination $x-\mathrm{i} y$ ].
$\dagger$ See for example any of the references given earlier.
$\rightarrow$ 4. Write the functions in $>2$ in terms of $z$ and $z^{*}$ and hence verify the results obtained there.

One further result of great practical importance in the theoretical physics can be obtained simply from the satisfying of the Cauchy-Riemann equations by the real and imaginary parts of an analytic function. Differentiating one equation again with respect to one independent variable, and the other with respect to the other, we obtain
and

$$
\begin{aligned}
& \frac{\partial}{\partial x}\left(\frac{\partial u}{\partial x}\right)=\frac{\partial}{\partial x}\left(\frac{\partial v}{\partial y}\right)=\frac{\partial}{\partial y}\left(\frac{\partial v}{\partial x}\right)=-\frac{\partial}{\partial y}\left(\frac{\partial u}{\partial y}\right) \\
& \frac{\partial}{\partial x}\left(\frac{\partial v}{\partial x}\right)=-\frac{\partial}{\partial x}\left(\frac{\partial u}{\partial y}\right)=-\frac{\partial}{\partial y}\left(\frac{\partial u}{\partial x}\right)=-\frac{\partial}{\partial y}\left(\frac{\partial v}{\partial y}\right)
\end{aligned}
$$

Thus both $u$ and $v$ are separately solutions of Laplace's equation in two dimensions

$$
\begin{equation*}
\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0 \tag{16.8}
\end{equation*}
$$

Further use of this will be made in section 16.4.

### 16.2 Power series in a complex variable

The theory of power series in a real variable was discussed in section 3 of chapter 1. A natural extension of this in the present context is to consider a series such as

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}, \tag{16.9}
\end{equation*}
$$

where $z$ is the complex variable and the $a_{n}$ are in general complex. Expression (16.9) is a power series about the origin and may be used for general discussion; a power series about any other point $z_{0}$ is obtained by a change of variable from $z$ to $z-z_{0}$.

If $z$ were written in its modulus and argument form $z=r \exp (i \theta)$, expression (16.9) would be

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n} r^{n} \exp (\mathrm{i} n \theta) \tag{16.10}
\end{equation*}
$$

This series is absolutely convergent if the same can be said of

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left|a_{n}\right| r^{n} \tag{16.11}
\end{equation*}
$$

which is a series of positive real terms. Tests for the absolute convergence of real series can thus be used, and of these the most appropriate form is
based on the Cauchy root test. A radius of convergence $R$ is defined by

$$
\begin{equation*}
1 / R=\varlimsup_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n} \tag{16.12}
\end{equation*}
$$

The series (16.9) is absolutely convergent if $|z|<R$ and divergent if $|z|>R$; if $|z|=R$ no particular conclusion may be drawn. [ $\overline{\mathrm{im}}$ is not strictly identical with lim, but for our purposes the distinction may be ignored.]

A circle of radius $R$ and centred on the origin is called the circle of convergence of the series $\sum a_{n} z^{n} . R=0$ and $R=\infty$ correspond respectively to convergence at the origin only, and convergence everywhere. For $R$ finite the convergence occurs in a restricted part of the $z$-plane (Argand diagram). For a power series about a general point $z_{0}$, the circle of convergence is of course centred on that point.

Example 16.1. Find the parts of the $z$-plane for which the following series are convergent
(i) $\sum_{0}^{\infty} \frac{z^{n}}{n!}$,
(ii) $\sum_{0}^{\infty} n!z^{n}$,
(iii) $\sum_{1}^{\infty} \frac{z^{n}}{n}$.
(i) $(n!)^{1 / n}$ behaves like $n$ as $n \rightarrow \infty$. Thus $\overline{\lim }(1 / n!)^{1 / n}=0$. Hence $R=\infty$ and the series is convergent for all $z$.
(ii) Correspondingly, $\overparen{\lim }(n!)^{1 / n}=\infty$. Thus $R=0$ and the series converges only at $z=0$.
(iii) As $n \rightarrow \infty,(n)^{1 / n}$ has a lower limit of 1 and hence $\overline{\lim }(1 / n)^{1 / n}=1 / 1=1$. Thus the series is absolutely convergent if $|z|<1$.
-5. By taking $z=1$ and $z=-1$ in case (iii) above, demonstrate that a power series may or may not converge on its circle of convergence.

The ratio test may also be employed to investigate the absolute convergence of a complex power series. The series is absolutely convergent if

$$
\begin{equation*}
1>\overline{\lim } \frac{\left|a_{n+1}\right||z|^{n+1}}{\left|a_{n}\right||z|^{n}}=\overline{\lim } \frac{\left|a_{n+1}\right||z|}{\left|a_{n}\right|} \tag{16.13}
\end{equation*}
$$

For example in case (i) of example 16.1,

$$
\frac{\left|a_{n+1}\right||z|}{\left|a_{n}\right|}=\frac{n!|z|}{(n+1)!}=\frac{|z|}{n+1}
$$

which is $<1$ for all $n>n_{0}$ if $n_{0}$ is sufficiently large [ $n_{0}$ will depend upon $|z|$ ]. Thus the series is absolutely convergent for all (finite) $z$, confirming the previous result.
6. Apply the ratio test to cases (ii) and (iii) of example 16.1.

Before turning to particular power series, we next prove the following important theorem.

The power series $\sum_{0}^{\infty} a_{n} z^{n}$ has a sum which is an analytic function of $z$ inside its circle of convergence.

To prove this write $f(z)$ for $\sum a_{n} z^{n}$ with $|z|=r<R$ and consider

$$
\frac{f(z+h)-f(z)}{h}=\sum_{0}^{\infty} a_{n}\left[\frac{(z+h)^{n}-z^{n}}{h}\right],
$$

where $\rho=|h|$ is small enough that $r+\rho$ is also $<R$. [This is always possible since $z$ is inside the circle.] Now

$$
\begin{aligned}
& \left|\frac{(z+h)^{n}-z^{n}}{h}-n z^{n-1}\right|=\rho \left\lvert\,\binom{ n}{2} z^{n-2}+\binom{n}{3} z^{n-3} h+\cdots\right. \\
& \left.\quad+\binom{n}{n} h^{n-2} \right\rvert\, \\
& \leqslant \rho\binom{n}{2} \left\lvert\, r^{n-2}+\binom{n-2}{1} r^{n-3} \rho+\cdots\right. \\
& \left.+\binom{n-2}{n-2} \rho^{n-2} \right\rvert\, \\
& =\rho\binom{n}{2}(r+\rho)^{n-2} .
\end{aligned}
$$

The inequality used here is justified by the observation that

$$
\begin{aligned}
&\binom{n}{m}=\frac{n!}{m!(n-m)!} \leqslant \frac{n!}{2!(m-2)!(n-m)!} \\
&=\binom{n}{2}\binom{n-2}{m-2} \text { for } m \geqslant 2 .
\end{aligned}
$$

Thus

$$
\begin{equation*}
\left|\frac{f(z+h)-f(z)}{h}-\sum_{0}^{\infty} n a_{n} z^{n-1}\right| \leqslant \rho\left[\sum_{0}^{\infty}\left|a_{n}\right|\binom{n}{2}(r+\rho)^{n-2}\right] . \tag{16.15}
\end{equation*}
$$

Now since $\sum a_{n} z^{n}$ has radius of convergence $R, \overline{\lim }\left(a_{n}\right)^{1 / n}=R^{-1}$. Thus, since $n^{1 / n} \rightarrow 1$ as $n \rightarrow \infty$, $\overline{\lim }\left(\frac{1}{2} n(n-1) a_{n}\right)^{1 / n}$ must also $=R^{-1}$. Therefore the series in brackets on the right-hand side of (16.15) converges and consequently is bounded, $<M$ say, where $M$ does not depend on $\rho$.

So finally in the limit $h \rightarrow 0$, the right-hand side of (16.15) tends to zero and shows that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{f(z+h)-f(z)}{h}=\sum_{0}^{\infty} n a_{n} z^{n-1} . \tag{16.16}
\end{equation*}
$$

This establishes statement (16.14) and also shows (by repeated application) that any power series can be differentiated any number of times inside its circle of convergence.

### 16.3 Some elementary functions

In example 16.1 it was shown that the function $\exp (z)$ defined by

$$
\begin{equation*}
\exp (z)=\sum_{0}^{\infty} \frac{z^{n}}{n!} \tag{16.17}
\end{equation*}
$$

is convergent for all $z$ of finite modulus and is thus by the previous section an analytic function over the whole $z$-plane. $\dagger$ Like its real variable counterpart it is called the exponential function; also like its real counterpart it is equal to its own derivative.

The multiplication of two exponential functions results in a further exponential function, in accordance with the corresponding result for real variables.
$\rightarrow 7$. By considering the coefficients of $z_{1}^{r} z_{2}^{s}$ in $\exp \left(z_{1}\right) \cdot \exp \left(z_{2}\right)$ and $\exp \left(z_{1}+z_{2}\right)$, and noting that all series involved are absolutely convergent for all $z$, show that

$$
\begin{equation*}
\exp \left(z_{1}\right) \cdot \exp \left(z_{2}\right)=\exp \left(z_{1}+z_{2}\right) \tag{16.18}
\end{equation*}
$$

As an extension of (16.17) we may also define the complex exponent of a real number $a>0$ by the equation

$$
\begin{equation*}
a^{z}=\exp (z \ln a) \tag{16.19}
\end{equation*}
$$

where $\ln a$ is the natural logarithm of $a$. The particular case $a=\mathrm{e}$ and the fact that $\ln \mathrm{e}=1$, enables us to write $\exp (z)$ interchangeably with $\mathrm{e}^{z}$. If $z$ is real, the definition agrees with the familiar one.

The result that when $z=\mathrm{i} y$,

$$
\begin{equation*}
\exp (i y)=\cos y+i \sin y \tag{16.20}
\end{equation*}
$$

has already been met in equation (1.15 a) of chapter 1 . Its immediate extension is that

$$
\begin{equation*}
\exp (z)=\exp (x)(\cos y+i \sin y) \tag{16.21}
\end{equation*}
$$

[^50]As $z$ varies over the complex plane the modulus of $\exp (z)$ takes all real positive values, except that of 0 . However, two values of $z$ which differ by $2 \pi n$ i, for any integral $n$, produce the same value of $\exp (z)$, as given by ( 16.21 ), and so $\exp (z)$ is periodic with period $2 \pi$ i. If we denote $\exp (z)$ by $t$, then the strip in the $z$-plane, $-\pi<y \leqslant \pi$ corresponds to the whole of the $t$-plane, except for the point $t=0$.
8. To which regions of the $t$-plane do the following in the $z$-plane correspond? (i) $-\infty<x<0,-\pi<y \leqslant \pi$, (ii) $0<x<\infty,-\pi<y \leqslant \pi$, (iii) the half-ray $\arg z=\theta$ with $0<\theta<\pi / 2$, (iv) the half-ray $\arg z=\theta$ with $\pi / 2<\theta<\pi$.

The sine, cosine, sinh and cosh functions of a complex variable are defined from the exponential function exactly as are those for real variables. The functions derived from them (e.g. tan and tanh), the identities they satisfy, and their derivative properties, are also just as for real variables. In view of this we will not give them further attention here.

The 'inverse function' of $\exp (z)$ is given by $w$ the solution of

$$
\begin{equation*}
\exp (w)=z . \tag{16.22}
\end{equation*}
$$

By virtue of the discussion following (16.21), w is not uniquely defined, since it is indeterminate to the extent of any integral multiple of $2 \pi \mathrm{i}$. If we denote $w$ by

$$
\begin{equation*}
w=\log z=\log |z|+\mathrm{i} \arg z, \tag{16.23}
\end{equation*}
$$

where $\log |z| \equiv \ln |z|$ is the natural logarithm (to base e) of the real positive quantity $|z|$, then $\log z$ is an infinitely many-valued function of $z$. Its principal value is obtained by giving arg $z$ its principal value ( $-\pi<\arg z \leqslant \pi$ ), and is denoted by $\log z$. Thus

$$
\begin{equation*}
\log z=\log |z|+\mathrm{i} \theta, \quad \text { with }-\pi<\theta \equiv \arg z \leqslant \pi . \tag{16.24}
\end{equation*}
$$

Now that a logarithm of a complex variable has been defined, definition (16.19) of a general power can be extended to cases other than those in which $a$ is real and positive. If $t(\neq 0)$ and $z$ are both complex, the $z$ th power of $t$ is defined by

$$
\begin{equation*}
t^{z}=\exp (z \log t) . \tag{16.25}
\end{equation*}
$$

Since $\log t$ is multiple valued, so is this definition. Its principal value is obtained by giving $\log t$ its principal value, $\log t$.
If $t(\neq 0)$ is complex but $z$ is real and equal to $1 / n$, then (16.25) provides a definition of the $\boldsymbol{n}$ th root of $\boldsymbol{t}$. Because of the multiple-valuedness of $\log t$, there will be more than one $n$th root of any given $t$.

## $\downarrow 9$. Show that there are exactly $n$ distinct $n$th roots of $t$.

In the definition of an analytic function, one of the conditions imposed was that the function was single valued. Now the logarithmic function, a complex power and a root, are all multiple valued. However it happens that the properties of analytic functions can still be applied to these and other multiple-valued functions of a complex variable provided suitable care is taken. This care amounts to recognizing that if $z$ is varied in such a way that its path in the Argand diagram forms a closed curve enclosing particular points (dependent upon the function in question) of the diagram, then the function will not return to its original value. A general discussion of how this is done, using a 'cut' plane, is beyond the scope of this book and is not needed in a general form for the particular applications of later sections. Again the reader is referred to more complete texts, e.g. the references given at the beginning of this chapter.
-10. Evaluate the following, (a) $\operatorname{Re} \exp (2 \mathrm{i} z)$, (b) $\operatorname{Im} \cosh ^{2} z,(c)(-1+$ $\sqrt{ } 3 \mathrm{i})^{1 / 2},(d)\left|\exp \left(\mathrm{i}^{1 / 2}\right)\right|,(e) \exp \left(\mathrm{i}^{3}\right),(f) \operatorname{Im} 2^{i+3},(g) \mathrm{i}^{1},(h) \log \left[(\sqrt{ } 3+\mathrm{i})^{3}\right]$.
11. Verify that $\mathrm{d}(\exp (z)) / \mathrm{d} z=\exp (z)$ and deduce that

$$
\frac{\mathrm{d}}{\mathrm{~d} z}(\log z)=\frac{1}{z}
$$

### 16.4 Complex potentials and conformal transformations

At the end of section 16.1 it was shown that both the real and the imaginary parts of an analytic function of $z$ are separately solutions of Laplace's equation in two dimensions. Analytic functions thus offer a possible way of solving some two-dimensional physical problems describable by a potential satisfying $\nabla^{2} \phi=0$. The general method is known as that of complex potentials. As preliminaries to showing that they can be so used, some further properties of functions of a complex variable and their behaviour under 'transformations' will be established.

If, as previously, we denote an analytic function $f(z)$ by $u+\mathrm{i} v$, then:
The contours of constant $u$ and constant $v$ are orthogonal.
On a curve $u=$ constant in the $z$-plane

$$
\begin{equation*}
0=\frac{\mathrm{d} u}{\mathrm{~d} x}=\frac{\partial u}{\partial x}+\frac{\partial u}{\partial y} \times\left.\frac{\mathrm{d} y}{\mathrm{~d} x}\right|_{u} \tag{16.26}
\end{equation*}
$$

and similarly on a curve $v=$ constant,

$$
\begin{equation*}
\left.\frac{\mathrm{d} y}{\mathrm{~d} x}\right|_{v}=-\left(\frac{\partial v}{\partial x}\right) /\left(\frac{\partial v}{\partial y}\right) \tag{16.27}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left.\frac{\mathrm{d} y}{\mathrm{~d} x}\right|_{u} \times\left.\frac{\mathrm{d} y}{\mathrm{~d} x}\right|_{v}=\left[-\left(\frac{\partial u}{\partial x}\right) /\left(\frac{\partial u}{\partial y}\right)\right] \times\left[-\left(\frac{\partial v}{\partial x}\right) /\left(\frac{\partial v}{\partial y}\right)\right] \tag{16.28}
\end{equation*}
$$

But, because $f$ is analytic, the Cauchy-Riemann equations imply that $\partial u / \partial x=\partial v / \partial y$ and $\partial u / \partial y=-\partial v / \partial x$, and hence that the right-hand side of (16.28) is equal to -1 . However, this is just the condition that the tangents to the two curves $u=$ constant and $v=$ constant [whose slopes are given by $\mathrm{d} y / \mathrm{d} x$ ] meet at right angles. This establishes the result.

In the context of solutions of Laplace's equation, this result implies that the real and imaginary parts of $f(z)$ have an additional connection between them, for if the set of contours on which one of them is a constant represents the equipotentials of a system, the contours on which the other is constant, being orthogonal to each of the first set, must represent the corresponding field lines [or stream lines, depending on the context].


Fig. 16.1 The equipotentials and field lines for a line charge perpendicular to the plane of the paper.

As an example consider the function

$$
\begin{equation*}
f(z)=\frac{q}{2 \pi \epsilon_{0}} \log z \tag{16.29}
\end{equation*}
$$

in connection with the physical situation of a line charge of strength $q$ per unit length passing through the origin, perpendicular to the $z$-plane
(fig. 16.1). Its real and imaginary parts are

$$
\begin{equation*}
u=\frac{q}{2 \pi \epsilon_{0}} \log |z|, \quad v=\frac{q}{2 \pi \epsilon_{0}} \arg z \tag{16.30}
\end{equation*}
$$

The contours in the $z$-plane of $u=$ constant are concentric circles and of $v=$ constant are radial lines. As expected these are orthogonal sets, but also they are respectively the equipotentials and field lines appropriate to the field produced by the line charge.

Suppose we make the choice that the real part $u$ of the analytic function $f$ shall give the conventional potential function [ $v$ could equally well be selected]. Then we may consider how the field direction and magnitude is related to $f$.

Because $u=$ constant is an equipotential, the field has components [we use the electrostatic case for definiteness]

$$
\begin{equation*}
E_{x}=-\frac{\partial u}{\partial x} \quad \text { and } \quad E_{y}=-\frac{\partial u}{\partial y} \tag{16.31}
\end{equation*}
$$

Since $f$ is analytic, (i) we may use the Cauchy-Riemann equations to change the second of these

$$
\begin{equation*}
E_{x}=-\frac{\partial u}{\partial x} \quad \text { and } \quad E_{y}=\frac{\partial v}{\partial x} \tag{16.32}
\end{equation*}
$$

and (ii) the direction of differentiation at a point is immaterial and so

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} z}=\frac{\partial f}{\partial x}=\frac{\partial u}{\partial x}+\mathrm{i} \frac{\partial v}{\partial x}=-E_{x}+\mathrm{i} E_{y} \tag{16.33}
\end{equation*}
$$

From these it can be seen that the field at a point is given in magnitude by

$$
\begin{equation*}
E=\left|\frac{\mathrm{d} f}{\mathrm{~d} z}\right| \tag{16.34a}
\end{equation*}
$$

and that it makes an angle with the $x$-axis given by

$$
\begin{equation*}
\pi-\arg \frac{\mathrm{d} f}{\mathrm{~d} z} \tag{16.34~b}
\end{equation*}
$$

It is apparent that much of physical interest can be calculated by working in terms of $f$ and $z$ directly.

Next, we turn our attention to the subject of 'transformations' by which we mean a change of coordinates from the complex variable $z$ to another one $t \equiv r+$ is by means of a prescribed formula

$$
\begin{equation*}
z=g(t) \tag{16.35}
\end{equation*}
$$

Under such a transformation, or mapping, the Argand diagram for the $z$-variable is transformed into one for the $t$-variable, although the complete
$z$-plane may be 'mapped' onto only a part of the $t$-plane, or onto the whole of the $t$-plane, or onto some or all of the $t$-plane covered more than once. An example appropriate to the particular transformation $t=\exp (z)$ was discussed briefly in section 16.3 and $>8$.

We consider only those mappings for which $z$ and $t$ are related by an analytic function $g$; such mappings are called conformal. The important points about them are that, except at points at which $g^{\prime}(t)=0$ or is infinite:

1. Continuous lines in the $z$-plane transform into continuous lines in the $t$-plane.
2. Any analytic function of $z$ transforms to an analytic function of $t$.
3. The magnification, as between the $z$ - and $t$-plane, of a small line element in the neighbourhood of any particular point is independent of the direction of the element.
4. The angle between two intersecting curves in the $z$-plane equals the angle between the corresponding curves in the $t$-plane.

Result 1 is immediate and result 2 is almost self-evident, since if $f(z)$ is analytic in $z$ (i.e. an analytic function of $z$ ) and $z=g(t)$ is analytic in $t$, then $F(t)=f(g(t))$ is analytic in $t$. Its importance lies in the fact that the real and imaginary parts of $F(t)$ are, since $F$ is analytic, necessarily solutions of

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial r^{2}}+\frac{\partial^{2} \phi}{\partial s^{2}}=0 . \tag{16.36}
\end{equation*}
$$

Further, suppose (say) $\operatorname{Re} f(z)$ is constant over a boundary $B$ in the $z$-plane. Then $\operatorname{Re} F(t)$ is constant over $B$ in the $z$-plane. But this is the same as saying that $\operatorname{Re} F(t)$ is constant over the boundary $B^{\prime}$ in the $t$ plane, $B^{\prime}$ being the curve into which $B$ is transformed by (16.35).

Taking these results together shows that if a solution of Laplace's equation, constant over a particular boundary, can be found as the real or imaginary part of an analytic function $\dagger$ of $z$ in the $x y$-plane, then the same expression put in terms of $r$ and $s$ will be a solution of Laplace's equation in the $r s$-plane and in addition will be constant over the corresponding boundary curve expressed in terms of $r$ and $s$. Thus from any two-dimensional solution of Laplace's equation derived from an analytic function, for a particular geometry, further solutions for some other geometries can be obtained by making conformal transformations. Naturally the initial geometry is usually simple and the final one more

[^51]complicated. From the physical point of view the problem is the converse, since the geometry is usually given and the solution sought. However, experience working from simpler to more complicated situations is necessary before the reverse procedure can be successfully tackled.


Fig. 16.2 Under the transformation $z=g(t)$ two curves $C_{1}$ and $C_{2}$ passing through $t_{0}$ become two curves passing through $z_{0}=g\left(t_{0}\right)$. The angle between the curves is unchanged by the transformation.

The final two results, 3 and 4 , can be justified by the following argument. Let fig. 16.2 show two curves $C_{1}$ and $C_{2}$ passing through the point $t_{0}$ in the $t$-plane and $t_{1}$ and $t_{2}$ be two points on their respective tangents at $t_{0}$, each distance $\rho$ from $t_{0}$. The same prescription with $z$ replacing $t$ describes the transformed situation; however, the transformed tangents may not be straight lines and the distances of $z_{1}$ and $z_{2}$ from $z_{0}$ have not yet been shown to be equal.

In the $t$-plane $t_{1}$ and $t_{2}$ are given by

$$
t_{1}-t_{0}=\rho \exp \left(\mathrm{i} \theta_{1}\right) \quad \text { and } \quad t_{2}-t_{0}=\rho \exp \left(\mathrm{i} \theta_{2}\right)
$$

The corresponding descriptions in the $z$-plane are

$$
z_{1}-z_{0}=\rho_{1} \exp \left(\mathrm{i} \phi_{1}\right) \quad \text { and } \quad z_{2}-z_{0}=\rho_{2} \exp \left(\mathrm{i} \phi_{2}\right)
$$

The angles $\theta_{i}$ and $\phi_{i}$ are clear from fig. 16.2.
Now since $z=g(t)$ and is analytic

$$
\lim _{t_{1} \rightarrow t_{0}}=\frac{z_{1}-z_{0}}{t_{1}-t_{0}}=\lim _{t_{2} \rightarrow t_{0}} \frac{z_{2}-z_{0}}{t_{2}-t_{0}}=\frac{\mathrm{d} g}{\mathrm{~d} t}
$$

i.e. $\quad \lim _{\rho \rightarrow 0} \frac{\rho_{1}}{\rho} \exp \left[i\left(\phi_{1}-\theta_{1}\right)\right]=$

$$
\begin{equation*}
\lim _{\rho \rightarrow 0} \frac{\rho_{2}}{\rho} \exp \left[\mathrm{i}\left(\phi_{2}-\theta_{2}\right)\right]=g^{\prime}(t) \tag{16.37}
\end{equation*}
$$

Comparing magnitudes and phases (arguments) in the equalities (16.37) gives the stated results 3 and 4 and adds quantitative information to them.

Namely that for small line elements

$$
\begin{align*}
& \left(\rho_{1} / \rho\right) \simeq\left(\rho_{2} / \rho\right) \simeq\left|g^{\prime}(t)\right|  \tag{16.38a}\\
& \phi_{1}-\theta_{1} \simeq \phi_{2}-\theta_{2} \simeq \arg g^{\prime}(t) \tag{16.38b}
\end{align*}
$$

For strict comparison with result 4, ( 16.38 b) must be written as $\theta_{1}-\theta_{2}=$ $\phi_{1}-\phi_{2}$, with an ordinary equality sign, since the angles are only defined in the limit $\rho \rightarrow 0$ when ( 16.38 b ) becomes a true identity.
Since in the neighbourhoods of corresponding points in a transformation, angles are preserved and magnifications are independent of direction, it follows that small plane figures are transformed into figures of the same shape, but in general with magnification and rotation [but no distortion].

### 16.5 Examples of complex potentials

Since one of the best ways of explaining a mathematical method is to use it, this section consists of worked examples and exercises using complex potentials in electrostatics.

Example 16.2. Find (i) the complex electrostatic potential associated with an infinite charged conducting plate ( $s=0$ ), and thus obtain those associated with:
(ii) a semi-infinite charged conducting plate ( $x>0, y=0$ ),
(iii) the inside of a right-angled charged conducting wedge ( $x>0, y=0$ and $x=0, y>0$ ).


Fig. 16.3 (a) The equipotentials (solid lines) and field lines (broken) for an infinite charged conducting plane at $s=0$, where $t=r+\mathrm{i} s$; (b) after the transformation $z=t^{2}$; (c) after the transformation $z=t^{1 / 2}$ of the situation shown in (a).
(i) Figure 16.3 (a) shows the equipotentials (solid lines) and field lines (broken) for an infinite charged conducting plane $s=0$. Suppose we elect to make the real part of the complex potential coincide with the conventional electrostatic potential. This latter is clearly

$$
\begin{equation*}
\phi(r, s)=V-k s, \tag{16.39}
\end{equation*}
$$

where $k$ is related to the charge density $\sigma$ by $k=\sigma / \epsilon_{0}$, since physically $\mathbf{E}=\left(0, \sigma / \epsilon_{0}\right)$ and $\mathbf{E}=-\nabla \phi$.

Thus what is needed is an analytic function of $t$ of which the real part is $V-k s$. This can be obtained by inspection, but we may proceed formally and use the Cauchy-Riemann equations to obtain the imaginary part $\psi(r, s)$ thus:

$$
\frac{\partial \psi}{\partial s}=\frac{\partial \phi}{\partial r}=0 \quad \text { and } \quad \frac{\partial \psi}{\partial r}=-\frac{\partial \phi}{\partial s}=k .
$$

Hence $\psi=k r+c$, and, absorbing $c$ into $V$,

$$
\begin{equation*}
f(t)=V-k s+\mathrm{i} k r=V+\mathrm{i} k t \tag{16.40}
\end{equation*}
$$

This is the required complex potential.
(ii) Now consider the transformation

$$
\begin{equation*}
z=g(t)=t^{2} \tag{16.41}
\end{equation*}
$$

This satisfies the criteria for a conformal mapping (except at $t=0$ ) and carries the upper half of the $t$-plane into the entire $z$-plane, with the equipotential line (plane) $s=0$ going into the half line $x>0, y=0$.

By the general results proved, $f(t)$ when expressed in terms of $x$ and $y$ will give a complex potential of which the real part will be constant on the half line in question;

$$
\begin{equation*}
F(z)=f(t)=V+\mathrm{i} k t=V+\mathrm{i} k z^{1 / 2} \tag{16.42}
\end{equation*}
$$

is thus the required potential. Expressed in terms of $x, y$ and $\rho=$ $\left(x^{2}+y^{2}\right)^{1 / 2}, z^{1 / 2}$ is
-12. $\quad z^{1 / 2}=\rho^{1 / 2}\left[\left(\frac{\rho+x}{2 \rho}\right)^{1 / 2}+\mathrm{i}\left(\frac{\rho-x}{2 \rho}\right)^{1 / 2}\right]$,
and so, for example, the electrostatic potential is given by

$$
\begin{equation*}
\operatorname{Re} F(z)=V-\frac{k}{\sqrt{ } 2}\left[\left(x^{2}+y^{2}\right)^{1 / 2}-x\right]^{1 / 2} \tag{16.44}
\end{equation*}
$$

The corresponding equipotentials and field lines are roughly sketched in fig. 16.3 (b).
(iii) A 'converse' transformation to that used in (ii),

$$
z=g(t)=t^{1 / 2}
$$

has the effect of mapping the upper half $t$-plane into the first quadrant of the $z$-plane and the conducting plane $s=0$ into the wedge $x>0, y=0$ and $x=0, y>0$.

The complex potential now becomes

$$
\begin{align*}
F(z) & =V+\mathrm{i} k z^{2} \\
& =V+\mathrm{i} k\left[\left(x^{2}-y^{2}\right)+\mathrm{i} 2 x y\right] \tag{16.45}
\end{align*}
$$

showing that the electrostatic potential is

$$
\begin{equation*}
V-2 k x y \tag{16.46}
\end{equation*}
$$

and the electric field has components

$$
\begin{equation*}
\mathbf{E}=(2 k y, 2 k x) \tag{16.47}
\end{equation*}
$$

Fig. 16.3 ( c) indicates the approximate equipotentials and field lines. [Note that in both transformations no violation at the origin of result 4 of the previous section occurs, since $g^{\prime}(t)$ is either 0 or $\infty$ there and so the conditions for result 4 are not satisfied.]
-13 . Use the results expressed in $(16.34 \mathrm{a}, \mathrm{b})$ to show directly
(a) in (iii) that $|\mathbf{E}|=2 k\left(x^{2}+y^{2}\right)^{1 / 2}$,
(b) in (ii) that the charge density on the plate $\propto x^{-1 / 2}$,
(c) in (ii) that $|\mathbf{E}|=\frac{1}{2} k\left(x^{2}+y^{2}\right)^{-1 / 4}$,
(d) in (iii) that the direction of $\mathbf{E}$ is at any point complementary to that of the radius vector to that point. [Their sum is $\pi / 2$.]
14. Carry out $(a),(b)$ and $(c)$ of 13 in terms of $x$ and $y$.
-15 . (i) Verify that $f(t)=E\left(t-a^{2} t^{-1}\right)$ is the complex potential appropriate to a conducting circular cylinder of radius $a$ placed perpendicular to a uniform electric field $E$.
(ii) Show that the transformation $z=t+\frac{1}{2} a^{2} t^{-1}$ transforms the circular cylinder into an elliptical one of semi-axes $\frac{3}{2} a$ and $\frac{1}{2} a$.
(iii) Show that the only 'singular' (non-conformal) points of the transformation are located inside the cylinder.
(iv) Deduce that the potential appropriate to the elliptic cylinder is

$$
F(z)=\frac{3}{2} E\left(z^{2}-2 a^{2}\right)^{1 / 2}-\frac{1}{2} E z
$$

(v) Verify that on the elliptic cylinder, $\operatorname{Re} F(z)=0$, as it should be.

### 16.6 Complex integrals

Corresponding to the integral of a real variable, the integral of a complex variable between two (complex) limits can be defined. Since the $z$-plane is two dimensional there is clearly greater freedom and hence ambiguity in
what is meant by a complex integral. For example, in fig. 16.4, we might ask, 'Does the integral of some function $f(z)$ between $A$ and $B$ mean one involving the values of $f$ at points along the straight line $C_{1}$, or along the curved lines $C_{2}$ or $C_{3}$, or does it not make any difference anyway?' What will be found is that in general they will have different values, i.e. in general, the value of the integral depends upon the path adopted in


Fig. 16.4 Alternative paths for an integral of a function $f(z)$ between $A$ and $B$.
the complex plane. However, it will also be found that for different paths bearing a particular relationship to each other the value of the integral does not depend upon which of the paths is adopted.

Let a particular path $C$ be described by a continuous parameter $q$ ( $\alpha \leqslant q \leqslant \beta$ ) which gives successive positions on $C$ by means of the equations

$$
\begin{equation*}
x=x(q), \quad y=y(q) \tag{16.48}
\end{equation*}
$$

with $q=\alpha$ and $q=\beta$ corresponding to the points $A$ and $B$ respectively. Then the integral along path $C$ of a continuous function $f(z)$ is written

$$
\begin{equation*}
\int_{C} f(z) \mathrm{d} z \tag{16.49}
\end{equation*}
$$

and is given more explicitly as the sum of the four real integrals obtained as follows:

$$
\begin{align*}
\int_{C} f(z) \mathrm{d} z= & \int_{C}(u+\mathrm{i} v)(\mathrm{d} x+\mathrm{i} \mathrm{~d} y) \\
= & \int_{C} u \mathrm{~d} x-\int_{C} v \mathrm{~d} y+\mathrm{i} \int_{C} u \mathrm{~d} y+\mathrm{i} \int_{C} v \mathrm{~d} x \\
= & \int_{\alpha}^{\beta} u \frac{\mathrm{~d} x}{\mathrm{~d} q} \mathrm{~d} q-\int_{\alpha}^{\beta} v \frac{\mathrm{~d} y}{\mathrm{~d} q} \mathrm{~d} q+\mathrm{i} \int_{\alpha}^{\beta} u \frac{\mathrm{~d} y}{\mathrm{~d} q} \mathrm{~d} q \\
& +\mathrm{i} \int_{\alpha}^{\beta} v \frac{\mathrm{~d} x}{\mathrm{~d} q} \mathrm{~d} q . \tag{16.50}
\end{align*}
$$

The question of when such an integral exists will not be gone into, except to state that a sufficient condition is that $\mathrm{d} x / \mathrm{d} q$ and $\mathrm{d} y / \mathrm{d} q$ are continuous.

To illustrate this definition and also the final sentences of the first paragraph, we will now consider some simple examples.

Example 16.3. (i) $f(z)=z^{-1}$ and $C_{1}$ is the circle $|z|=R$, starting and finishing at $z=R$.

(a)

(b)

$$
p=0, q=1
$$


(c)
(d)

Fig. 16.5 The paths and parameterizations of example 16.3. See text for details.
The path $C_{1}$ is parameterized as (fig. $16.5(a)$ )

$$
z(q)=R \cos q+\mathrm{i} R \sin q, \quad 0 \leqslant q \leqslant 2 \pi
$$

whilst $f(z)$ is given by

$$
f(z)=\frac{1}{x+\mathrm{i} y}=\frac{x-\mathrm{i} y}{x^{2}+y^{2}} .
$$

Thus

$$
u=\frac{x}{x^{2}+y^{2}}=\frac{R \cos q}{R^{2}}
$$

and

$$
v=\frac{-y}{x^{2}+y^{2}}=-\frac{R \sin q}{R^{2}}
$$

Hence using expression (16.50),

$$
\begin{align*}
\int_{C_{1}} \frac{1}{z} \mathrm{~d} z=\int_{0}^{2 \pi} & \frac{\cos q}{R}(-R \sin q) \mathrm{d} q-\int_{0}^{2 \pi} \frac{-\sin q}{R} R \cos q \mathrm{~d} q \\
& +\mathrm{i} \int_{0}^{2 \pi} \frac{\cos q}{R} R \cos q \mathrm{~d} q \\
& +\mathrm{i} \int_{0}^{2 \pi} \frac{-\sin q}{R}(-R \sin q) \mathrm{d} q \tag{16.51}
\end{align*}
$$

$$
\begin{equation*}
=0+0+\mathrm{i} \pi+\mathrm{i} \pi=2 \pi \mathrm{i} \tag{16.52}
\end{equation*}
$$

This very important result will be used many times later, and the following should be carefully noted,
(a) its value,
(b) that its value is independent of $R$.

With a bit of experience, integrals like this one can sometimes be evaluated directly without writing them as four separate real integrals (see also -16 ). In the present case:

$$
\begin{equation*}
\int_{C_{1}} \frac{\mathrm{~d} z}{z}=\int_{0}^{2 \pi-R \sin q+\mathrm{i} R \cos q} \frac{\mathrm{~d} \cos q+\mathrm{i} R \sin q}{\mathrm{~d} q=\int_{0}^{2 \pi} \mathrm{i} \mathrm{~d} q=2 \pi \mathrm{i} . . . . .} \tag{16.53}
\end{equation*}
$$

(ii) $f(z)=z^{-1}$ and $C_{2}$ is the semicircle $|z|=R$ in the half plane $y \geqslant 0$, joining $z=R$ to $z=-R$.

This is just as in (i) except that now $0 \leqslant q \leqslant \pi$. With this change we have from line (16.51) or line (16.53) that

$$
\int_{C_{2}} \frac{\mathrm{~d} z}{z}=\pi \mathrm{i}
$$

(iii) Yet again take $f(z)=z^{-1}$, but this time with a contour $C_{3}$ made up of the two straight lines $C_{3 a}$ and $C_{3 b}$ (fig. $16.5(c)$ ). These may be parameterized as

$$
\begin{aligned}
& C_{3 a}: z=(1-q) R+\mathrm{i} q R \quad(0 \leqslant q \leqslant 1), \\
& C_{3 b}: z=-p R+\mathrm{i}(1-p) R \quad(0 \leqslant p \leqslant 1) .
\end{aligned}
$$

With these parameterizations the required integrals may be written

$$
\begin{equation*}
\int_{\mathrm{C}_{3}} \frac{\mathrm{~d} z}{z}=\int_{0}^{1} \frac{-R+\mathrm{i} R}{R+q(-R+\mathrm{i} R)} \mathrm{d} q+\int_{0}^{1} \frac{-R-\mathrm{i} R}{\mathrm{i} R+p(-R-\mathrm{i} R)} \mathrm{d} p \tag{16.54}
\end{equation*}
$$

If we could accept from real variable theory that, for real $q$, $\int(a+b q)^{-1} \mathrm{~d} q=b^{-1} \log (a+b q)$, even if $a$ and $b$ are complex, then these integrals could be evaluated immediately. However to do this would be presuming to some extent what we wish to show, and so the evalua-
tion must be made in terms of entirely real integrals. For example, the first is

$$
\begin{aligned}
\int_{0}^{1} \frac{-R+\mathrm{i} R}{R(1-q)+\mathrm{i} q R} \mathrm{~d} q= & \int_{0}^{1} \frac{(-1+\mathrm{i})(1-q-\mathrm{i} q)}{(1-q)^{2}+q^{2}} \mathrm{~d} q \\
= & \int_{0}^{1} \frac{2 q-1}{1-2 q+2 q^{2}} \mathrm{~d} q \\
& \quad+\mathrm{i} \int_{0}^{1} \frac{1}{1-2 q+2 q^{2}} \mathrm{~d} q \\
= & \frac{1}{2}\left[\ln \left(1-2 q+2 q^{2}\right)\right]_{0}^{1} \\
& \quad+\frac{\mathrm{i}}{2}\left[2 \arctan \left(\frac{q-1 / 2}{1 / 2}\right)\right]_{0}^{1} \\
= & 0+\frac{\mathrm{i}}{2}\left[\frac{\pi}{2}-\left(-\frac{\pi}{2}\right)\right]=\frac{1}{2} \pi \mathrm{i} .
\end{aligned}
$$

The second integral on the right of (16.54) can also be shown to have value $\frac{1}{2} \pi \mathrm{i}$. Thus

$$
\int_{C_{3}} \frac{\mathrm{~d} z}{z}=\pi \mathbf{i}
$$

(iv) Take $f(z)=\operatorname{Re}(z)$ and the same contour as in (i). Then

$$
\int_{C_{1}} \operatorname{Re}(z) \mathrm{d} z=\int_{0}^{2 \pi} R \cos q(-R \sin q+\mathrm{i} R \cos q) \mathrm{d} q=\mathrm{i} \pi R^{2}
$$

(v) As (iv) but using $C_{2}$ as the contour.

$$
\int_{C_{2}} \operatorname{Re}(z) \mathrm{d} z=\int_{0}^{\pi} R \cos q(-R \sin q+\mathrm{i} R \cos q) \mathrm{d} q=\frac{1}{2} \mathrm{i} \pi R^{2} .
$$

(vi) As (iv) but using $C_{3}=C_{3 a}+C_{3 b}$ as the contour.

$$
\begin{aligned}
\int_{C_{3}} \operatorname{Re}(z) \mathrm{d} z=\int_{0}^{1}(1-q) R(-R & +\mathrm{i} R) \mathrm{d} q \\
& +\int_{0}^{1}(-p R)(-R-\mathrm{i} R) \mathrm{d} p \\
= & \frac{1}{2} R^{2}(-1+\mathrm{i})+\frac{1}{2} R^{2}(1+\mathrm{i})=\mathrm{i} R^{2}
\end{aligned}
$$

Considering results (i)-(vi) together and recalling that (i)-(iii) and (iv)-(vi) have common integrands, some interesting observations are possible. Firstly the two integrals (ii) and (iii) from $z=R$ to $z=-R$ have the same value even though the paths taken ( $C_{2}$ and $C_{3}$ ) are different, but this is not true for (v) and (vi). It also follows that if we took a closed path $C_{4}$ (fig. $16.5(d)$ ) given by $C_{2}$ from $R$ to $-R$ and $C_{3}$ traversed backwards from $-R$ to $R$, then the integral round $C_{4}$ of $z^{-1}$ would be zero [both parts contributing equal and opposite amounts]. This is to be compared with result (i), in which closed path $C_{1}$, beginning and ending at the same place as $C_{4}$, yields a value $2 \pi \mathrm{i}$.
These results demonstrate that the value of an integral between the same two points may depend upon the path that is taken between, but at the same time suggests that in some circumstances it is independent of the path. The general result is embodied in the results of the next section namely Cauchy's theorem which is the corner-stone of the integral calculus of complex variables.
$\rightarrow$ 16. Relate line (16.53) to $>11$ and the multivalued nature of $\log z$.

### 16.7 Cauchy's theorem and integral

Cauchy's theorem. If $f(z)$ is an analytic function, and $f^{\prime}(z)$ is continuous at each point within and on a closed contour $C$, then

$$
\begin{equation*}
\int_{C} f(z) \mathrm{d} z=0 \tag{16.55}
\end{equation*}
$$

To prove this we will need a two-dimensional form of the divergence theorem (section 4.2) (also known as Green's lemma). This says that if $u$ and $v$ are two functions with continuous first derivatives within and on a closed contour $C$ (bounding a domain $D$ ) in the $x y$-plane, then

$$
\begin{equation*}
\iint_{D}\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) \mathrm{d} x \mathrm{~d} y=\int_{C}(l u+m v) \mathrm{d} s=\int_{C}(u \mathrm{~d} y-v \mathrm{~d} x) \tag{16.56}
\end{equation*}
$$

Here $l, m$ are the direction cosines of the outward normal to $C$ at the point ( $x, y$ ).
If the three-dimensional divergence theorem is applied to a 'vector' whose three components are ( $u, v, 0$ ) over a volume which is a uniform cylinder with axis perpendicular to the $x y$-plane and whose intersection with that plane is the contour $C$, then the first equality of (16.56) is apparent. The first expression is the volume integral and the second the surface integral, both being in terms of 'per unit length of the cylinder'.


Fig. 16.6 The relationship used in Green's lemma between the outward normal to domain $D$ and an element of its enclosing contour $C$. The two marked angles are equal.

The second equality follows from the geometric relationship between the outward normal to the cylinder (or $C$ ) and the line element in traversing $C$ in the positive sense, the tangent to $C$ at $(x, y)$ having direction cosines $(-m, l)$ if the outward normal is $(l, m)$. [See fig. 16.6.]

This can now be applied to

$$
I=\int_{C} f(z) \mathrm{d} z=\int_{C}(u \mathrm{~d} x-v \mathrm{~d} y)+\mathrm{i} \int_{C}(v \mathrm{~d} x+u \mathrm{~d} y)
$$

to give

$$
\begin{equation*}
I=\iint_{D}\left[\frac{\partial(-u)}{\partial y}+\frac{\partial(-v)}{\partial x}\right] \mathrm{d} x \mathrm{~d} y+\mathrm{i} \iint_{D}\left[\frac{\partial(-v)}{\partial y}+\frac{\partial u}{\partial x}\right] \mathrm{d} x \mathrm{~d} y \tag{16.57}
\end{equation*}
$$

Now recalling that $f(z)$ is analytic and therefore the Cauchy-Riemann equations (16.5) apply, we see that each integrand is identically zero and therefore $I$ is also. This proves the theorem.

In actual fact the conditions of the above proof are more stringent than are needed. The continuity of $f^{\prime}(z)$ is not necessary for the proof of Cauchy's theorem, analyticity of $f(z)$ within and on $C$ being sufficient. However, the proof then becomes more complicated and is too long to be given here. $\dagger$

A sort of converse of Cauchy's theorem is known as Morera's theorem. We state it without proof.

If $f(z)$ is a continuous function of $z$ in a closed domain $D$ bounded by a curve $C$ and further $\int_{c} f(z) \mathrm{d} z=0$, then $f(z)$ is analytic in $D$.

[^52]17. The function $f(z)=z^{2}$ is analytic in any region of the $z$-plane. Verify by a direct evaluation that $\int_{C} z^{2} \mathrm{~d} z$ around a closed contour $C$ has zero value,
(i) when $C$ is the circle $|z|=R$ starting at $z=R$,
(ii) when $C$ is the square whose four corners are $x= \pm L, y= \pm L$ starting at any corner.

The connection between Cauchy's theorem and the zero value of the integral of $z^{-1}$ around the composite path $C_{4}$ discussed towards the end of the previous section, is apparent - the function $z^{-1}$ being analytic in the two regions of the $z$-plane enclosed by contours ( $C_{2}$ and $C_{3 a}$ ) and ( $C_{2}$ and $C_{30}$ ).

Cauchy's integral. If $f(z)$ is analytic within and on a closed contour $C$ and $\xi$ is a point within $C$, then

$$
\begin{equation*}
f(\xi)=\frac{1}{2 \pi \mathrm{i}} \int_{C} \frac{f(z)}{z-\xi} \mathrm{d} z \tag{16.58}
\end{equation*}
$$

This is saying that for an analytic function its value anywhere inside a closed contour is uniquely determined by its values on the contour $\dagger$ and that the specific expression (16.58) can be given for the value at the interior point.


Fig. 16.7 The contour used to prove Cauchy's integral formula.
To prove the validity of Cauchy's integral consider a contour as shown in fig. 16.7. In this $\gamma$ is a circle centred on the point $z=\xi$ and of small enough radius $\rho$ that it all lies inside $C$. The two close parallel lines $C_{1}$ and $C_{2}$ join $\gamma$ and $C$, which are 'cut' to accommodate them. The new contour $\Gamma$ so formed consists of $C, C_{1}, \gamma$ and $C_{2}$.

[^53]Within the area bounded by $\Gamma$ [which does not include the point $z=\xi$ ] the function $f(z) /(z-\xi)$ is analytic and therefore by Cauchy's theorem (16.55),

$$
\begin{equation*}
\int_{\Gamma} \frac{f(z)}{z-\xi} \mathrm{d} z=0 \tag{16.59}
\end{equation*}
$$

Now the parts $C_{1}$ and $C_{2}$ of $\Gamma$ are traversed in opposite directions and lie (in the limit) on top of each other and so their contributions to (16.59) cancel. Thus

$$
\begin{equation*}
\int_{C} \frac{f(z)}{z-\xi} \mathrm{d} z+\int_{\gamma} \frac{f(z)}{z-\xi} \mathrm{d} z=0 . \tag{16.60}
\end{equation*}
$$

The sense of the integral round $\gamma$ is opposite to the conventional (anticlockwise) one and its value is given by the following argument, which uses the fact that any point $z$ on $\gamma$ is given by $z=\xi+\rho \exp (\mathrm{i} \theta)$,

$$
\begin{align*}
\int_{\gamma} \frac{f(z)}{z-\xi} \mathrm{d} z & =\int_{\gamma} \frac{f(\xi)}{z-\xi} \mathrm{d} z+\int_{\gamma} \frac{f(z)-f(\xi)}{z-\xi} \mathrm{d} z \\
& =-f(\xi) \int_{0}^{2 \pi} \frac{\rho \mathrm{i} \exp (\mathrm{i} \theta)}{\rho \exp (\mathrm{i} \theta)} \mathrm{d} \theta+I_{1} \\
& =-2 \pi \mathrm{i} f(\xi)+I_{1} \tag{16.61}
\end{align*}
$$

But $\left|I_{1}\right|$ cannot be greater than

$$
\frac{1}{\rho} \max _{z \operatorname{on} \gamma}\{|f(z)-f(\xi)|\} 2 \pi \rho .
$$

Since $f(z)$ is continuous the maximum of $|f(z)-f(\xi)|$ on $\gamma$ can be made as small as we wish by taking $\rho$ small enough. Hence $I_{1}=0$ and (16.61) can be rearranged in the form (16.58) thus establishing that result.

An extension to Cauchy's integral formula can be made to yield an integral expression for $f^{\prime}(\xi)$ as

$$
\begin{equation*}
f^{\prime}(\xi)=\frac{1}{2 \pi \mathrm{i}} \int_{C} \frac{f(z)}{(z-\xi)^{2}} \mathrm{~d} z \tag{16.62}
\end{equation*}
$$

under the same conditions as previously.
To show this, the definition of a derivative and (16.58) itself are used to evaluate

$$
\begin{equation*}
\frac{f(\xi+h)-f(\xi)}{h}=\frac{1}{2 \pi \mathrm{i}} \int_{C} \frac{f(z)}{h}\left(\frac{1}{z-\xi-h}-\frac{1}{z-\xi}\right) \mathrm{d} z \tag{16.63}
\end{equation*}
$$

$\dagger$ Compare with example 16.3 (i) after a change of origin to $z-\xi$.

The right-hand side of (16.63) can be rearranged as the right-hand side of (16.62) together with an integral $I_{2}$ given by

$$
\begin{equation*}
I_{2}=\frac{1}{2 \pi \mathrm{i}} \int_{C} \frac{h f(z) \mathrm{d} z}{(z-\xi)^{2}(z-\xi-h)} . \tag{16.64}
\end{equation*}
$$

All that remains to be shown is that $\left|I_{2}\right| \rightarrow 0$ as $|h| \rightarrow 0$. But since $\xi$ is inside $C$ and $z$ is on $C$, for sufficiently small $h$ the denominator of (16.64) will be finite [perhaps small - but definitely non-zero]. However, since $f$ is analytic and therefore bounded in the domain, the numerator $\rightarrow 0$ as $|h| \rightarrow 0$. Thus in the limit $|h| \rightarrow 0, I_{2}$ must tend to 0 and (16.62) is established.
-18. Prove by induction that the $n$th derivative of $f(z)$ is given by a Cauchy integral,

$$
\begin{equation*}
f^{(n)}(\xi)=\frac{n!}{2 \pi \mathrm{i}} \int_{c} \frac{f(z) \mathrm{d} z}{(z-\xi)^{n+1}} \tag{16.65}
\end{equation*}
$$

Following on from (16.65), Taylor's theorem may be established although we will only indicate how.

If $f(z)$ is analytic in the region $|z-a| \leqslant R$ and $z$ is a point inside that region, then

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n}(z-a)^{n}, \tag{16.66}
\end{equation*}
$$

where $a_{n}$ is given by $f^{(n)}(a) / n$ !
It can be proved by expanding $(\xi-z)^{-1}$ as a geometric series in $(z-a) /(\xi-a)$, multiplying through by $f(\xi)$, integrating $\mathrm{d} \xi$ around a contour of radius $\rho<R$ centred on $a$, and using Cauchy's formula and result (16.65).
-19 . Carry through these procedures.
The Taylor expansion is valid inside the region of analyticity and, for any particular $a$, can be shown to be unique.

### 16.8 Zeros and singularities

So far we have considered functions only in domains where they are analytic. We now examine their behaviour at points where they cease to be so.
Suppose $z=a$ is a point in the $z$-plane and that a power series expansion
of a function about that point can be made for all $z$ inside some region $0<|z-a|<R$,

$$
\begin{equation*}
f(z)=\sum_{n=-\infty}^{+\infty} a_{n}(z-a)^{n} \tag{16.67}
\end{equation*}
$$

This series, which is an extension of the Taylor expansion, is called a Laurent expansion. The previously stated Taylor's theorem indicates that if $f(z)$ is analytic at $z=a$, then all $a_{n}$ for $n<0$ must be zero.

It may happen that not only are all $a_{n}$ zero for $n<0$, but that $a_{0}$, $a_{1}, \ldots, a_{m-1}$, are all zero as well. In this case the first non-vanishing term in (16.67) is $a_{m}(z-a)^{m}$ with $m>0$, and $f(z)$ is then said to have a zero of order $m$ at $z=a$.

If $f(z)$ is not analytic at $z=a$ then two cases arise ( $m$ is here taken as positive):
(i) it is possible to find an integer $m$ such that $a_{-m} \neq 0$ but $a_{-(m+k)}=0$ for all integral $k>0$,
(ii) it is not possible to find such a lowest value of $-m$.

In case (i), $f(z)$ has the form

$$
\begin{align*}
\frac{a_{-m}}{(z-a)^{m}}+\frac{a_{-m+1}}{(z-a)^{m-1}}+\cdots & +\frac{a_{-1}}{z-a} \\
& +\sum_{0}^{\infty} a_{n}(z-a)^{n}, \quad a_{-m} \neq 0 \tag{16.68}
\end{align*}
$$

and is described as having a pole of order $m$ at $z=a$; the value of $a_{-1}$ [not $\left.a_{-m}\right]$ is called the residue of $f(z)$ at the pole $z=a$, and will play an important part in later applications.

It can be shown that:
(a) zeros of $f(z)$ are isolated, i.e. around each one there exists a neighbourhood which contains no other zero of $f(z)$,
(b) poles are isolated,
(c) if $f(z)$ has a pole at $z=a$ then $|f(z)| \rightarrow \infty$ as $z \rightarrow a$, from whatever direction.

These three results are perhaps intuitively reasonable although they really require formal demonstration by analysis.

For case (ii) in which the negatively decreasing powers of $(z-a)$ do not terminate, $f(z)$ is said to have an essential singularity. Such cases and other more complicated singularities, whilst interesting in their own right, will not be of importance to the physical applications considered and will not be pursued.

An expression common in mathematics and which we have so far avoided using explicitly, is ' $z$ tends to infinity'. For a real variable such as
$|z|$ or $R$, 'tending to infinity' has a reasonably well-defined meaning. For a complex variable needing a two-dimensional plane to represent it, the meaning is not well defined. However, it is convenient to have a unique meaning and this is provided by the following definition.

> The behaviour of $f(z)$ at infinity is given by that of $f(1 / \xi)$ at $\xi=0$.

Different functions have different behaviours at $z=\infty$; as examples:
(a) $f(z)=a+b z^{-2}$; on putting $z=1 / \xi, f(1 / \xi)=a+b \xi^{2}$ which is analytic at $\xi=0$; thus $f$ is analytic at $z=\infty$.
(b) $f(z)=z\left(1+z^{2}\right): f(1 / \xi)=1 / \xi+1 / \xi^{3}$, thus $f$ has a pole of order 3 at $z=\infty$.
(c) $f(z)=\exp (z): f(1 / \xi)=\sum_{0}^{\infty}(n!)^{-1} \xi^{-n}$, thus $f$ has an essential singularity at $z=\infty$.

### 16.9 Residue theorem

Having seen that the value of an integral round a closed contour $C$ is zero if the integrand is analytic inside the contour, the next question is ' what is the value when it is not analytic inside $C$ ?' The answer to this is contained in the residue theorem which will now be proved in a number of stages.

1. Suppose the point $z=a$ is a pole of $f(z)$ of order $m$, then $f(z)$ can be written as

$$
\begin{equation*}
f(z)=\phi(z)+\sum_{n=1}^{m} \frac{a_{-n}}{(z-a)^{n}}, \tag{16.70}
\end{equation*}
$$

where $\phi(z)$ is analytic within some neighbourhood surrounding $a$. Now consider the integral $I$ of $f(z)$ along an arc $C$ of a circle

$$
\begin{equation*}
|z-a|=\rho, \quad \theta_{1} \leqslant \arg (z-a) \leqslant \theta_{2}, \tag{16.71}
\end{equation*}
$$

where $\rho$ is chosen small enough so that no singularity of $f$, other than $z=a$, lies within the circle.

$$
\begin{align*}
I & =\int_{C} \phi(z) \mathrm{d} z+\sum_{n=1}^{m} \int_{C} \frac{a_{-n} \mathrm{~d} z}{(z-a)^{n}} \\
& =\int_{C} \phi(z) \mathrm{d} z+\sum_{1}^{m} \int_{\theta_{1}}^{\theta_{2}} \frac{a_{-n} \mathrm{i} \rho \exp (\mathrm{i} \theta) \mathrm{d} \theta}{\rho^{n} \exp (\mathrm{i} \theta)} \\
& =\int_{C} \phi(z) \mathrm{d} z+i \sum_{1}^{m} a_{-n} \rho^{1-n} \int_{\theta_{1}}^{\theta_{2}} \exp [(1-n) \mathrm{i} \theta] \mathrm{d} \theta \tag{16.72}
\end{align*}
$$

Two particular cases now arise.
2. $C$ is a complete circle, i.e. $\theta_{2}=\theta_{1}+2 \pi$.

In this case all the angular integrals in the sum, except that for which $1-n=0$, vanish. In addition, by Cauchy's theorem, so does the first integral. Hence for a closed circular contour $C$

$$
\begin{equation*}
\int_{C} f(z) \mathrm{d} z=I=\mathrm{i} a_{-1} \rho^{0} \int_{\theta_{1}}^{\theta_{1}+2 \pi} \mathrm{~d} \theta=2 \pi \mathrm{i} a_{-1} \tag{16.73}
\end{equation*}
$$

Notice that this result does not depend on the value of $\rho$ and compare it with that of example 16.3(i) (p. 459).
3. $m=1(z=a$ is then called a simple pole) and $\rho \rightarrow 0$.

As $\rho \rightarrow 0$ the first integral tends to zero, since the path becomes of zero length and $\phi$ is analytic and therefore continuous along it. The only term in the sum, and hence the value of $I$, is thus given by

$$
\begin{equation*}
\lim _{\rho \rightarrow 0} \int_{C} f(z) \mathrm{d} z=I=\lim _{\rho \rightarrow 0} \mathrm{i} a_{-1} \rho^{0} \int_{\theta_{1}}^{\theta_{2}} \mathrm{~d} \theta=\mathrm{i} a_{-1}\left(\theta_{2}-\theta_{1}\right) . \tag{16.74}
\end{equation*}
$$

A similar, but slightly more useful result than this can be obtained by replacing $a_{-1}$ in (16.74) by

$$
\begin{equation*}
\lim _{z \rightarrow a}[(z-a) f(z)], \tag{16.75}
\end{equation*}
$$

if such a limit exists.
Residue theorem. If $f(z)$ is continuous within and on a closed contour $C$ and analytic, except for a finite number of poles, within $C$, then

$$
\begin{equation*}
\int_{C} f(z) \mathrm{d} z=2 \pi \mathrm{i} \sum_{j} R_{j} \tag{16.76}
\end{equation*}
$$

where $\sum R_{j}$ is the sum of the residues of $f(z)$ at its poles within $C$.
The method of proof is indicated by fig. 16.8 in which (a) shows the original contour $C$ referred to in (16.76), and (b) shows a contour $C^{\prime}$ giving the same value to the integral - because $f$ is analytic between $C$ and $C^{\prime}$. Now the contribution to the $C^{\prime}$ integral from the polygon (a triangle for the case illustrated) joining the small circles is nothing, since $f$ is also analytic inside $C^{\prime}$. Hence the whole value of the integral comes from the circles and, by result (16.73), each of these contributes $2 \pi \mathrm{i}$ \{residue at the pole it encloses $\}$. All the circles are traversed in their positive sense if $C$ is and so the residue theorem follows.

Formally Cauchy's theorem (16.55) is a particular case of this in which $C$ encloses no poles.


Fig. 16.8 The contours to prove the residue theorem: (a) the original contour; (b) the contracted one encircling each of the poles.
-20 . Obtain results (i)-(iii) of example 16.3 (p. 458) by inspection and use of the residue theorem.
21. What is the value of the integral of $f(z)=z^{-2}(2-z)^{-1}$ around the contours (a) the unit circle, $(b)$ a square of unit side centred on the origin, and $(c)$ a square of side 6 centred on the origin?

### 16.10 Location of zeros

As the basis of a method of locating the zeros of functions of a complex variable we next prove three theorems.

1. If $f(z)$ has poles as its only singularities inside a contour $C$ and is not zero at any point on $C$, then

$$
\begin{equation*}
\int_{c} \frac{f^{\prime}(z)}{f(z)} \mathrm{d} z=2 \pi \mathrm{i} \sum_{j}\left(N_{j}-P_{j}\right) \tag{16.77}
\end{equation*}
$$

Here $N_{j}\left(P_{j}\right)$ is the order of the zero (pole) of $f(z)$ at the $j$ th of the points $a_{j}$ enclosed by $C$ at which $f$ has a zero or pole. [Obviously only one case at each point.]

To prove this we note that at each position $a_{j}, f(z)$ can be written as

$$
\begin{equation*}
f(z)=\left(z-a_{j}\right)^{m_{i}} \phi(z) \tag{16.78}
\end{equation*}
$$

where $\phi(z)$ is analytic and non-zero at $z=a_{j}$ and $m_{j}$ is positive for a zero and negative for a pole. Then the integrand $f^{\prime}(z) / f(z)$ takes the form

$$
\begin{equation*}
\frac{f^{\prime}(z)}{f(z)}=\frac{m_{j}}{z-a_{j}}+\frac{\phi^{\prime}(z)}{\phi(z)} \tag{16.79}
\end{equation*}
$$

Since $\phi\left(a_{j}\right) \neq 0$, the second term on the right is analytic; thus the integrand has a simple pole at $z=a_{j}$ with residue $m_{j}$. For zeros $m_{j}=N_{j}$, and for poles $m_{j}=-P_{j}$, and thus by the residue theorem (16.77) follows.
2. If $f(z)$ is analytic inside $C$ and not zero at any point on it, then

$$
\begin{equation*}
2 \pi \sum_{j} N_{j}=\Delta_{C}[\arg f(z)] \tag{16.80}
\end{equation*}
$$

where $\Delta_{C}[x]$ denotes the variation in $x$ around the contour $C$.
Since $f$ is analytic there are no $P_{j}$, and further since

$$
\begin{equation*}
\frac{f^{\prime}(z)}{f(z)}=\frac{\mathrm{d}}{\mathrm{~d} z}[\log f(z)] \tag{16.81}
\end{equation*}
$$

equation (16.77) can be written

$$
\begin{equation*}
\Delta_{C}[\log f(z)]=\int_{C} \frac{f^{\prime}(z)}{f(z)} \mathrm{d} z=2 \pi \mathrm{i} \sum N_{j} \tag{16.82}
\end{equation*}
$$

But

$$
\begin{equation*}
\Delta_{C}[\log f(z)]=\Delta_{C}[\log |f(z)|]+\mathrm{i} \Delta_{C}[\arg f(z)] \tag{16.83}
\end{equation*}
$$

and since $C$ is a closed contour, $\log |f(z)|$ cannot change around it and the real term on the right is zero. Comparison of (16.82) and (16.83) then establishes ( 16.80 ), which is known as the principle of the argument.
3. (Rouchés theorem.) If $f(z)$ and $g(z)$ are analytic within and on a closed contour $C$ and $|g(z)|<|f(z)|$ on $C$, then $f(z)$ and $f(z)+g(z)$ have the same number of zeros inside $C$.

With the conditions given, neither $f(z)$ nor $f(z)+g(z)$ can have a zero on $C$. So applying theorem 2 with an obvious notation,

$$
\begin{align*}
2 \pi \sum_{j} N_{j}(f+g) & =\Delta_{C}[\arg (f+g)] \\
& =\Delta_{C}[\arg f]+\Delta_{C}[\arg (1+g / f)] \\
& =2 \pi \sum_{k} N_{k}(f)+\Delta_{C}[\arg (1+g / f)] \tag{16.84}
\end{align*}
$$

Further since $|g|<|f|$ on $C, 1+g / f$ always lies within a unit circle centred on $z=1$, thus its argument always lies in the range $-\pi / 2<$ $\arg (1+g / f)<\pi / 2$ and cannot change by any multiple of $2 \pi$. It must therefore return to its original value when $z$ returns to its starting point having traversed $C$. Hence the second term on the right of (16.84) is zero and the theorem is established.

These three theorems are of value in locating the zeros of functions of a complex variable. The location of such zeros has particular application in electrical network and general oscillations theory, since the complex zeros of certain functions give the system parameters (usually frequencies) at which system instabilities occur.

The importance of Rouche's theorem is that for some functions, in particular, polynomials, only the behaviour of a single term in the function need be considered if the contour is chosen appropriately. For example, for a polynomial [treated as $f(z)+g(z)$ ] only the properties of its leading (smallest) power [treated as $f(z)$ ] need be investigated, if a circular contour of large (small) enough radius $R$ is chosen so that lleading (smallest) power term $\left|>\sum\right|$ all other terms $\mid$ on the contour. Further if the zeros of $f(z)+$ $g(z)=\sum_{0}^{N} b_{n} z^{n}$ are considered as the roots of $f(z)+g(z)=0$ written in the form

$$
\begin{equation*}
1+\frac{g(z)}{f(z)}=0 \tag{16.85}
\end{equation*}
$$

then it is apparent that no roots can lie outside (inside) $|z|=R$ and also that $f(z)=b_{N} z^{N}$ (or $b_{0}$ ) has $N$ (or 0 ) zeros inside $|z|=R ; f+g$ consequently has the same number of zeros inside the same circle.

A weak form of the maximum-modulus theorem may also be deduced. This states that

If $f(z)$ is analytic within and on a simple closed contour $C$, then $|f(z)|$ attains its maximum value on the boundary of $C$.

Let $|f(z)| \leqslant M$ on $C$ with equality at at least one point of $C$. Now suppose there is a point $z=a$ inside $C$ such that $|f(a)|>M$. Then the function $h(z) \equiv f(a)$ is such that $|h(z)|>|-f(z)|$ on $C$, and thus $h(z)$ and $h(z)-f(z)$ have the same number of zeros inside C. But $h(z)(\equiv f(a))$ has no zeros inside $C$ and by Rouche's theorem this would imply $f(a)-f(z)$ has no zeros in C. However $f(a)-f(z)$ clearly has a zero at $z=a$, and so we have a contradiction; the assumption of a point $z=a$ inside $C$ such that $|f(a)|>M$ must be invalid. This establishes the theorem.

The stronger form of the theorem, which we do not prove, allows the following to be added to (16.86 a).

The maximum value is not attained at any interior point except in the case in which $f(z)$ is a constant.

To illustrate some uses of the theorems, some information about the zeros of $h(z)=z^{4}+z+1$ is now deduced.
(a) Putting $z=x$ and $z=\mathrm{i} y$ shows that no zeros occur on the real or imaginary axes. They must therefore occur in conjugate pairs [as taking the complex conjugate of $h(z)=0$ shows].


Fig. 16.9 A contour for locating zeros of a polynomial occurring in the first quadrant.
(b) Take $C$ as the contour $O X Y O$ as shown in fig. 16.9 and consider the change in the argument of $h(z)$.
$O X$ : along $O X, \arg h$ is everywhere zero (since $h$ is real) and thus $\Delta_{O X}[\arg h]=0$.
$X Y: z=R \exp (\mathrm{i} \theta)$.

$$
\begin{align*}
\Delta_{X Y}[\arg h] & =\Delta_{X Y}\left[\arg z^{4}\right]+\Delta_{X Y}\left[\arg \left(1+z^{-3}+z^{-4}\right)\right] \\
& =\Delta_{X Y}\left[\arg R^{4} \mathrm{e}^{41 \theta}\right]+\Delta_{X Y}\left[\arg \left(1+O\left(R^{-3}\right)\right)\right] \\
& =2 \pi+O\left(R^{-3}\right) . \tag{16.87}
\end{align*}
$$

$Y O: \arg h=y /\left(y^{4}+1\right)$, which starts at $O\left(R^{-3}\right)$ and finishes at 0 as $y$ goes from $R$ (large) to 0 . It never reaches $\pi / 2$ because $y^{4}+1=0$ has no real positive root. Thus $\Delta_{\mathrm{Yo}}[\arg h]=0$. Hence for the complete contour $\Delta_{C}[\arg h]=0+2 \pi+0+O\left(R^{-3}\right)$ and if $R$ is allowed to tend to infinity we deduce from (16.80) that $h(z)$ has one zero in the first quadrant.

Since the roots occur in conjugate pairs, a second root must be in the fourth quadrant and the other pair in the second and third quadrants.
(c) Apply Rouche's theorem,
(i) with $C$ as $|z|=3 / 2, f=z^{4}, g=z+1$.

Now $|f|=81 / 16$ on $C$ and $|g| \leqslant 1+|z| \leqslant 5 / 2<81 / 16$. Thus since $z^{4}=0$ has four roots inside $|z|=3 / 2$, so also does $z^{4}+z+1=0$.
(ii) with $C$ as $|z|=2 / 3, f=1, g=z^{4}+z$.

Now $f=1$ on $C$ and $|g| \leqslant\left|z^{4}\right|+|z|=16 / 81+2 / 3=70 / 81<1$. Thus since $1=0$ has no roots inside $|z|=2 / 3$, neither does $1+z+z^{4}=$ 0.

Hence to summarize at this point, the four zeros of $h(z)=z^{4}+z+1$ occur one in each quadrant and all lie between the circles $|z|=2 / 3$ and $|z|=3 / 2$.
22. Use a quadrant contour $0 \rightarrow 1 \rightarrow \mathrm{i} \rightarrow 0$ to show that the zero in the
first quadrant has $|z|>1$. [Use de Moivre's theorem to obtain an expression for the argument.]

A further technique useful in locating function zeros is explained in example 11 of section 16.16 .

### 16.11 Integrals of sinusoidal functions

The remainder of this chapter is devoted to methods of applying contour integration and the residue theorem to various types of definite integrals. In each case not much preamble is given since, for this material, the simplest explanation is felt to be a series of worked examples which can be used as models.

Suppose an integral of the form

$$
\begin{equation*}
\int_{0}^{2 \pi} F(\cos \theta, \sin \theta) \mathrm{d} \theta \tag{16.88}
\end{equation*}
$$

is to be evaluated. It can be made into a contour integral around the unit circle $C$ by writing $z=\exp$ (i $\theta$ ) and hence

$$
\begin{align*}
& \cos \theta=\frac{1}{2}\left(z+z^{-1}\right), \quad \sin \theta=-\frac{i}{2}\left(z-z^{-1}\right) \\
& \mathrm{d} \theta=-\mathrm{i} z^{-1} \mathrm{~d} z \tag{16.89}
\end{align*}
$$

This contour integral can then be evaluated using the residue theorem, provided the transformed integrand has only a finite number of poles inside the unit circle and none on it.

Example 16.4. Evaluate

$$
\begin{equation*}
I=\int_{0}^{2 \pi} \frac{\cos 2 \theta}{a^{2}+b^{2}-2 a b \cos \theta} \mathrm{~d} \theta, \quad b>a>0 \tag{16.90}
\end{equation*}
$$

By de Moivre's theorem

$$
\begin{equation*}
\cos n \theta=\frac{1}{2}\left(z^{n}+z^{-n}\right) \tag{16.91}
\end{equation*}
$$

Using $n=2$ in (16.91) and straightforward substitution for the other functions of $\theta$ in (16.90) gives

$$
I=\frac{\mathrm{i}}{2 a b} \int_{C} \frac{z^{4}+1}{z^{2}[z-(a / b)][z-(b / a)]} \mathrm{d} z
$$

There are 2 poles inside $C$,
(i) at $z=0$,
(ii) at $z=a / b$ [recall $b>a]$.
(i) Rearrange the integrand as

$$
\frac{1}{z^{2}}\left(1+z^{4}\right)\left(1-\frac{b z}{a}\right)^{-1}\left(1-\frac{a z}{b}\right)^{-1}
$$

and expand. The coefficient of $z^{-1}$, i.e. the residue, is
-23 . $\frac{a}{b}+\frac{b}{a}$.
(ii) The residue at $z=a / b$ (a simple pole) is

$$
\begin{aligned}
\lim _{z \rightarrow(a / b)}\left[\left(z-\frac{a}{b}\right) \times \text { integrand }\right] & =\frac{(a / b)^{4}+1}{(a / b)^{2}(a / b-b / a)} \\
& =-\frac{a^{4}+b^{4}}{a b\left(b^{2}-a^{2}\right)}
\end{aligned}
$$

And so by the residue theorem

$$
I=2 \pi \mathrm{i} \times \frac{\mathrm{i}}{2 a b}\left(\frac{a^{2}+b^{2}}{a b}-\frac{a^{4}+b^{4}}{a b\left(b^{2}-a^{2}\right)}\right)=\frac{2 \pi a^{2}}{b^{2}\left(b^{2}-a^{2}\right)} .
$$

### 16.12 Some infinite integrals



Fig. 16.10 A semicircular contour in the upper half-plane.
If (i) $f(z)$ is analytic in the upper half-plane, $\operatorname{Im} z \geqslant 0$ except for a finite number of singularities, but with none on the real axis,
(ii) on the semicircle $\Gamma$ (fig. 16.10) of radius $R,\{R \times$ maximum of $|f|$ on $\Gamma\}$ tends to zero as $R \rightarrow \infty$,
(iii) $\int_{-\infty}^{0} f(x) \mathrm{d} x$ and $\int_{0}^{\infty} f(x) \mathrm{d} x$ both exist, then

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) \mathrm{d} x=2 \pi i\{\text { sum of the residues at poles with } \operatorname{Im} z \geqslant 0\} \tag{16.92}
\end{equation*}
$$

Condition (ii) ensures that

$$
\left|\int_{\Gamma} f(z) \mathrm{d} z\right| \leqslant 2 \pi R\{\text { maximum of }|f| \text { on } \Gamma\}
$$

which tends to 0 as $R \rightarrow \infty$, after which (16.92) is obvious from the residue theorem.

Example 16.5. Evaluate

$$
I=\int_{0}^{\infty} \frac{\mathrm{d} x}{\left(x^{2}+a^{2}\right)^{4}}, \quad a \text { real. }
$$

The complex function $\left(z^{2}+a^{2}\right)^{-4}$ has poles only at $z= \pm a$ i of which only $z=a$ is in the upper half-plane. Conditions (ii) and (iii) are clearly satisfied. If we put $z=a i+\xi$ and expand for small $\xi$ we obtain

$$
\frac{1}{\left(z^{2}+a^{2}\right)^{4}}=\frac{1}{\left(2 a i \xi+\xi^{2}\right)^{4}}=\frac{1}{(2 a i \xi)^{4}}\left(1-\frac{i \xi}{2 a}\right)^{-4} .
$$

The coefficient of $\xi^{-1}$ is

$$
\frac{1}{(2 a)^{4}} \frac{(-4)(-5)(-6)}{3!}\left(\frac{-\mathrm{i}}{2 a}\right)^{3}=\frac{-5 \mathrm{i}}{32 a^{7}} .
$$

Hence

$$
\int_{-\infty}^{\infty} \frac{\mathrm{d} x}{\left(x^{2}+a^{2}\right)^{4}}=\frac{10 \pi}{32 a^{7}}
$$

and $I=5 \pi / 32 a^{7}$.
Condition (i) of the previous method required no poles of the integrand on the real axis, but simple poles on the real axis can be accommodated by indenting the contour as shown in fig. 16.11. The indentation at the pole $z=a$ is in the form of a semicircle $\gamma$ of radius $\rho$ in the upper half-plane, thus excluding the pole from the interior of the contour.


Fig. 16.11 An indented semicircular contour used when the integrand has a simple pole on the real axis.

What is then obtained from a contour integration is, apart from the contributions for $\Gamma$ and $\gamma$,

$$
\begin{equation*}
\mathbf{P} \int_{-R}^{R} f(x) \mathrm{d} x \equiv \int_{-R}^{a-\rho} f(x) \mathrm{d} x+\int_{a+\rho}^{R} f(x) \mathrm{d} x, \tag{16.93}
\end{equation*}
$$

and is called the principal value of the integral as $\rho \rightarrow 0$.

The remainder of the calculation goes through as before, but the contribution from the semicircle $\gamma$ must be included. Result 3 of section 16.9 shows that, since only a simple pole is involved, its contribution is

$$
\begin{equation*}
-\mathrm{i} a_{-1} \pi \tag{16.94}
\end{equation*}
$$

where $a_{-1}$ is the residue at the pole and the minus sign arises because $\gamma$ is traversed in the clockwise (negative) sense.

We defer giving an example of an indented contour until we have established Jordan's lemma and then work through an example illustrating both. Jordan's lemma enables infinite integrals involving sinusoidal functions to be evaluated. It states that if,
(i) $f(z)$ is analytic in the upper half-plane except for a finite number of poles in $\operatorname{Im} z>0$,
(ii) the maximum of $|f| \rightarrow 0$ as $|z| \rightarrow \infty$ in the upper half-plane, (iii) $m>0$, then

$$
\begin{equation*}
I_{\Gamma} \equiv \int_{\Gamma} \mathrm{e}^{\mathrm{i} m z} f(z) \mathrm{d} z \rightarrow 0 \quad \text { as } \quad R \rightarrow \infty \tag{16.95}
\end{equation*}
$$

where $\Gamma$ is the same semicircular contour as in fig. 16.10 . Notice that condition (ii) is less stringent than the earlier condition (ii), since we now only require $M(R) \rightarrow 0$ and not $R M(R) \rightarrow 0$, where $M$ is the maximum $\dagger$ of $|f(z)|$ on $|z|=R$.

The proof of the lemma is straightforward, once it has been observed that for $0 \leqslant \theta \leqslant \frac{1}{2} \pi$

$$
\begin{equation*}
1 \geqslant \frac{\sin \theta}{\theta} \geqslant \frac{2}{\pi} \tag{16.96}
\end{equation*}
$$

It then proceeds as follows

$$
\begin{aligned}
I_{\Gamma} \leqslant \int_{\Gamma}\left|\mathrm{e}^{\mathrm{t} m z} f(z)\right||\mathrm{d} z| & \leqslant \int_{0}^{\pi} M \mathrm{e}^{-m y} R \mathrm{~d} \theta \\
& =2 M R \int_{0}^{\pi / 2} \mathrm{e}^{-m R \sin \theta} \mathrm{~d} \theta
\end{aligned}
$$

Thus

$$
\begin{aligned}
I_{\Gamma} & <2 M R \int_{0}^{\pi / 2} \mathrm{e}^{-m R(2 \theta / \pi)} \mathrm{d} \theta \\
& =\frac{\pi M}{m}\left(1-\mathrm{e}^{-m R}\right)<\frac{\pi M}{m}
\end{aligned}
$$

and hence tends to zero since $M$ does, as $R \rightarrow \infty$.

[^54]Example 16.6. Find the principal value of

$$
\int_{-\infty}^{\infty} \frac{\cos m x}{x-a} \mathrm{~d} x, \quad a \text { real, } m>0
$$

Consider the function $(z-a)^{-1} \exp (i m z)$; it has no poles in the upper half-plane and a simple pole at $z=a$, and further $\left|(z-a)^{-1}\right| \rightarrow 0$ as $|z| \rightarrow \infty$. We use a contour like that shown in fig. 16.11 and apply the residue theorem. Symbolically,

$$
\begin{equation*}
\int_{-R}^{a-\rho}+\int_{y}+\int_{a+o}^{R}+\int_{\Gamma}=0 \tag{16.97}
\end{equation*}
$$

Now as $R \rightarrow \infty$ and $\rho \rightarrow 0, \int_{\Gamma} \rightarrow 0$ by Jordan's lemma and as in (16.93) and (16.94) we obtain

$$
\begin{equation*}
\mathbf{P} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} m x}}{x-a} \mathrm{~d} x-\mathrm{i} \pi a_{-1}=0 \tag{16.98}
\end{equation*}
$$

where $a_{-1}$ is the residue of $(z-a)^{-1} \exp (\mathrm{i} m z)$ at $z=a$, which is $\exp$ (ima). Then taking real and imaginary parts of (16.98) gives

$$
\begin{aligned}
& \mathbf{P} \int_{-\infty}^{\infty} \frac{\cos m x}{x-a} \mathrm{~d} x=-\pi \sin m a, \text { as required, } \\
& \mathbf{P} \int_{-\infty}^{\infty} \frac{\sin m x}{x-a} \mathrm{~d} x=\pi \cos m a, \text { as a bonus. }
\end{aligned}
$$

### 16.13 Integrals of many-valued functions

We have discussed briefly some of the properties and difficulties associated with several many-valued functions such as $z^{1 / 2}$ or $\log z$. It was mentioned, but not discussed, that one method of managing such functions is by means of a 'cut plane'. A similar technique can be used with advantage to evaluate some kinds of infinite integrals involving real functions for which the corresponding complex functions are many-valued. A typical contour employed is shown in fig. 16.12. Here $\Gamma$ is a large circle of radius $R$ and $\gamma$ a small one of radius $\rho$, both centred on the origin. Eventually we will let $R \rightarrow \infty$ and $\rho \rightarrow 0$.

The value of the method comes from the fact that because the integrand is multivalued, its value along the two lines $A B$ and $C D$ joining $z=\rho$ to $z=R$ are not equal and opposite although both are related to the corresponding real integral. Again an example is the best explanation.


Fig. 16.12 A cut-plane contour for use with multivalued integrands.

## Example 16.7. Evaluate

$$
I=\int_{0}^{\infty} \frac{\mathrm{d} x}{(x+a)^{3} x^{1 / 2}}
$$

$$
a>0
$$

We consider the integrand $f(z)=(z+a)^{-3} z^{-1 / 2}$ and note that $|z f(z)| \rightarrow$ 0 on the two circles as $\rho \rightarrow 0$ and $R \rightarrow \infty$. Thus the two circles make no contributions to the contour integral.

The only pole of the integrand inside the contour is at $z=-a$. To determine its residue put $z=-a+\xi$ and expand [note $z^{1 / 2}$ is $a^{1 / 2} \exp \left(\frac{1}{2} 1 \pi\right)=$ $\mathrm{i} a^{1 / 2}$;

$$
\begin{aligned}
\frac{1}{(z+a)^{3} z^{1 / 2}} & =\frac{1}{\xi^{3} \mathrm{i} a^{1 / 2}(1-\xi / a)^{1 / 2}} \\
& =\frac{1}{\mathrm{i} \xi^{3} a^{1 / 2}}\left(1+\frac{1}{2} \frac{\xi}{a}+\frac{3}{8} \frac{\xi^{2}}{a^{2}}+\cdots\right)
\end{aligned}
$$

The residue is thus $-3 i / 8 a^{5 / 2}$.
The residue theorem now gives

$$
\int_{A B}+\int_{\Gamma}+\int_{D C}+\int_{\gamma}=2 \pi \mathrm{i}\left(\frac{-3 \mathrm{i}}{8 a^{5 / 2}}\right)
$$

We have seen that $\int_{\Gamma}$ and $\int_{r}$ vanish, and if we denote $z$ by $x$ along the line $A B$ then it has the value $z=x \exp (2 \pi \mathrm{i})$ along the line $D C$ [note $\exp (2 \pi \mathrm{i})$ must not be set equal to 1 , until after the substitution for $z$ has been made in $\int_{D C}$ ]. Putting in these forms,

$$
\left.\begin{array}{rl}
\int_{0}^{\infty} \frac{\mathrm{d}}{} \mathrm{x} \\
(x+a)^{3} x^{1 / 2}
\end{array}\right] \quad \begin{aligned}
& \quad+\int_{\infty}^{0} \frac{\mathrm{~d} x}{[x \exp (2 \pi \mathrm{i})+a]^{3} x^{1 / 2} \exp \left(\frac{1}{2} 2 \pi \mathrm{i}\right)}=\frac{3 \pi}{4 a^{5 / 2}}
\end{aligned}
$$

Thus

$$
\left[1-\frac{1}{\exp (\pi \mathrm{i})}\right] \int_{0}^{\infty} \frac{\mathrm{d} x}{(x+a)^{3} x^{1 / 2}}=\frac{3 \pi}{4 a^{5 / 2}}
$$

and

$$
I=\frac{1}{2} \times \frac{3 \pi}{4 a^{5 / 2}}
$$

$>24$. Use the same contour and technique to evaluate

$$
\int_{0}^{\infty} \frac{\mathrm{d} x}{(x+a)^{2} x^{\beta}}, \quad a>0,0<\beta<1
$$

### 16.14 Summation of series

Sometimes a real infinite series may be summed if a suitable complex function can be found which has poles on the real axis at the positions corresponding to the values of the dummy variable in the summation, and whose residues at these poles are equal to the values of the terms of the series there.

Example 16.8. By considering

$$
\int_{C} \frac{\pi \cot \pi z}{(a+z)^{2}} \mathrm{~d} z, \quad a \text { non-integral }
$$

where $C$ is a circle of large radius evaluate

$$
\sum_{n=-\infty}^{\infty} \frac{1}{(a+n)^{2}}
$$

The integrand has (i) simple poles at $z=$ integral $n,-\infty<n<\infty$, (ii) a double pole at $z=-a$.
(i) To find the residue of $\cot \pi z$, put $z=n+\xi$ for small $\xi$;

$$
\cot \pi z=\frac{\cos (n \pi+\xi \pi)}{\sin (n \pi+\xi \pi)} \simeq \frac{\cos (n \pi)}{\cos (n \pi) \xi \pi}=\frac{1}{\xi \pi}
$$

The residue of the integrand is thus $\pi(a+n)^{-2} \cdot \pi^{-1}$.
(ii) Putting $z=-a+\xi$ for small $\xi$ and determining the coefficient of $\xi^{-1}$,

$$
\begin{align*}
\frac{\pi \cot \pi z}{(a+z)^{2}} & =\frac{\pi}{\xi^{2}} \cot (-a \pi+\xi \pi) \\
& =\frac{\pi}{\xi^{2}}\left\{\cot (-a \pi)+\xi\left[\frac{\mathrm{d}}{\mathrm{~d} z}(\cot \pi z)\right]_{z=-a}+\cdots\right\}
\end{align*}
$$

[^55]Thus the residue is

$$
\pi\left[-\pi \operatorname{cosec}^{2} \pi z\right]_{z=-a}=-\pi^{2} \operatorname{cosec}^{2}(\pi a)
$$

Collecting together these results to express the residue theorem gives

$$
\begin{equation*}
I=\int_{C} \frac{\pi \cot \pi z}{(a+z)^{2}} \mathrm{~d} z=2 \pi \mathrm{i}\left[\sum_{n=-N}^{N} \frac{1}{(a+n)^{2}}-\pi^{2} \operatorname{cosec}^{2}(\pi a)\right] \tag{16.99}
\end{equation*}
$$

with $N=$ integral part of $R$. But as the radius $R$ of $C$ tends to $\infty,|\cot \pi z| \rightarrow$ $\mp 1$ (depending on whether $\operatorname{Im} z \gtrless 0$ ). Thus

$$
I<k \int \frac{\mathrm{~d} z}{(a+z)^{2}},
$$

which tends to 0 as $R \rightarrow \infty$. Thus $I \rightarrow 0$ as $R \rightarrow \infty$ and (16.99) establishes the result

$$
\sum_{n=-\infty}^{\infty} \frac{1}{(a+n)^{2}}=\frac{\pi^{2}}{\sin ^{2}(\pi a)}
$$

Series with alternating signs in the terms, i.e. $(-1)^{n}$, can also be attempted this way, but using $\operatorname{cosec} \pi z$ instead of $\cot \pi z$ since this has residue $(-1)^{n} \pi^{-1}$ at $z=n$. See section 16.16 for an example.

### 16.15 Inverse Laplace transform

As a final example of contour integration we mention a method whereby the process of Laplace transformation, discussed in section 5.11, can be inverted.

It will be recalled (equation (5.60)) that the Laplace transform $F(s)$ of a function $f(x), x \geqslant 0$, is given by

$$
\begin{equation*}
F(s)=\int_{0}^{\infty} \mathrm{e}^{-s x} f(x) \mathrm{d} x, \quad \operatorname{Re} s>0 \tag{16.100}
\end{equation*}
$$

In chapter 5 , functions were deduced from the transforms by means of a prepared dictionary. However, an explicit formula for an unknown inverse may be written in the form of an integral. It is known as the Bromwich integral, and is given by

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi \mathrm{i}} \int_{\lambda-1 \infty}^{\lambda+1 \infty} \mathrm{e}^{s x} F(s) \mathrm{d} s, \quad \lambda>0, \tag{16.101}
\end{equation*}
$$

where $s$ is treated as a complex variable and the integration is along the line $L$ indicated in fig. 16.13. The position of the line is dictated by the requirements that $\lambda$ is positive and that all singularities of $F(s)$ lie to the left of the line.


Fig. 16.13 The integration path of the inverse Laplace transform is along the infinite line $L$. The quantity $\lambda$ must be positive and large enough for all poles of the integrand to lie to the left of $L$.

That (16.101) really is the unique inverse of (16.100) is difficult to show for general functions and transforms, but the following verification at least makes it plausible,

$$
\begin{align*}
& f(x)=\frac{1}{2 \pi \mathrm{i}} \int_{\lambda-1 \infty}^{\lambda+1 \infty} \mathrm{~d} s \mathrm{e}^{s x} \int_{0}^{\infty} \mathrm{e}^{-s x^{\prime}} f\left(x^{\prime}\right) \mathrm{d} x^{\prime}, \\
& \operatorname{Re}(s)>0, \text { i.e. } \lambda>0, \\
&=\frac{1}{2 \pi \mathrm{i}} \int_{0}^{\infty} \mathrm{d} x^{\prime} f\left(x^{\prime}\right) \int_{\lambda-1 \infty}^{\lambda+i \infty} \mathrm{e}^{s\left(x-x^{\prime}\right)} \mathrm{d} s \\
&=\frac{1}{2 \pi \mathrm{i}} \int_{0}^{\infty} \mathrm{d} x^{\prime} f\left(x^{\prime}\right) \int_{-\infty}^{\infty} \mathrm{e}^{\lambda\left(x-x^{\prime}\right)} \mathrm{e}^{\mathrm{i} p\left(x-x^{\prime}\right)} \mathrm{i} \mathrm{~d} p, \\
& \quad \text { putting } s=\lambda+\mathrm{i} p \\
&=\frac{1}{2 \pi} \int_{0}^{\infty} f\left(x^{\prime}\right) \mathrm{e}^{\lambda\left(x-x^{\prime}\right)} 2 \pi \delta\left(x-x^{\prime}\right) \mathrm{d} x^{\prime} \\
&=f(x), x \geqslant 0,  \tag{16.102}\\
&=0, x<0 .
\end{align*}
$$

Our main interest here is in the use of contour integration. To employ it to evaluate the line integral in (16.101), the path $L$ must be made into a closed contour in such a way that the contribution from the completion either vanishes or is simply calculable.

A typical completion is shown in fig. 16.14(a) and would be appropriate if $F(s)$ had a finite number of poles. For more complicated cases in which $F$ has an infinite sequence of poles (but all to the left of $L$, as in fig. 16.14(b))

(a)

(b)

(c)

Fig. 16.14 Some contour completions of the integration path $L$ of the inverse Laplace transform. For details of when each is appropriate see the main text.
a sequence of circular arc completions which pass between the poles must be used and $f(x)$ is obtained as a series. If $F(s)$ is a multivalued function, a cut plane is needed and a contour such as that shown in fig. 16.14(c) may be appropriate.

We consider here only one simple example [for which the answer is already given in chapter 5] and refer the reader to the examples of section 16.16 for others.

Example 16.9. Find the function $f(x)$ whose Laplace transform is

$$
F(s)=s^{-1}\left(1-\mathrm{e}^{-s X}\right),
$$

where $X$ is fixed and positive.
From (16.101) we have the integral

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi \mathrm{i}} \int_{\lambda-1 \infty}^{\lambda+1 \infty} \frac{\mathrm{e}^{s x}-\mathrm{e}^{s(x-x)}}{s} \mathrm{~d} s \tag{16.103}
\end{equation*}
$$

whose integrand has a singularity only at the origin. Thus any positive value of $\lambda$ will suffice.

Using the general result (16.102),

$$
\begin{equation*}
f(x)=0 \quad \text { for } x<0 \tag{16.104a}
\end{equation*}
$$

[This could be obtained formally by closing $L$ with a circular arc $\Gamma$ in the right half-plane, thus enclosing no poles, and observing that the integrand $\rightarrow 0$ everywhere on $\Gamma$ since $\operatorname{Re} s>0$ and $x<0$. With no poles enclosed and no contribution from $\Gamma$, the integral along $L$ must also be zero.] So we have to consider $x>0$, and here two cases arise.
(i) $x>X>0$. Close $L$ as in fig. 16.14(a). On $\Gamma$, $\operatorname{Re} s<0[\lambda$ can be as small as desired $]$ and $s \cdot s^{-1}\{\exp (s x)-\exp [s(x-X)]\}$ tends to zero everywhere on $\Gamma$ as $R \rightarrow \infty$. As in section 16.12 the integral round $\Gamma$ vanishes for infinite $R$ and so by the residue theorem,

$$
\frac{1}{2 \pi \mathrm{i}} \int_{L} \frac{\mathrm{e}^{s x}-\mathrm{e}^{s(x-x)}}{s} \mathrm{~d} s=\frac{2 \pi \mathrm{i}}{2 \pi \mathrm{i}}\{\text { residue at } s=0\}=0 .
$$

Thus

$$
\begin{equation*}
f(x)=0 \quad \text { for } x>X>0 \tag{16.104b}
\end{equation*}
$$

(ii) $X>x>0$. Here the two parts of the integrand behave in different ways and have to be treated separately,

$$
2 \pi \mathrm{i}\left(I_{1}-I_{2}\right) \equiv \int_{L} \frac{\mathrm{e}^{s x}}{s} \mathrm{~d} s-\int_{L} \frac{\mathrm{e}^{s(x-x)}}{s} \mathrm{~d} s
$$

The integrand of $I_{1}$ then vanishes in the far left-hand half-plane and $I_{1}$ is evaluated as in (i) to yield

$$
\begin{equation*}
2 \pi \mathrm{i} I_{1}=2 \pi \mathrm{i}\left\{\text { residue of } s^{-1} \mathrm{e}^{s x} \text { at } s=0\right\}=2 \pi \mathrm{i} \tag{16.104c}
\end{equation*}
$$

The integrand of $I_{2}$ vanishes in the far right-hand half-plane and is evaluated by a circular arc completion in that half-plane. Such a contour encloses no poles and, as explained immediately following result (16.104 a), leads to $I_{2}=0$.

Thus collecting together results (16.104 a-c) we obtain:

$$
\begin{aligned}
f(x) & =0, & & x<0 \\
& =1, & & 0<x<X \\
& =0, & & x>X
\end{aligned}
$$

as shown in fig. 16.15. This is the same result as given by entries 1 and 13 of table 5.1.


Fig. 16.15 The result of the Laplace inversion carried out in example 16.9.

### 16.16 Examples for solution

1. Find an analytic function of $z=x+\mathrm{i} y$ whose imaginary part is $(y \cos y+x \sin y) \exp (x)$.
2. Find a function $f(z)$, analytic in a suitable part of the Argand diagram, for which

$$
\operatorname{Re} f=\frac{\sin 2 x}{\cosh 2 y-\cos 2 x} .
$$

Where are the singularities of $f(z)$ ?
3. Find the radii of convergence of the following series
(a) $\sum_{1}^{\infty} \frac{z^{n}}{n^{n}}$;
(b) $\sum_{2}^{\infty} \frac{z^{n}}{\ln n}$;
(c) $\sum_{1}^{\infty} \frac{n!z^{n}}{n^{n}}$;
(d) $\sum_{1}^{\infty} z^{n} n^{\ln n}$;
(e) $\sum_{1}^{\infty}\left(\frac{n+p}{n}\right)^{n^{2}} z^{n}(p$ real in (e)).
4. For the function

$$
f(z)=\log \left(\frac{z+c}{z-c}\right)
$$

where $c$ is real, show that the real part $u$ of $f$ is constant on a circle of radius $c$ cosech $u$ centred on the point $z=c$ coth $u$.

Use this result to show that the (electrical) capacity/unit length of two parallel cylinders of radii $a$, placed with their axes $2 d$ apart, is proportional to $(\operatorname{arcosh}(d / a))^{-1}$.
5. Find a complex potential in the $t$-plane appropriate to the physical situation in which the half-plate $r>0, s=0$ has zero potential and the half-plate $r<0, s=0$ has potential $V$.

By making the transformation $z=\frac{1}{2} a\left(t+t^{-1}\right)$ with $a$ real and positive, find the electrostatic potential associated with the two halfplates $x>a, y=0$ and $x<-a, y=0$ at potentials 0 and $V$ respectively.
6. By considering in turn the transformations

$$
z / c=\frac{1}{2}\left(w+w^{-1}\right), \quad w=\exp \zeta
$$

where $z=x+\mathrm{i} y, w=r \exp (\mathrm{i} \theta), \zeta=\xi+\mathrm{i} \eta$, and $c$ is a real positive constant, show that $z / c=\cosh \zeta$ maps the strip $\xi \geqslant 0,0 \leqslant \eta \leqslant 2 \pi$ onto the whore $z$-plane. What curves in the $z$-plane correspond to the lines $\xi=$ constant, $\eta=$ constant? Identify those corresponding to $\xi=0, \eta=0, \eta=2 \pi$.

The electric potential $\phi$ of a charged conducting strip $-c \leqslant x \leqslant$ $c, y=0$ satisfies

$$
\phi \sim-k \ln \left(x^{2}+y^{2}\right)^{1 / 2} \quad \text { for large }\left(x^{2}+y^{2}\right)^{1 / 2}
$$

with $\phi$ constant on the strip. Show that $\phi=\operatorname{Re}(-k \operatorname{arcosh}(z / c))$ and that the magnitude of the electric field near the strip is $k\left(c^{2}-x^{2}\right)^{-1 / 2}$.
7. Find the Taylor series expansion about the origin for the function $f(z)$ defined by

$$
f(z)=\sum_{r=1}^{\infty}(-1)^{r+1} \sin \left(\frac{p z}{r}\right),
$$

where $p$ is a constant. Hence verify formally that the definition of $f(z)$ is a convergent series for all $z$.
8. Identify the zeros, poles and essential singularities of the function $w=\tan z$.
9. For the equation $8 z^{3}+z+1=0$,
(i) show that all three roots lie between the circles $|z|=\frac{3}{8}$ and $|z|=\frac{3}{8}$;
(ii) approximately locate the real root, and hence deduce that the complex ones lie in the first and fourth quadrants and have moduli greater than 0.5 .
10. (i) Prove that $z^{8}+3 z^{3}+7 z+5$ has two zeros in the first quadrant.
(ii) Find in which quadrants the zeros of $2 z^{3}+7 z^{2}+10 z+6$ lie. Try to locate them.
11. Zeros inside $|z|=R$. The following is a method of determining the number of zeros of an $n$th degree polynomial $f(z)$ inside the contour $C$ given by $|z|=R$;
(i) put $z=\frac{R(1+\mathrm{i} t)}{(1-\mathrm{i} t)}$ with $t(=\tan \theta / 2)$ in $-\infty \leqslant t \leqslant \infty$,
(ii) obtain $f(z)$ as $\frac{A(t)+\mathrm{i} B(t)}{(1-\mathrm{i} t)^{n}} \frac{(1+\mathrm{i} t)^{n}}{(1+\mathrm{i} t)^{n}}$,
(iii) $\arg f(z)=\arctan (B / A)+n \arctan t$,
(iv) $\Delta_{C}[\arg f(z)]=\Delta_{C}[\arctan (B / A)]+n \pi$.
(v) By inspection or sketch graph, determine $\Delta_{C}[\arctan (B / A)]$, by finding the discontinuities in $B / A$ and evaluating $\arctan (B / A)$ at $t= \pm \infty$.
Use this method, together with $>22$ (page 472) to show that the zeros of $z^{4}+z+1$ in the second and third quadrants have $|z|<1$.
12. By considering the real part of

$$
\int \frac{-\mathrm{i} z^{n-1} \mathrm{~d} z}{1-a\left(z+z^{-1}\right)+a^{2}}, \quad n \text { integral and } \geqslant 0
$$

where $z=\exp (i \theta)$, evaluate

$$
\int_{0}^{\pi} \frac{\cos n \theta \mathrm{~d} \theta}{1-2 a \cos \theta+a^{2}}, \quad a \text { real and }>1 .
$$

13. Evaluate $\int_{-\pi}^{\pi} \frac{\sin \theta}{a-\sin \theta} \mathrm{d} \theta$, where $a$ is real and $>1$.
[Prove first that if $f(z)$ has a simple zero at $z_{0}$, then $1 / f(z)$ has residue $1 / f^{\prime}\left(z_{0}\right)$ there.]
14. Evaluate $\int_{0}^{\infty} \frac{t \sin \alpha t}{1+t^{2}} \mathrm{~d} t$.
15. Prove $\int_{0}^{\infty} \frac{\cos m x \mathrm{~d} x}{4 x^{4}+5 x^{2}+1}=\frac{\pi}{6}\left(4 \mathrm{e}^{-m / 2}-\mathrm{e}^{-m}\right), \quad m>0$.
16. Show that the principal value of the integral

$$
\int_{-\infty}^{x} \frac{\cos (x / a)}{x^{2}-a^{2}} \mathrm{~d} x
$$

is $-(\pi / a) \sin 1$.
17. [Harder problem] (i) Evaluate the integral of $\exp \left(\mathrm{i} \pi z^{2}\right) \operatorname{cosec}(\pi z)$ around the parallelogram with corners $\pm \frac{1}{2} \pm R \exp$ ( $\mathrm{i} \pi / 4$ ).
(ii) Show that the parts of the contour parallel to the real axis give no contribution when $R \rightarrow \infty$.
(iii) Evaluate the integrals along the other two sides by putting $z^{\prime}=r \exp (\mathrm{i} \pi / 4)$ and working in terms of $z^{\prime}+\frac{1}{2}$ and $z^{\prime}-\frac{1}{2}$. Hence by letting $R \rightarrow \infty$ show

$$
\int_{-\infty}^{x} \mathrm{e}^{-\pi r^{2}} \mathrm{~d} r=1 .
$$

18. Evaluate $\int_{0}^{x} \frac{x^{-\alpha}}{x+1} \mathrm{~d} x, \quad \alpha$ real, $0<\alpha<1$.
19. Show $\int_{0}^{x} \frac{\ln x}{x^{3 / 4}(1+x)} \mathrm{d} x=-\sqrt{ } 2 \pi^{2}$ and $\int_{0}^{x} \frac{\mathrm{~d} x}{x^{3 / 4}(1+x)}$

$$
=\sqrt{ } 2 \pi .
$$

20. Prove that $\sum_{-\infty}^{x}\left(n^{2}+\frac{3}{4} n+\frac{1}{8}\right)^{-1}=4 \pi$.
[It may prove instructive to carry out the summation numerically, say between -4 and 4 , and note how much of the sum comes from values near the poles of the contour integration.]
21. By considering the integral of

$$
\left(\frac{\sin z \alpha}{z \alpha}\right)^{2} \frac{\pi}{\sin \pi z}
$$

around a circle of large radius, evaluate, for $\alpha<\pi / 2$, the sum

$$
\sum_{m=1}^{\infty}(-1)^{m-1} \frac{\sin ^{2}(m \alpha)}{(m \alpha)^{2}} .
$$

22. Use the Bromwich inversion and contours like fig. 16.14(a) to find the functions of which the following are the Laplace transforms,
(i) $s\left(s^{2}+b^{2}\right)^{-1}$.
(ii) $n!(s-a)^{-(n+1)}, n$ integral and $>0, s>a$ [change variable to $t=s-a]$.
(iii) $a\left(s^{2}-a^{2}\right)^{-1}, s>|a|$ [change to $\left.t=s-|a|\right]$.

Compare your answers with table 5.1.
23. Use the contour in fig. 16.14(c) to show that the function whose Laplace transform is $F(s)=s^{-1 / 2}$, is $(\pi x)^{-1 / 2}$. [For an integrand of the form $r^{-1 / 2} \exp (-r x)$ change to a variable $t=r^{1 / 2}$.]
24. In example 18(iii) of section 9.14 an expression was given for the transform of a function $v(x, t)$,

$$
V(x, s)=s^{-1} \exp \left(-k x s^{1 / 2}\right) .
$$

Show that its Bromwich integral inversion can be converted into a real integral as follows:
(i) Consider a completion such as shown in fig. 16.14(c) and verify that it encloses no poles of the integrand,
(ii) on the upper (side of the) cut take $s$ as $r \exp$ (i $\pi$ ) and on the lower as $r \exp (-\mathrm{i} \pi)$. Write $k^{2} r=u^{2}$ and show that the contributions from the two cuts are together

$$
\frac{2}{\pi} \int_{0}^{\infty} \exp \left(-\frac{u^{2} t}{k^{2}}\right) \frac{\sin u x}{u} \mathrm{~d} u
$$

(iii) show that, in the limit of its radius $\rho$ tending to zero, the small circle $\gamma$ contributes -1 to the integral to give for the complete expression for $v(x, t)$ the real integral

$$
v(x, t)=1-\frac{2}{\pi} \int_{0}^{\infty} \exp \left(-\frac{u^{2} t}{k^{2}}\right) \frac{\sin u x}{u} \mathrm{~d} u
$$

[Assume, as can be shown, that the contribution from $\Gamma$ vanishes as $R \rightarrow \infty$.]

## Solutions and hints for exercises and examples

## CHAPTER 1

-4. Square each of the equations (1.23) and subtract.
เ5. Use (1.16).
77. $a(1-x)^{-1}\left(1-x^{N+1}\right)$, convergent for $|x|<1$, divergent for $x \geqslant 1$, oscillates finitely for $x=-1$, oscillates infinitely for $x<-1$.
-8. (a) $N a+\frac{1}{2} d N(N-1)$, divergent; (b) $\ln (N+1)$, divergent; (c) $\frac{1}{3}\left(1-(-2)^{N}\right)$, oscillates infinitely; (d) $1-(N+1)^{-1}$, convergent to $S=1$; (e) add $S_{N} / 3$ to the $S_{N}$ series,

$$
(3 / 16)\left(1-(-3)^{-N}\right)+(3 N / 4)(-3)^{-(N+1)},
$$

convergent to $3 / 16$.
19. (i) Convergent, compare with $>8(d)$; (ii) divergent, compare with $\sum n^{-1}$; (iii) convergent, compare with $\$ 8(d)$; (iv) divergent, $a_{n} \nrightarrow 0$; (v) convergent, ratio test; (vi) convergent, root test; (vii) divergent, ratio $\rightarrow e$, or $a_{n} \rightarrow 0$.
10. (a) Absolutely convergent, compare with $9(\mathrm{i})$; (b) oscillates finitely; (c) convergent, alternate signs; (d) absolutely convergent for all $x$; (e) absolutely convergent, use partial fractions; ( $f$ ) oscillates infinitely.
11. (a) 3 ; (b) $2 x+1$, use the binomial expansion of $(A+B)^{2} ;(c) 2 ;(d) 0$; (e) $\cos x$, use the formula for $\sin (A+B)$ and that $\sin B \simeq B$ and $\cos B \simeq$ 1 in the limit $B \rightarrow 0$.
12. (a) $8 x^{7}$; (b) $-3 / x^{4}$; (c) $x\left(1+x^{2}\right)^{-1 / 2} ;(d)-2 \sin (2 x)$; (e) $a \sec ^{2}(a x)$; (f) $a\left(1+a^{2} x^{2}\right)^{-1} ;(g) \exp (x) ;(h) \sinh (x)$, see definition (1.23 a) and result $(g) ;(i)\left(1+x^{2}\right)^{-1 / 2} ;(j) x^{-1} ;(k) 6 \sin 3 x \cos 3 x=3 \sin 6 x$.
113. Write $\frac{1}{\Delta x}\left(\frac{1}{f(x+\Delta x)}-\frac{1}{f(x)}\right)$

$$
\text { as }-\frac{1}{f(x+\Delta x) f(x)} \frac{f(x+\Delta x)-f(x)}{\Delta x} \text {, }
$$

(a) $-6(2 x+3)^{-4} ;(b)-2 \exp (-2 x) ;(c) 2 \sec ^{2} x \tan x ;(d)-9 \operatorname{cosech}^{3}$ (3x) $\operatorname{coth}(3 x)$.
15. (a) $\left(x^{2}+2 x\right) \exp (x)$;
(b) $\cos x \cosh x+\sin x \sinh x$;
(c) $\ln x$;
(d) $3 x^{2} \tan ^{2} x\left(\tan x+x \sec ^{2} x\right)$;
(e) $[\sin (a x)+a x \cos (a x)+\lambda x \sin (a x)] \exp (\lambda x)$;
(f) $2 x \cos \left(1-x^{2}\right)+2 x^{3} \sin \left(1-x^{2}\right)$;
(g) $-2 x\left(a^{2}+x^{2}\right)^{-1}\left(b^{2}+x^{2}\right)^{-2}\left(c^{2}+x^{2}\right)^{-3}\left[\left(a^{2}+x^{2}\right)^{-1}+2\left(b^{2}+x^{2}\right)^{-1}\right.$
$\left.+3\left(c^{2}+x^{2}\right)^{-1}\right]$.
16. (a) $\frac{a-x}{(a+x)^{3}}$;
(b) $\frac{1-\frac{1}{2} x}{(1-x)^{3 / 2}}$;
(c) $\frac{1}{\cos ^{2} x}=\sec ^{2} x ; \quad$ (d) $\frac{-7 x^{2}-x+2}{\left(4 x^{2}-2 x+1\right)^{2}}$.
19. (a) (2 $\left.\sec ^{2} x-4\right) \tan x \sin 2 x+4 \sec ^{2} x \cos 2 x$;
(b) $\sin x\left(2 x^{-3}-3 x^{-1}\right)-\cos x\left(3 x^{-2}+\ln x\right)$;
(c) $8\left(4 x^{3}+30 x^{2}+62 x+38\right) \exp (2 x)$.
120. Show $x y^{(1)}=(x+2) y$ and then use Leibniz.
$-21$.
(a) $\sum_{n=0}^{\infty} \frac{(-1)^{n}(2 x)^{2 n+1}}{(2 n+1)!}$;
(b) $x+\frac{x^{3}}{3}+\frac{2 x^{5}}{15}$;
(c) $-\sum_{n=1}^{\infty} \frac{(1-x)^{n}}{n}$;
(d) $x+x^{2}+\frac{x^{3}}{3}-\frac{x^{5}}{30}$.
22. (a) $x=-2$, max., $x=3$, min.; (b) $x=\left(n+\frac{1}{2}\right)(\pi / a)$, max./min. for $n$ even/odd; (c) no real max. or min., inflection at $x=0$; (d) max. at $x=$ $-(3 / 5)^{1 / 2}$, min. at $x=(3 / 5)^{1 / 2}$, inflection at $x=0$.
223. -26 at $x=-2$, other stationary values are 6 at $x=0$ and 1 at $x=1$.
-24. (i)

## (a) (b)

(c)
(d) (e)

$$
\begin{array}{llllll}
\frac{\partial f}{\partial x} & 2 x y & 2 x & \frac{1}{y} \cos \left(\frac{x}{y}\right) & \frac{-y}{x^{2}+y^{2}} & \frac{x}{r} \\
\frac{\partial f}{\partial y} & x^{2} & 2 y & -\frac{x}{y^{2}} \cos \left(\frac{x}{y}\right) & \frac{x}{x^{2}+y^{2}} & \frac{y}{r}
\end{array}
$$

for (e) $\partial f / \partial z=z / r$;
(ii) (a) $2 y, 0,2 x$, (b) $2,2,0,(c)\left(y^{2}+z^{2}\right) r^{-3},\left(x^{2}+z^{2}\right) r^{-3},-x y r^{-3}$;
(iii) both $=\left(y^{2}-x^{2}\right)\left(x^{2}+y^{2}\right)^{-2}$.
126. $3 x+(2 x+3 y)\left(1-x^{2}\right)^{1 / 2}=3 \sin y+(2 \sin y+3 y) \cos y$.
227. $\frac{\partial f}{\partial x}=\frac{1}{\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}}\left(x+\frac{y \cos ^{2} y \cot y}{2}+\frac{z^{3}+2 x z}{1-2 x z}\right)$.
128. $2^{-1 / 2}\left[1+x-\pi / 4+y-\frac{1}{2}(x-\pi / 4)^{2}-\frac{1}{2} y^{2}-(x-\pi / 4) y+y(z-1)\right]$, $\partial f / \partial z=\partial^{2} f / \partial z^{2}=\partial^{2} f / \partial x \partial z=0$, but all the other partial derivatives contribute.
29. $\frac{\mathrm{d} r}{\mathrm{~d} t}=\frac{8 t^{3}+\sin 4 t-\mathrm{e}^{-2 t}}{\left(4 t^{4}+\sin ^{2} 2 t+\mathrm{e}^{-2 t}\right)^{1 / 2}}$.
-31. $\frac{\sin 2 \phi}{2}\left(\frac{\partial^{2} f}{\partial r^{2}}-\frac{1}{r^{2}} \frac{\partial^{2} f}{\partial \phi^{2}}-\frac{1}{r} \frac{\partial f}{\partial r}\right)+\cos 2 \phi\left(\frac{1}{r} \frac{\partial^{2} f}{\partial \phi \partial r}-\frac{1}{r^{2}} \frac{\partial f}{\partial \phi}\right)$.

D32. $4 \frac{\partial^{2} f}{\partial \xi \partial \eta}+2 \frac{\partial f}{\partial \xi}=0$.
133. Use (1.89) twice on (1.91), or once on (1.90).
134. (i) $\frac{x}{z} \times \frac{-y}{z} \times \frac{z}{y}=-1$;
(ii) $\frac{y}{y^{2}+x^{2}} \times \frac{x}{y} \times(-x)\left(1+\frac{y^{2}}{x^{2}}\right)=-1$.
-35. Take $x, y$ as (i) $S, p$; (ii) $T, p$; (iii) $T, V$, in (1.95).
137. The second partial derivatives are (apart from a common factor of $\exp \left(-x^{2}-y^{2}\right)$ ), $4 x^{5}-14 x^{3}+6 x, y\left(4 x^{4}-6 x^{2}\right), x^{3}\left(4 y^{2}-2\right)$.
138. Min. at (2,3,1). In this example all second derivatives are independent of $x, y, z$ which is not the case in general.
139. Max. value of 15 at $\pm 5^{-1 / 2}(2,1)$, min. value of 5 at $\pm 5^{-1 / 2}(1,-2)$.
40. (i) Yes, for $\lambda>0$, value $\lambda^{-1}$; (ii) yes, value 0 ; (iii) no, $\ln (1+R) \rightarrow \infty$ as $R \rightarrow \infty$; (iv) no, $\epsilon^{-1} \rightarrow \infty$ as $\epsilon \rightarrow 0$; (v) no, $\ln (\sin \theta) \rightarrow-\infty$ as $\theta \rightarrow 0$; (vi) yes, value 1 .
141. (i) $\left(2-y^{2}\right) \cos y+2 y \sin y-2$;
(ii) $\frac{1}{2} y^{2} \ln y+\frac{1}{4}\left(1-y^{2}\right)$;
(iii) $y \arcsin y+\left(1-y^{2}\right)^{1 / 2}$;
(iv) $-y^{-1} \ln \left(a^{2}+y^{2}\right)+(2 / a) \arctan (y / a)$;
(v) and (vi) $3 / 5$.
-42. $n$ !.
43. $J_{n}=\frac{1}{2}(n-1) J_{n-2}$.
144. (i) $1 / 60$.
145. $\left(a^{2} b / 6\right)(a b+3)$.
446. $\frac{8}{3} a b c\left(a^{2}+b^{2}+c^{2}\right)$.
47. If e.g. the order of integration used is $z, y, x$, the corresponding limits are $[0,1-x-y],[0,1-x]$, and $[0,1] ; 1 / 360$.
-48. $2 \pi\left(1+\lambda^{2}\right)^{-1}$.
50. $\int_{0}^{1}\left(\int_{-\eta}^{\eta} \frac{\xi^{2}}{2} \mathrm{~d} \xi\right) \mathrm{d} \eta=\frac{1}{12}$.
-51. $\int_{0}^{a} \int_{-b}^{b} \int_{0}^{2 \pi} \rho\left(r^{2}+z^{2}\right) r \mathrm{~d} \phi \mathrm{~d} z \mathrm{~d} r$.

## Section 1.20

1. $x=x^{\prime} \cosh \phi+c t^{\prime} \sinh \phi, c t=x^{\prime} \sinh \phi+c t^{\prime} \cosh \phi$, use (1.24).
2. (a) (i) 1 for $N \neq 1,2$ for $N=1$, (ii) 2 for $N=1,3$ for $N=2,1$ otherwise, (iii) 2 for $x=1$ and $N=1$, $\left(1-\exp (2 \pi \mathrm{i} / N) x^{N+1}\right) /(1-\exp (2 \pi \mathrm{i} / N) x)$ otherwise;
(b) (i) -2 for $N=2,0$ otherwise, (ii) $-\sqrt{ }(3)$, consider $\operatorname{Im} \sum \omega_{m} 2^{m}$.
3. To sum numerator, subtract $\exp (-x)$ times the series from the original series, $\bar{E}=h \nu[\exp (h v / k T)-1]^{-1}$.
4. $r=0$ divergent, $a_{n} \not 0 ; r=1$ divergent, see (1.33); $r=2$ convergent, resolve into partial fractions; $r>2$ convergent, by comparison with $r=2$ case.
5. $x<\mathrm{e}^{2}$ by the root test (1.36).
6. Divide the series into two series $n$ odd and $n$ even. For $r=2$ both are absolutely convergent by comparison with $\sum n^{-2}$. For $r=1$ neither series is convergent by comparison with $\sum n^{-1}$. However, the sum of the two is by the alternating sign test, or by showing that the terms cancel in pairs.
7. Use Leibniz; $x=2 a, x=6 a, x=\infty ; f^{(8)}$ has values $28 a^{-6} \mathrm{e}^{-2}$, $-4 a^{-6} \mathrm{e}^{-6}, 0$.
8. Use Leibniz; (i) and (ii) differentiate the definition of $g_{n}$ and substitute; (iii) multiply the $y^{(n)}$ recurrence relation through by $\exp \left(\frac{1}{2} x^{2}\right)$; use the $g_{n}$ recurrence relation, $g_{0}=1, g_{1}=-x, g_{2}=x^{2}-1, g_{3}=3 x-x^{3}$.
9. $x-\frac{x^{3}}{3!}+\frac{9 x^{5}}{5!}$.
10. (a) 3 ; (b) -4 , repeat the procedure until $0 / 0$ is not obtained; (c) 0 .
11. (i) 0 ; (ii) $t\left(s^{2}+t^{2}\right)$; (iii) $-\sin 2 t$.
12. Stationary points at (a) $x=0, y=0$; (b) $x=0, y= \pm 1$; (c) $x= \pm 1$, $y=0$. The second-order determinants are
(a) $\left|\begin{array}{cc}2 & 0 \\ 0 & -2\end{array}\right|$;
(b) $\left|\begin{array}{cc}4 \mathrm{e}^{-1} & 0 \\ 0 & 4 \mathrm{e}^{-1}\end{array}\right| ;$;
(c) $\left|\begin{array}{cc}-4 \mathrm{e}^{-1} & 0 \\ 0 & -4 \mathrm{e}^{-1}\end{array}\right|$;
showing saddle point in case $(a)$, minima in cases $(b)$, maxima in cases $(c)$.
13. Minimize $y_{1}+y_{2}+\frac{1}{2} a\left[\left(x_{1}-2 a\right)^{2}+\left(y_{1}-y_{2}\right)^{2}\right]$ subject to $x_{1}=$ $-\left(a^{2}+y_{1}^{2}\right)^{1 / 2}$.
14. Consider the real and imaginary parts, $I=\alpha /\left(\alpha^{2}+\omega^{2}\right), J=\omega /\left(\alpha^{2}+\omega^{2}\right)$.
15. (i) Draw a sketch or investigate the monotonic behaviour of $\sin x$ in the range to give $(2 / \pi) x \leqslant \sin x \leqslant x$. This leads to

$$
\frac{2}{3}\left[(1+\pi / 2)^{3 / 2}-1\right]>I>(\pi / 3)\left(2^{3 / 2}-1\right),
$$

i.e. $2.08>I>1.91$; (ii) $I=2$.
16. Form $\mathrm{d} I / \mathrm{d} y$ showing that it equals

$$
-\frac{\operatorname{sech}^{2} y}{\tanh y}\left[\operatorname{arsinh}\left(\frac{\cos x}{\operatorname{cosech} y}\right)\right]_{0}^{\pi / 2}
$$

$K=\pi^{2} / 4$.
17. $\frac{7}{6}$.
18. (i) Use integration by parts, $\frac{1}{2} \nu \ln \left(1+\mu^{2} / \nu^{2}\right)+\mu \arctan (\nu / \mu)$;
(ii) $4\left[(\nu+\mu)^{1 / 2}-\nu^{1 / 2}-\mu^{1 / 2}\right]$.
19. Jacobian $=(u / v)^{1 / 2}+(v / u)^{1 / 2}$. Area in $u v$-plane is triangle bounded by $v=0, u=v, u=a$. Integral has value $a^{2}$.

## CHAPTER 2

12. Note $\hat{\mathbf{n}} \cdot \mathbf{a}=a \cos A O P=p$, since $O P A$ is a right angle.

P4. $(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}=\left[\left(a_{z} b_{x}-a_{x} b_{z}\right) c_{z}-\left(a_{x} b_{y}-a_{y} b_{x}\right) c_{y}\right] \mathbf{i}+$ cyclic

$$
\begin{aligned}
& =\left[\left(a_{x} c_{x}+a_{y} c_{y}+a_{z} c_{z}\right) b_{x}-\left(b_{x} c_{x}+b_{y} c_{y}+b_{z} c_{z}\right) a_{x}\right] \mathbf{i}+ \\
& \quad \text { cyclic } \\
& =(\mathbf{a} \cdot \mathbf{c}) \mathbf{b}-(\mathbf{b} \cdot \mathbf{c}) \mathbf{a} .
\end{aligned}
$$

15. $(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}$ lies in the plane containing $\mathbf{a}$ and $\mathbf{b} ; \mathbf{a} \wedge(\mathbf{b} \wedge \mathbf{c})$ lies in that containing $\mathbf{b}$ and $\mathbf{c}$.
16. Use (2.26) to evaluate $\mathbf{a}^{\prime} \wedge \mathbf{b}^{\prime}$ and then (2.28) to simplify the result and to evaluate $\lambda^{\prime}=\left(\mathbf{a}^{\prime} \wedge \mathbf{b}^{\prime}\right) \cdot \mathbf{c}^{\prime}$. Hence conclude that $\mathbf{c}^{\prime \prime} \equiv\left(\lambda^{\prime}\right)^{-1}\left(\mathbf{a}^{\prime} \wedge \mathbf{b}^{\prime}\right)=\mathbf{c}$.

## Section 2.10

1. (a) False; (b) false, see $\downarrow 5$; (c) true, note $\mathbf{a} \wedge(\mathbf{b} \wedge \mathbf{c})=-(\mathbf{b} \wedge \mathbf{c}) \wedge \mathbf{a}=$ $(\mathbf{c} \wedge \mathbf{b}) \wedge \mathbf{a}$ and then use (2.26); (d) true; (e) true, $\mathbf{c}$ is parallel to $\mathbf{a}-\mathbf{b}$; $(f)$ false, left side $=-$ right side, from (2.26).
2. $R \arccos \left(\cos \theta_{1} \cos \theta_{2}+\sin \theta_{1} \sin \theta_{2} \cos \left(\phi_{2}-\phi_{1}\right)\right)$.
3. Note $(\mathbf{a} \wedge \mathbf{b}) \cdot(\mathbf{c} \wedge \mathbf{d})=\mathbf{d} \cdot((\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c})$.
4. Common perpendicular is parallel to $\mathbf{b}^{\prime} \wedge \mathbf{b}$. Required distance is the projection of $\mathbf{a}^{\prime}-\mathbf{a}$ in this direction, leading to

$$
\left|\left(\mathbf{a}^{\prime}-\mathbf{a}\right) \cdot\left(\mathbf{b}^{\prime} \wedge \mathbf{b}\right)\right| /\left|\mathbf{b}^{\prime} \wedge \mathbf{b}\right| .
$$

5. Note that the plane contains the vectors $h^{-1} \mathbf{a}-k^{-1} \mathbf{b}$ and $h^{-1} \mathbf{a}-l^{-1} \mathbf{c}$.
6. (a) $\pm 2 a^{2}(1,0,-1) \mathrm{m}^{2} ;(b) \arccos (2 / 3)^{12} ;(c)-x+z=2 a ;(d)$ (i) $a / \sqrt{ } 2 \mathrm{~m}$, (ii) $a^{3} / 3 \mathrm{~m}^{3}$; (e) (i) $\mathbf{M}=(20 \sqrt{ } 6) a(1,-1,0) \mathrm{N} \mathrm{m}$, using $\overrightarrow{A H} \wedge$ force, (ii) moment about line $=F \times \sin$ (angle between directions $H J$ and $A F$ ) $\times$ length of common perpendicular (see example 4), which can be manipulated to give $\mathbf{M} \cdot \widehat{\mathbf{A F}}=-(10 / \sqrt{ } 3) a \mathbf{N}$ m, (iii) $5 \sqrt{ } 6 a$ Joules; $(f)$ total $\omega=(1,1,3) \mathrm{rads}^{-1}$, (i) $\sqrt{ } 2 a / 3 \mathrm{~m}$, (ii) $\sqrt{ }(24) a \mathrm{~m} \mathrm{~s}^{-1}$.

## CHAPTER 3

( $\dot{\mathbf{x}}$ denotes $\mathrm{d} \mathbf{x} / \mathrm{d} t$.)

1. Note $\mathbf{a} \wedge \ddot{\mathbf{b}}=\mathrm{d}(\mathbf{a} \wedge \dot{\mathbf{b}}) / \mathrm{d} t-\mathbf{a} \wedge \dot{\mathbf{b}}$.
-3. $-\int_{1}^{2} c\left\{c^{3} / t^{3} \mathbf{i}+2 / t^{2} \mathbf{j}+c / t \mathbf{k}\right\} \mathrm{d} t$ is the required value.
-4. $\int_{c}^{2 c}\left(\frac{1}{4} x(3 c-x)^{2}-1+0\right) \mathrm{d} x$ is the required value.
จ5. $\mathrm{dH}=\frac{I}{4 \pi r^{3}}(\mathrm{ds} \wedge \mathbf{r})$;
$\mathbf{F}_{1}=\int_{C_{1}} \int_{C_{2}} \frac{\mu \mu_{0} I_{1} I_{2}}{4 \pi r^{3}}\left(\mathrm{ds}_{1} \wedge\left(\mathrm{ds}_{2} \wedge \mathbf{r}\right)\right)$,
where $\mathbf{r}=\mathbf{s}_{1}-\mathbf{s}_{2}$.
D6. $H_{i}=\omega_{i} \int r^{2} \rho \mathrm{~d} V-\int x_{i} x_{j} \omega_{j} \rho \mathrm{~d} V$.

## Section 3.8

1. (a) $\mathbf{F}=m \ddot{\mathbf{r}}+\dot{m} \dot{\mathbf{r}} ;(b) m \ddot{\mathbf{r}}+k \mathbf{r}=\mathbf{0} ;(c) \mathbf{E}=\dot{\mathbf{r}} \wedge \mathbf{B} ;(d) m \ddot{\mathbf{r}}=e(\dot{\mathbf{r}} \wedge \mathbf{B})$ $+e \mathbf{E} ;(e) \sum_{i} \mathbf{r}_{i} \wedge \mathbf{F}_{i}=\mathrm{d}\left(\sum_{i} m_{i}\left(\mathbf{r}_{i} \wedge \dot{\mathbf{r}}_{i}\right)\right) / \mathrm{d} t$.
2. $=\int \frac{\mathrm{d}}{\mathrm{d} t}\left((\mathbf{b} \cdot \mathbf{a}) \mathbf{a}-\mathbf{a}^{2} \mathbf{b}\right) \mathrm{d} t=\mathbf{a} \wedge(\mathbf{a} \wedge \mathbf{b})+\mathbf{h}$.
3. Proceed as in example 3.3 and 4 . This is an example of the type of function discussed there.
4. $\quad \mathbf{M}=I \int \mathbf{r} \wedge(\mathrm{dr} \wedge \mathbf{B})$; consider integrals along the four sides separately, $\mathbf{B}=(B, 0,0)$ and, e.g. on one vertical side $\mathbf{r}=(a \cos \phi, a \sin \phi, z)$, $\mathrm{d} \mathbf{r}=(0,0, \mathrm{~d} z)$, the first integral contributes $(0,0,2 a b B I \cos \phi)$ and the second $(0,0,0)$.
5. Equation (3.17) leads to $\iint c\left(x^{2}+y^{2}+c^{2}\right)^{-3 / 2} \mathrm{~d} x \mathrm{~d} y$, then put $x=$ $\left(y^{2}+c^{2}\right)^{1 / 2} \tan \theta$.
6. Note that for a band element of surface of width $\mathrm{d} l, \mathrm{~d} l \hat{\mathbf{n}} \cdot \hat{\mathbf{n}}_{z}=-\mathrm{d} r$, and that $2 z r \mathrm{~d} r$ can be integrated by parts as $z \mathrm{~d}\left(r^{2}\right)$.
7. (a) $z=u_{1} u_{2}, \rho^{2}=u_{1}^{2}+u_{2}^{2}-u_{1}^{2} u_{2}^{2}-1$;
(b) $u_{1}\left(1-u_{2}^{2}\right) \cos u_{3} / \rho, u_{1}\left(1-u_{2}^{2}\right) \sin u_{3} / \rho, u_{2} ; u_{2}\left(1-u_{1}^{2}\right) \cos u_{3} / \rho$, $u_{2}\left(1-u_{1}^{2}\right) \sin u_{3} / \rho, u_{1} ;-\rho \sin u_{3}, \rho \cos u_{3}, 0 ;$
(c) $\left(\frac{u_{1}^{2}-u_{2}^{2}}{u_{1}^{2}-1}\right)^{1 / 2},\left(\frac{u_{2}^{2}-u_{1}^{2}}{u_{2}^{2}-1}\right)^{1 / 2}, \rho ;\left|u_{1}^{2}-u_{2}^{2}\right| \mathrm{d} u_{1} \mathrm{~d} u_{2} \mathrm{~d} u_{3}$;
(d) confocal ellipsoids, hyperboloids, planes containing the $z$-axis.

## CHAPTER 4

22. Use the chain rule of differentiation. $\partial \phi / \partial u$ is common.
23. Use $\partial r / \partial x=x / r$ etc.

『8. $\boldsymbol{\nabla} \wedge \mathbf{a}=(\mathbf{i} \wedge \mathbf{j}) \partial a_{y} / \partial x+(\mathbf{j} \wedge \mathbf{i}) \partial a_{x} / \partial y+$ similar terms.
19. $\mathbf{a}=(0, r \omega, 0)$.
$\rightarrow 10$. The terms of $\mathbf{a} \wedge \mathbf{b}$ are products and so $\nabla$ produces 2 terms from each.
11. Faraday, $\int \mathbf{E} \cdot \mathbf{d} \mathbf{l}=-\frac{\partial}{\partial t} \int \mathbf{B} \cdot \mathrm{~d} \mathbf{S}$.
12. $\boldsymbol{\nabla} \cdot \mathbf{a}=\frac{\partial}{\partial x}\left(\frac{\partial b_{z}}{\partial y}-\frac{\partial b_{y}}{\partial z}\right)+$ cyclic.

The six terms on the right cancel in pairs.
13. $\boldsymbol{\nabla} \wedge \mathbf{a}=(0,-1,-2 x y)$.

15-18. Substitute for $h_{1}, h_{2}, h_{3}$ from table 3.1.

## Section 4.8

1. $(a)=(d)=\left[\phi\left(\frac{\partial a_{z}}{\partial y}-\frac{\partial a_{y}}{\partial z}\right), \ldots, \ldots\right]$;
(b) $=\left(a_{z} \frac{\partial \phi}{\partial y}-a_{y} \frac{\partial \phi}{\partial z}, \ldots, \ldots\right) ;$
$(c)=\left(\phi \frac{\partial a_{z}}{\partial y}+a_{z} \frac{\partial \phi}{\partial y}-\phi \frac{\partial a_{y}}{\partial z}-a_{y} \frac{\partial \phi}{\partial z}, \ldots, \ldots\right) ;$
$(e)=\left(a_{y} \frac{\partial \phi}{\partial z}-a_{z} \frac{\partial \phi}{\partial y}, \ldots, \cdots\right)$.
2. $\mathbf{H}=-(1 / 4 \pi) \nabla\left[(\mathbf{M} \cdot \mathbf{r}) r^{-3}\right]$ and use (4.6); $H_{A}=(1 / 4 \pi) 2 M r^{-3}$ along direction of $\mathbf{M}, H_{B}=(1 / 4 \pi) M r^{-3}$ opposed to direction of $\mathbf{M}$.
3. (a) The surface element is $a^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi(\sin \theta \cos \phi \mathbf{i}+\sin \theta \sin \phi \mathbf{j}+$ $\cos \theta \mathbf{k}$ );
(b) $\operatorname{div} \mathbf{F}=0$. Close volume with plane surface $x^{2}+y^{2} \leqslant a^{2}, z=0$; common answer $\pi a^{4} / 4$.
4. See $\boldsymbol{r}, \boldsymbol{\nabla} \cdot\left(r^{n} \mathbf{r}\right)=(3+n) r^{n} ; \mathbf{a}=f(r) \mathbf{r}$ for some $f$, and use ${ }^{2} 6$ again.
5. $\phi(x, y, z)=z r^{-1}+$ constant.
6. (a) Yes, show $\nabla \wedge \mathbf{F}=\mathbf{0} ;(x-y) \exp \left(-r^{2}\right)$;
(b) Yes; $-\frac{1}{2}\left(x^{2}+y^{2}\right) \exp \left(-r^{2}\right)$; (c) No, $\boldsymbol{\nabla} \wedge \mathbf{F} \neq \mathbf{0}$.
7. $\left(-c r^{-2}, 0,0\right) \neq(0,0,0)$.
8. $\mathrm{d} f / \mathrm{d} u_{1}=C h_{1} /\left(h_{2} h_{3}\right)=C\left(u_{1}^{2}-1\right)^{-1} ; f=B \ln \left[\left(u_{1}-1\right) /\left(u_{1}+1\right)\right], B$ and $C$ constants.

## CHAPTER 5

-1. Equation is $\sum_{2}^{\infty} i(i-1) a_{i} x^{i-2}+\sum_{0}^{\infty} a_{i} x^{1}=0$ implying $a_{0}=(-1)^{n}(2 n)!a_{2 n}$ and $a_{1}=(-1)^{n}(2 n+1)!a_{2 n+1}$.
D2. $x+B=\arcsin \left(y / A^{1 / 2}\right)$.
13. (a) $4 \cos x-\sin x$; (b) $4 \cos x+2 \sin x$;
(c) $a_{1} \cos x+\left(\sqrt{ } 8-a_{1}\right) \sin x ;(d) \cos x+a_{2} \sin x$;
(e) $2 \cos x+\sin x ;(f)$ no solution.
*4. (a) $\pm\left(c-x^{2}\right)^{-1 / 2} ;(b) c \arctan x ;(c)\left(\ln x+4 x^{-1}-c\right)^{-1}$.
-5. (a) exact, $x^{2} y^{4}+x^{2}+y^{2}=c$; (b) IF $=x^{-1 / 2}, x^{1 / 2}(x+y)=c$; (c) IF $=$ $\cos ^{-2} x, y^{2} \tan x+y=c$.
16. (a) $\mathrm{IF}=\left(1-x^{2}\right)^{-2}, y=\left(1-x^{2}\right) \arcsin x ;$ (b) $\mathrm{IF}=\operatorname{cosec} x, y=$ $k \sin x+\cos x ;$ (c) exact equation is $y^{-1}(\mathrm{~d} x / \mathrm{d} y)-y^{-2} x=y^{2}, x=$ $k y+\frac{1}{3} y^{4}$.
18. (iii) $\left(z^{2}-z\right)(\mathrm{d} y / \mathrm{d} z)+2 y=z$, leading to $(\mathrm{v})(1-z)^{2} y=z^{2}\left(\ln z+c^{\prime}\right)+$ $z$; (vi) same form for $y$ with $c-2=c^{\prime}$.
10. (i) $2 x+3$; (ii) try $a \cos 2 x+b \sin 2 x$ finding $a=2, b=1$; (iii) try $a \exp (2 x)$ finding $a=1$.
12. $y_{1}^{\prime}=z y_{2}^{\prime}+z^{\prime} y_{2}, y_{1}^{\prime \prime}=z y_{2}^{\prime \prime}+2 z^{\prime} y_{2}^{\prime}+z^{\prime \prime} y_{2}$.
14. IF $=\sin x, z=\ln (\sin x)-x \cot x-c^{\prime} \cot x+k^{\prime}$.
15. Repeated integration by parts.
16. Integrate by parts twice and rearrange.
18. Replace $f(x)$ in (5.65) by $g(x)=\int_{0}^{x} f(z) \mathrm{d} z$, clearly $g(0)=0$.
19. Write $\sinh (a x)=\frac{1}{2}[\exp (a x)-\exp (-a x)]$.
122. Use $a^{2}-b^{2}=(a-b)(a+b)$.

## Section 5.12

1. (a) $y=\frac{1}{2} x \tan \left(\ln k x^{1 / 2}\right)$; (b) $y=2 x \arctan (c x)$.
2. $\mathrm{IF}=(x+1)^{2}, y=\frac{1}{4}(x+1)^{2}+c(x+1)^{-2}$.
3. Put $(\mathrm{d} x / \mathrm{d} y)=z^{-1}$ to obtain $y=2 z+\ln (z-1)+c ; x=0$ when $z(z-1)=1$, i.e. $z=1.618$, giving $c=-2.755 ; x=\ln z(z-1)$.
4. (a) $(A+B x) \exp (2 x)+C \exp (-4 x)+2 x+1$;
(b) $A \cos x+B \sin x+(C \cos x+D \sin x) \exp (3 x)+\frac{1}{10}$.
5. As in example 5.5 (iv), giving $y(x)=\frac{4}{3} \exp (2 x)+\frac{5}{3} \exp (-x)-$ $3 \cos x-\sin x$.
6. Use equation (5.43) with $\Lambda(D)=D+1+\sqrt{ } 2 i$. Solution,

$$
y=\exp (-x)\left[A \cos (\sqrt{ } 2 x)+B \sin (\sqrt{ } 2 x)+8^{-1 / 2} x \sin (\sqrt{ } 2 x)\right] .
$$

7. $\lambda^{2}$ is negative, since $L$ is physically necessarily larger than $M$. Hence $\lambda$ is purely imaginary, $i_{2}=\omega^{3} M E \cos (\omega t)\left[\left(L^{2}-M^{2}\right) \omega^{4}-2 L G \omega^{2}+G^{2}\right]^{-1}$.
8. $m \ddot{x}=E e+B e \dot{y}, m \ddot{y}=-B e \dot{x}, x=A(1-\cos \omega t), y=A(\sin \omega t-\omega t)$, where $A=E e / m \omega^{2}$ and $\omega=B e / m$.
9. (a) $z=x^{3}(\exp (x)+A)$,

$$
y=\frac{1}{4} x^{4} \exp (x)+B \exp (x)-A\left(x^{3}+3 x^{2}+6 x+6\right)
$$

(b) $z=A \exp (2 x)-8 x-10$ for form (D-2)(D-4) $y=16 x+12$,
$=B \exp (4 x)-4 x-4$ for form $(D-4)(D-2) y=16 x+12$.
$y=C \exp (2 x)+D \exp (4 x)+2 x+3$ for both forms.
10. $y=A(x) \exp (4 x)+B(x) \exp (2 x) \quad$ with $\quad A(x)=\frac{1}{20}(\sin x-3 \cos x)$ $\times \exp (-3 x)$ and $B(x)=\frac{1}{4}(\cos x-\sin x) \exp (-x)$. General solution $a \exp (4 x)+b \exp (2 x)+\frac{1}{10}(\cos x-2 \sin x) \exp (x)$.
11. $y=[(m-n)(n+m+1)]^{-1} x^{m}$.
12. (i) $y=x$ is a CF solution; putting $y=z x$ leads to $y=A x+B x \sin x-$ $x^{2}-\frac{1}{2} x \sin 2 x$;
(ii) $y=\exp (x)\left(A+B x-\frac{1}{3} B x^{3}\right)$;
(iii) $y=\exp (x)$ is a CF solution;

$$
y=\exp (x)\left[B \int^{x} \exp \left(-u-\frac{1}{3} u^{3}\right) \mathrm{d} u+A\right] .
$$

13. (i) put $y^{\prime}=z, y=a^{-1} \operatorname{artanh}(x / a)$;
(ii) put $y^{\prime}=z, z=\frac{1}{2} y+A y^{-1}, y^{2}=B \exp (x)-2 A$.
14. Use $\mathrm{d} / \mathrm{d} x=\exp (-t)(\mathrm{d} / \mathrm{d} t)$. Equation reduces to $\ddot{y}+\dot{y}+\frac{1}{4} y=$ $\exp (-t / 2)$. General solution is $\exp (-t / 2)\left(A+B t+\frac{1}{2} t^{2}\right)$. Including boundary conditions, $y(x)=\frac{1}{2} x^{-1 / 2}(\ln x) \ln (x / e)$.
15. Make successive substitutions $y=z x$ and $x=\exp (t)$ as in section 5.10. This yields an equation in $z=z(t)$ which is solved by putting $\mathrm{d} z / \mathrm{d} t=u$. $y=A x \tan \left(\frac{1}{2} A \ln x+A B\right)$.
16. $Y(s)=(s-2)^{-1}(s-3)^{-2}\left(3 s^{2}-15 s+19\right)$ giving

$$
y(x)=(2+x) \exp (3 x)+\exp (2 x)
$$

17. Transients $\frac{C+D s}{(s+b)^{2}+k^{2}}$, persistent $\frac{A+B s}{s^{2}+\omega^{2}}$, where $b=R / 2 L$ and $k^{2}=$ $(G / L)-b^{2}$.
(b) damped oscillatory, exponential decay, $\propto \exp (-b t)(F+H t)$;
(c) $A=L\left(G-L \omega^{2}\right) X^{-1}, \quad B=-R L X^{-1}$, where $X=\left(G-L \omega^{2}\right)^{2}+$ $R^{2} \omega^{2}, \tan \phi=-A /(B \omega)$.
18. $L$ (amount $z$ of $C$ present) $=x_{0}(s+8) s^{-1}(s+2)^{-1}(s+4)^{-1}$, yielding $z=x_{0}\left[1+\frac{1}{2} \exp (-4 t)-\frac{3}{2} \exp (-2 t)\right]$.
19. Write $s(s+n)^{-4}$ as $(s+n)^{-3}-n(s+n)^{-4}$.

## CHAPTER 6

1. Bessel $x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-m^{2}\right) y=0$; Legendre $X^{2} y^{\prime \prime}+[2(X+1) /$ $(2+X)] X y^{\prime}-[l(l+1) X /(2+X)] y=0$, where $X=x-1$; similarly at $x=-1$.
2. Recall $p_{0}=q_{0}=0$ and hence $\sigma(\sigma-1)=0$.
B. $p_{0}=-\frac{3}{2}, q_{0}=q_{1}=1$, all other $p_{i}$ and $q_{i}$ are zero.
(i) $\sigma^{2}-\frac{5}{2} \sigma+1=0$; (ii) $a_{n}=-n^{-1}\left(n+\frac{3}{2}\right)^{-1} a_{n-1}$; (iii) the first term of the quoted final answer; (iv) $a_{n}=-n^{-1}\left(n-\frac{3}{2}\right)^{-1} a_{n-1}$; (v) by the ratio test, or since $t_{n} \rightarrow 0$ and the signs alternate.
3. Differentiate as a product of $n$ factors like $(\sigma+2 r)^{-2}$.

D5. $a_{2 n}=-a_{2 n-2}[2 n(2 n+1)]^{-1}$.
-7. $a_{2 n}=-a_{2 n-2}[2 n(2 n-1)]^{-1}$.
18. $a_{2 n}=-a_{2 n-2}[2 n(2 n+2)]^{-1}$.
-9. Differentiate as a product of $n-1$ factors like $(\sigma+2 r+1)^{-2}$ and one other $(\sigma+2 n+1)^{-1}$.
110. Multiplier $=-k /\left(2 a_{0}\right)$.
11. $y=a_{0} x \sum_{0}^{\infty} \frac{x^{2 n} 2^{n}}{(2 n+1)!!}, \quad y=b_{0} \sum_{0}^{\infty} \frac{x^{2 n}}{n!}=b_{0} \exp \left(x^{2}\right)$.
113. $(\sigma+2)(\sigma+1) a_{2}=-[l(l+1)-2 \sigma] a_{0}$, $(\sigma+3)(\sigma+4) a_{4}=-[l(l+1)-2 \sigma] a_{0}-[l(l+1)-2(\sigma+2)] a_{2}$.
$>14$.


Fig. S. 1 The Legendre polynomials $P_{i}(x)$ plotted against $x$ for $l=0$ to 3 .
17. Write $2 l x^{2}$ as $-2 l\left(1-x^{2}\right)+2 l$.
19. (a) Take the coefficient of $h^{l}$ in

$$
(x-h) \sum P_{l} h^{l}=\left(1-2 x h+h^{2}\right) \sum l P_{l} h^{l-1} .
$$

## Section 6.10

1. $y=a_{0} \sum_{0}^{x} \frac{1}{n!}\left(\frac{x}{2}\right)^{n}=a_{0} \exp \left(\frac{x}{2}\right), \quad y=b_{0} x^{1 / 2} \sum_{0}^{\infty} \frac{x^{n}}{(2 n+1)!!}$.
2. Only the larger root series, $\sigma=m$, is needed because of the finiteness requirement:

$$
a_{2 n}=\frac{(-1)^{n} m!a_{0}}{2^{2 n} n!(m+n)!} \quad \text { and } \quad J_{m}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!(m+n)!}\left(\frac{x}{2}\right)^{2 n+m}
$$

3. $\left|x^{2}+5 x\right|<4$; range including $x=0,-2<2 x<\sqrt{ }(41)-5$.
4. Repeated root of the indicial equation, $\sigma=2$. Following section 6.3 the solution is

$$
\begin{aligned}
& y(x)=a x^{2}+\sum_{n=1}^{\infty} \frac{(-2 x)^{n+2}(n+1)}{n!} \\
& \times\left[\frac{1}{4} a+b\left(\ln x+\frac{1}{n+1}-\frac{1}{n}-\frac{1}{n-1}-\cdots-\frac{1}{2}-2\right)\right] .
\end{aligned}
$$

5. Putting $y(x)=f(x) \exp \left(x^{2}\right)$ gives $f(x)=A \int_{0}^{x} \exp \left(-u^{2}\right) \mathrm{d} u+B$.
6. Transformed equation is $\xi y^{\prime \prime}+2 y^{\prime}+y=0$, where $y=y(\xi)$. $a_{n}=$ $(-1)^{n}(n+1)^{-1}(n!)^{-2} a_{0}$. Convergent for all $x \neq 0 . y^{2}(x)(\mathrm{d} f / \mathrm{d} x)=A=$ constant, giving

$$
\frac{\mathrm{d} f}{\mathrm{~d} x}=\frac{A}{a_{0}^{2}}\left(1+\frac{1}{x}+\frac{\alpha}{x^{2}}+\cdots\right)
$$

7. For even $n$,

$$
y=a_{0}\left[1+\sum_{r=1}^{n / 2} \frac{(-2)^{r} n(n-2) \ldots(n+2-2 r)}{(2 r)!} x^{2 r}\right] .
$$

For odd $n, y=b_{0}[x+$

$$
\left.\sum_{r=1}^{\frac{1}{2}(n-1)} \frac{(-2)^{r}(n-1)(n-3) \ldots(n+1-2 r)}{(2 r+1)!} x^{2 r+1}\right]
$$

8. Equate coefficients of $h^{n}$ in the partial differential equation; (i) use $\partial \Phi / \partial x=2 h \Phi$; (ii) use $\partial \Phi / \partial h=2 x \Phi-2 h \Phi$.
9. $\Phi=\exp \left(x^{2}\right) \exp \left[-(x-h)^{2}\right]$. This gives $H_{n}(x)=\exp \left(x^{2}\right)(-1)^{n} \times$ $\partial^{n}\left[\exp \left(-(x-h)^{2}\right)\right] / \partial x^{n}$, which at $h=0$ yields the quoted result.
10. At step (iv) $\frac{1}{h} \ln \frac{1+h}{1-h}=\sum_{n=0}^{\infty} h^{2 n} \int_{-1}^{1} P_{n}^{2}(x) \mathrm{d} x$.
11. The distances from the two charges $-e$ to the point $(r, \theta, \phi)$ are $r\left(1 \pm 2 h x+h^{2}\right)^{1 / 2}$, where $x=\cos \theta$ and $h=(a / r)$. Use also $P_{l}(-x)=$ $(-1)^{l} P_{l}(x)$.

## CHAPTER 7

2. $\alpha_{l}=[(2 l+1) / 2]^{1 / 2}$.

เ3. $2 l(l+1) /(2 l+1)$.
เ5. (7.26) $F=\exp \left(-x^{2}\right) ; p=\rho=\exp \left(-x^{2}\right), q=0, \lambda=2 \alpha$.
(7.27) $F=\exp (-x) ; p=x \exp (-x), q=0, \rho=\exp (-x), \lambda=\alpha$.
-6. $F=\left(1-x^{2}\right)^{-1 / 2} ; p=\left(1-x^{2}\right)^{1 / 2}, q=0, \rho=\left(1-x^{2}\right)^{-1 / 2}, \lambda=n^{2}$.
17. $\int_{0}^{\pi / 2} \sin (n z) \mathrm{d} z-\int_{\pi / 2}^{\pi} \sin (n z) \mathrm{d} z$.
-8. Show $L(G)=\sum_{j} y_{j}(x) y_{j}^{*}(z)$, using $G$ from (7.33).
D9. $y^{\prime}=\frac{1}{2} A \cos (x / 2)-\frac{1}{2} B \sin (x / 2)$, hence $y^{\prime \prime}$, and substitute in original equation.
11. Make the indefinite integrals for $A$ and $B$ start from $\pi$ and 0 respectively.
12. $A=\left(p_{+}-p_{-}\right)^{-1} \exp \left(-p_{+} z\right), B=-\left(p_{+}-p_{-}\right)^{-1} \exp \left(-p_{-} z\right)$, $p_{+}-p_{-}=2\left(\beta^{2}-\omega^{2}\right)^{1 / 2}$.
13. Substitute $y$ given by (7.52) and (7.53) into the left-hand side of (7.50) and use (7.51 a) and (7.51 c) in turn.

## Section 7.7

1. (a) All $u_{i}$ are linear combinations of $y_{i}$; (b) assume all $u_{i}$ are normalized and mutually orthogonal for $i=1, \ldots, n$, and consider $\int u_{\kappa}^{*} \rho u_{n+1} \mathrm{~d} x$ for any $k, 1 \leqslant k \leqslant n$.
2. Integrating factor $=\exp \left\{\int^{x}[(\alpha+\beta-1) z+(1-\gamma)] /[z(z-1)]\right\} \mathrm{d} z=$ $x^{\gamma-1}(1-x)^{\alpha+\beta-\gamma}, \quad p=\mp x^{\gamma}(1-x)^{\alpha+\beta-\gamma+1}, \quad \lambda= \pm \alpha \beta, \quad q=0, \quad \rho=$ $x^{\gamma-1}(1-x)^{\alpha+\beta-\gamma}$.
3. If multiplied through by $x$, equation is of Sturm-Liouville form with weight function $x$.
4. $\quad y_{n}=(2 / \pi)^{1 / 2} \sin \left[\left(n+\frac{1}{2}\right) x\right] ; f(x)=-(8 / \pi)^{1 / 2} \sum_{0}^{\infty}\left(n+\frac{1}{2}\right)^{-3} y_{n}$; $y(x)=(4 / \pi) \sum_{0}^{\infty}\left(n^{2}+n-\frac{3}{4}\right)^{-1}\left(n+\frac{1}{2}\right)^{-3} \sin \left[\left(n+\frac{1}{2}\right) x\right]$.
5. (a) If $y(x)=\sum_{0}^{\infty} a_{n} P_{n}(x), a_{n}=\left(n+\frac{1}{2}\right)[b-n(n+1)]^{-1} \int_{-1}^{1} f(z) P_{n}(z) \mathrm{d} z$. (b) Note $5 x^{3}=2 P_{3}(x)+3 P_{1}(x) ; a_{1}=\frac{1}{4}, a_{3}=1$ all other $a_{n}=0$; $y(x)=(5 / 4)\left(2 x^{3}-x\right)$.
6. Putting $x=\exp (t),(\mathrm{d} / \mathrm{d} x)=\exp (-t)(\mathrm{d} / \mathrm{d} t)$ gives $\mathrm{d}^{2} y / \mathrm{d} t^{2}+\mathrm{d} y / \mathrm{d} t+$ $\left(\frac{1}{4}+\lambda\right) y=0$ with solution $y(t)=\left[A \exp \left(\mathrm{i} \lambda^{1 / 2} t\right)+B \exp \left(-\mathrm{i} \lambda^{1 / 2} t\right)\right] \times$ $\exp \left(-\frac{1}{2} t\right)$. Boundary conditions give $y_{n}(x)=B_{n} x^{-1 / 2} \sin (n \pi \ln x)$ with $\lambda_{n}=n^{2} \pi^{2}$. Normalization gives $B_{n}=\sqrt{ } 2$.
$a_{n}=-(n \pi)^{-2} \int_{1}^{e} \sqrt{ } 2 x^{-1} \sin (n \pi \ln x) \mathrm{d} x=-\sqrt{ } 8(n \pi)^{-3} \quad[n$ odd $],=0$ [ $n$ even].
7. $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left(4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)^{-1}$.
8. The main steps are:

$$
x(t)=n^{-1} F \exp (-\beta t) I
$$

where

$$
I=\frac{1}{2} J(p+n,-n)-\frac{1}{2} J(p-n, n),
$$

where

$$
\begin{aligned}
J(\lambda, \mu)\left(\beta^{2}+\lambda^{2}\right)=\{\beta \cos [(\lambda & +\mu) t]+\lambda \sin [(\lambda+\mu) t]\} \\
& \times \exp (\beta t)-\{\beta \cos (\mu t)+\lambda \sin (\mu t)\}
\end{aligned}
$$

Transients:

$$
F X^{-1} p \exp (-\beta t)\left[n^{-1}\left(p^{2}-n^{2}\right) \sin (n t)+2 \beta \cos (n t)\right]
$$

Steady state:

$$
F X^{-1}\left[\left(\omega^{2}-p^{2}\right) \sin (p t)-2 \beta p \cos (p t)\right],
$$

where

$$
X=\left(\omega^{2}-p^{2}\right)^{2}+4 \beta^{2} p^{2} .
$$

9. $\quad G_{K}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{1}{(2 \pi)^{3}} \int \frac{\exp (\mathbf{i k} \cdot \mathbf{r}) \exp \left(-\mathrm{i} \mathbf{k} \cdot \mathbf{r}^{\prime}\right)}{k^{2}-K^{2}} \mathrm{~d} \mathbf{k}$,
as in section 7.6. Here the 'index' $\mathbf{k}$ replaces the $i$ of that section.
$G_{K}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{1}{(2 \pi)^{3}} \int_{0}^{\infty} \mathrm{d} k \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi \frac{\exp (\mathrm{i} k \rho \cos \theta) k^{2} \sin \theta}{k^{2}-K^{2}}$
which, when integrated successively with respect to $\phi$ and $\theta$, gives the required form. Here $\rho=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$.

## CHAPTER 8

$>1$. Consider an even function, like $\sin ^{2}(\omega t)$ for example.
4. Use (8.11 a-b) in (8.9).
$\rightarrow$ 5. Equations ( $8.11 \mathrm{a}-\mathrm{b}$ ) show $A_{m}$ and $B_{m}$ are real, then use (8.9).
7. (i) $A_{0}$ and odd cosines; (ii) all, there is no symmetry about $T / 4$ for the periodic function; (iii) odd cosines.
>8. The coefficient of the $1 / n$ term vanishes;

$$
a_{n}=\left(32 y_{0} / 3 n^{2} k^{2} l^{2}\right)[\cos (n \pi / 2)-1] \text { for } n \neq 0 .
$$

19. See 8; $b_{n}=\left(32 y_{0} / 3 n^{2} k^{2} l^{2}\right) \sin (n \pi / 2)$.

10 . See $\$ 8$ concerning the $1 / n$ term.
$\$ 11$. See $\$ 8$ concerning the $1 / n$ term.
13. Evaluate $\sum\left(\cos (2 m+1) x /(2 m+1)^{2}\right)$ at the suggested values; true values $\pm(1.221,0.823,0.411,0)$, values after 3 terms $\pm(1.151,0.831$, $0.409,0$ ).
14. Differentiate (8.24) and put $x=\pi$.
15. (i) $y(\theta)=(\pi / 4)(\pi / 2-|\theta|)$, see (8.23);
(ii) $y(\theta)=(\pi \theta / 4)(\pi / 2-|\theta| / 2)$, use integration result on (i);
(iii) put $x=0$ in (8.23) to obtain $S_{\mathrm{o}}=\pi^{2} / 8$.

If $S_{\mathrm{e}}=\sum_{\mathrm{m}=1}^{\infty}(2 m)^{-2}$, then $S_{\mathrm{e}}=\frac{1}{4}\left(S_{\mathrm{e}}+S_{\mathrm{o}}\right)$, giving $\left(S_{\mathrm{e}}+S_{\mathrm{o}}\right)=\pi^{2} / 6$ and $\left(S_{0}-S_{\mathrm{e}}\right)=\pi^{2} / 12$. Function $y(x)$ is even, $y(0)=0, y(l)=l^{2}$; compare derivative with (8.24); $y(x)=x^{2}(-l \leqslant x \leqslant l)$.
16. Intermediate value $f(\mu)=\frac{2 A}{(2 \pi)^{1 / 2} \mu} \frac{\sin (\mu a / 2)}{\exp (\mathrm{i} 3 \mu a / 2)}$

$$
\times \frac{\exp (2 \mathrm{i} N \mu a)[1-\exp (-4 \mathrm{i} N \mu a)]}{1-\exp (-2 \mathrm{i} \mu a)}
$$

17. Integrate by parts.
18. Integrate by parts.
19. Use (8.8) and its complex conjugate, and $\int_{-\pi}^{\pi} \exp [i(n-m) \theta] \mathrm{d} \theta=2 \pi \delta_{n m}$.
20. Write $\sin \left(\omega_{0} t\right)=\frac{-\mathrm{i}}{2}\left[\exp \left(\mathrm{i} \omega_{0} t\right)-\exp \left(-\mathrm{i} \omega_{0} t\right)\right]$.
21. Change variable of integration to $u=z-x$.
22. $F T\left[\exp \left(\mathrm{i} \omega_{\mathrm{c}} t\right)\right]=(2 \pi)^{1 / 2} \delta\left(\omega-\omega_{\mathrm{c}}\right)$.

## Section 8.11

1. $A_{n}=(2 V / \pi n) \sin (n \pi / 3)$,

$$
\begin{aligned}
f(t)=\frac{V}{3}+\frac{V \sqrt{ } 3}{\pi} & {\left[\cos \left(\frac{2 \pi t}{T}\right)+\frac{1}{2} \cos \left(\frac{4 \pi t}{T}\right)-\frac{1}{4} \cos \left(\frac{8 \pi t}{T}\right)\right.} \\
& \left.-\frac{1}{5} \cos \left(\frac{10 \pi t}{T}\right)+\frac{1}{7} \cos \left(\frac{14 \pi t}{T}\right)+\cdots\right] .
\end{aligned}
$$

2. Show that

$$
\begin{aligned}
\int_{0}^{2 \pi / \omega}\left(f(t)-f_{N}(t)\right)^{2} \mathrm{~d} t=\frac{\pi}{\omega} & {\left[\sum _ { n = 0 } ^ { N } \left(A_{N n}^{2}+B_{N n}^{2}\right.\right.} \\
& \left.\left.-2 A_{N n} A_{n}-2 B_{N n} B_{n}\right)\right]+ \text { constant }
\end{aligned}
$$

and then minimize with respect to $A_{N n}$ and $B_{N n}$.
3.

(a)

(b)

(c)

(d)

Fig. S. 2 Continuations of $\exp \left(-x^{2}\right)$ in $0 \leqslant x \leqslant 1$ to give: (a) cosines only; (b) sines only; (c) period 1 ; (d) period 2.
(a) (iii) $\frac{1}{2}\left(1+\mathrm{e}^{-1}\right)$, (iv) $\frac{1}{2}\left(1+\mathrm{e}^{-4}\right)$; (b) (iii) $\frac{1}{2}\left(1+\mathrm{e}^{-1}\right)$, (iv) $\mathrm{e}^{-1}$.
4. $f(t)=\frac{1}{\pi}+\frac{1}{2} \cos (\omega t)-\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n}}{4 n^{2}-1} \cos (2 n \omega t)$.

Approximate fluctuation amplitude $=(\pi / 20)$.
5. $u(r, \theta)=\frac{1}{\pi}+\frac{r}{2} \sin \theta-\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{r^{2 n}}{4 n^{2}-1} \cos (2 n \theta)$.
6. $\quad C_{ \pm(2 m+1)}=\mp i 2 /[\pi(2 m+1)] ; \sum\left|C_{n}\right|^{2}=\left(4 / \pi^{2}\right) \cdot 2 \cdot\left(\pi^{2} / 8\right)$, the values $n=$ $\pm 1, \pm 3$ contributing more than 90 per cent of the total.
7. The $t$ integral is

$$
\int_{-\infty}^{\infty} \exp \left[\mathrm{i}\left(E_{1}^{\prime}+E_{2}^{\prime}-E_{1}-E_{2}\right)\right] \mathrm{d} t
$$

yielding $\delta\left(E_{1}^{\prime}+E_{2}^{\prime}-E_{1}-E_{2}\right)$. Similarly the $\mathbf{R}$ integral yields $\delta\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\left(\mathbf{p}_{1}^{\prime}+\mathbf{p}_{2}^{\prime}\right)\right)$.
8. With $k$ as the polar axis,

$$
\begin{aligned}
\tilde{V}(\mathbf{k}) & \propto 2 \pi \int_{0}^{\infty} \mathrm{d} r r \exp (-\mu r) \int_{0}^{\pi} \exp (-\mathrm{i} k r \cos \theta) \sin \theta \mathrm{d} \theta \\
& =(-2 \pi / \mathrm{i} k) \int_{0}^{\infty} \exp (-\mu r)[\exp (\mathrm{i} k r)-\exp (-\mathrm{i} k r)] \mathrm{d} r \\
& =-4 \pi\left(\mu^{2}+k^{2}\right)^{-1} .
\end{aligned}
$$

9. Overshoot has limiting value of 0.562 .

## CHAPTER 9

12. Substitute $p-2 y$ for $x^{2}$ everywhere.
(a) (i) $p^{2}-4 p-4$, yes, (ii) $(p-y)^{2}$, no, (iii) $\left(p^{2}+4\right)\left(2 p^{2}+p\right)^{-1}$, yes;
(b) necessarily as in (a).
13. (i) $(a) p-1$, (b) $4 p-4$, (c) 0 ; (ii) (a) $3+p-p^{2}$, (b) $4 p-p^{2}$, (c) $4-p^{2}$.
14. (i) $p=x^{2}+y^{2}, u=\sin \left(p^{1 / 2}\right)+1$; (ii) $p=3 x+\mathrm{i} y, u=\frac{1}{2} p^{2}$; (iii) $p=\sin x \cos y, u=2 p-1$; (iv) $p=y-x^{2}, u=p+2$; (v) $p=$ $x^{2}+y^{2}$, PI is $u=-3 y$, (a) $x^{2}+y^{2}-3 y$, (b) $2 x^{2}+2 y^{2}-3 y+$ $g\left(x^{2}+y^{2}\right)$ where $g(1)=0$; (vi) $g\left(x^{3}-y^{3}\right)+\frac{1}{3} x^{3} y^{3}$.
p.

$$
\mathbf{C}=\text { Cauchy } \quad \mathbf{D}=\text { Dirichlet } \quad \mathbf{N}=\text { Neumann }
$$



Initial displacement $u$
and velocity $\partial u / \partial t$ (C)



Fig. S. 3 Boundary conditions for the situations of $\$ 6$.
17. $u(x, y)=f(p)=c(a x+b y)+k$.
18. Suppose $A$ has a dependence $x^{\sigma} y^{\nu}$, and then consider the implications of $\lambda_{1}+\lambda_{2}$ and $\lambda_{1}-\lambda_{2}$ not being functions of $x$ and $y ; \lambda_{1}=-2$, $\lambda_{2}=3 x[y+(3 / 2) x]^{-1}$.
10. $\frac{\partial u}{\partial x}=g f_{2}^{\prime}+\frac{\partial g}{\partial x} f_{2}, \frac{\partial u}{\partial y}=\lambda g f_{2}^{\prime}+\frac{\partial g}{\partial y} f_{2}$ with $\lambda=-(B / C)$;
similarly the required second derivatives are obtained.
11. $y f(x+\lambda y)=\lambda^{-1}(x+\lambda y) f(x+\lambda y)-\lambda^{-1} x f(x+\lambda y)$ $=G(x+\lambda y)+x F(x+\lambda y)$.
13. Recall that $\lambda_{1}+\lambda_{2}=-(2 B / C)$ and $\lambda_{1} \lambda_{2}=A / C$.
14. Recall that $A+2 B \lambda+C \lambda^{2}=0$ and $B^{2}=A C$.
15. In the notation of (9.61) the boundary conditions are $f(p)+g(p)=1$, $f^{\prime}(p)+\frac{1}{2} g^{\prime}(p)=1$, for all $p$; these lead to $u(x, y)=2(x+y)-$ $2\left(x+\frac{1}{2} y\right)+1=y+1$ and $u(0,1)=2$.
16. Parabolic equation with $\lambda=-1$; general solution $u(x, y)=f(x-y)+$ $x g(x-y)$; boundary conditions yield $f(p) \equiv 0, g(p)=p+1 ; u(x, y)=$ $x^{2}-x y+x$.
17. Writing $\xi=x+\mathrm{i} y$ and $\eta=x-\mathrm{i} y, y^{3}-3 y x^{2}=\frac{1}{2} \mathrm{i}\left(\xi^{3}-\eta^{3}\right) ; g(p)=$ $\frac{1}{2} p^{3}, h(p)=-\frac{1}{2} \mathrm{i} p^{3}$.
18. Multiply through by $t$ and write $\eta$ for $x^{2} / K t$.
19.


Fig. S. 4 Sketch of the (three-dimensional) contours of equal temperature $u$ given by equation ( 9.85 ). The height of the surface containing all the contours at any particular pair of values $(x, t)$ gives the value of the temperature at point $x$ after time $t$ (relative to the value unity everywhere at time $t=0$ ). Projections of the contours onto the $u=0$ plane would be parabolas $t=c x^{2}$.
20. (i) After differentiation and substitution, both sides contain a factor $\alpha\left(r^{2} / 2 \beta t^{3}-1 / t^{2}\right) \exp \left(-r^{2} / 2 \beta t\right)$.
124. See the footnote to section 9.9.
125. Substitute from (9.91).
128. $R \hat{=} \Omega L^{-1}, C \hat{=} T \Omega^{-1} L^{-1},(R C)^{-1} \xlongequal{\hat{=}} L^{2} T^{-1}$.
29. The terms of (9.98) are sums and differences of terms such as $\exp ( \pm \lambda x)$ and $\exp ( \pm \mathrm{i} \lambda x)$.

## Section 9.14

1. (i) $u(x, y)=\left(y^{2}-x^{2}\right)^{1 / 2}$; (ii) $u(x, y)=1+f\left(x^{2}-y^{2}\right)$ where $f(0)=0$.
2. PI $u=y$, CF $u=f(y-\ln \sin x)$, (i) $u=\ln \sin x$; (ii) $u=(y-$ $\ln \sin x)^{2}+y$.
3. $u=f(3 x-2 y)+2(x+y), f(p)=3+2 p, u=8 x-2 y+3, u(2,4)=$ 11.
4. $\frac{\partial^{2} u}{\partial x^{2}}=\frac{\partial^{2} u}{\partial \xi^{2}}\left(\frac{\partial \xi}{\partial x}\right)^{2}+2 \frac{\partial^{2} u}{\partial \xi \partial \eta}\left(\frac{\partial \xi}{\partial x}\right)\left(\frac{\partial \eta}{\partial x}\right)+\frac{\partial^{2} u}{\partial \eta^{2}}\left(\frac{\partial \eta}{\partial x}\right)^{2}$

$$
+\frac{\partial^{2} \xi}{\partial x^{2}} \frac{\partial u}{\partial \xi}+\frac{\partial^{2} \eta}{\partial x^{2}} \frac{\partial u}{\partial \eta}, \text { etc. }
$$

$A^{\prime}=A\left(\frac{\partial \xi}{\partial x}\right)^{2}+2 B \frac{\partial \xi}{\partial x} \frac{\partial \xi}{\partial y}+C\left(\frac{\partial \xi}{\partial y}\right)^{2}$,
$B^{\prime}=A \frac{\partial \xi}{\partial x} \frac{\partial \eta}{\partial x}+B\left(\frac{\partial \xi}{\partial x} \frac{\partial \eta}{\partial y}+\frac{\partial \xi}{\partial y} \frac{\partial \eta}{\partial x}\right)+C \frac{\partial \xi}{\partial y} \frac{\partial \eta}{\partial y}$,
$C^{\prime}=A\left(\frac{\partial \eta}{\partial x}\right)^{2}+2 B \frac{\partial \eta}{\partial x} \frac{\partial \eta}{\partial y}+C\left(\frac{\partial \eta}{\partial y}\right)^{2}$.
5. Similar triangles by a common angle and corresponding sides in proportion.

$$
\text { (i) } \frac{e^{2} a b}{4 \pi \epsilon_{0}\left(b^{2}-a^{2}\right)^{2}} ; \quad \text { (ii) } \frac{e^{2} a b}{4 \pi \epsilon_{0}}\left[\frac{1}{\left(b^{2}-a^{2}\right)^{2}}-\frac{1}{b^{4}}\right] \text {. }
$$

Obtain (ii) from (i) by adding a further image charge $+e a / b$ at $O$, to give zero net electrostatic flux from the sphere but maintain its equipotential property.
6. $\frac{\partial}{\partial x}=\frac{\partial}{\partial \xi}+\frac{\partial}{\partial \eta}, \quad \frac{\partial}{\partial y}=\mathrm{i} \frac{\partial}{\partial \xi}-\mathrm{i} \frac{\partial}{\partial \eta}$.
7.


Fig. S. 5 Region in which the solution to $\$ 15$ is valid, under the conditions of example 7, is shown shaded.

Solution $u=2(x+y)-2\left(x+\frac{1}{2} y\right)+1$ is only valid if $x+y>0$ and $x+\frac{1}{2} y>0$, i.e. in the shaded area of fig. S.5.
8. $u(x, y)=f(x+2 y)+g(x+3 y)+x^{2}+y^{2}$ leading to $f(p)=2 p+1$, $g(p)=-p^{2}$ and $u=1+2 x+4 y-6 x y-8 y^{2}$.
9. Either $\lambda=-3,0$, or integrate with respect to $y$ and obtain first-order equation; $u(x, y)=f(y-3 x)+F(x)+\frac{1}{2} x^{2} y^{2}$.
10. $c=v \pm \alpha$ where $\alpha^{2}=T / \rho A ; u(x, 0)=a \cos k x, \partial u(x, 0) / \partial t=0$; $u(x, t)=a \cos [k(x-v t)] \cos (k \alpha t)-(v a / \alpha) \sin [k(x-v t)] \sin (k \alpha t)$.
11. $\mathrm{CF}=f(x+\mathrm{i} y)+g(x-\mathrm{i} y)$, PI are (i) $\left(x^{4}+y^{4}\right) / 12$; (ii) $\frac{1}{2} x^{2} y^{2}$; for these two functions, their difference $=\left[(x+i y)^{4}+(x-i y)^{4}\right] / 24$.
12. $u(x, y)=f(x+\mathrm{i} y)+g(x-\mathrm{i} y)+\left(x^{4} / 12\right)\left[y^{2}-(1 / 15) x^{2}\right]$. In the last term $x$ and $y$ may be interchanged with equal validity.
13. $\left(\frac{\partial}{\partial x}-\frac{1}{c} \frac{\partial}{\partial t}\right)\left(\frac{\partial}{\partial x}+\frac{1}{c} \frac{\partial}{\partial t}\right) u=0$;
then use that, at constant $u,\left.\frac{\partial x}{\partial t}\right|_{u}=-\left(\frac{\partial u}{\partial t}\right) /\left(\frac{\partial u}{\partial x}\right)$.
14. $\frac{4 \partial^{2} u}{\partial \xi \partial \eta}=3[(1-\mathrm{i}) \xi+(1+\mathrm{i}) \eta]$,
$u=\frac{3 \xi \eta}{8}[(\xi+\eta)+\mathrm{i}(\eta-\xi)]=\frac{3}{4}\left(x^{2}+y^{2}\right)(x+y)$.
15. $-k \partial u(0) / \partial x=J_{1}, k \partial u(w) / \partial x=J_{2}$ determine $g$ and $\alpha$ in (9.79).
16. $V_{0}\left[1-(2 / \sqrt{ } \pi) \int^{1 x(C R / t) 1 / 2} \exp \left(-\nu^{2}\right) \mathrm{d} \nu\right]$; consider as $V_{0}$ applied at $t=0$ and continued and $-V_{0}$ at $t=T$ and continued.

$$
V(x, t)=\frac{2 V_{0}}{\sqrt{ } \pi} \int_{\left.\frac{1}{2} \times(C R / t)\right)^{1 / 2}}^{\left.\frac{1}{2} x[C R / t-T)\right]^{1 / 2}} \exp \left(-v^{2}\right) \mathrm{d} v .
$$

For $t \gg T$, maximum at $x=(2 t / C R)^{1 / 2}$ with value $\left[V_{0} T \exp \left(-\frac{1}{2}\right)\right] /$ $(2 \pi)^{1 / 2} t$.
17. $\lambda=-\mu=(\omega / 2 k)^{1 / 2}$, where $k$ is the diffusion constant; ratio of depths, $x_{\mathrm{Y}}=(365)^{1 / 2} x_{\mathrm{D}}$; only yearly variation significant, phase is $\mu_{\mathrm{Y}} x_{\mathrm{Y}}$ behind surface, this is $\ln 20$; coldest at 25 January $+(\ln 20) / 2 \pi$ years $\approx 16$ July.
19. Using form (9.98),

$$
\begin{aligned}
& \quad \begin{array}{l}
A=-C, \quad B=-D \\
A \sin \lambda l+B \cos \lambda l+C \sinh \lambda l+D \cosh \lambda l=0, \\
A \cos \lambda l-B \sin \lambda l+C \cosh \lambda l+D \sinh \lambda l=0
\end{array} \\
& \text { consistency yields the given condition. }
\end{aligned}
$$

20. $U(x, s)=F(s) \exp (-s x / c)$, where $F(s)$ is the transform of $f(t) ; u(x, t)=$ $f(t-(x / c)) U(t-(x / c)) ; u(x, t)=0$ for $x \geqslant c t,=v t-v x / c$ for $x \leqslant$ $c t \leqslant x+h c / v,=h$ for $x \leqslant c t-h c / v$.
21. $\left(\partial^{2} V / \partial x^{2}\right)-L C s^{2} V=0, V(0, s)=E / s, V(l, s)=0$, leading to

$$
V(x, s)=E\{\exp (s x / c)-\exp [(2 l-x) s / c]\} /\{s[1-\exp (2 s l / c)]\}
$$

Writing denominator as

$$
-s \exp (2 s l / c)[1-\exp (-2 s l / c)]
$$

and expanding gives

$$
\begin{aligned}
V(x, s)=(E / s)\{ & \exp (-s x / c) \\
& -\exp [(x-2 l) s / c]+\exp [-(2 l+x) s / c]-\cdots\}
\end{aligned}
$$

## CHAPTER 10

1. $u(0, y, t)=u(a, y, t)=u(x, 0, t)=u(x, b, t)=0$ are the required boundary conditions leading to

$$
u(x, y, t)=\sin (n \pi x / a) \sin (m \pi y / b)(A \sin \omega t+B \cos \omega t)
$$

where $n, m$, are integers.
12. $\frac{-\hbar^{2}}{2 m_{0}} \frac{X^{\prime \prime}}{X}=\frac{p_{x}^{2}}{2 m_{0}}$ etc., $\frac{\mathrm{i} \hbar T^{\prime}}{T}=E$.
-3. As in $\triangleright 2$, but with solutions $X=A \sin \left(p_{x} x / \hbar\right)$, etc. where $p_{x} a / \hbar=n_{x} \pi$.
15. $u(x, y)=A C \exp (\mu x+\mathrm{i} \mu y)$.
-6. $\partial / \partial r=\exp (-t) \partial / \partial t$, and the equation becomes $\mathrm{d}^{2} R / \mathrm{d} t^{2}-n^{2} R=0$.
18. See 1 .

ャ9. $-\frac{\left(1-\mu^{2}\right)}{M} \frac{\mathrm{~d}}{\mathrm{~d} \mu}\left[-\left(1-\mu^{2}\right) \frac{\mathrm{d} M}{\mathrm{~d} \mu}\right]+l(l+1)\left(1-\mu^{2}\right)=m^{2}$.
110. (i) $6 u / r^{2},-6 u / r^{2}, 0, l=2, m=0$; (ii) $2 u / r^{2},\left(\cot ^{2} \theta-1\right) u / r^{2}$, $-u /\left(r^{2} \sin ^{2} \theta\right), l=1, m=1$.
D13. $Y_{0}^{0}=(4 \pi)^{-1 / 2}$,
$Y_{1}^{0}=(3 / 4 \pi)^{1 / 2} \cos \theta$,

$$
Y_{I}^{ \pm 1}=\mp(3 / 8 \pi)^{1 / 2} \sin \theta \exp ( \pm \mathrm{i} \phi)
$$

$$
Y_{2}^{0}=(5 / 16 \pi)^{1 / 2}\left(3 \cos ^{2} \theta-1\right)
$$

$$
Y_{2}^{ \pm 1}=\mp(15 / 8 \pi)^{1 / 2} \sin \theta \cos \theta \exp ( \pm i \phi),
$$

$$
Y_{2}^{ \pm 2}=(15 / 32 \pi)^{1 / 2} \sin ^{2} \theta \exp ( \pm 2 i \phi)
$$

$$
\begin{aligned}
& \iint Y_{2}^{1 *} Y_{2}^{1} \mathrm{~d} \phi \mathrm{~d}(\cos \theta) \\
& \quad=\int_{0}^{\pi} \int_{0}^{2 \pi} \frac{15}{8 \pi} \sin ^{2} \theta \cos ^{2} \theta \mathrm{e}^{-i \phi} \mathrm{e}^{i \phi} \mathrm{~d} \phi \sin \theta \mathrm{~d} \theta=1 \\
& \iint Y_{2}^{1 *} Y_{1}^{1} \mathrm{~d} \phi \mathrm{~d}(\cos \theta)=\int_{0}^{\pi} \int_{0}^{2 \pi}\left[-\left(\frac{15}{8 \pi}\right)^{1 / 2}\right] \\
& \quad \times\left[-\left(\frac{3}{8 \pi}\right)^{1 / 2}\right] \sin \theta \cos \theta \mathrm{e}^{-i \phi} \sin \theta \mathrm{e}^{i \phi} \mathrm{~d} \phi \sin \theta \mathrm{~d} \theta=0 .
\end{aligned}
$$

14. 



Fig. S. 6 Sections of polar plots of the squared modulus of the spherical harmonics $Y_{?}^{m}(\theta, \phi)$ up to $l=2$. There is no $\phi$ dependence and the three-dimensional plots would be obtained by rotating the curves shown about the lines $\theta=0$.
115. $r^{2}\left(\frac{3}{4} r^{-5 / 2} S-r^{-3 / 2} S^{\prime}+r^{-1 / 2} S^{\prime \prime}\right)+2 r\left(-\frac{1}{2} r^{-3 / 2} S+r^{-1 / 2} S^{\prime}\right)$

$$
+\left[k^{2} r^{2}-l(l+1)-\frac{1}{4}\right]\left(r^{-1 / 2} S\right)=0
$$

16. $\frac{1}{r^{2}} \frac{r}{\sin k r} \frac{\partial}{\partial r}(-\sin k r+k r \cos k r)=-k^{2}$.
17. Use equations ( 8.11 b ) and (8.19).
18. (i) $\simeq G M r^{-1}, G M a^{-1}$.

## Section 10.8

1. (i) $u(x, y)=C \exp \left[\frac{1}{2} \lambda\left(x^{2}+2 y\right)\right]$; (ii) $u(x, y)=C\left(x^{2} y\right)^{\lambda / 2}$.
2. 



Temperature


Heat flow

Fig. S. 7 The temperature and heat flow distributions in the cube of example 2. There is no variation of either with $y$.
3. $u(x, t)=(A \cos m x+B \sin m x+C \cosh m x+D \sinh m x) \cos (\omega t+\epsilon)$ where $m^{4} a^{4}=\omega^{2}$.
5. The angular part of the wave function for an electron in an unpolarized atom has the form $\psi=\sum_{m=-\downarrow}^{l} a_{m} Y_{t}^{m}(\theta, \phi)$, where the $a_{m}$ all have the same magnitude and random phases; $|\psi|^{2}$ is thus proportional to the given expression when averaged over many atoms.
6. First term can only contain $Y_{1}^{ \pm 1}, Y_{2_{2}^{1}}^{ \pm}$, the second only $Y_{2}^{0}, Y_{1}^{0}, Y_{0}^{0}$; $f(\theta, \phi)=(\pi)^{1 / 2}\left[Y_{0}^{0}-3^{-1 / 2} Y_{I}^{0}-(2 / 3)^{1 / 2} Y_{1}^{1}-(2 / 15)^{1 / 2} Y_{2}^{-1}\right]$.
7. $u=\frac{1}{2} A_{0}+\sum_{n=1}^{\infty} r^{n}\left(A_{n} \cos n \phi+B_{n} \sin n \phi\right)$ to give the stated function when $r=1$, leading to

$$
u(r, \phi)=\frac{1}{\pi}+\frac{r}{2} \sin \phi-\sum_{n=1}^{\infty} r^{2 n} \frac{2 \cos 2 n \phi}{\pi\left(4 n^{2}-1\right)} .
$$

8. $u=A \ln r+B+\sum_{n=1}^{\infty}\left(A_{n} r^{n}+B_{n} r^{-n}\right) \cos n \phi ;$
at $r=b: B_{n}=-b^{2 n} A_{n}, B=-A \ln b$,
at $r=a: c|\phi|=A \ln (a / b)+\sum_{1}^{\infty} A_{n}\left(a^{2 n}-b^{2 n}\right) a^{-n} \cos n \phi$, giving on Fourier analysis that

$$
\begin{aligned}
u(r, \phi)=\frac{\mathrm{c} \pi}{2} & \frac{\ln (b / r)}{\ln (b / a)} \\
& \quad-\frac{4 c}{\pi} \sum_{m \text { oda }} \frac{a^{m}}{m^{2}\left(b^{2 m}-a^{2 m}\right)}\left(\frac{b^{2 m}}{r^{m}}-r^{m}\right) \cos m \phi .
\end{aligned}
$$

9. $\quad E_{n}=\frac{16 \rho A^{2} c^{2}}{l(2 n+1)^{2} \pi^{2}} ; \quad E=\frac{2 \rho c^{2} A^{2}}{l}=\int_{0}^{A} \frac{2 T v \mathrm{~d} v}{(l / 2)}$.
10. (i) $\int_{0}^{1}$ L.H.S. $\mathrm{d} \mu=t^{-1}\left[\left(1+t^{2}\right)^{1 / 2}-(1-t)\right]$, then equate powers of $t$.
11. $u(r, \phi)=\frac{4 V}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{2 n+1}\left(\frac{r}{b}\right)^{2 n+1} \cos (2 n+1) \phi$.
12. Write $C(x, t)=C_{0}+\sum_{1}^{\infty} A_{n} \sin (n \pi x / L) f_{n}(t)$ with $f_{n}(t) \rightarrow 0$ as $t \rightarrow \infty$; Initial condition $C(x, 0)=0$ determines $A_{n}$;

$$
\begin{aligned}
C(x, t)=C_{0} & -\frac{4 C_{0}}{\pi} \sum_{n=0}^{\infty} \frac{1}{(2 n+1)} \\
& \times \sin \left[\frac{(2 n+1) \pi x}{L}\right] \exp \left[-\frac{K(2 n+1)^{2}}{L^{2}} \pi^{2} t\right] .
\end{aligned}
$$

13. Since there is no heat flow at $x= \pm a$, use a series with period $4 a$, $u(x, 0)=100$ for $0<x \leqslant 2 a,=0$ for $-2 a \leqslant x<0$.

$$
\begin{aligned}
u(x, t)=50+\frac{200}{\pi} & \sum_{n=0}^{\infty} \frac{1}{(2 n+1)} \\
& \times \sin \left[\frac{(2 n+1) \pi x}{2 a}\right] \exp \left[-\frac{k(2 n+1)^{2} \pi^{2} t}{4 a^{2} s \rho}\right] .
\end{aligned}
$$

$$
\text { Heat }=\int_{0}^{\infty} \mathrm{d} t k \frac{\partial u(0, t)}{\partial x}=50 s \rho \text { per unit cross-sectional area. }
$$

Take $n=0$ term only giving $t \approx 2300 \mathrm{~s}$.
14. (i) $u(z, 0, \phi)=2 \pi G \rho\left[\left(a^{2}+z^{2}\right)^{1 / 2}-z\right] ; M=\pi a^{2} \rho$;
(ii) for $z<0$, the factor in [ ] is $\left(a^{2}+z^{2}\right)^{1 / 2}+z$;
(iii) field is $\partial u / \partial r$ at $\theta=0$ for $r<a$, then let $a \rightarrow \infty$ giving $2 G M / a^{2}=$ $2 \pi G \rho$.

## CHAPTER 11

2. Equation (11.16) is the $\mathrm{N}-\mathrm{R}$ formula for $f(x)=x^{2}-X=0$.
3. There are $N / 2$ pairs of intervals to be added.
-4. Second difference must be constant ( $=2$ ). This leads to $f(3)=4, f(9)=$ 58 , and $f(8)$ should be 44 .
เ5. $y=(1-x)^{-2}$.

## Section 11.12

1. $\quad 5.370$.
2. 6.951 after two iterations.
3. $(1 / 5)\left(2 x^{2}+3\right)^{-4 / 5} \neq 0$ at the root.
4. $f(N)=\left(N-3 x^{2}\right)^{-1} \approx-\frac{1}{2} N^{-1}, 2.6457411$, accurate value 2.6457513.
5. Use differences, the third difference should be the same everywhere; $p(0.5)=0.175, p(1.0)=0.200, p(1.1)=0.121, p(1.2)=0.000$.
6. $\quad y(x)=1-\frac{1}{2} x^{2}+\frac{1}{8} x^{4}-\cdots$. Actual solution, $y(x)=\exp \left(-x^{2} / 2\right)$.

| $x$ | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y$ (approx.) | 1 | 0.9950 | 0.9802 | 0.9560 | 0.9232 | 0.8828 |
| $y$ (true) | 1 | 0.9950 | 0.9802 | 0.9560 | 0.9231 | 0.8825 |

## CHAPTER 12

13. $L=(b-a)\left(1-k^{2}\right)^{-1 / 2} ; k$ is found from (12.8) at the end-points.
14. $k_{1}\left(1+y^{\prime 2}\right)^{1 / 2}=1$.
15. $A=\frac{l}{\pi} \int_{0}^{l / 2} \sin ^{2} \frac{2 \pi s}{l} \mathrm{~d} s$.
16. $k \rho^{\prime}=\left(\rho^{2}-k^{2}\right)^{1 / 2}$.

## Section 12.7

1. Same steps as example 12.3.
2. Minimizing curve is $x^{2}+y^{2}=2$.
3. (a) $x$ is a double root of $\lambda x=\cosh x$;
(c) from (12.11), $S=2 \pi k \int_{-b}^{b} \cosh ^{2}(z / k) \mathrm{d} z$;
(d) $k=a-b^{2} / 2 a-7 b^{4} / 24 a^{3}$.
4. $\quad I=\int n(r)\left[r^{2}+(\mathrm{d} r / \mathrm{d} \theta)^{2}\right]^{1 / 2} \mathrm{~d} \theta$.

Take axes so that $\theta=0$ when $r=\infty$. If $\phi=\frac{1}{2}(\pi-$ deviation $), \phi=\theta$ at $r=a$. Equation reduces to

$$
\frac{\phi}{\left(a^{2}+\alpha^{2}\right)^{1 / 2}}=\int_{\infty}^{a} \frac{\mathrm{~d} r}{r\left(r^{2}-a^{2}\right)^{1 / 2}},
$$

which can be evaluated by putting $r=\frac{1}{2} a\left(y+y^{-1}\right)$, or successively $r=a \cosh \psi, y=\exp \psi$, to yield a deviation $\pi\left[\left(a^{2}+\alpha^{2}\right)^{1 / 2}-a\right] / a$.
5. Apply (12.18) to obtain $\nabla^{2} \phi-\partial^{2} \phi / \partial t^{2}=\mu^{2} \phi$.
6. (a) $\partial x / \partial t=0$ and so $\dot{x}=\dot{q}_{i} \partial x / \partial q_{i}$;
(b) use $\quad \dot{q}_{i} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{\partial T}{\partial \dot{q}_{i}}\right)=\frac{\mathrm{d}}{\mathrm{d} t}(2 T)-\ddot{q}_{i} \frac{\partial T}{\partial \dot{q}_{i}}$.
7. $\phi(x, t)=m\left(\frac{1}{2} v^{2} t+v x\right)$.
8. $r^{2} \dot{\theta}=k, \ddot{r}-r \dot{\theta}^{2}+\mathrm{d} V / \mathrm{d} r=0 ; V=-k^{2} a^{2} / 2 r^{4}$.
9. $-\lambda y^{\prime}\left(1-y^{2}\right)^{-1 / 2}=2 g P(s)$, where $y=y(s)$ and $P(s)=\int_{0}^{s} \rho\left(s^{\prime}\right) \mathrm{d} s^{\prime}$;
$y=-a \cos (s / a)$ and $2 P(\pi a / 4)=M$ give $\lambda=-g M$;
$\rho(s)=(M / 2 a) \sec ^{2}(s / a)$.

## CHAPTER 13

16. Reduce the numerator until it contains the same integral as the denominator. There is no need to evaluate $I_{0}$.
17. Integrate by parts.

## Section 13.6

1. In S-L equation $p=1, q=x, \rho=x^{2}$. Try $y=x(1-x) ; \quad I=\frac{21}{6}$, $J=-\frac{2}{1} \overline{0}$.
2. $\frac{\mathrm{d}^{2} Z}{\mathrm{~d} r^{2}}+\frac{1}{r} \frac{\mathrm{~d} Z}{\mathrm{~d} r}+\frac{\omega^{2}}{c^{2}} Z=0$, with $Z(a)=0$ and $Z^{\prime}(0)=0$;

S -L equation with $p=r, q=0, \rho=r / c^{2}, \lambda=\omega^{2}$;
estimate $\lambda=\left(c^{2} \nu / 2 a^{2}\right)\left(\frac{1}{2}-\frac{2}{\nu+2}+\frac{1}{2 \nu+2}\right)^{-1}$, which minimizes to $c^{2}(2+\sqrt{ } 2)^{2} / 2 a^{2}=5.83 c^{2} / a^{2}$, when $\nu=\sqrt{ } 2$.
3. (ii) As in example 13.2, estimate is $\hbar^{2} \alpha / 2 m+k / 8 \alpha$ [kinetic energy + potential energy] and minimum occurs at that $\alpha$ which makes the two terms equal.
4. $\quad H=-\left(\hbar^{2} / 2 m\right) \nabla^{2}-e^{2} / r$; writing $J_{n}$ for $\int_{0}^{\infty} r^{n} \mathrm{e}^{-2 \beta r} \mathrm{~d} r, \int \psi^{*} H \psi \mathrm{~d} v=$ $4 \pi\left(\hbar^{2} \beta / m-e^{2}\right) J_{1}-\left(4 \pi \hbar^{2} \beta^{2} / 2 m\right) J_{2}, \int \psi^{*} \psi \mathrm{~d} v=4 \pi J_{2}$; minimum estimate, when $\beta=m e^{2} / \hbar^{2}$, or $-m e^{4} / 2 \hbar^{2}$. Wave function is
$\left(m^{3} e^{5} / \pi h^{6}\right)^{1 / 2} \exp \left(-m e^{2} r / h^{2}\right)$.
In SI units $e^{2}$ is replaced by $e^{2} / 4 \pi \epsilon_{0}$.
5. In $\mathrm{S}-\mathrm{L}$ equation extended to two independent variables, $p=1, q=0$, $\rho=1$, and

$$
k_{0}^{2} \leqslant \frac{\iint\left[1 \times(\Gamma u)^{2}+0 \times u^{2}\right] \mathrm{d} x \mathrm{~d} y}{\iint 1 \times u^{2} \mathrm{~d} x \mathrm{~d} y}
$$

Use as the trial function $u(x, y)=x(4-x) y(1-y)$. Numerator $=$ $(64 \times 17) / 90$. Denominator $=512 / 450$; direct solution $k^{2}=17 \pi^{2} / 16$.
6. $E_{1} \leqslant \frac{\hbar}{2}\left(\frac{k}{m}\right)^{1 / 2} \frac{\left(14 n^{2}+7 n-3\right)}{(4 n-1)}$ which has a minimum value of $\frac{3 \hbar}{2}\left(\frac{k}{m}\right)^{1 / 2}$ when integer $n=0$.
7. $-m \ddot{y}_{1}=T a^{-1}\left[y_{1}-\left(y_{2}-y_{1}\right)\right]$ and similarly for the other masses. Putting $y_{i}=x_{i} \cos \omega t$ gives required equation; estimates for $m a \omega^{2} / T$, $\frac{10}{17}, \frac{58}{17}$; true values $2-\sqrt{ } 2,2+\sqrt{ } 2$.
8. Take angles of links with vertical as $\theta_{i}$;

$$
\begin{aligned}
& V=\frac{m g a}{2} \sum_{i=1}^{n}\left(\sum_{j=1}^{i-1} \theta_{j}^{2}+\frac{1}{2} \theta_{i}^{2}\right), \\
& T=\frac{m a^{2}}{24} \sum_{i=1}^{n} \dot{\theta}_{i}^{2}+\frac{m a^{2}}{2} \sum_{i=1}^{n}\left(\sum_{j=1}^{i-1} \dot{\theta}_{j}+\frac{1}{2} \dot{\theta}_{i}\right)^{2} .
\end{aligned}
$$

Trial (i) $\theta_{1}=1, \theta_{i \neq 1}=0 ; \omega^{2} \leqslant(6 n-3) g /(6 n-4) a \simeq n g / l$ for $n \geqslant 1$;
(ii) $\theta_{n}=1, \theta_{i \neq n}=0 ; \omega^{2} \leqslant 3 n g / 2 l$;
(iii) $\theta_{i}=1$ all $i$; $\omega^{2} \leqslant 6 n^{2} g / 4 n^{3} a \simeq 3 g / 2 l$, for $n \gg 1$.

Trial (iii) is, as expected, the best guess and can be compared with a solid rod.

## CHAPTER 14

$>$ 1. (i) $3412 \rightarrow 1432 \rightarrow 1234$, i.e. even number (two) of changes;
(ii) $321 \rightarrow 123$, odd; (iii) not permutation of 1234 .
13. $\underset{123}{2 \cdot 4 \cdot 1}-\underset{132}{2 \cdot 0 \cdot(-2)}-\underset{213}{1 \cdot 3 \cdot 1}+\underset{231}{1 \cdot 0 \cdot 1}+\underset{312}{(-3) \cdot 3 \cdot(-2)}-\underset{321}{(-3) \cdot 4 \cdot 1}=35$.
4. (i) $-(3)\left|\begin{array}{rr}1 & -3 \\ -2 & 1\end{array}\right|+(4)\left|\begin{array}{rr}2 & -3 \\ 1 & 1\end{array}\right|-(0)\left|\begin{array}{rr}2 & 1 \\ 1 & -2\end{array}\right|$

$$
=-3(-5)+4(5)-0=35
$$

(ii) (-3) $\left|\begin{array}{rr}3 & 4 \\ 1 & -2\end{array}\right|-(0)\left|\begin{array}{rr}2 & 1 \\ 1 & -2\end{array}\right|+(1)\left|\begin{array}{ll}2 & 1 \\ 3 & 4\end{array}\right|$

$$
=-3(-10)-0+1(5)=35
$$

15. (i) $a b c+2 f g h-a f^{2}-b g^{2}-c h^{2}$; (ii) 0 .
16. $a b(a b-c d)$.
17. (i) $|A|=-24$, no; (ii) $\left|\begin{array}{lll}2 & -b & -b \\ 1 & -2 a & 2 a \\ 1 & -6 a+b & 6 a+b\end{array}\right|=0$,

$$
\text { yes, } \frac{x}{4 a b}=\frac{y}{4 a+b}=\frac{z}{4 a-b} .
$$

10. $|A|=61,|B|=1,|D|=|E|=61$.
11. (i) $A B=O ; B A=\left(\begin{array}{ll}0 & 0 \\ 3 & 0\end{array}\right)$.
12. $\left(A A^{-1}\right)_{k l}=(A)_{k m}\left(A^{-1}\right)_{m l}=a_{k m} \frac{C_{l m}}{|A|}=\frac{\delta_{k l}}{|A|}|A|=\delta_{k l}$.
13. (i) $(A I)_{i j}=a_{i k k}(I)_{k j}=a_{i k} \delta_{k j}=a_{i j}$;
(ii) $(I A)_{t j}=\delta_{i k k} a_{k j}=a_{i j}=(A I)_{t j}$;
(iii) $(I I)_{i j}=\delta_{i k} \delta_{k j}=\delta_{i j}$.
14. (i) consider $\left(\overparen{A A^{-1}}\right)=\tilde{I}$;
(ii) start from $A B(A B)^{-1}=I$ and apply (14.36 a) twice;
(iii) build up from (ii).
15. Replace $B$ by $B C$ in (14.46) then $\widetilde{A B C}=\widetilde{B C} \tilde{A}=\tilde{C} \tilde{B} \tilde{A}$, then replace $C$ by $C D$ etc.
16. $r_{k j}+$ is $s_{k j}=r_{j k}-\mathrm{is} s_{j k}$ since $H=\hat{H}^{*}$, where $r_{k j}$ and $s_{k j}$ are the real and imaginary parts of $h_{k j}$.
17. (i) $B$ is $(c),(d),(f)$; (ii) $C$ is $(a),(e),(h)$.
18. $\lambda^{3}-7 \lambda^{2}+6=0 ; \lambda=1,3 \pm \sqrt{ } 15 ;(1,1,3)$,
$(5+\sqrt{ } 15,7+2 \sqrt{ } 15,-4-\sqrt{ } 15),(5-\sqrt{ } 15,7-2 \sqrt{ } 15,-4+\sqrt{ } 15)$.
19. (i) Show $\tilde{U} U=I$.
20. Eigenvalues are $-4, \mu_{1}=6, \mu_{2}=-6 ; y_{1}=3^{-1 / 2}\left(x_{1}+x_{2}+x_{3}\right)$, $y_{2}=6^{-1 / 2}\left(x_{1}-2 x_{2}+x_{3}\right), y_{3}=2^{-1 / 2}\left(-x_{1}+x_{3}\right)$.
21. (a), (b), (e), (f).
22. $(\widetilde{\nabla} \phi)=\left(2 a_{11} x_{i}, 2 a_{2 j} x_{i}, 2 a_{3 k} x_{k}\right)=\lambda\left(x_{1}, x_{2}, x_{3}\right)$.

B1. $x_{1}: x_{2}=5+\sqrt{ } 19:-2(4+\sqrt{ } 19)$.

## Section 14.13

1. (a) -1 ; (b) $(3!)( \pm 1)^{2}=6$; (c) $\epsilon_{i j k} \epsilon_{j i k}=-\epsilon_{i j k} \epsilon_{i j k}=-6$; (d) write as $\frac{1}{2}\left(\epsilon_{i j k} a_{i j}+\epsilon_{i j k} a_{j i}\right)=\frac{1}{2}\left(\epsilon_{i j k}+\epsilon_{j t k}\right) a_{i j}=0$.
2. $(\mathbf{a} \wedge \mathbf{b}) \cdot(\mathbf{c} \wedge \mathbf{d})=(\mathbf{a} \cdot \mathbf{c})(\mathbf{b} \cdot \mathbf{d})-(\mathbf{d} \cdot \mathbf{a})(\mathbf{b} \cdot \mathbf{c})$.
3. $\lambda^{3}-\lambda^{2}(a+b+c)-\lambda\left(b^{2}+c^{2}+a^{2}-a b-a c-b c\right)-3 a b c+a^{3}+$ $b^{3}+c^{3}=0$; invariant under cyclic interchange of $a, b, c ; B C=C B$ implies $c b+a c+a b=a^{2}+b^{2}+c^{2}$ and $3 a b c=a^{3}+b^{3}+c^{3}$, equation becomes $\lambda^{3}-\lambda^{2}(a+b+c)=0$.
4. (i) $x$ only appears on the leading diagonal, so equation must be a cubic; $x=a$ or $b$ or $c$ each make two rows or columns identical or simple multiples of each other and therefore must be the 3 required solutions;
(ii) the equation is linear in $x$ as can be seen by imagining the subtraction of one row from each of the other two and then one column from each of the other two, leaving $x$ in only one element. Adding all rows of the original matrix together gives $3 x+3$ as a common factor. Thus the solution is $x=-1$.
5. Determinant of left-hand side coefficients equals zero. Eliminate $x, y$ and $z$ to obtain $\eta^{2}-3 \eta+2=0$; for $\eta=1, x=1+2 z, y=-3 z$; for $\eta=2, x \doteq 2 z, y=1-3 z$.
6. Inverse matrix $=\frac{1}{2}\left[\begin{array}{rrr}1 & 1 & -2 \\ -7 & 1 & 4 \\ 5 & -1 & -2\end{array}\right] ; \quad \begin{aligned} & x_{1}=-3 / 2, \\ & x_{2}=7 / 2, \\ & x_{3}=-3 / 2 .\end{aligned}$
7. Inverse matrix $=\left[\begin{array}{rrr}11 & -31 & 2 \\ -5 & 15 & -1 \\ -6 & 17 & -1\end{array}\right] ; \quad \begin{aligned} & x=3, \\ & y=1, \\ & z=2 .\end{aligned}$
8. (i) $\left(\overparen{U^{-1} A U}\right)^{*}=\tilde{U}^{*} \tilde{A}^{*} \tilde{U}^{-1 *}=U^{-1} A U$;
(ii) $(\mathrm{i} A)^{*}=-\mathrm{i} A^{*}=\mathrm{i} \tilde{A}=(\widetilde{\mathrm{i} A})$;
(iii) If $A B=B A,(A B)^{*}=A^{*} B^{*}=\tilde{A} \tilde{B}=\widetilde{B A}=\widetilde{A B}$;
if $(A B)^{*}=(\widetilde{A B}), B A=\tilde{B}^{*} \tilde{A}^{*}=(\widetilde{A B})^{*}=A B$.
(iv) $(\overparen{I \pm S})=I \mp S, \tilde{A}=\left[(\overparen{I+S})^{-1}\right](\overparen{I-S})=(\overparen{I+S})^{-1}(I+S)=$ $(I-S)^{-1}(I+S)$, it then follows that $\tilde{A} A=I$;

$$
S=\left[\begin{array}{cc}
0 & -\tan (\theta / 2) \\
\tan (\theta / 2) & 0
\end{array}\right]
$$

9. $1,1+(\alpha \beta)^{1 / 2}, 1-(\alpha \beta)^{1 / 2} ;(0,0,1),\left(\alpha^{1 / 2}, \beta^{1 / 2}, 0\right),\left(\alpha^{1 / 2},-\beta^{1 / 2}, 0\right) ; \alpha \beta$ real and $>0,|\alpha|=|\beta|$; express $\alpha$ and $\beta$ as $|\alpha| \exp \left(\mathrm{i} \theta_{\alpha}\right)$ and $|\beta| \exp \left(\mathrm{i} \theta_{\beta}\right)$.
10. $2^{-1 / 2}(0,0,1,1), 6^{-1 / 2}(2,0,-1,1),(39)^{-1 / 2}(-1,6,-1,1)$, $(13)^{-1 / 2}(2,1,2,-2)$.
11. For $A:(1,0-1),\left(1, \alpha_{1}, 1\right),\left(1, \alpha_{2}, 1\right)$; for $B:(1,1,1),\left(\beta_{1}, \gamma_{1},-\beta_{1}-\gamma_{1}\right)$, $\left(\beta_{2}, \gamma_{2},-\beta_{2}-\gamma_{2}\right)$; simultaneous and orthogonal $(1,0,-1),(1,1,1)$, $(1,-2,1)$.
12. Max. $=6$ at $\pm 6^{-1 / 2}(2,1,1)$; min. $=3$ at $\pm 3^{-1 / 2}(1,-1,-1)$; [other eigenvalue $=4]$.
13. (i) Use the mutual orthogonality of eigenvectors, $\pm 2^{-1 / 2}(0,1,-1)$;
(ii) $Q=\tilde{\mathbf{y}} \Lambda \mathbf{y}$, where $\mathbf{x}=U \mathbf{y}$, and is the required expression; explicitly

$$
Q=6\left(\frac{2 x+y+z}{\sqrt{ } 6}\right)^{2}+3\left(\frac{x-y-z}{\sqrt{ } 3}\right)^{2}+4\left(\frac{y-z}{\sqrt{ } 2}\right)^{2},
$$

which is as in question 12.
14. Divide through by 100 , then eigenvalues are $\frac{1}{4}$ and 1 , thus semi-axes are 2 and 1 ; major axis makes $\arctan (-4 / 3)$ with the positive $x$-axis.
15. (i) Longest axis corresponds to smallest eigenvalue whose eigenvector is $(1,1,1)$;
(ii) divide through by 3 , then eigenvalues are $-1,-1,9$; eigenvector of the non-repeated root is the axis of symmetry and is $(1,1,-1)$.
16.


Fig. S. 8 The normal modes of the coupled pendulums in example 16.

As $d \rightarrow 0$ all swing independently with frequency $c^{1 / 2}$; as $d \rightarrow \infty$ only mode (b) can be excited and pendulums swing as a rigid body with frequency $c^{1 / 2}$.
17.
(i) obtain $\left(\lambda^{n}-\lambda^{m}\right) \tilde{\mathbf{u}}^{m} A \mathbf{u}^{n}=0$;
(iii) $\quad c_{i j}=(\tilde{P} A P)_{i j}=(\tilde{P})_{i k} A_{k l} P_{l j}=$ $u_{k}^{i} A_{k l} u^{j}=\tilde{\mathbf{u}}^{\mathbf{i}} A \mathbf{u}^{j}=0$ for $i \neq j$.
18. Values of $\lambda$ are $2,-1$, and -3 ; required vectors $(0,1,1),(-1,1,1)$, $(-1,1,2) ; x=-\eta-x, y=\xi+\eta+\chi, z=\xi+\eta+2 \chi ; 2 \xi^{2}-\eta^{2}+$ $3 x^{2}$ and $\xi^{2}+\eta^{2}-\chi^{2}$ [or any scaling of these]. If the roles of the quadratics are reversed the values of $\lambda$ are $-\frac{1}{3},-1$, and $\frac{1}{2}$.
19. $\lambda=-1,2$, and $4 ; x=2 \xi-2 \eta+2 \chi, y=\xi+\eta+\chi, z=-3 \xi+\eta-\chi$.
20. $A=\frac{1}{2} m\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right], B=\frac{S}{a}\left[\begin{array}{rrr}1 & -\frac{1}{2} & 0 \\ -\frac{1}{2} & 1 & -\frac{1}{2} \\ 0 & -\frac{1}{2} & 1\end{array}\right]$,

$$
\frac{m a \omega^{2}}{S}=2 \text { or } 2+\sqrt{ } 2 \text { or } 2-\sqrt{ } 2
$$

with corresponding amplitudes $(1,0,-1),(1,-\sqrt{ } 2,1),(1, \sqrt{ } 2,1)$.
21. (i) Show $\mathbf{f}_{i} \cdot \mathbf{e}_{j}=\delta_{i j}$; show $\mathbf{f}_{i} \cdot \mathbf{f}_{j}=\cdots=h_{i k} g_{k l} h_{j l}=\cdots=h_{i j}$, using that $H$ is symmetric;
(ii) $\left(u_{i} g_{i j} u_{j}\right)^{1 / 2},\left(v_{i} h_{i j} v_{j}\right)^{1 / 2}, u_{t} v_{i}$;
(iii) $H=a^{-2}\left[\begin{array}{rrr}3 / 2 & -1 / 2 & -1 / 2 \\ -1 / 2 & 3 / 2 & -1 / 2 \\ -1 / 2 & -1 / 2 & 3 / 2\end{array}\right]$;
(iv) Normal to the plane is $\mathbf{n}=v_{i} \mathbf{f}_{i}$ where $v_{1}=p, v_{2}=q$, and $v_{3}=r$. Length of this is $\left(v_{i} h_{i} v_{j}\right)^{1 / 2}=a^{-1}\left[\frac{3}{2}\left(p^{2}+q^{2}+r^{2}\right)-q r-p r-p q\right]^{1 / 2}=$ $M$ (say).
(a) $p^{-1} \mathbf{e}_{1} \cdot \mathbf{n}=M^{-1},(b) \arccos (p / M a)$.

## CHAPTER 15

1. (i) Follow example 15.1, $u_{1}^{\prime}=x_{1} \cos (\phi-\theta)-x_{2} \sin (\phi-\theta), u_{2}^{\prime}=$ $x_{1} \sin (\phi-\theta)+x_{2} \cos (\phi-\theta)$; (ii) $\phi=-\pi / 2$.
2. $\left(\frac{\partial u_{i}}{\partial x_{i}}\right)^{\prime}=\frac{\partial u_{i}^{\prime}}{\partial x_{i}^{\prime}}=\frac{\partial\left(a_{k i} u_{k}\right)}{\partial x_{l}} \frac{\partial x_{l}}{\partial x_{i}^{\prime}}=a_{k i} \frac{\partial u_{k}}{\partial x_{l}} a_{l i}=\delta_{l k} \frac{\partial u_{k}}{\partial x_{i}}=\frac{\partial u_{k}}{\partial x_{k}}$.
b3. $u_{11}^{\prime}=\mathrm{s}^{2} x_{1}^{2}-2 \mathrm{sc} x_{1} x_{2}+\mathrm{c}^{2} x_{2}^{2} \neq \mathrm{c}^{2} x_{2}^{2}+\operatorname{cs} x_{1} x_{2}+\mathrm{sc} x_{1} x_{2}+\mathrm{s}^{2} x_{1}^{2}$.
3. Start with ( 15.13 b ), interchange $i$ and $j$, interchange dummy subscripts $p$ and $q$.
-5. (ii) $w_{k k c}^{\prime} u_{p t}^{\prime}=a_{q p} a_{j t} v_{q j}=a_{q p} a_{j i}\left(w_{l l} u_{q j}\right)=w_{l l} u_{p t}^{\prime}$.
4. (a) $x_{i} x_{j}$ is a second-order tensor and the value of the form at any particular point in space is fixed; contraction with $x_{1} x_{j}$ gives (b) $0,(c) 4 x_{1}^{2} x_{2}^{2}$ which is not invariant.
5. (i) $\delta_{i j} a_{i} b_{j}$;
(ii) $\delta_{t j} \frac{\partial^{2} \phi}{\partial x_{i} \partial x_{j}}$;
(iii) $\epsilon_{i j k} \frac{\partial u_{k}}{\partial x_{j}}$;
(iv) $\delta_{t j} \frac{\partial^{2} u_{i}}{\partial x_{k} \partial x_{j}}$;
(v) $\epsilon_{i j k} \epsilon_{k l m} \frac{\partial^{2} u_{m}}{\partial x_{j} \partial x_{l}} ;$
(vi) $\delta_{i j} \epsilon_{j k i} \mathcal{c}_{\mathrm{t}} a_{k} b_{l}=\epsilon_{\mathrm{ik} k} c_{i} a_{k} b_{l}$.
$\rightarrow 10$. Use exactly the procedures employed for $\delta_{i j}$ and $\epsilon_{i j k}$.
6. Polar, I; axial, H, B, $\mu$, C. Consider (a) ev; (b) $\mu_{0} \mathbf{I} \wedge \mathbf{r}$; (c) $\mu_{0} \mathbf{H}$; (d) $-\mu \cdot \mathbf{B} ;(e) \mu \wedge \mathbf{B}$.
7. Using $p$ for polar, $a$ for axial, and $s$ for scalar; (a) $p=p \wedge a ;(b) p=$ $p \wedge a ;(c) s=p \cdot p ;(d) p=p+a \wedge p+a \wedge p+a \wedge(a \wedge p)$.
8. (Scalar $\times$ isotropic tensor) - (outer product of two vectors).
9. $T=\frac{1}{2} \sum_{\alpha} m^{(\alpha)} \epsilon_{i j k} \omega_{j} x_{k}^{(\alpha)} \epsilon_{l l m} \omega_{l} x_{m}^{(\alpha)}$.
10. $\partial u_{1} / \partial x_{2}=\partial u_{2} / \partial x_{1}=k, u=\left(k x_{2}, k x_{1}, 0\right)$.
11. Normal to quadric is $\left(2 e_{1 j} y_{j}, 2 e_{2 j} y_{j}, 2 e_{3 j} y_{j}\right)=2\left(v_{1}, v_{2}, v_{3}\right) ; e=c|y|^{-2}=$ $c^{-2}$.
12. $l x_{1}+m x_{2}+n x_{3}= \pm(c / e)^{1 / 2}$; consider quadric referred to its principal axes as $e X_{1}^{2}=c$ with $X_{1}$ axis having direction $l, m, n$, with respect to original axes.

## Section 15.10

1. Writing $\quad T_{i i}=T_{0}, \quad U_{i j}=\frac{1}{2}\left(T_{i j}+T_{j i}\right)-\frac{1}{3} T_{0} \delta_{i j}, \quad V_{i j}=\frac{1}{3} T_{0} \delta_{i j}, \quad S_{i j}=$ $\frac{1}{2}\left(T_{i j}-T_{j 1}\right)$.
2. Contract with the outer product of $(x, y, z)$ with itself to obtain $-\left(x^{2}+y^{2}+z^{2}\right)^{2}$, i.e. an invariant.
3. (i) $W=\left[\begin{array}{ccc}0 & w_{12} & -w_{31} \\ -w_{12} & 0 & w_{23} \\ w_{31} & -w_{23} & 0\end{array}\right]$;
(ii) $v_{1}=w_{23}, v_{2}=w_{31}, v_{3}=w_{12}$;
(iv) $(\mathbf{v} \wedge \mathbf{b})_{i}=\epsilon_{i j k} v_{j} b_{k}=\frac{1}{2} \epsilon_{i j k} \epsilon_{j l m} w_{l m} b_{k}=\cdots=-w_{i k} b_{k}$.
4. (i) $\epsilon_{i j k} \epsilon_{j l m} u_{v} v_{m} w_{k}$ and use (15.29);
(ii) $\epsilon_{i j k} \partial\left(\phi u_{k}\right) / \partial x_{j}$;
(iii) $\partial\left(\epsilon_{i j k} u_{j} v_{k}\right) / \partial x_{i}$;
(iv) $\epsilon_{i j k} \epsilon_{k l m} \partial\left(u_{i} v_{m}\right) / \partial x_{j}$ and use (15.29);
(v) start with $\mathbf{u} \wedge \operatorname{curl} \mathbf{u}, \epsilon_{i j k} u_{j} \epsilon_{k l m} \partial u_{m} / \partial x_{l}=\cdots$

$$
=u_{j}\left(\partial u_{j} / \partial x_{i}\right)-u_{j}\left(\partial u_{i} / \partial x_{j}\right) .
$$

5. $\operatorname{curl} \mathbf{H}=\mathbf{J}+\dot{\mathbf{D}} ; \operatorname{div} \mathbf{D}=\rho ; \operatorname{curl} \mathbf{E}+\dot{\mathbf{B}}=\mathbf{0} ; \operatorname{div} \mathbf{B}=0$.
6. (ii) arrange the answer to (i) as $\frac{1}{2} \partial\left(A^{2}\right) / \partial x_{i}-\partial\left(A_{i} A_{j}\right) / \partial x_{j}+A_{i}\left(\partial A_{j} / \partial x_{j}\right)$;
(iii) (a) curl $\mathbf{A}=\mathbf{0}$; (b) $\operatorname{div} \mathbf{B}=0$; see previous question.
7. $a_{j}=\frac{1}{2} \epsilon_{j i k} \sigma_{i k}, s_{i k}=\frac{1}{2}\left(\sigma_{i k}+\sigma_{k^{i}}\right)$ where $\sigma_{i k}$ is the conductivity tensor; $\mathbf{j}, \mathbf{E}$ and $s \mathbf{E}$ are all polar vectors, thus so is $(\mathbf{E} \wedge \mathbf{a})$, showing a is axial.
8. $I=m a^{2}\left[\begin{array}{rrr}20 & 0 & 2 \\ 0 & 20 & 4 \\ 2 & 4 & 20\end{array}\right], \quad x_{1}=\left[\begin{array}{r}2 \\ -1 \\ 0\end{array}\right]$,

$$
x_{2}=\left[\begin{array}{c}
1 \\
2 \\
\sqrt{ } 5
\end{array}\right], \quad x_{3}=\left[\begin{array}{c}
1 \\
2 \\
-\sqrt{ } 5
\end{array}\right]
$$

9. $I=8 m a^{2}\left[\begin{array}{rrr}8 & -1 & 1 \\ -1 & 8 & 1 \\ 1 & 1 & 6\end{array}\right] \begin{aligned} & \text { with principal moments } 40 m a^{2}, 64 m a^{2} \text { and } \\ & 72 m a^{2} .\end{aligned}$
10. Principal susceptibilities and axes are

$$
\begin{aligned}
& \lambda=4, \pm\left(0,2^{-1 / 2}, 2^{-1 / 2}\right) \\
& \lambda=2, \pm\left(2+c_{i}^{2}\right)^{-1 / 2}\left(c_{i}, 1,-1\right) \quad \text { with } c_{1} c_{2}=-2
\end{aligned}
$$

(i) Lowest value of energy - equation (15.45) - when ( $0,1,1$ ) axis along field;
(ii) permitted settings are ( $0, n_{2}, n_{3}$ ), hence as in (i);
(iii) permitted settings are ( $n_{1}, 0, n_{3}$ ) giving energy $=-\frac{1}{2} \mu_{0} k H^{2} V \times$ $\left(2 n_{1}^{2}+3 n_{3}^{2}\right)$, which, subject to $n_{1}^{2}+n_{3}^{2}=1$, minimizes with $(0,0,1)$ direction along field.
11. The principal permeability (in direction ( $1,1,2$ )) has value 0 . Thus all nails lie in the plane to which this is the normal.
12. $j_{i}=\sigma_{i k} E_{k}$ gives $I \sin \theta \cos \phi=a \pi r^{2} E_{1}, I \sin \theta \sin \phi=a \pi r^{2} E_{2}, I \cos \theta=$ $b \pi r^{2} E_{3}$ and then $V / l=E_{1} \sin \theta \cos \phi+E_{2} \sin \theta \sin \phi+E_{3} \cos \theta$; the current must flow along the wire; $\mathbf{E}$ is not along the wire.
13. Take $p_{11}=p_{22}=p_{33}=-p, p_{i j}=e_{i j}=0$ for $i \neq j$ leading to $-p=$ $\left(\lambda+\frac{2}{3} \mu\right) e_{k k}$. Fractional volume change $=e_{k k}$. $\lambda$ and $\mu$ as in example 15.3.
14. $\frac{K E(2-\sigma)}{(1+\sigma)(1-2 \sigma)}, \frac{K E(1+4 \sigma)}{2(1+\sigma)(1-2 \sigma)}$ (twice), use (15.60).
15. All wall forces normal, $p_{i j}=e_{i j}=0$ for $i \neq j, u_{2}=u_{3}=0,-S=$ $\lambda e_{11}+2 \mu e_{11}$, modulus $=\lambda+2 \mu . \lambda$ and $\mu$ as in example 15.3.
16. $p_{i j}=2 a(\nabla \cdot \mathbf{u}) \delta_{i j}+2 b\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)$;
form $\sum_{j}\left(\partial / \partial x_{j}\right)$ of this equation, substitute for $\partial p_{i j} / \partial x_{j}$ and then form $\sum_{i}\left(\partial / \partial x_{i}\right)$ of the result; wave velocity for $\nabla \cdot \mathbf{u}$ is $[(2 a+4 b) / \rho]^{1 / 2}$;

$$
\rho \frac{\partial^{2}}{\partial t^{2}}(\operatorname{curl} \mathbf{u})_{k}=\epsilon_{k j i} \frac{\partial}{\partial x_{j}}\left(\frac{\partial p_{i l}}{\partial x_{l}}\right),
$$

then use above equation and $\epsilon_{k j t} \partial^{2} / \partial x_{j} \partial x_{i}=0$; wave velocity for $\boldsymbol{\nabla} \wedge \mathbf{u}$ is $[2 b / \rho]^{1 / 2}$.

## CHAPTER 16

2. (a), (b), (d) are analytic since everywhere they satisfy (16.5) and the partial derivatives are continuous; $(c)$ is analytic only at the point $z=0$.
*3. Second and fourth quadrants, $\partial u / \partial x= \pm 1$ for $x \gtrless 0, \partial v / \partial y= \pm 1$ for $y \lessgtr 0$,
3. (a) $(3-2 \mathrm{i}) z$; (b) $\sin (z) ;(c) z z^{*} ;(d) z+z^{-1}$.
4. At $z=1$ series diverges; at $z=-1$ series converges to $-\ln 2$.
-6. (ii) Ratio $=(n+1)|z|$, which is $>1$ for all $z \neq 0$ and sufficiently large
$n$; (iii) ratio $=n|z| /(n+1)$, which is $<1$ if $|z|<1$, but is $>1$ for sufficiently large $n$ if $|z|>1$.
5. $\frac{1}{r!s!}=\binom{r+s}{r} \frac{1}{(r+s)!}$.
6. (i) $|t|<1$, except $t=0$; (ii) $|t|>1$; (iii) a positive increasing spiral starting at $t=1$; (iv) a positive decreasing spiral starting at $t=1$.
7. $t^{1 / n}=\exp \left(\frac{1}{n} \log t+\mathrm{i} \frac{2 \pi k}{n}\right), k=0,1, \ldots, n-1$.
8. (a) $\exp (-2 y) \cos (2 x)$;
(b) $\frac{1}{2} \sin 2 y \sinh 2 x$;
(c) $\sqrt{ } 2 \exp (\pi \mathrm{i} / 3)$ and $\sqrt{ } 2 \exp (4 \pi \mathrm{i} / 3)$;
(d) $\exp \left(2^{-1 / 2}\right)$ or $\exp \left(-2^{-1 / 2}\right)$;
(e) $\cos 1-\mathrm{i} \sin 1=0.540-\mathrm{i} 0.841$;
(f) $8 \sin (\ln 2)=5.11$;
(g) $\exp \left(-\frac{1}{2} \pi-2 \pi n\right), n$ integral, $n=0$ gives principal value;
(h) $\ln (8)+\mathrm{i}\left(2 n+\frac{1}{2}\right) \pi$.
9. Use (16.22) and $\mathrm{d} w / \mathrm{d} z=(\mathrm{d} z / \mathrm{d} w)^{-1}$.
10. Write in modulus and argument form and use the formulae for $\cos \alpha$ and $\sin \alpha$ in terms of $\cos 2 \alpha$.
11. In (ii) $\mathrm{d} F / \mathrm{d} z=\frac{1}{2} \mathrm{i} k z^{-1 / 2}$, in (iii) $\mathrm{d} F / \mathrm{d} z=2 \mathrm{i} k z$; (a) $|\mathrm{E}|=2 k|z|$; (b) at $y=0, \mathrm{~d} F / \mathrm{d} z=\frac{1}{2} \mathrm{i} k x^{-1 / 2}$, hence $E_{x}=0, E_{y}=\frac{1}{2} k x^{-1 / 2}$ and $\sigma \propto E_{y} ;$ (c) $|\mathbf{E}|=\left|\frac{1}{2} \mathrm{i} k z^{-1 / 2}\right| ;(d)$ if $\theta$ is angle of radius vector, $\arg \mathrm{d} F / \mathrm{d} z=\theta+\pi / 2$, direction of $\mathbf{E}=\pi-(\theta+\pi / 2)$ by ( 16.34 b ), hence result.
12. (a) See (16.47); differentiate (16.44) w.r.t. $x$ and $y$ and then (b) let $y \rightarrow 0$ with $x>0$, and (c) square results and add.
13. (i) $f(t)$ is analytic except at $t=0, \rightarrow E t$ as $t \rightarrow \infty$, and has no real part on $t=a \exp (\mathrm{i} \theta)$; (ii) put $t=a \exp$ (i $\theta$ ) giving $z=\frac{3}{2} a \cos \theta+\mathrm{i} \frac{1}{2} a \sin \theta$; (iii) $\mathrm{d} z / \mathrm{d} t=0$ at $t= \pm 2^{-1 / 2} a$ and $=\infty$ at $t=0$; (iv) express $t$ in terms of $z$ and substitute; (v) put $z=\frac{3}{2} a \cos \theta+\frac{1}{2} a \sin \theta$ into $F(z)$.
14. $\int z^{-1} \mathrm{~d} z=\log z$.
15. (i) $\int_{0}^{2 \pi} \mathrm{i} R^{3} \exp (3 \mathrm{i} \theta) \mathrm{d} \theta=0$; (ii) $\int\left[\left(x^{2}-y^{2}\right)+2 \mathrm{i} x y\right](\mathrm{d} x+\mathrm{i} \mathrm{d} y)$ for each of 4 sides; of the 16 integrals, 8 are trivially zero, 4 have value zero, and the other 4 cancel in pairs.
16. $\frac{1}{\xi-z}=\frac{1}{\xi-a} \sum_{0}^{\infty}\left(\frac{z-a}{\xi-a}\right)^{n}$.
17. (a) $f(z)=\left(2 z^{2}\right)^{-1}\left(1+\frac{1}{2} z+\cdots\right)$, integral $=2 \pi \mathrm{i} \times \frac{1}{4}=\frac{1}{2} \pi \mathrm{i}$; (b) the same; (c) by expansion or $\lim [(z-2) f(z)]$ as $z \rightarrow 2$, residue at $z=2$ is $-\frac{1}{4}$, total integral $=0$.
18. $\Delta_{O 1}=0, \Delta_{11}=\arctan \left(\frac{1}{2}\right), \Delta_{10}=-\arctan \left(\frac{1}{2}\right)$, thus no root included.
19. Residue at $z=-a$ is $\beta a^{-\beta-1} \exp (-\mathrm{i} \beta \pi) ; I=\pi \beta a^{-\beta-1} \operatorname{cosec}(\pi \beta)$.

## Section 16.16

1. $\partial u / \partial y=-\exp (x)(y \cos y+x \sin y+\sin y), z \exp (z)$.
2. $f=\frac{\sin 2 x-\mathrm{i} \sinh 2 y}{\cosh 2 y-\cos 2 x}$. Special case of $z$ real, $=x$, shows $f(z)=\cot (z)$; poles at $z=n \pi$.
3. (a) $\infty$; (b) 1 ; (c) 1 ; (d) 1 ; (e) $\lim (1+p / n)^{n}=\mathrm{e}^{p}, R=\mathrm{e}^{-p}$.
4. $|[(x+c)+\mathrm{i} y] /[(x-c)+\mathrm{i} y]|=\exp (u)$, which can be arranged as $(x-c \operatorname{coth} u)^{2}+y^{2}=c^{2} \operatorname{cosech}^{2} u ; c \operatorname{coth} u_{1}=-d, c$ coth $u_{2}=d$, $\mid c$ cosech $u_{i} \mid=a, \cosh u_{i}=d / a$ with $u_{1}=-u_{2}$, capacity $\propto\left(u_{2}-u_{1}\right)^{-1}$.
5. $\quad W(t)=(-\mathrm{i} V / \pi) \log t ; \quad W^{\prime}(z)=(-\mathrm{i} V / \pi) \log \left[(z / a)+\left(\left(z^{2} / a^{2}\right)-1\right)^{1 / 2}\right]$, potential $=(V / \pi) \times \arg [\ldots]$.
6. Ellipses $\frac{x^{2}}{(a+1)^{2}}+\frac{y^{2}}{(a-1)^{2}}=\frac{c^{2}}{4 a^{2} ;}$ hyperbolae $\frac{x^{2}}{\cos ^{2} \alpha}-\frac{y^{2}}{\sin ^{2} \alpha}=c^{2}$; slit $-c \leqslant x \leqslant c, y=0$; slits $\pm c$ to $\pm \infty$ for both cases; $\phi=0$ on strip; if $P=\phi+\mathrm{i} \psi=-k \operatorname{arcosh}(z / c), \mathrm{d} P / \mathrm{d} z=-k /(c \sinh (-P / k))$.
7. $f(z)=\sum_{0}^{\infty} a_{n} z^{n}$
with $a_{2 n+1}=\frac{(-1)^{n+1} p^{2 n+1}}{(2 n+1)!} \sum_{r=1}^{\infty} \frac{(-1)^{r}}{r^{2 n+1}}, a_{2 n}=0$;
$R^{-1}=\varlimsup\left[p \cdot 1 \cdot(2 n+1)^{-1}\right]=0$ by the root test.
8. Zeros at $z=n \pi$, simple poles at $z=\left(n+\frac{1}{2}\right) \pi$, essential singularity at $z=\infty$.
9. (i) $|z|=\frac{3}{8},\left|8 z^{3}+z\right| \leqslant \frac{51}{64}<1 ;|z|=\frac{5}{8},\left|8 z^{3}\right|=\frac{125}{64}>\frac{104}{64} \geqslant|z+1|$; (ii) write as $8(z-\gamma)(z-\alpha-i \beta)(z-\alpha+i \beta)=0, \gamma$ is $<0$, and then zero coefficient of $z^{2}$ shows $\alpha>0$. Show $-\frac{3}{8}>\gamma>-\frac{1}{2}$ and use $-8 \gamma\left(\alpha^{2}+\beta^{2}\right)=1$.
10. (i) $y^{8}+5=0$ has no real roots; (ii) one negative real zero and a conjugate pair in the second and third quadrants; zeros at $-\frac{3}{2},-1-i$, $-1+\mathrm{i}$.
11. $A=3-12 t^{2}+t^{4}, \quad B=-2 t-2 t^{3} ; \quad \Delta_{c}[\arctan (B / A)]=0$, $\Delta_{C}[\arg f(z)]=4 \pi$, hence 2 zeros inside $|z|=1$.
12. Pole at $z=1 / a, \pi a^{-n}\left(a^{2}-1\right)^{-1}$.
13. Only pole inside unit circle at $z=\mathrm{i} a-\mathrm{i}\left(a^{2}-1\right)^{1 / 2}$, residue $-\mathrm{i} \frac{1}{2}\left(a^{2}-1\right)^{-1 / 2} ; 2 \pi\left[a\left(a^{2}-1\right)^{-1 / 2}-1\right]$.
14. Follow example 16.5 and use Jordan's lemma, pole at $z=\mathrm{i} ; \pi \frac{1}{2} \exp (-\alpha)$.
15. Factorize denominator as $(2 x+i)(2 x-i)(x+i)(x-i)$, simple poles at $\frac{1}{2} i$ and $i$.
16. Use Jordan's lemma and a semicircular contour indented at $z= \pm a$.
17. (i) Only pole at origin with residue $\pi^{-1}$; integral $=2 \mathrm{i}$;
(ii) each is $O\left(\exp \left(-\pi R^{2}-\pi R 2^{-1 / 2}\right)\right)$;
(iii) sum of integrals is $2 \mathrm{i} \int_{-R}^{R} \exp \left(-\pi r^{2}\right) \mathrm{d} r$.
18. Follow example 16.7 (page 478); $\pi \operatorname{cosec}(\pi \alpha)$.
19. See example 16.7 (page 478).
20. Evaluate $\int \frac{\pi \cot \pi z}{\left(\frac{1}{2}+z\right)\left(\frac{1}{4}+z\right)} \mathrm{d} z$
around a very large circle; residue at $z=-\frac{1}{2}$ is 0 , and at $z=-\frac{1}{4}$ is $4 \pi \cot \left(-\frac{1}{4} \pi\right)$.
21. Behaviour of integrand for large $|z|$ is $|z|^{-2} \exp [(2 \alpha-\pi)|z|]$. Residue at $z=m$ is $\sin ^{2}(m \alpha)(-1)^{m} /(m \alpha)^{2}$ for $m=-\infty, \ldots,-1,0,1, \ldots, \infty$. Even function, so $\sum_{1}^{\infty}=\frac{1}{2}\left[\sum_{-\infty}^{\infty}-(m=0\right.$ term $\left.)\right]$. No contribution from contour, leading to value $\frac{1}{2}$ for required summation.
22. Poles at (i) ib and $-\mathrm{i} b$, (ii) $t=s-a=0$, of order $n+1$, (iii) $t=0$ and $t=-2|a|$.
23. $\int_{\Gamma}$ and $\int_{y}$ tend to 0 as $R \rightarrow \infty$ and $\rho \rightarrow 0$. Put $s=r \exp (\mathrm{i} \pi)$ and $s=$ $r \exp (-\mathrm{i} \pi)$ on the two sides of the cut and use $\int_{0}^{\infty} \exp \left(-t^{2} x\right) \mathrm{d} t=$ $\frac{1}{2}(\pi / x)^{1 / 2}$. No poles inside contour.
24. $\gamma$ is traversed negatively, residue is 1 .
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Where a topic is discussed on two consecutive pages, reference is made only to the more appropriate of these. For discussions spread over several pages the first and last page numbers are given; these references are usually to the major treatment of the corresponding topic.
Where a reference is made to an exercise or example, the information may be in the corresponding solution, rather than in the question itself.
absolute convergence of series of real terms, 12; of complex terms, 444
acceleration vector, 84
Adams method, 323
adjustment of parameters, 354
algebra
of Cartesian tensors, 416-18; of complex numbers, 3; of matrices, 373-9; of vectors, 69-81
algebraic equations, numerical methods for, see numerical methods for algebraic equations
alternating signs test, 11
Ampère's rule (law), 88, 105
amplitude modulation, 213, 222
analytic function, 441
angular momentum
quantum numbers, 280 ; of a solid body, 92,427 ; of a system of particles, 94,427 ; as a vector, 69
angular velocity, as vector, 69, 101-3
anti-Hermitian matrix, 382
antisymmetric
Cartesian tensor, 417, 430; matrix, 381
arbitrary parameters, for ordinary dif-
ferential equations, 117
arbitrary functions, for partial differential equations, 225-8
area, maximal enclosure of, 337
area, as vector, $69,86,90$
Archimedean upthrust, as surface integral, 92, 95
arg see argument
Argand diagram, 3, 6, 451
argument
of complex number, 3 ; principal value of, 3 ; principle of the, 470,485
associated Legendre equation, 179, 276, 290
associated Legendre function $P_{1}^{m}(x), 276$, 279, 290
associative law
for complex number algebra, 3; for matrix addition and subtraction, 374; for matrix multiplication, 375 ; for vector addition and subtraction, 71; for vector multiplication by a scalar, 72
asymptotic equality symbol, $\simeq, 2$
auxiliary equation, 128
equal roots of, 129
axes principal
of inertia tensor, 428; of quadric, 394, 433
axes, rotation of, 382, 408, 409-11
axial vector, 423-6
backward difference, 317
base vectors, 73
Bessel's equation, 151, 180, 279, 281
second solution $Y_{i}(x), 281$
Bessel functions, series for $J_{0}(x), 157 ; J_{ \pm 1 / 2}(x), 160 ; J_{m}(x)$, for integer $m, 170$
Bessel functions, spherical, $j_{l}(x)$ and $n_{l}(x)$, 282
binary chopping, 300
binomial coefficient, 18 , see also table of symbols opposite page 1
Biot-Savart law, 90
Boltzmann's constant, 45
Boltzmann distribution, 43
Born approximation, 189
boundary conditions
use in expansion method, 286; for ordinary differential equations, 118;
boundary conditions (contd.)
for partial differential equation types, 233-5; for Sturm-Liouville equation, 176, 351; met by superposition, 283-6; types of, 233; for wave equation, 245
boundary curve, of a double integral, 55
Bromwich integral, 480
bulk modulus, 437
$C_{i j}$, see co-factor, in matrix
calculus, preliminary, 1-65, see also under individual topics
calculus of residues, see zeros of a function of a complex variable and contour integration
calculus of variations, 332-46
conditional variation, 344-6; as alternative to differential equations, 349 ; Fermat's principle, 340 ; general idea of, 332; Hamilton's principle, 342; higher derivatives, 342; Lagrange's equations, 343; several dependent variables, 341 ; several independent variables, 342; soap films, 338-40, 346; special cases, 335
calculus of vectors, 83-94, see also vectors
Cartesian tensors, 408-35
algebra of, 416-18; contraction, 417; definition, 414 ; divergence theorem for, 436; first-order, 409-12; isotropic, 422, 434; order of, 408; outer product of, 417; quotient law, 418, 427; under reflections, 423-6; secondorder, 413-16; symmetry and antisymmetry of, 417, 430; and vector algebra, $420-2$; zeroth-order, 412
Cartesian tensors, particular
conductivity, 429, 437; $\delta_{i j}$ and $\epsilon_{i t j}, 419-$ 422 ; inertia, 93,427 ; permeability, 437; strain, 429-35, quadric, 432; stress, 433-5, quadric, 434 ; susceptibility, 429
catenary, 340,345
Cauchy's
integrals, 463-5; root test, for convergence, 11,445 ; theorem, $461-4,468$
Cauchy boundary conditions, 233
Cauchy-Riemann equations, 442-4, 450, 462
central difference, 316
CF , see complementary function
chain rule, 31, 85
change of variables, 29-33
chain rule, 31,85 ; in multiple integrals, 57-65; under orthogonal transformations, 389,414 ; in partial differential equations, 242-4; under similarity transformations, 391 ; in single integrals, substitution, 50
characteristic determinant, 386, 390
characteristic equation, 386,398
characteristic vector (eigenvector) see matrices, eigenvalues and eigenvectors of
charged conductors, see complex potentials
charged particle, in electric and magnetic fields, 94, 147
Chebyshev equation, 180
circle of convergence, 445
circuits, electrical
coupled, 134, 146; transients in, 135, 148
closure property, 184
co-factor, in matrix, 367, 371, 378
columns, of matrix, 361
combination of variables, 250
commutative law
for complex number algebra, 3; for convolution, 220; for matrix addition and subtraction, 374 ; for multiplication of vectors by scalars, 72; and scalar product of vectors, 74, 76
comparison test, for infinite series, 10
complementary function (CF)
for ordinary differential equations, 126 see also, ordinary differential equations, methods for
completeness requirement, 191, 283, 356 of $Y_{l}^{m}, 280$
complex conjugate, 7
complex integrals, 456-63
Cauchy's integrals, 463-5; Cauchy's theorem, 461-4, 468; definition, 457; Morera's theorem, 462; principal value of, 475; residue theorem, 467-9; of $z^{-1}, 458-60,463$; see also zeros of a function of a complex variable and contour integration
complex numbers, 2
algebra of, 2-4; Argand diagram for, 3; argument and modulus of, 3; conjugate of, 7, 443; de Moivre's theorem, 6; real and imaginary parts of, 2
complex potentials, 449-56
for circular and elliptic cylinders, 456; for conducting plates, 454-6, 484; under conformal transformations, 451-4; and electrostatic field, 451; equipotentials and field lines, 450; orthogonal contours, 449; for parallel cylinders, 484; for strip, 484
complex variables, 439-83; see also functions of a complex variable and power series, in a complex variable, and complex integrals
components
of a vector 70 , complex, 76 ; of the gradient vector, 97; of linear operator V, 97
conditional variation, 41-3, 344-6
conductivity tensor, 429, 437
conformal transformations, 451-4
conjugate, see complex conjugate and Hermitian conjugate, of a matrix
conservative fields, 108
constant coefficients, in differential equations
in ordinary differential equations, 127 ; in partial differential equations, 238 245
constraints
integral, 344; stationary values under, $41-5$; among variables, 26 ; on variations, 41-3
continuation, for Fourier series representation, 200-4
contour, on map, 96
contour, path of complex integral, 456-8
contour integration
for infinite integrals, 474-9; for inverse Laplace transforms, 480-3; and residue theorem, 467-9; of sinusoidal functions, 473 ; for summing series, 479; see also zeros of a function of a complex variable
contours, orthogonal, 449
contraction, of Cartesian tensors, 417
convergence of infinite series, 8-13
absolute, 12, 444; alternating signs test, 11; circle and radius of, 445; comparison test, 10 ; crucial consideration, 10; necessary conditions, 9; ratio test, 10,445 ; root test, 11,445
convergence of numerical iteration schemes, 303-5
order of, 304
convergence of series solution of differential equations, 162
convolution, 219-22
definition, 220; of resolution curves, 219-22; theorem, for Fourier transforms, 220
coordinate system, change of, 29-33, see also change of variables and orthogonal systems of coordinates
coordinates, see spherical polar coordinates and cylindrical polar coordinates
coplanar points, vanishing of triple scalar product, 79
cosh, hyperbolic cosine, 7,448
cosine, in terms of exponential functions, 5, 448
cross product, see vector product, of two vectors
curl of a vector field, 96, 101-6 of conservative vectors, 108; curl curl, 106; definition, 103; determinantal form, 104; in non-Cartesian systems. 114; in spherical and cylindrical polars, 114; Stokes' theorem, 105
current-carrying wire
in magnetic field, 94, 426; magnetic field due to, 426; magnetic potential due to, 110, 276
cut plane, 449, 477
cylinders, conducting, electrostatic potential of circular and elliptic, 456; parallel circular, 484
cylindrical polar coordinates differentials of length, area, volume,

94; Laplace's equation in, 278; vector operators in, 110-14

D operator
for coupled equations, $134 ; \mathrm{D}^{-1}$ as integration symbol, 131; distributive and index laws, 130; for ordinary differential equations, $130-5$; for partial differential equations, 248; polynomials in D, 130; properties, 130
$\delta$-function (Dirac), 214-17, 253
approximation to physical situations, 215; and Fourier transforms, 213; and Green's functions, 183; properties, 215; representations, 216
$\delta_{i j}$, Cartesian tensor, 419-23
identity involving, 420; as isotropic tensor, 422
$\delta_{i f}$, Kronecker delta, 178 n
D'Alembert ratio test, 10, 445
d.e., see ordinary differential equations
de Broglie relation, 209, 260
de Moivre's theorem, 6
deconvolution, see convolution
definite integral, 45, see also integrals
degenerate eigenvalues
for linear operator, 177; for matrix, 384
degree, of differential equation, 116
del, $\nabla, 97,100,104$
del squared, $\nabla^{2}, 101$
in cylindrical polar coordinates, 113, 115, 272; as Laplacian, 107; in nonCartesian systems, 113; in spherical polars, 113, 272; in two-dimensional polars, 272
delta, Kronecker, 178n
dependent functions, 33
derivative
under change of variables, 29-33; of a function of a complex variable, 440 , Cauchy integrals for, 464; first, 13; of a function of a function, 31; of an indefinite integral, 48; Leibniz theorem, 17-19; of a function of one variable, 13; partial, 23 , see also partial derivatives; of product, 15-19,50; of quotient, 16; second, 14; total, 26 ; of a vector, 83-5
det, see determinant of a matrix
determinant of a matrix
characteristic, 386, 390; definition and notation, 364; evaluation of, 364, 367, 370; expansion by rows and columns, $366-8$; and Jacobians, 36 ; minors and co-factors of, 367, 371, 378; of a matrix product, 377; properties, $368-70$; and simultaneous homogeneous linear equations, 372 , inhomogeneous, 379
determinantal form
of curl of a vector, 104; of Jacobian, 36; of stationary value criteria, 41; of tensor identity, 422; of triple scalar and vector products, 78
diagonal matrix, 388
diagonalization of matrices, 388-91, 405 difference
finite, see finite differences; schemes
for differential equations, 317-21, 327-9
differentiable, of a function of a complex variable, 440
differential
of length, area, and volume, 94; total, 26 ; of a vector, 85
differential coefficient, see derivative
differential equations, see ordinary differential equations and partial differential equations
differential equations, particular
associated Legendre, 179, 276, 290;
Bessel's, 151, 180, 279, 281, with $m=0,156$, with $m=\frac{1}{2}, 159$, with $m=1,159$; Cauchy-Riemann, 442-4, 450, 462; Chebyshev, 180; diffusion, 232, 234, 238, 249-53, 254, 258, 269, 284-6, 329; Euler (-Lagrange), 333-5, 350; Gauss, 188; Lagrange's, 343; Laguerre, 180; Laplace, 234, 236, 238, 241, 271-9, 328, 349, 444, 449; Legendre, 151, 163, 179; Poisson, 189, 235-7; Schrodinger, 232, 259, 270, 282, 354; Sturm-Liouville, 175-80, 350 ; telegraphy, 256-8; for transverse vibrations of a rod, 259, 289; wave, 231, 234, 238, 240, 245-7, 257, 264, $267-9,280$; see also under the individual equation names
differential operator, see linear differential operator
differentiation
and Fourier transforms, 213; of a function of a complex variable, $440-4$; Leibniz theorem, 17-19; partial, 22-7, see also partial derivatives; of products, $15-19,50$; of quotients, 16 ; term by term, of Fourier series, 204
diffraction grating, 209-12
diffusion equation, 232, 234, 238, 249253, 254, 258
by combination of variables, 250 ; numerical methods, 329 ; separation of variables, 269 ; simple solution, 249 ; by superposition, 284-6
dimension, of an integral, 54
dimensionally homogeneous differential equation, 122, 139, 147, 148
Dirac $\delta$-function, see $\delta$-function (Dirac)
direction cosines, 75
Dirichlet boundary conditions, 233, 463n
discontinuity, behaviour of Fourier series at, 195-7
distortionless line, 263
distributive law
for complex number algebra, 3; for D operator, 130; for differentiation, 84; for matrix multiplication, 377 ; for multiplication of a vector by a scalar, 72; for scalar product of vectors, 74
div, 96, 98-101
divergence of infinite series, 8-13
divergence theorem for tensor field, 436
divergence theorem for vectors, 100
divergence of a vector field, 96, 98-101
in cylindrical and spherical polars, 112 ; in non-Cartesian systems, 111
double factorial, $(2 n+1)!!, 154$
double integral, 54
drumskin, see membrane
dummy subscripts, 362
$\epsilon$, permutation symbol, 363
$\epsilon_{i j k}$
as Cartesian tensor, 419-23; identity involving, 420; as isotropic tensor, 422
eigen-frequencies, see normal frequencies
eigenfunctions, of a linear differential operator, $175,178,183$
eigenvalues of a linear differential operator, 175
by adjustment of parameters, 354; degenerate, 177; error, in estimate of, 352; estimation of, 351-4; higher eigenvalues, 352,360
eigenvalues of a matrix, 383-5
degenerate, 384 ; determination of, 385-8; estimation of, by Rayleigh's method, 356-9, 402; see also matrices, eigenvalues and eigenvectors of
eigenvector, see matrices, eigenvalues and eigenvectors of
Einstein relation, 209, 260
elastic deformations, 429-35
electromagnetic field
flux, 91 ; Poynting vector, 78, 426
electrostatic field
from complex potential, 451; as first-order tensor, 413; of a point charge near a conducting plane, 236; polar character, 425; for conducting sphere placed in uniform field, 277; as vector field, 86
electrostatic potential
of an array of point charges, 171; of line charge, 451 ; Poisson equation for, 189 ; as scalar field, 86, 413; as tangential line integral, 88
elements, of a matrix, 361
elliptic partial differential equations, 234, 242
equipotentials, 450
Erf, error function, 251, 264
error, estimation of for a dependent variable, 25
essential singularity, 466
estimation of eigenvalues
for a linear differential operator, 351-4; for a matrix, 356-9, 402
Euler method, numerical, 319
Euler (-Lagrange) equation, 333-5, 350
even part, of a function, 192
exact equation, 120
expansion methods
use of boundary conditions in, 286;
for partial differential equations, 286289
exponent, complex, 447
exponential function
on Argand diagram, 6; of a complex variable, 447; Fourier transform of, 208; relation with hyperbolic sine and cosine, 7 ; of an imaginary variable, 5; series for, 5; relation with sine and cosine, 5
extension (fractional), 432
factorial, see symbols
double, $(2 n+1)!$ !, 154
Faraday's law of electromagnetic induction, 94, 106
Fermat's principle, 340
fields
conservative, 108; electrostatic, see electrostatic field; scalar, 86; vector, 86, see also vectors, derived quantities from
field lines, 450
finite differences, 316
backward and forward differences, 317; central difference, 316 ; schemes for differential equations, 317-21, 327-30; from Taylor series, 316, 325
finite polynomials, as solutions of differential equations, 162
general method, 163 ; recurrence relation, 164
finite rotations, not vectors, 70
first law of thermodynamics, 35
Fleming's left-hand rule, 90
fluids
Archimedean upthrust, 92, 95; and scalar fields, 86,92 ; and vector fields, 86, 90, 92, 98, 102
flux, of a vector field, $90,98,100$
for electromagnetic field, 91 ; for fluid, 90 ; Gauss's theorem, 91
forward difference, 317
Fourier integral, see Fourier transforms
Fourier methods, 190-222
completeness and mutual orthogonality requirement, 191; exponential, sine and cosine sets, 192; harmonic waves, 190
Fourier series, 190-205
behaviour at discontinuity, 195-7; coefficients in expansion, 193; continuation considerations, 200-4; differentiation and integration of, 204; Gibbs phenomenon, 197, 204, 224; Parseval's theorem, 218; period of, 191 ; plucked string, 200-3, 218, 291; square-wave function, 194-7, 199; symmetry considerations, 197-9; validity of, 195
Fourier transforms (integrals), 205-14
convolution theorem, 221 ; derivation
of, from Fourier series, 205-7; dif-
ferentiation and integration of, 213; and diffraction grating, 209-12; of exponential decay function, 208; of Gaussian distribution, 208; Parseval's theorem, 217; of a product, 220 ; and translation, 213; and uncertainty principle, 209
free subscript, 362
functions arbitrary, and partial differential equations, 225-8
functions of a complex variable, 440-9
analyticity of, 441-4; behaviour at infinity, 467; Cauchy's integrals, 463465; Cauchy-Riemann equations, 442444, 450, 462; complex exponent, 447; complex power, 448; under conformal transformations, 451-4; derivative of, 440; differentiation of, 440-4; integral of, 456-63; Laurent expansion of, 466; and Laplace's equation, 444, 449; many-valued, 448; poles of, 466; power series for, 444-7; principal value of, 448; real and imaginary parts of, 440 ; singularities of, 441 , 466; Taylor's expansion for, 465; zeros of, 466
functions of a complex variable, particular
cos, cosh, sin, sinh, tan, tanh, 448; exp, 447; log, Log, 448
functions of one real variable
derivative (differential coefficient) of, 13; even and odd parts of, 192; maxima and minima of, $20-2$; stationary values of, 20
functions of several real variables, 22
dependent, 33 ; integrals of, 54-7; pictorial representation of, 22, 24, 38; stationary values of, 38-45
functional, 333
fundamental frequency, 193
Gauss $A$ and $B$ positions, 115
Gauss equation, 188
Gauss's theorem of electrostatics, 91
Gauss-Seidel iteration, 307-9
Gaussian distribution, and its Fourier transform, 208
Gaussian elimination (with interchange), 306
Gaussian integration, 314-16
generating function, 167
for Hermite polynomials, 171; for Legendre polynomials, 168
geometric series, 9
Gibbs phenomenon, 197, 204, 224
grad, 96-8
in cylindrical and spherical polars, 111
gradient of a scalar, $96-8,106,108,110$
gradient of a vector component, 415
Gram-Schmidt process, see orthogonalization process for vectors
gravitational potential, 286-9, 292
Green's functions, 182-8, 253
dependence of form on interval, 185;

Green's functions (contd.)
general approach, 182-4; general expressions for, 183, 188; impulse interpretation, 184; integral form of solution, 183; particular examples, 184-6
Green's lemma, 461
Green's theorems, 101
ground-state energy
of oscillator, 354; of hydrogen atom, 359
$H_{n}(x)$, see Hermite polynomials
Hamilton's principle, 342
Hamiltonian, 354
harmonics, 193
harmonic oscillator, see oscillators
harmonic waves, 190
heat flow
in a bar, 254, 284-6, 292; in a cube, 289 ; in a thin sheet, 252
Hermite polynomials, $H_{n}(x), 171,180$
Hermitian adjoint, of a linear differential operator, $176 n$
Hermitian conjugate, of a matrix, 382
Hermitian forms
and matrices, 392 ; reality of eigenvalues, 384 ; see also quadratic forms
Hermitian matrix, 382
homogeneous differential equations, 139n, 230, 273, 275
Hooke's law, 434
hydrogen atom
ground-state energy, 359; Schrodinger equation for, 282
hyperbolic partial differential equations, 234, 242
hyperbolic sine and cosine, 7, 448
I, unit matrix, 378
i, square root of -1, 2-4
identity (unit) matrix, 378
IF, see integrating factor-
images, method of, 236, 261
imaginary part of complex number, 2
improper integrals, 49, 57
impulses, as $\delta$-functions, 215
indefinite integral, 46-8; derivative of, 48
indeterminate quotients of form $0 / 0,66$
index law, satisfied by D operator, 130
indicial equation, see series solution, of differential equations
induction, method of, 19
inertia
moments and products of, 65, 93, 428; tensor, 93, 427
infinite integrals
by contour integration, 474-9; definition, 49, 57
infinite series, see convergence of infinite series
infinity, behaviour at, of a function of a complex variable, 467
inflection, point of, 21
inner product, see scalar product, of two vectors
integrals
as an area, 45, 311; change of variables in, substitution, 50 , in multiple integrals, 57-65; of complex variables, see complex integrals; as converse of differentiation, 46-8; definite, 45 ; double, 54; elementary properties of, 46; Fourier, see Fourier transforms; of functions of several variables, see multiple integrals; improper, 49, 57; indefinite, 46-8; infinite, 49, 57, 474-9; limits of, 45, 48; as limit of a summation, 45 , 206; line, 87 , see also tangential line integral; triple, 57
integral constraints, 344,350
integral functions, 447n
integral transforms, see Fourier transforms and Laplace transforms
integrand, 45
integrating factor (IF), 121-3
integration, 45-54
using contour integration, 473-9; as $\mathrm{D}^{-1}, 131$; and Fourier transforms, 213; Gaussian, 314-16; by numerical methods, 311-16; by parts, $50-4$, formula for, 51 ; of sinusoidal functions, 473; term by term, for Fourier series, 204
invariance
of scalar product, 76, 413, 418; of triple scalar product, 79
invariance under rotation, 413
invariant tensor, see isotropic tensor
inverse, of a matrix, 377-9
inverse Laplace transform, 141, 480-3
irregular singular point, 152
irrotational, of a vector, 106
isoclines, method of, 318
isotope decay, 149
isotropic tensors and media, 422, 434
iteration schemes
for algebraic equations, 295, 307; convergence of, 303-5; for differential equations, 324; Gauss-Seidel method, 307-9; order of convergence, 304
$J_{n i}(x)$, see Bessel functions, series for
$j_{l}(x)$, spherical Bessel function, 282
Jacobians, 36-8
and magnification under a change of variables, 61,64
Jordan's lemma, 476
Kronecker delta, $\boldsymbol{\delta}_{\mathrm{i}}, \mathbf{1 7 8 n}$
Lagrange's equations, 343
and energy conservation, 347; used in small oscillation analysis, 356
Lagrange's form of remainder, for Taylor series, 20
Lagrange's identity, 81

Lagrange's undetermined multipliers
for a function of several variables, 42 ; for integral constraints, 344,350 ; for quadratic forms, 392
Lagrangian, 342
Laguerre equation and polynomials, 180
Lamé constants, 434
Laplace equation, 234, 238, 272
in cylindrical polars, 278; and functions of a complex variable, 444, 449; general solution in two dimensions, 241; numerical method for, 328; separated variables in two dimensions, 271; in spherical polars, 274-8; in two-dimensional polars, 235, 272-4; uniqueness of solution, 236; as variational problem, 349
Laplace transforms, 140-6
definition, 140; of derivatives, 141 ; of integrals, 142; inverse, 141, 480-3; notation, 144 ; for ordinary differential equations, 144-6; for partial differential equations, 254-6, 258, 263; substitution and translation property, 144; table of common transforms, 143
Laplacian, 107
Laurent expansion, 466
Legendre's equation, 151, 163, 179
associated Legendre equation, 179, 276, 290; condition for polynomial solution, 164
Legendre polynomials, $P_{l}(x)$, 164-9
and associated Legendre function, 276; and axially symmetric situations, 179; degree of, 164 ; explicit construction of first few, 165; in Gaussian integration, 315; generating function for, 168; integral of $P_{1}^{2}, 167,171$; mutual orthogonality of, 165 ; normalization of, 165; parity of, 164; recurrence and other relations, 168; Rodrigue's formula, 166
Leibniz theorem, 17-19
lim, see symbols
limits, of integrals, 45, 48, 54
line, vector equation of, 72
line charge, electrostatic potential of, 451
line integral, 87
of a scalar, 87 ; of a vector, 87,90
linear differential operator, $L$ or $L$ (D) closure property of eigenfunctions, 184; effect on certain functions, 130; eigenfunctions and eigenvalues, 175 ; to express a general linear equation, 173; factorization of the operator, 147; meaning of $[L(\mathrm{D})]^{-1}, 131$; orthogonality of eigenfunctions, 178; polynomial form, 130; repeated factors of $L(\mathrm{D}), 132$; self-adjoint, 176
linear equations, 117
differential, see ordinary differential equations; and matrices, 305, 379; simultaneous algebraic, homogeneous, 372, condition for non-zero solution, 373
linear independence, of base vectors, 73
linear interpolation, 298-300
loaded string, 360, 406
Log, of complex variable, 448
derivative of, 449
log, of complex variable, 448
lossless line, 257, 263
Maclaurin's series, 20
for two variables, 26
magnetic dipole
couple on, 426; magnetostatic poten-
tial of, 115; potential energy of, 75
magnification, local, under change of variables, 59, 61, 64
magnitude, see modulus
many-valued functions, 448
integration of, 477-9, 482
mapping, see transformations
masses, coupled by springs, 400-2
matrices, 361-402
co-factors of, 367,371 ; column or row vectors, 361 ; diagonalization of, 388-91, 405; determinant of, 363-8, 377; elements of, 361 ; general and notations, 361 ; for a quadratic or Hermitian form, 388, 392, see also quadratic forms; and simultaneous linear equations, 379 ; and summation convention, 362; trace (spur) of, 388, 391, 417; tridiagonal, 309-11, 328; unit matrix, $I, 378,391$; zero matrix, $O, 377$
matrices, algebra of
addition and subtraction, 373; division, 377-9; multiplication, 374-7, non-commutative, 376
matrices, derived Hermitian conjugate, 382; inverse, 377-9; minor, 367; transpose, 369, 381
matrices, eigenvalues and eigenvectors of characteristic (secular) determinant, 386, 390; characteristic equation, 386, 398; construction of (orthogonal) matrix from eigenvectors, 389 ; definitions, 383; orthogonality properties of eigenvectors, $384,387,402$; reality of eigenvalues, 384 ; under a similarity transformation, 391; stationary property, 392-5
matrices, properties of diagonal, 388; Hermitian and antiHermitian, 382; orthogonal, 381, 391; real, 382 ; singular and non-singular, 377; skewsymmetric (anti-symmetric), 381; square, 362 ; symmetric, 369 ; unitary, 382
maxima and minima (local) of a function of constrained variables, 41-5, of one real variable, $20-2$, sufficient conditions, 22; of several variables, 38-41, sufficient conditions, 40
maxima from a diffraction grating, 212
maximum-modulus theorem, 471

Maxwell's
electromagnetic equations, 105, 436;
thermodynamic relations, 35
membrane (drumskin)
on deformed rim, 273, 290; transverse
vibrations of, 232, 270, 359
Milne method, numerical, 320
minimization
to find normal mode frequencies, 357-9; of quotients of integrals, 350
minor, of matrix, 367
mod, see modulus
modulus
of complex number, 3 ; maximum-
modulus theorem, 471 ; of a vector, 70
moment of a force, as a vector product, 77
moment of inertia, $65,93,428$
Morera's theorem, 462
multiple integrals, 54-65
dimension of, 54; double integral, 54; independent of order of integrations, 55-7; limits for, 54; notation, 55; surface and volume, $90-2$; triple, 57
multiple-valued, see many-valued functions
multiple integrals, change of variables in, 57-65
Cartesian to plane polar, 62; Cartesian to spherical polar, 58; Jacobian for, 60, 64; local magnification, 59
multiplication of vectors, 72, 74-80
by a scalar, 72
$n_{l}(x)$, spherical Bessel function, 282
nabla, see del, $\boldsymbol{\nabla}$
Neumann boundary conditions, 233
Newton-Raphson ( $\mathrm{N}-\mathrm{R}$ ) method, 301
order of convergence of, 304
Newton's second law, 94
nodes, 241
non-Cartesian systems vectors in, 93; vector operators in, 110-14
non-orthogonal system of coordinates, 93n
non-parallel lines, 81
non-singular matrix, 377
normal
to a plane, 81 ; to a surface, 86
normal coordinates, 399
normal (mode) equations, 399
from energy conservation, 397; from
Lagrange's equations, 356
normal frequencies, 399
normal modes
of a circular drumskin, 359; estimation of frequencies of, 356-9; of masses coupled by springs, 400-2; by matrix methods, 395-402; of a rod on a string, 357-9, 397-9
normalization, of a vector, 70
numerical methods, 293-330
numerical methods for algebraic equations, 295-301
binary chopping, 300 ; convergence of
iteration schemes, 303-5; linear interpolation, 298-300; Newton-Raphson, 301; rearrangement method, 297
numerical methods for integration, 311316
Gaussian integration, 314; nomenclature, 312; Simpson's rule, 313; trapezium rule, 312
numerical methods for ordinary differential equations, 317-28
accuracy and convergence, 320; Adams method, 323; difference schemes, 317-21; Euler method, 319; for first-order equations, 317-26; for higher-order equations, $326-8$; isoclines, 318; Milne method, 320; prediction and correction, 323; reduction to matrix form, 327; RungeKutta methods, 324-6; Taylor series method, 321-3
numerical methods for partial differential equations, $328-30$
diffusion equation, 329 ; Laplace equation, 328; minimizing error, 329
numerical methods for simultaneous linear equations, 305-11
Gauss-Seidel iteration, 307-9; Gaussian elimination, with interchange, 306; matrix form, 305 ; tridiagonal matrices, 309-11
$O$, zero matrix, 377
$O$ and $o$ notation, 2
odd part, of a function, 192
Ohm's law, 436
operators, see linear differential operators and vector operators
order
of a Cartesian tensor, 408; of convergence of iteration schemes, 304 ; of differential equation, 116; of a pole or a zero, 466
ordinary differential equations (d.e.), 116-88
arbitrary parameters in, 117; boundary conditions for, 118; complementary function (CF) for, 126; degree and order of, 116; dimensionally-homogeneous, $122,139,147,148$; exact, 120; first-order, 119-25; general form of solution of, 117, 126; linear, 117; linear first-order, 122; linear secondorder, 125-9; notation, xv, 116; ordinary points of, 152; particular integral (PI) for, 126; second-order, 125-9, 139; singular points of, 152
ordinary differential equations, methods for
D operator, 130-5, see also D operator and linear differential operator; integrating factor (IF), 121-3; Laplace transform, 144-6; numerical, 317-28; one variable absent, 140; parametric solution, 124; from partially-known complementary function, 138; separ-
ated variables, 119; trial functions, for equations with constant coefficients, 127-9; variation of parameters, 135-8, 184; see also series solution, of differential equations and superposition methods for ordinary differential equations
ordinary point, of a differential equation, 152
orthogonal contours, 449
orthogonal matrix, 381, 389, 409, 424
orthogonal (mutually) set of functions, 191
orthogonal systems of coordinates, 93 , 95
orthogonal transformation, 389, 414
orthogonality (Hermitian), 175
orthogonality (mutual)
of the eigenfunctions of a self-adjoint operator, 178 ; of the eigenvectors of an Hermitian matrix, 384 ; of Legendre polynomials, 165
orthogonalization process for vectors, 385
orthonormal set, 279
oscillations, small
normal modes, 356, 395-402; by Rayleigh's method, 356-9
oscillators
damped, 125, 173, 218, Green's function for, 185; quantum mechanical, $65,17 \mathrm{ln}, 354$; simple harmonic, 94
outer product
of two tensors, 417; of two vectors, 414, 416
$P_{l}(x)$, see Legendre polynomials
$P_{i}^{m}(x)$, see associated Legendre function
p.d.e., see partial differential equations
parabolic partial differential equations, 234, 242, 244
parallelepiped, volume of, 79
parameters
adjustment of, 354; arbitrary, for ordinary differential equations, 117; variation of, 135-8, 184
parametric solutions, of first-order equations, 124
parity, of Legendre polynomials, 164
Parseval's theorem, 217
parts, integration by, 50-4
parts, odd and even, of function, 192
partial derivatives, 23
chain rule, 31, 85 ; general definition, 24; notation, xiv, 23, 225; relations between, 34
partial differential equations (p.d.e.), 225-89
arbitrary functions, of a particular variable, 225-8; boundary conditions, 228, 234, homogeneous, 230; boundary condition types, 233; change of variables method, 242-4; with constant coefficients, 238-45, general solution, 240; use of D operator, 248;
equation types, 234, 261, solution types, 242; expansion methods, 286-9; general solution, 227, 228-31; homogeneous equation and problem, 230; Laplace transform methods, 254-6, 258, 263; notation, xiv, 225; numerical methods, 328-30; particular solution (integral), 230, 247-9; superposition methods, 253, 283-6; trial functions, 259 ; see also separation of variables, method of, for partial differential equations
partial differentiation, 22-7
partially-known complementary function, 138
particular integral (PI)
for ordinary differential equations, 126; for partial differential equations, 230, 247-9; see also ordinary differential equations, methods for
path of complex integral, 457
period, of Fourier series, 191
permeability tensor, 437
permutation
even or odd, 363 ; symbol, $\epsilon, 363$
perpendicular, from a point to a plane, 75
PI, see particular integral
Planck's constant, 209, 232, 354
plane, upper half-, 475
plane, vector equation of, 73,75 , normal to, 81
plane wave, 260,268 , see also harmonic waves
plate, conducting, electrostatic potential of
infinite and semi-infinite, 454; point charge near, 236; right-angled wedge, 454-6; two semi-infinite, 484
plucked string, 200-3, 218, 291
point of inflection, 21
Poisson equation, 189
uniqueness of solution, 235-7
Poisson's ratio, 434
polar coordinates, see cylindrical polar coordinates and spherical polar coordinates
polar vector, 423-6
pole, of a function of a complex variable, 466
contours containing, 469; order of, 466; residue at, 466, 479n, 486; simple, 468,475
polynomials
in the D operator, 130; finite, as solutions of a differential equation, 162; Legendre, see Legendre polynomials; representation, Taylor series, 20
potential (function), 109
complex, 449-56, see also complex potentials; and conservative fields, 108-10; construction of, 109; gravitational, 286-9, 292; magnetic, 276
power, complex, 448
power series,
of a complex variable, see power series, in a complex variable; for sine and cosine, 5 ; as solution of differential equation, see series solution, of differential equations; Taylor series, 20
power series, in a complex variable, 444-7 analyticity of, 446; form of, 444; radius and circle of convergence, 445; tests for convergence, 445
Poynting vector, 78, 426
prediction and correction methods, 323
principal axes
of inertia tensor, 428; of quadric, 395, 433
principal value
of argument, 3 ; of a complex integral,
475; of many-valued function, 448
principle of the argument, 470, 485
products
differentiation of, 15-19, 50; Fourier
transform of, 220; Leibniz theorem for, 17-19
product of inertia, 93,428
products of vectors
outer, 414, 416; scalar, 74-6; triple scalar, 78; triple vector, 79; vector, 76-8
pseudo-scalars, 425
quadratic forms, 388
for kinetic and potential energy, 396;
as a matrix, 388 ; reduction of, to sum
of squares, 388-91; simultaneous
reduction of two forms, 405; sta-
tionary property of eigenvectors of, 392-5
quadric
principal axes of, 394,433 ; strain, 432 ;
stress, 434
quotient
differentiation of, 16 ; indeterminate, of the form $0 / 0,66$
quotient law for tensors, 418,427
quotient of integrals, minimization of, 350
radius of convergence, 445
rank (order), of tensor, 408
ratio test (D'Alembert), 10, 445
Rayleigh's method, 356-9, 402
Rayleigh-Ritz principle, 359
real part, of a complex number, 2
rearrangement method, for algebraic equations, 297
reciprocal vectors, 80,406
rectifier output, 223
recurrence relations
for coefficients, $153,164,310$; for
functions, 168,171
reflections
and orthogonal matrices, 424; vec-
tors, behaviour under, 423-6
refractive index, 340
regula falsi, see linear interpolation
regular function, see analytic function
regular singular point, 152
residue, at a pole, 466, 479n, 486
residue theorem, 467-9
residues, calculus of, applications, see contour integration
resolution, and deconvolution, 219-22
resolution function, of apparatus, 219
right-handed set, of vectors or axes, 74 rod
longitudinal vibrations of, 232 ; on string, as pendulum, 357-9, 396-9; transverse vibrations of, 259, 264, 289
Rodrigue's formula, for Legendre polynomials, 166
root, of algebraic equation, see numerical methods for algebraic equations
root, of a complex variable, 448
root test (Cauchy), for convergence, 11, 445
rope, suspended at its ends, 332, 344-6
rotation
of axes, and orthogonal matrices, 381, 408-10; continuous, of a body, 426; under elastic strain, 431; invariance under, 413
rotation, of a vector, see curl of a vector field
Rouché's theorem, 470
rows, of a matrix, 361
Runge-Kutta methods, 324-6
saddle point, 38
conditions for, 40
scalar, 69, 83
field, 86 ; gradient of, $96,106,108$, 110 ; integrals of, $87,90,92$; as zerothorder tensor, 412
scalar product, of two vectors, 74-6
derivative of, 84 ; invariance of, 76, 413, 418
scattering, quantum mechanical, 189, 223
Schrodinger equation, 232, 259, 270
for harmonic oscillator, 354 ; for hydrogen atom, 282
second difference, 317
secular determinant, 386
self-adjoint operator, 176
separated variables, in ordinary differential equations, 119
separation constants, 268
separation of variables, method of, for partial differential equations, 259, 266-89
for diffusion equation, 269 ; expansion methods, 286-9; general method, 267269; for Laplace's equation, 271-80; role of separation constants in, 268; superposition methods, 283-6; for the wave equation, 280-2
series, Fourier, see Fourier series
series, infinite
convergence of, see convergence of infinite series; Maclaurin's, see Maclaurin's series; summation of by contour integration, 479; Taylor, see Taylor series
series, particular
arsinh, 66; exponential, 5; $\Sigma(1 / n), 9$; $\sum\left(1 / n^{2}\right)$ and related series, 205 ; sine and cosine, 5,$150 ; \tan , 20$
series solution, of differential equations, 150-70
condition for solution, 152; convergence of, 162; finite series, see finite polynomials; general method, 153; indicial equation for, 153 , equal roots of, $155-7$, roots of differing by an integer, 157-62; ordinary and singular points, 152 ; power series expansion of the equation, 152; regular and irregular singular points, 152 ; recurrence relation for, 153
shortest path, between two points, 336
similarity transformation, 391
simple harmonic oscillator, see oscillators
simple pole, 468,475
Simpson's rule, 313
simultaneous diagonalization, of matrices, 405
simultaneous linear equations
homogeneous, 372; inhomogeneous, 379 ; and matrices, 305; numerical methods for, 305-11
sine function
bound on, 67; in terms of exponential
functions, 5,448 ; series for, 5
singular matrix, 377
singular points (singularities)
of a differential equation, 152 ; essential, 466; of a function of a complex variable, 441
sinh, hyperbolic sine, 7, 448
sinusoidal functions, integrals of, 473
skew lines, 81
skew-symmetric matrix, 381
small oscillations, see oscillations, small
Snell's law, 341
soap films, 338-40, 346
solenoidal vector, 106
solid angle, as a surface integral, 91, 95
solute, diffusion of, 254-6
special relativity, 65
spherical Bessel function, $j_{i}(x)$ and $n_{l}(x)$, 282
spherical harmonics, $Y_{i}^{m}(\theta, \phi), 279,290$
completeness of, 280; definition of,
279; mutual orthogonality of, 279
spherical polar coordinates
differentials of length, area, volume in, 94; Laplace's equation in, 274-8; as an orthogonal system, 93 ; vector operators in, 110-14
spur, of a matrix, see trace, of a matrix
square matrix, 362
square root of $-1, i, 2-4$
square-wave function, 194-7, 199
standing waves, 241
stationary property, of eigenvalues and eigenvectors, 392-5
stationary values
under constraints, 41-5; of functions of a single variable, 20; of functions of several variables, $38-41$; of integrals, 333-5; under constraints, 344-6; see also maxima and minima (local) of a function
Stirling's approximation to $\ln (n!), 44$
Stokes' theorem, 105
strain tensor, 429-35, quadric, 432
streamline, 87,450
stress tensor, 433-5, quadric, 434
string
loaded with point masses, 360,406 ; plucked, 200-3, 218, 291; transverse vibrations of, 232; and wave equation, 245-7
strip, conducting, electrostatic potential of, 484
Sturm-Liouville (S-L) equation, 175-80 boundary conditions for, 176, 351 ; closure property of eigenfunctions of, 184; conversion to S-L form, 179; examples of, 178-80; general form of, 176; Green's functions for, 183, 188; mutual orthogonality of eigenfunctions of, 178, 187; real eigenfunctions for, 177; reality of eigenvalues of, 177 ; self-adjoint operator in, 176; variational approach to, 350 ; weight function in, 176, 350
submarine cable, 258, 264
subscripts, 361
contraction of, for Cartesian tensors, 417
substitution, method of, 50
substitution property, of Laplace transforms, 144
subtraction, of vectors, 71
sum of an infinite series, 8 by contour integration, 479
summation convention, 27-9, 362
superposition methods for ordinary differential equations, 173-88
detailed examples of, 181; general approach, 174; Green's functions for, 182-8
superposition methods for partial differential equations, 253, 283-6
to meet boundary conditions, 283-6
superposition of amplitudes, 193
surface, normal to, 86
surface integrals, of scalars and vectors, 90-2
susceptibility tensor, 429
symbols, 1
table of, opposite p. 1
symmetric matrix, 369
symmetric tensor, 417, 430
tangential line integral, of a vector, 88 in definition of curl, 103 ; path dependence, value for a closed loop, 89, 108; and potential, 110
Taylor series (expansion) for a complex variable, 465; for

Taylor series (contd.)
estimating errors (in numerical methods), 303, 312; to evaluate an indeterminate quotient of the form $0 / 0,66$; and finite differences, 316, 325 ; Lagrange's form of remainder, 20 ; for a real variable, 20 ; for several variables, 28 ; as a solution of a differential equation, 321-3; about a stationary point, 22 n ; for two variables, 26
Tchebyshev equation, see Chebyshev equation
telegraphy equation, 256-8
tensors, see Cartesian tensors and Cartesian tensors, particular
term by term, differentiation of Fourier series, 204
thermodynamic relations, Maxwell's, 35
total derivative, 26
total differential, 26
trace, of a matrix, 388, 391, 417
transcendental equations, 295
transform, see Fourier transforms and Laplace transforms
transformations conformal, 452-4; linear, of variables and the multiplication of matrices, 374; orthogonal, 389, 414; similarity, 391; unitary, 382
transients, see circuits electrical
translation property
of Fourier transforms, 213; of Laplace transforms, 144
transmission line, 256, 263
distortionless, 263; lossless, 257,
263; submarine cable, 258, 264
transpose, of a matrix, 369
transpose, of a vector, 361, 381
transverse vibrations
of rod, 259, 289; of string, 232
trapezium rule, 312
trial functions, for differential equations, 127-9, 259
trial functions, for estimating eigenvalues, 353
tridiagonal matrices, 309-11, 328
triple integral, 57
triple scalar product, 78
the invariance of, the vanishing of, and as a volume, 79
triple vector product, 79 not associative, 80 ; in terms of scalar products, 79
uncertainty principle, 209
undetermined multipliers, see Lagrange's undetermined multipliers
uniqueness theorem, 235-7, 286
unit circle, 473
unit matrix, $I, 378$
unit vector, 70, 247
unitary matrix and transformation, 382
upper half-plane, 475
variables
change of, see change of variables; change of in multiple integrals, 57-65; complex, see complex variables; functions of several, 22 ; separation of, see separation of variables

## variation

calculus of, 332-46; see also calculus of variations; conditional (constrained), 41-3, 344-6; of parameters, 135-8, 184
vectors
base vectors, 73; calculus of, 83-94; components of, 70, complex, 76; definitions, 69 ; linear independence of, 73; modulus of, 70; in non-Cartesian systems, 93 ; notation for, 70 ; with several arguments, 85 ; surface element as, 69,86
vectors, algebra of, 69-81
addition and subtraction of, 71; equal vectors, 70 ; orthogonalization process for, 385; products, outer, 414, 416, scalar, 74-6, triple scalar, 78, triple vector, 79, vector, 76-8; zero vector, 72
vectors, derived quantities from
curl of, 96, 101-6; derivatives of, 83-5; differential of, 85 ; divergence of, 96, 98-101, 111-13; flux of, 90 ; integration of, with respect to a scalar, 84 ; line integral of, 87,90 ; reciprocal vectors, 80,406 ; rotation of, see curl of; surface integral of, 90 ; tangential line integral of, 88; transposed vector, 361 , 381 ; vector fields, 86 ; volume integral of, 92
vectors, properties of
axial and polar, 423-6; characteristic, see matrices, eigenvalues and eigenvectors of; irrotational, 106; reflections, behaviour under, 423-6; solenoidal, 106; unit, 70
vector equation
of a line, 72 ; of a plane, 73, 75
vector product, of two vectors, 76-8
components of, 78; definition of, 76; derivative of, 84 ; determinantal form of, 78; linear velocity in a rotating body as, 77; moment of a force as, 77 vector operators, 96-114
curl, 96, 101-6; del, $\nabla$, 97, 100, 104; del squared, $\nabla^{2}$, 101; div, 96, 98-101;
grad, $96-8$; identities involving, 106, 421; Laplacian, $\nabla^{2}, 107$; in nonCartesian coordinates, $110-14$; rot see curl; as tensor relations, 420; see also under individual operators
velocity vector, 83
vibrations
longitudinal, on a rod, 232; transverse, on a membrane (drumskin), 232, 270, 359; transverse, on a rod, 259, 264, 289; transverse, on a string, 232
volume, elements of in various coordinate systems, 94
volume integrals, of scalars and vectors, 92
waves, harmonic, 190
wave equation, 234,238
boundary conditions for, 245 ; from Lagrange's equations, 343 ; in one dimension, 231, 240, 245-7, 257, 264 ; standing waves, 241 ; in three dimensions, 247, 267-9, 280-2
weight function, 176
work, done by a force, 75,88
$Y_{i}(x)$, see Bessel's equation
$Y_{l}^{m}(\theta, \phi)$, see spherical harmonics
Young's modulus, 232, 434
$z$, as complex number, 2
$z^{*}$, complex conjugate, 7
$z$-plane, see Argand diagram
zeros of a function of a complex variable, 466
contours containing, 469 ; location of, 469-73, 485; order of, 466; principle of the argument, 470, 485; Rouche's theorem, 470
zero matrix, $O, 377$
zero-point energy, 355
zero vector, $\mathbf{0}, 72$
zeroth-order tensor, see scalar


[^0]:    $\dagger$ Quantities, units and symbols, The Symbols Committee of the Royal Society, 1971.

[^1]:    $\dagger$ The result is intuitively obvious, but a strict analytic proof requires a careful discussion of bounds.

[^2]:    $\dagger$ This argument formally fails when $m=0$ since we have not defined $\binom{N}{-1}$ but the result (1.49) is obviously true for all $N$ if $m=0$.

[^3]:    $\dagger$ By studying Taylor's expansion about the stationary point, the student will easily verify that if the first derivative not to vanish at the stationary point is $f^{(n)}$, then $n$ even gives a maximum or minimum, and $n$ odd a point of inflection.

[^4]:    $\dagger$ We will usually consider three-dimensional space, but most of the algebra of vectors has meaning in a space of another dimension.

[^5]:    $\dagger$ In the interests of compactness we will henceforth use the summation convention, wherever it does not lead to ambiguity.

[^6]:    -3. Show, by writing $\mathrm{d} y=(\mathrm{d} y / \mathrm{d} t) \mathrm{d} t$, that $\int_{c}^{c / 2} \mathbf{F} \mathrm{~d} y=-\frac{3}{8} c^{4} \mathbf{i}-c \mathbf{j}-$ $c^{2} \ln 2 \mathrm{k}$. It will be seen that this $\neq \int \mathbf{F} \mathrm{d} t$.

[^7]:    $\dagger$ The extension to non-orthogonal systems can be seen by writing $\mathrm{dr}=\left(\partial \mathrm{r} / \partial u_{\mathrm{i}}\right) \times$ $\mathrm{d} u_{i}$ and then forming $\mathrm{dr} \cdot \mathrm{dr}$. For non-orthogonal systems some terms of the form $\mathrm{d} u_{i} \mathrm{~d} u_{j}(i \neq j)$ will remain.

[^8]:    $\dagger$ Here we use $\Phi$ for the potential to avoid confusion with the azimuthal angle $\phi$.

[^9]:    $\dagger$ Some authors define degree as the highest exponent which appears of any derivative (including $y$ itself), after the equation has been so treated. In this case ' of first degree' is synonymous with 'linear'.
    $\ddagger$ The word 'group' is not used here in any technical algebraic sense.

[^10]:    $\dagger$ This section assumes a little familiarity with partial differentiation, section 1.8 may be useful preliminary reading for the student without such familiarity.

[^11]:    $\dagger$ This is not intended to imply that an IF cannot be found if the integrand does depend on $\boldsymbol{y}$-only that it must be sought by other means.

[^12]:    $\dagger$ With the alternative definition of degree given in the footnote at the beginning of this chapter, this statement is no longer true, since Ricatti-type equations involving $y^{\prime}$ and powers of $y$ higher than the first, have significant physical importance.

[^13]:    $\dagger$ This form of solution generalizes to any $n$ th-order linear equation, the only difference being that the complementary function then contains $n$ arbitrary parameters.

[^14]:    $\dagger$ The methods of this section are, from a purist point of view, very dubious. But because of their great practical importance, particularly in the field of electrical engineering, the ends justify the means and the fact that derived solutions can be resubstituted for checking provides the necessary insurance.

[^15]:    $\dagger$ Equations of the form of (5.59) are called homogeneous without qualification in mathematics, but we will reserve this term for equations which are linear and in which each term contains $y$ or one of its derivatives.

[^16]:    $\dagger$ See, for example, Jeffreys and Jeffreys, Methods of mathematical physics, 3rd ed. (Cambridge University Press, 1966) p. 479.

[^17]:    $\dagger$ This and the next paragraph could be omitted on a first reading.

[^18]:    $\dagger$ A result of great importance in the quantum mechanical theory of angular momentum.

[^19]:    $\dagger$ The minus sign is conventional and is included here only to give the SturmLiouville equation (7.9) its usual form.

[^20]:    $\dagger$ For our present purposes this will suffice. More generally, the (Hermitian) adjoint of $L$ is found by integrating the expression $\int v(x) L[u(x)] \mathrm{d} x$ by parts until it has the form $\int u(x) L^{*}[v(x)] \mathrm{d} x$ together with boundary contributions. This then defines the adjoint $L^{*}$, and $L$ is self-adjoint if $L$ and $L^{*}$ have the same form. In particular if, in terms of the $D$ operator of chapter 5 , $L(u)=\sum_{|n| \leqslant m} a_{n}(x) \mathrm{D}^{n} u(x)$ then $L^{*}(u)=\sum_{|n| \leqslant m}(-1)^{|n|} \mathrm{D}^{n}\left[a_{n}(x) u(x)\right]$. This procedure generalizes to equations involving more than one independent variable, when $\mathrm{d} x$ represents $\mathrm{d} x_{1} \mathrm{~d} x_{2} \ldots$ It should be emphasized that the * in $L^{*}$ does not simply mean complex conjugation of the various terms in L.

[^21]:    $\dagger \delta_{i j}$, which has the value 1 when $i=j$ and the value 0 when $i \neq j$, is known as the Kronecker delta.

[^22]:    $\dagger$ This result is also the Fourier series form because of the particular form of linear operator involved. However the above method is a general model for all equations involving S-L-like operators.

[^23]:    $\dagger$ This is the approach first used by Fresnel. For simplicity we have omitted from the integral a multiplicative inclination factor which depends on angle $\theta$, and decreases as $\theta$ increases.

[^24]:    $\dagger$ This is a particular case of the more general Parseval's theorem, which, for two functions $f_{1}(t)$ and $f_{2}(t)$, relates $\int f_{1}^{*} f_{2} \mathrm{~d} t$ to $\int g_{1}^{*} g_{2} \mathrm{~d} \omega$.

[^25]:    $\dagger$ For a discussion the reader is referred, for example, to Morse and Feshbach, Methods of theoretical physics, Part I (McGraw-Hill, 1953) chapter 6.

[^26]:    $\dagger$ The name 'method of images' is somewhat misleading since no actual method is involved. The appropriate set of image charges for any given set of conductors is obtained either from experience or in an ad hoc way. The only methodical aspect is the subsequent justification of the solution by means of the Uniqueness theorem.

[^27]:    $\dagger$ In order to keep the level of presentation elementary, we have deliberately omitted any explicit discussion of characteristics.

[^28]:    $\dagger$ In the usual notation, $k$ is the wave number $(=2 \pi /$ wavelength $)$ and $k c=\omega$, the angular frequency of the wave.

[^29]:    $\dagger$ See for example Piaggio, Differential equations (Bell, 1954), pp. 175 et seq.

[^30]:    $\dagger$ And a certain trust that the solution is unique.

[^31]:    $\dagger$ It should be noted that the use of upper-case (capital) letters here to denote functions of the corresponding lower-case variable is intended to enable an easy correspondence between a function and its argument to be made. In the present chapter, upper-case letters have no connection at all with the Laplace transform of the corresponding lower case variable.

[^32]:    $\dagger$ The reader may refer to Morse and Feshbach, Methods of theoretical physics (McGraw-Hill, 1953) for example, for full details. For a proof that (10.39) satisfies (10.37) see example 4 of section 10.8 .

[^33]:    $\dagger$ For the solution by series of the $r$-equation the reader may consult, e.g. Schiff, Quantum mechanics (McGraw-Hill, 1955) p. 82.

[^34]:    $\dagger$ Consider the possibility of $n=0$ terms arising from (10.21).

[^35]:    $\dagger$ The method fails if the matrix elements are such as to make $a_{i} \theta_{t-1}+b_{1}=0$ for any $i$.

[^36]:    $\dagger$ The points and weights may be found in; e.g. Abramowitz and Stegun, Handbook of mathematical functions (Dover, 1965) p. 887.

[^37]:    $\dagger$ In this particular case an alternative analysis based upon there being no net force acting upon any small part of the rope, is available.

[^38]:    $\dagger$ Equation (12.17) holds only if the end-point conditions are such that the contribution from the definite integrals vanishes - otherwise it appears on the right-hand side.

[^39]:    $\dagger$ We use $-\lambda$, rather than $\lambda$, so that final equation (13.3) appears in the conventional Sturm-Liouville form.

[^40]:    $\dagger$ Transposed vectors are introduced later when matrix manipulation is discussed.

[^41]:    $\dagger$ To keep the principles of the method as clear as possible, we will work only with real symmetric matrices, which have been shown to have real eigenvalues and whose eigenvectors can be chosen real. The same ideas apply to the more general Hermitian matrix, but 'Hermitian conjugate' and 'unitary' must be used instead of 'transpose' and 'orthogonal' respectively.

[^42]:    $\dagger$ An equivalent alternative is to consider variations in the quantity $(\tilde{\mathbf{x}} A \mathbf{x}) /(\mathbf{x} \mathbf{x})$ with no restrictions placed on $\mathbf{x}$.

[^43]:    $\dagger$ From this point on, the analysis applies equally well to many coupled electrical circuit problems with no resistive damping, since they may often be stated in the form of coupled differential equations like those in (14.87).

[^44]:    $\dagger$ 'Order' and 'rank' are used equivalently in respect of general tensors. For matrices 'rank' has a particular meaning, and may have values other than 2.

[^45]:    $\dagger$ The connection between an antisymmetric second-order tensor and a vector is considered in example 3 of section 15.10. This work requires results from sections 15.4 and 15.5 .

[^46]:    $\dagger$ But see section 15.7 later.

[^47]:    $\dagger$ Ignoring here the non-conservation of parity which appears in some nuclear physics reactions.
    $\ddagger$ In this paragraph and all that follow on this topic, a more realistic situation obtains if a continuous rigid body is considered. In this case $m^{(\alpha)}$ must be replaced everywhere by $\rho(\mathrm{r}) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z$, and all summations by integrations over the volume of the body.

[^48]:    $\dagger$ This may be shown by methods similar to, but lengthier than, those of section 15.6.

[^49]:    $\dagger$ For example, Knopp, Theory of functions, Part I (Dover, 1945); Phillips, Functions of a complex variable (Oliver \& Boyd, 1954); Titchmarsh, The theory of functions (Oxford, 1952).

[^50]:    $\dagger$ Functions which are analytic in the whole $z$-plane are usually called integral functions.

[^51]:    $\dagger$ In fact the original potential function need not be explicitly given as the real or imaginary part of an analytic function. Any solution of $\nabla^{2} \phi=0$ is carried over into another solution of $\nabla^{2} \phi=0$ in the new variables by a conformal transformation. A lengthier proof is needed in this case.

[^52]:    $\dagger$ The reader may refer to almost any book devoted to complex variables and the theory of functions.

[^53]:    $\dagger$ The similarity between this and the Uniqueness theorem for Dirichlet boundary conditions of chapter 10 will be noticed.

[^54]:    $\dagger$ More strictly the least upper bound.

[^55]:    $\dagger$ This illustrates a useful technique for determining residues.

