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Prolog

The plans for this book on extrasolar planets go back to 2005, when the pub-
lisher WILEY-VCH approached me to edit a book on this hot topic in astron-
omy. My contacts to colleagues from all over the world made the decision
to accept this task easy. Nevertheless, it took quite a time to persuade them
to contribute to the book with a competent review in their field of research.
The main problem is that this topic of astronomy is developing very rapidly,
maybe even faster than other fields. This is due to the development of new
and better instruments on the ground and – in future – from space. Never-
theless, we have tried our best and I may say that all the chapters are top of
the line with regard to the topic with which they are dealing. Nothing more
needs to be said, because in the next chapter, a kind of prolog, one of the lead-
ing scientists in the world dealing with extrasolar planets, Dr. Jean Schneider,
who maintains the exocatalogue website, highlights this exciting field of As-
tronomy and Astrophysics.

Rudolf Dvorak
AstroDynamicsGroup
Institute of Astronomy
University of Vienna
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Preface

Exoplanets, an infinite territory.
Jean Schneider – Paris Observatory

In this book, the reader will find current theoretical studies and observational
results about exoplanets.

Exoplanets occupy a particular position in science. Everybody is able to
grasp the general idea of this domain of research, but at the same time it con-
stitutes one of the most difficult research fields in astronomy, since extra solar
planets are very hard to detect and investigate. The goal of astronomers and
planetologists is clear: comparative planetology will be expanded beyond the
boundaries of our solar system and extended to different planetary systems.
Another purpose of this new science is to correlate planetary system proper-
ties to their parent star characteristics. To date, we have a very modest under-
standing of exoplanets. In most cases we know essentially the mass and some
orbital parameters. Only for a few transiting planets do we have some insight
about their atmospheres and radii. But even at this early stage, surprises and
unexplained discoveries have occurred: planets around pulsars, for example,
semi-major axes a hundred times smaller than expected, high eccentric orbits
for half of the planets, unexpectedly large radii. No doubt more surprises will
arrive with future observations, especially with direct imaging.

Lots of new questions can naturally be raised. How frequent are moons,
rings, Trojan planets? Are there binary planets out there? All of these ob-
jects would have a significant impact on the investigation of planetary sys-
tems. Moons and Trojan planets are an interesting class of potentially habit-
able abodes, rings may perturb the determination of the planetary size (espe-
cially by direct imaging), binary planets may affect the histogram of planet
masses/radii. Interestingly, these objects are not much harder to detect than
the planet itself. Are there special orbits (e.g., “eccentric resonant”)? A new
class of objects is particularly intriguing: the “free-floating” planets, i.e., plan-
ets without a parent star. Are there two types of free-floating planets? Those
formed in situ in dense clouds and those ejected dynamically from a planetary
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system? Since planets have been detected around two pulsars, it is reasonable
to ask whether planets can exist around white dwarfs. If so, we can speculate
about “second generation planets” (B. Lopez).

To be honest, these items are only a list of curiosities which do not open up
a new branch of physics, such as gamma ray bursts, dark matter, universal
cosmic repulsion (“dark energy”) or the cosmological singularity. The real
interest in and motivation for exoplanet search is the possibility of finding
another form of life. I will not enter the debate of a “definition” of the essence
of life (if there is any). All that astronomers can do is to propose and use
scientific criteria to search for biosignatures. In the solar system, only two or
three places might be inhabited, and, if there is a possible form of life, it will
be very simple and unevolved (microbe-like). A neglected research topic is
the modeling of forms of life not based on carbon chemistry (auto-organizing
structures in different media) and the corresponding biosignatures.

What is encouraging with exoplanets is that there are at least 15 billion giant
planets in the galaxy. And, most probably, there are even more terrestrial plan-
ets, some of them in the habitable zone of their parent star. In addition, there
presently is no observational evidence against the hypothesis of an evolved
form of life on some of these planets (with the exception of the embarrass-
ing Fermi Paradox which I will not discuss here). Note that today biosigna-
tures such as oxygen and ozone are accepted without great criticism. But,
as W. Benz puts it “Extraordinary claims (i.e., the discovery of an exolife) re-
quire extraordinary evidence”. We can already anticipate that, if oxygen and
ozone spectral bands are detected in 20–25 years in a habitable planet, bio-
chemists, chemists and atmospherists will engage a serious technical debate
on their exobiological significance. Indeed, the problem is the following: we
have no idea of how rare life is on an exoplanet; therefore, if rare, unusual
abiotic mechanisms can mimic biosignatures, we will have to compare two
unknown probabilities. We finally have convincing reasons to be optimistic in
the near and mid-term future. In the next 50 years, it is even sensible to think
of searching for “technosignatures”, i.e., signs of technological activities (e.g.,
“city lights”). This will be possible with large interferometers combined with
high-resolution spectrographs able to record the spectrocartography of exo-
planets. So even more surprises are waiting for us in the future, but also some
considerations to bear in mind. We might be able to detect spectral biosig-
natures such as the colour of the “exovegetation” or atmospheric byproducts
such as oxygen, but with any foreseeable technology it will be impossible to
detect the morphology of any living creature. The detection of any morpho-
logical detail on a planet with a resolution of 1 meter at a distance of 5 pc in
10 hours, would require an interferometer with a collecting area of 107 km2

and a baseline of 1 AU. For moving objects (“animals”) the situation is even
more challenging. We could consider going there, but then other difficulties
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emerge. At a speed of 0.1 c, an interstellar dust grain of 100µ has the same
kinetic energy as a body weighing 1 ton at 100 km per hour. So either we find
an efficient protection mechanism for an interstellar probe, or the speed must
be reduced to a few hundred kilometers per second, forcing the travel to last
30 000 years.

A final word about SETI (Search for Extra-Terrestrial Intelligence). What-
ever “Intelligence” means, we have to overcome the following difficulty: how
can we detect non-human minds with a human-bound way of thinking? This
is undoubtedly contrary to what naive scientists still believe 200 years after
Kant’s Kritik der reinen Vernunft, i.e., that concepts do not derive from experi-
ence and physical constitution.

In any case, exoplanet research has a brilliant future for the next decades
and even centuries – assuming that we will last that long.

Jean Schneider
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1
Planetary Masses and Orbital Parameters
from Radial Velocity Measurements
Christian Beaugé, Sylvio Ferraz-Mello, and Tatiana A. Michtchenko

Abstract

So far, practically all detections of extrasolar planets have been obtained from
radial velocity data in which the presence of planetary bodies is deduced from
temporal variations in the radial motion of the host star. To perform any dy-
namical study for these systems, it is necessary to specify: (i) initial condi-
tions (mass and orbital elements) and (ii) an adequate coordinate system from
which to construct the equations of motion. This chapter discusses both of
these points.

In the first part, we introduce the reader to the process of orbital determina-
tion from Doppler data for both single and multiple exoplanetary systems. We
distinguish between primary parameters (which are obtainable directly from
the observational data) and secondary parameters requiring additional infor-
mation about the system, such as the stellar mass or inclination of the orbital
plane. For multiple planetary systems we also discuss the differences between
Keplerian fits, in which the mutual perturbations between the planets are ne-
glected, and dynamical (or N-body) fits.

The second part of the chapter is devoted to the construction of the equa-
tions of motion in different coordinate systems. Special attention is given to
the Hamiltonian formalism in barycentric, Jacobi and Poincaré coordinates,
and we explain how to obtain orbital elements in each case. Finally, we dis-
cuss some of their advantages and disadvantages, particularly with respect to
orbital fits and general dynamical studies.

1.1
Exoplanet Detection

Planets are very dim objects, and their direct observation is an extremely dif-
ficult task. Even Jupiter, the biggest planet in our own solar system, has only
about 10−9 times the luminosity of the sun, making a similar exoplanet unob-
servable to us by present techniques. The first direct observation of an exo-
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planet (GQ Lupi) only occurred in 2005 with VLT and, as of July 2006, three
other exoplanets have also been imaged (2M1207, AB Pic and SCR 1845). How-
ever, most of the exoplanetary bodies have never been seen at all.

If an exoplanet cannot be seen, how can we know it is there? The basic idea
is that, even if invisible, the presence of a planetary body may affect the lumi-
nosity of the star, or its motion with respect to background objects. Thus, we
may deduce the existence of a planet by analyzing changes in some observable
aspect of the star it revolves around. Such ”indirect” detection methods are
the main backbone in current discovery strategies of exoplanets. Five differ-
ent techniques have been proposed and developed in recent years: (i) Stellar
Transit, (ii) Radial Velocity Curves (Doppler), (iii) Gravitational Micro-lensing,
(iv) Stellar Interferometry and (v) Astrometry. For details on these and other
proposed methods, the reader is referred to Perryman [1] for a very compre-
hensive review.

Although very promising, Micro-lensing and Astrometry are still far from
fulfilling their potential. Only four planetary candidates have been proposed
based on micro-lensing techniques (OGLE-05-071L, OGLE-05-169L, OGLE-05-
390L and OGLE235-MOA53), and even though some estimate may be obtained
concerning mass and orbital period, there is no information about the remain-
ing orbital elements. A similar picture can be given for interferometric tech-
niques, and at present only four positive detections are counted. Astrometry
has yet to yield a discovery, although the projected launch of several space
telescopes (e.g., Kepler, TPF) will almost certainly change this picture. Conse-
quently, and at least at present, practically all the currently exoplanet popula-
tion has been obtained either by Stellar Transit or Doppler. The former is the
subject of another chapter of this book, while the latter is the main objective of
the present text.

1.2
Radial Velocity in Astrocentric Elements

The observation of a Doppler shift of the spectral lines of a star denounces a
change in the velocity of the star with respect to the observer. Since the ob-
server himself is moving with a velocity ∼ 30 km s−1, variable in direction, it
is necessary to subtract this motion from the observational data and reduce it
to the barycenter of the solar system (for a description of the necessary opera-
tions see Ferraz-Mello et al. [2]).

The velocity of an isolated star, with respect to the barycenter of the solar
system, is constant, at least for times short as compared to the timescale of
galactic motion. However, if it has N planetary companions, the star will
display a motion around the common barycenter of the system (see Fig. 1.1).
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Fig. 1.1 The sinusoidal motion of a star due to the presence of a
planetary companion. The faint field stars are used as a reference
frame.

In order to understand this effect, we begin studying the kinematics of a single
planet in elliptic orbit around the star. In an astrocentric reference frame, the
position and velocity vectors of the planet are given by Brouwer and Clemence
[3] and Murray and Dermott [4]:

r = r cos f ı̂ + r sin f ̂ (1.1)

v = − 2πa

T
√

1 − e2

[
sin f ı̂ − (e + cos f ) ̂

]

where

r =
a(1 − e2)

1 + e cos f
d f
dt

=
2πa2

Tr2

√
1 − e2 (1.2)

Here r is the magnitude of the radius vector r, the velocity vector is denoted by
v, f is the true anomaly, a is the astrocentric semi-major axis, e is the eccentric-
ity, and ı̂ and ̂ are two unit vectors in the orbital plane. The first is orientated
in the direction of the pericenter, and the latter is orthogonal to it. The orbital
period T can be obtained directly from Kepler’s third law. Denoting by m0 the
mass of the star and m the mass of the planet, we have:

n2a3 = G(m0 + m) (1.3)

where the mean motion n = 2π/T is the mean angular velocity along the
orbit.

We must now transform these vectors to a new coordinate system that is
independent of the plane of orbital motion. For exoplanets it is customary to
use a modification of the so-called Herschel astrocentric coordinates, which
were first developed for studies of visual double stars. It uses the sky (i.e., a
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plane tangent to the celestial sphere) as the reference plane, and a schematic
view is presented in Fig. 1.2. The x-axis is taken along the intersection line
between the orbital plane and the sky. Its direction is chosen towards γ, which
is the node where the motion of the planet is directed towards the observer.
The y-axis is also tangent to the celestial sphere, and is such that the resulting
system is right-handed. Finally, the z-axis is directed along the line of sight,
away from the observer.

Fig. 1.2 The rotated astrocentric reference frame showing the
orbital plane and the plane tangent to the celestial sphere (sky).
The origin of the angles is the point γ.

In this coordinate system, the unit vectors ı̂, ̂ and k̂ of the orbital plane have
components:

ı̂ =


 cos ω

sin ω cos I
− sin ω sin I


 ̂ =


 − sin ω

cos ω cos I
− cos ω sin I


 k̂ =


 0

sin I
cos I


 (1.4)

k̂ is perpendicular to the orbital plane of the planet. This decomposition of the
unit vectors is analogous to the transformations commonly used in celestial
mechanics to pass to coordinates with respect to the ecliptic (except that here
we fix Ω = π). I is the inclination of the orbital plane with respect to the sky,
and the argument of the pericenter is given by ω + π. The addition of the
angle π is due to the direction of the x-axis, which is chosen opposite to the
“ascending node” N.
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We can now obtain the components of r and v in this new reference frame.
After a few simple algebraic manipulations, we obtain the velocity v =
(vx, vy, vz) where:

vx = − 2πa

T
√

1 − e2

[
sin ( f + ω) + e sin ω

]

vy =
2πa cos I

T
√

1 − e2

[
cos ( f + ω) + e cos ω

]
(1.5)

vz = − 2πa sin I

T
√

1 − e2

[
cos ( f + ω) + e cos ω

]

Having the astrocentric velocity vector of the planet in the desired reference
frame, we can pass to barycentric coordinates. Calling V the barycentric ve-
locity vector of the planet, and V∗ that of the star, we have that v = V − V∗.
On the other hand, since the barycenter is fixed in this reference frame, we
have m0V∗ + mV = 0. Solving for V∗, we obtain:

V∗ = − m
m0 + m

v (1.6)

which represents the velocity of the motion of the star around the center of
mass of the system. To calculate the velocity actually detected by the ob-
server, we must add the velocity V0 of the barycenter itself with respect to
background stars.

It is useful to decompose this observable velocity into the tangential velocity
component Vt and the radial velocity Vr = V∗z + V0z. The former causes a
displacement of the position of the star with respect to background stars. Its
measurement is the role of astrometry but, as mentioned before, telescopes on
earth are currently not able to detect these variations except in a few cases. The
radial velocity Vr is far easier to detect, even with ground-based instruments,
due to changes in the frequency (Doppler shift) of spectral lines from the star’s
spectrum. The best stellar candidates are those that, on one hand, contain a
fair amount of absorption lines in the visible spectrum (i.e., must not be too
hot) but, on the other hand, the number of lines must not be too large (i.e.,
the star must not be too cold). Thus, the best candidates are stars of spectral
type F or G; in other words, similar to our own sun. A complete expression
for the radial velocity can be found simply by substituting V∗z from Eqs. (1.5)
and (1.6), and yields:

Vr =
2πa

T
√

1 − e2

m sin I
(m + m0)

[
cos ( f + ω) + e cos ω

]
+ Vr0 (1.7)

where Vr0 = V0z is the (constant) reference radial velocity of the barycenter.
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The extension to N planets is straightforward and follows the same lines, as
long as we neglect mutual perturbations and assume Keplerian solutions. We
can then write the complete radial velocity of the star at a given time t as:

Vr(t) =
N

∑
i=1

Ki

[
cos ( fi + ωi) + ei cos ωi

]
+ Vr0 (1.8)

where

Ki =
mi sin Ii

M
2πai

Ti

√
1 − e2

i

(1.9)

and

M =
N

∑
i=0

mi (1.10)

is the total mass of the system (star and planets). Transforming from semi-
major axis to mean motions via Kepler’s third law, we can then rewrite the
coefficients Ki as:

Ki =
(
G(M + mi)

)1/3 mi sin Ii

M n1/3
i (1 − e2

i )
−1/2 (1.11)

or, more succinctly, as

Ki = Fi(M, mi, Ii)n1/3
i (1 − e2

i )
−1/2 (1.12)

where Fi(M, mi, Ii) is sometimes called the ”mass function” and groups all
the terms that depend explicitly on the stellar and planetary masses, as well
as the orbital inclination. This expression is valid only for astrocentric or-
bital elements. If Jacobian coordinates are employed, the expression given by
Eq. (1.38) must be used.

The basis of the Doppler method is then to build an observational data base
of the changes in the radial velocity of a target star. These radial velocity data
points represent a discretized representation of the radial component of the
left-hand side of Eq. (1.8). The idea now is to deduce, from this data set, the
masses and orbital parameters of all the planetary companions that make up
the right-hand member of the same equation.

Note that Vr(t) is the sum of N periodic terms, each with semi-amplitude
Ki. However, the true anomaly fi is only a linear function of time in the case
of circular orbits ei = 0. In the general elliptic case, only the mean anomaly
�i has a constant derivative (given by the mean motion ni). The relationship
between f and � is given in terms of the (intermediate) eccentric anomaly u,
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and via the following two equations:

tan ( f /2) =
√

1 + e
1 − e

tan (u/2) (1.13)

u − e sin u = � = n(t − τ)

The second expression is the classical Kepler equation, and must be solved
iteratively to obtain the passage from � (or the time) to the eccentric anomaly.
The quantity τ is sometimes referred to as the time of passage through the
pericenter. Finally, the mean motion n is related to the semi-major axis and
masses through Kepler’s third law.

As an example, Fig. 1.3 shows the shape of two fictitious radial velocity
curves, constructed from Eq. (1.8) with only one planet. The continuous line
shows the case of a circular orbit (e = 0), while the dashed line presents an
example of a highly elliptic body (e = 0.6). Although both periods and semi-
amplitudes are the same, the second curve shows distinctive peaks each time
the planet crosses the pericenter of its orbital motion. Another noticeable effect
of the eccentricity is a change in the averaged value of Vr. Once again, this is
due to the nonlinear behavior of the true anomaly f for noncircular orbits.

0 20 40 60 80 100
time

-1.5
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-0.5

0

0.5

1

1.5

2

V
r

e=0

e=0.6

Fig. 1.3 Fictitious radial velocity curves, using Eq. (1.8) with
K = 1, ω = 180 degrees and T = 50 in arbitrary time units.
Continuous line corresponds to a circular orbit, while the dashed
curve was calculated with e = 0.6.

As a final important point, it must be stressed that there is no free angle
equivalent to the longitude of the ascending node Ω that can be simply added
to the orbital elements of the planets. Ω measures the angular distance from
the x-axis and the “ascending node” N, and in Herschel’s modified coordinate
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system, as shown in Fig. 1.2, it is set to Ω = π. Expressions (1.5) for the
velocity components (vx, vy, vz) were derived for this orientation of the x-axis,
and thus implicitly depend on this choice of Ω. Any other value for Ω would
be inconsistent with the orbit issued from the observations.

1.3
Orbital Fits from Radial Velocity Curves

1.3.1
Primary Parameters

Until recently, radial velocity data were zealously guarded by the observa-
tional teams and not available to the general scientific community. Fortu-
nately this picture is changing (albeit slowly), and some information is cur-
rently available from the on-line versions of the published papers. This infor-
mation is already pre-processed, in the sense that all the necessary steps have
been taken to reduce the velocities to the barycenter of our solar system.

A real example of a radial velocity data set can be seen in Fig. 1.4 (symbols).
Each point corresponds to discrete values Vr(tk) of HD 82943, a system known
to contain two planets in a 2/1 mean-motion resonance (see Mayor et al. [5],
Ferraz-Mello et al. [6]). Doppler data is usually presented in a multi-column
format giving, among other information, the times of observation tk (usually
in Julian days), radial velocities Vrk = Vr(tk) (usually in meters per second)
and the expected uncertainties εk (also in m s−1). These later values corre-
spond to the size of the error bar of the radial velocity data, and a Gaussian
error distribution is usually assumed. Current instrumentation and reduction
techniques have lowered the values of εk to the order of a few m s−1. When
observations include data from more than one instrument, the origin of each
data segment is also included in the files.

With the numerical data in hand, we first assume that the temporal varia-
tions of Vr are caused by the presence of one (or more) exoplanets, and there-
fore correspond to time-discrete values of a function of type (1.8). That being
the case, our second task is to develop a numerical algorithm to deduce the
number of periodic terms contained in the signal (i.e., number of planets N),
and for each to estimate the values of the set

(Ki, ni, ei, ωi, τi) (i = 1, . . . , N) (1.14)

plus the barycentric radial velocity Vr0. These are sometimes referred to as
the “primary parameters” of an orbital fit. The individual planetary masses
(multiplied by sin Ii) are derived from the calculated value of Ki and the mass
function. Notice that the number of free parameters is equal to 5N + 1, con-
sisting of five orbital parameters per planet plus the radial velocity Vr0 of the
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Fig. 1.4 (a) Radial velocity data points of the HD82943 star,
together with an orbital fit with two planets. (b) Residuals from
the fit. Figure obtained with a dynamical two-planet fit.

barycenter of the extrasolar system. As we shall show later on, Vr0 does not
necessarily correspond to the time-averaged value of Vr, unless all exoplan-
ets move in circular orbits. In the case where the data includes values from
different instruments and observatories, individual values of Vr0 are usually
assigned. As a final note of caution, in the case of more than one planet, the
calculated orbital periods (or mean motions) are not osculating, but apparent
(see [6]).

The mass of the star is taken from sophisticated stellar models. However,
one must keep in mind that, even for Hipparcos stars having the best available
spectroscopy and astrometry, the more accurate models do not allow to know
the masses better than � 8 percent (Allende Prieto et al. [7]). This fact super-
sedes some discussions on the nature of the published planetary elements, if
astrocentric or barycentric. The difference between coordinates in these sys-
tems is usually much smaller than the uncertainty in our knowledge of the
stellar mass.

Even though the functional form of Vr(t) given by (1.8) is the sum of peri-
odic terms, it is not usually convenient to attempt an orbital fit using a direct
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Fourier analysis. The reasons are twofold. First, a precise identification of
the leading frequencies with Fourier decomposition requires that the obser-
vational data should cover several periods. This is not usually the case, spe-
cially for planets with large semi-major axis. Second, radial velocity data is not
evenly spaced in the time axis and, even worse, usually contains months-long
gaps where observations are not favorable. Both problems can be overcome
using a more general Fourier method, such as the Date-Compensated Fourier
Transform [8] or the CLEANest algorithm [9], which were specifically devel-
oped for nonequidistant data points and arbitrary frequencies. However, a
least-squares algorithm is usually more precise and requires less fine-tuning
of the results. Thus, practically all orbital fits have been calculated using this
approach.

We then search for adequate coefficients (1.14) of a fitting function y(t), of
type (1.8), such that the residual function

Q2 = ∑
tn

[y(tn) − Vr(tn)]2

ε2
n

(1.15)

is minimum. Notice that this definition includes the uncertainty of each data
point Vr(tn) and has the advantage of considering different precisions among
the data. This is particularly important when mixing observations from differ-
ent instruments. In the case where the εn correspond to the standard deviation
of the data, Q2 is related to the χ2 of the data modelization.

Initially, deterministic versions of nonlinear least-squares were used, such
as hill-climbing techniques or the Levenberg–Marquardt method (see [5, 10,
11]). The main drawback with these methods is that they are unable to dis-
tinguish between local and global minima of Q2; consequently, there is no
guarantee that the calculated orbital elements correspond to the best fit of
the data sets. Since the number of free parameters can be large, the shape
of the residual function may be complex and contain numerous local minima,
several of them possibly with similar values. Moreover, since the problem is
highly nonlinear, the result may be highly sensitive to the initial values of the
parameters. An example of this behavior was given by Mayor et al. [5] for the
two HD 82943 planets. The authors presented two different fits: in the first the
orbital eccentricities of the planets were (e1, e2) = (0.4, 0.0) and for the second
(e1, e2) = (0.4, 0.18). Although the eccentricity of the outer planet changed
significantly, the value of Q2 only varied by � 0.1 percent. What is more
worrisome in this case is that the best-fit solutions found by several authors
actually corresponds to orbits which are dynamically unstable in timescales of
the order of 105–106 years (see [6]). Thus, given a limited set of observations,
the orbital configuration of the real planets does not necessarily correspond to
the best fit.
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Since results of orbital fits sometimes seem very sensitive to the numerical
method and/or data set, we need to fine-tune our techniques. We need a strat-
egy (or method) that can identify the global extrema of the residual function.
Additionally, we must be able to estimate the confidence levels (i.e., errors)
in the orbital parameters themselves. Due to the highly nonlinear character-
istics of the equations, it is not correct to assume Gaussian distribution errors
in (V0r,Ki, ni, ei, ωi, τi). Consequently, the standard deviations that are some-
times seen, alongside the best fits, can be misleading and must be considered
with utmost care [12].

Considering that the result of classical nonlinear best-fit methods depends
on the initial guess, a possible approach towards a global minimum is to ap-
ply the same method to a large number of initial conditions, distributed ran-
domly in the parameter space. This so-called Monte Carlo approach was used
by Brown [13] to the Vr data from HD 72659. A year later, Ferraz-Mello et al.
[6] employed a similar approach to study the two-planet system of HD 82943.
One of the main advantages of this type of Monte Carlo algorithm is the pos-
sibility of estimating the confidence region of each of the orbital elements; in
other words, the different possible primary parameters that are all compati-
ble with the given data set. For the particular case of HD 82943, we found a
large set of different orbital fits which yield practically the same value of the
residual function (see Fig. 1.5). Thus, in some cases, it is not possible to give a
single value of the parameter set as the “correct” orbital fit.

A different strategy for the search of global minima of the orbital fit, is the
use of genetic algorithms. This technique is based on natural selection (mim-
icking the behavior of biological populations), by which an initially random
population of initial guesses evolves towards the global minimum. Although
this approach can require larger computational resources than deterministic
methods, it has proved to be extremely robust in all applications to exoplan-
etary systems (e.g. [14, 15]). Other advantages of this approach include its
simple manipulation, and its ability to introduce non-Gaussian error estima-
tions with no significant complications. A recommended introductory text on
genetic algorithms can be found in Charbonneau [16].

1.3.2
Secondary Parameters

Whatever the chosen numerical approach, the orbital fit yields values for
V0r,Ki, ni, ei, ωi and τi. From these we must now estimate the planetary
masses and semi-major axes. These quantities are related to the primary pa-
rameters through the Eqs. (1.3) and (1.11). Notice that we have two algebraic
equations with three unknowns, and it is impossible to separate the value
of sin Ii from the planetary mass. Thus, the values of m and a must be de-
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Fig. 1.5 Projections of possible orbital fits (in astrocentric orbital
elements) for the two HD 82943 planets, on the planes (xi, yi) =
(ei cos ωi, ei sin ωi). Different symbols correspond to different val-
ues of the of r.m.s. of the residuals (from Ferraz-Mello et al. [6]).

termined assuming some ad hoc value for the orbital inclination. Usually, a
value of 90 degrees is chosen, which corresponds to an edge-on orbital fit and
minimum planetary masses. The sensitivity of both m and a to different val-
ues of I is shown in Fig. 1.6. In this plot we have used the following primary
parameters: F = 10−3, M∗ = 1 and n = 2π/365 days−1. Notice that both
the mass and semi-major axes increase as smaller inclinations are assumed,
although the mass is the most sensitive parameter. The change in a is not very
important except for small values of I.

A possible determination of the real individual planetary masses occurs
when both Doppler data and stellar transits are simultaneously available for
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Fig. 1.6 Variation of the planetary mass m (in units of stellar
mass) and semi-major axis a (in AU), as a function of the
unknown inclination of the orbital plane I, for fixed values of the
primary parameters of an orbital fit. The plot was constructed
with F = 10−3, M∗ = 1 and n = 2π/365 days−1.

an exoplanetary system. In this case, the inclination I is known, and m can
be uncoupled from this angle. So far, only a handfull of exoplanets have been
observed by both techniques (e.g. HD 209458 b) and, for most of the rest, the
masses and semi-major axis are still affected by Ii. At first hand, this seems a
major limitation for any dynamical analysis, since these are probably the most
important parameters. However, if for multiple planetary systems we assume
that all planets are co-planar, then the ratios:

mj

mi

aj

ai
(i, j = 1, . . . , N) (1.16)

are unaffected by the value of the spatial inclination. In other words, although
the individual values of mi and ai may be unknown, the relative values can be
deduced, and used in our dynamical studies.

1.3.3
N-Body Fits

In the previous analysis, we have assumed that the motion of each planet
orbiting a given star can be modeled by a Keplerian ellipse. This is an approx-
imation since mutual perturbations will cause the orbital elements to change
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with time. If the estimated values for the planetary masses (minimum values)
are sufficiently small or the mutual separation (i.e., ai/aj) are sufficiently large,
we can assume that the orbital variations are negligible within the timespan
of the observations. In that case, the multi-Keplerian fits presented before are
valid approximations to the problem. However, if the mutual perturbations
are large, we must modify the orbital fit to accommodate nonconstant orbital
elements. This is usually referred to dynamical (or N-Body) orbital fits.

We assume a data file consisting of several observations, starting at time t =
t0 and ending at t = tM. In this interval, the orbital elements are allowed to
vary with time. A dynamical fit proceeds the same way as the multi-Keplerian
version, except for the calculation of the model values of Vr(ti). For perturbed
orbits, it is no longer optimal to use (1.8) to relate the radial velocity with the
orbital elements. The procedure can be separated into the following steps:

1. Specify initial conditions (ni0, ei0, ωi0, τi0, Ii0) for all the planets, which will
correspond to the astrocentric orbits at the beginning of the observations.
The orbital period of each planet must be osculating, and not apparent [6].
We will also require values for the real planetary masses, unaffected by the
inclinations Ii, and the distance between the ascending nodes.

2. Transform the orbital elements to Cartesian coordinates and velocities. We
will need Kepler’s third law to obtain the semi-major axes, and thus the
result will depend on the stellar mass m0. From this data we can calculate
the velocity vector of the star V (with respect to the barycenter of the sys-
tem) at t0. Choosing the reference frame of the coordinate system tangent
to the celestial sphere, the first model value of Vr(t0) will be given by the
z-component of V.

3. Using an N-body numerical integrator, calculate the positions of the planets
at all the subsequent times of observation (i.e., t = t1, . . . , tM).

4. For each ti, repeat the calculations in Step 2, and obtain the complete set of
radial velocities Vr(ti).

Having all the values of Vr(ti) for the chosen initial conditions and real plan-
etary masses, we can calculate the residual function. The best fit will then be
the set of initial parameters and planetary masses that minimizes Q2. The use
of numerical integrations will obviously increase the amount of CPU time;
thus N-body fits are sometimes done as a second-order approximation from
initial Keplerian parameters.

A factor to be taken into account is the uncertainty in the value of the stellar
mass, and its propagation to other quantities in the orbital fit. To obtain ai we
must use Kepler’s third law, and the results depend explicitly on the choice
of m0. A possible way to avoid these problems is to use an adimensional for-
mulation for the equations of motion (see [2]). Even if this approach is not
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employed, it can easily be seen that the ratios mi/mj and ai/aj between any
two planets are unaffected by the particular value of m0. The same character-
istic was also seen in the dependence of the orbital fits with the inclinations I.
Thus, any dynamical study that can be constructed as a function of these ratios
will yield results virtually independent of I and m0.

One of the most important traits of dynamical fits is its theoretical ability to
assess the planetary masses independently of other detection methods, thus
allowing us to bypass the limitations of radial velocity data. However, this
task is not always possible. Even for fixed edge-on systems, the difference
between a dynamical and a multi-Keplerian fit is appreciable only if: (i) the
planets are under significant mutual perturbations and, (ii) the observational
timespan is large. This is true only in a very few cases, the most well known
example being GJ 876 [10]. For almost all other known planetary systems, the
distinction is practically unnoticeable.

An example is given in Fig. 1.7 for the HD 82943 planets. We can see little
difference between both fits (Keplerian and dynamical) within the observa-
tion interval and, at least for this system, both models yield similar results.
However, the divergence between results will increase with time, and longer
observational timespans should be able to detect the effects of mutual pertur-
bations between the planets.

Fig. 1.7 Reconstruction of the radial velocity curve for HD
82943, from a multi-Keplerian fit (gray dots) and an N-body fit
(black dots). The solid line shows the difference (Keplerian minus
dynamical). For more details, see Ferraz-Mello et al. [6].
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Since dynamical fits are not necessary for most planetary systems, in prac-
tice we are still not able to decouple the planetary masses from the inclina-
tions. The values of Ii are not usually considered variables, but fixed at some
initial value, and co-planarity between the planets is assumed. Thus, the true
potential of N-body fits is still far from being fulfilled. Once again, however,
larger observational timespans will certainly change this picture.

1.4
Coordinate Systems and Equations of Motion

Even with all the limitations and uncertainties, stemming both from the ob-
servations and reduction techniques, orbital fits yield (minimum) masses and
orbital elements of the planets in a given stellar system. As a first step towards
a dynamical study, we must construct their equations of motion.

Suppose a system consisted of a star of mass m0 and N planets of mass
mi, thus making this a (N + 1)-body problem. Let Xi denote the position
vectors of all bodies with respect to an inertial reference frame centered in the
barycenter of the system. Then, from Newton’s law of gravitation, we have:

Ẍi = −G
M

∑
j = 0
j �= i

mj
Xi − Xj

|Xi − Xj|3 (1.17)

where the double dot denotes the second derivative with respect to the time.
Introducing the astrocentric positions of the planets as ri = Xi − X0, we can
write the equations of motion for the planets in astrocentric variables as:

r̈i = −G (m0 + mi)
|ri|3 ri + G

M

∑
j = 1
j �= i

mj

(
rj − ri

|rj − ri|3 − rj

|rj|3
)

(1.18)

In terms of these coordinates, the barycentric motion of the star is given by:

X0 = −∑N
i1

miri

∑N
i1

mi
(1.19)

The second term inside the brackets is due to the noninertiality of the astro-
centric reference frame, and is caused by the perturbations of the planets on
the motion of the star.
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1.4.1
Barycentric Hamiltonian Equations

Since dynamical studies of extrasolar planets benefit from the Hamiltonian
structure of the equations of motion, we devote the rest of this section to
presenting three different forms of canonical variables and Hamiltonian func-
tions. Although this is a well established problem in celestial mechanics, the
vast majority of papers deal with the so-called restricted problem in which
only two bodies have finite masses.

The barycentric Hamiltonian equations of the (N + 1)-body problem are
easy to obtain from Eq. (1.17). Defining Πi = miẊi as the linear momenta
associated to each position vector Xi, these variables are canonical, and the
Hamiltonian of the system is the sum of their kinetic and potential energies:

H̃ =
1
2

N

∑
k=0

Π2
k

mk
− G

N

∑
k=0

N

∑
j=k+1

mkmj

∆kj
(1.20)

where ∆kj = |Xk − Xj|. This system has, however, 3(N + 1) degrees of free-
dom, that is, six equations more than the usual Laplace–Lagrange formulation
of the heliocentric equations of motion.

The system can be reduced to 3N degrees of freedom through the conve-
nient use of the trivial conservation laws concerning the inertial motion of the
barycenter. There are two sets of variables used to reduce to 3N the num-
ber of degrees of freedom of the above system. Each will be discussed in the
following subsections.

1.4.2
Jacobi Hamiltonian Formalism

The most popular reduction, due to Jacobi, is widely used in the study of the
general three-body problem and of planetary and stellar systems. In Jacobi’s
formulation, the position and velocity of the planet m1 are given in a reference
frame with origin in m0 (equal to the star); the position and velocity of m2 are
given in a reference frame with the origin at the barycenter of m0 and m1; the
position and velocity of m3 are given in a reference frame with the origin at the
barycenter of m0, m1 and m2, and so on. If we denote with ρk (k = 1, . . . , N)
the vectors thus defined, we have

ρk = Xk − 1
σk

k

∑
j=0

mjXj (k = 1, . . . , N) (1.21)

where

σk =
k

∑
j=0

mj (1.22)
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The quantities ρk are our new coordinates; we must now search for their
canonical momenta πk. These can be obtained from the original pk by means
of the simple canonical condition ∑N

i=1(πidρi − ΠidXi) = 0, and give the im-
plicit relation:

Πk = πk −
N

∑
j=k+1

mkπj

σj−1
(1.23)

The reader is referred to Ferraz-Mello et al. [2] for details of this construction.
A lengthy, but simple calculation shows that nonconstant terms of the total
kinetic energy, in these variables, are given by

T =
N

∑
i=1

π2
i

2β̃i
(1.24)

where β̃i are the so-called reduced masses of the Jacobian formulation, defined
by

β̃i =
miσi−1

σi
(1.25)

The complete Hamiltonian of the relative motion of the N planets, can be writ-
ten as:

H = H0 + H1 (1.26)

where:

H0 =
N

∑
k=1

(
π2

k

2β̃k
− Gσk β̃k

ρk

)
(1.27)

H1 = −G
N

∑
k=1

N

∑
j=k+1

mkmj

∆kj
− G

N

∑
k=1

mk

(
m0

∆0k
− σk−1

ρk

)

Constant terms were discarded, since they do not contribute to the equations.
This function defines a system with 3N degrees of freedom in the canonical
variables (ρk, πk) with (k = 1, . . . , N).

Notice that H0 may be written as the sum of N terms of the form

Fk =
π2

k

β̃k
− Gσk β̃k

ρk
(1.28)

each of which represents the Hamiltonian for the unperturbed motion of mk
around the center of gravity of the first (k − 1) mass-points. It is easy to see
that it has the same functional form as the two-body Hamiltonian in astro-
centric coordinates, except for a change of definition in the masses. Thus, the
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solution of the unperturbed system with H1 = 0 are also conics, and we can
use (1.28) to define new Jacobian orbital elements. These will differ from their
astrocentric counterparts in the first order of the planetary masses.

1.4.3
Poincaré Hamiltonian Formalism

A different reduction to 3N degrees of freedom is due to Poincaré [17]. The
resulting equations were not often used in studies of the solar system, perhaps
because Poincaré himself mentioned he believed its difficulties outweighted
its advantages [18]. However, in recent years this approach has been applied
successfully to several problems in planetary dynamics [19–22]. In fact, and as
we will show below, Poincaré’s formalism is not so complex at all and, when
compared to Jacobi’s approach, the expressions are significantly simpler, and
even easier to use.

The definition of the new canonical variables (ri, pi) for the N planets are
very simple. The new coordinates ri are simply equal to the astrocentric posi-
tion vectors Xi − X0, and the new momenta pi are the same linear momenta
Πi of the barycentric formulation. Hence,

ri = Xi − X0 pi = Πi (i = 1, 2, . . . , N) (1.29)

It is noteworthy that this definition mixes coordinate systems, the positions
being astrocentric while the momenta are barycentric.

We refer the reader to [2] for more details on the construction of these vari-
ables, as well as the algebraic manipulations to obtain the Hamiltonian func-
tion. The works of Laskar [19] and Laskar and Robutel [20] are also highly
recommended references.

The Hamiltonian of the reduced system can once again be written as H =
H0 + H1, where

H0 =
N

∑
i=k

(
1
2

p2
k

βk
− µkβk

rk

)
(1.30)

H1 =
N

∑
k=1

N

∑
j=k+1

(
−Gmkmj

∆kj
+

pk · pj

m0

)

and

µk = G(m0 + mk) βk =
m0mk

m0 + mk
(1.31)

We note that H0 is of the order of the planetary masses mk while H1 is of order
two with respect to these masses. Then H0 may be seen as the new expression
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for the undisturbed energy while H1 is the potential energy of the interaction
between the planets. It is worth noting that each term

Fk =
1
2

p2
k

βk
− µkβk

rk
(1.32)

is the Hamiltonian of a two-body problem in which the mass point mk is mov-
ing around the mass point m0.

The expression for the perturbation term H1 is worth a couple of comments.
On one hand, it is more compact than its counterpart in Jacobi coordinates
(Eq. (1.27)). In fact, it is very similar to the expression of the disturbing func-
tion in the astrocentric reference frame. If we add a greater simplicity of the
definition of the canonical variables, Poincaré’s approach begins to appear
more appealing than Jacobi’s. On the other hand, Poincaré’s expression for
H1 includes terms that depend on the momenta, and this characteristic is baf-
fling to a first-time user. Most of us are used to working with potentials that
are only a function of the positions, and mixed variables have the feel of non-
conservative systems. The explanation, however, simply lies in the different
reference frames chosen for the coordinates and momenta.

1.4.4
Generalized Orbital Elements and Delaunay Variables

The reduced Hamiltonians (1.27) and (1.30) were written in Cartesian coor-
dinates. The purpose of this subsection is to obtain “general” orbital ele-
ments and Delaunay variables corresponding to both Jacobi and Poincaré for-
malisms.

Orbital elements (or their Delaunay canonical counterparts) of each plane-
tary mass mi are defined as solutions of each Fi making up the unperturbed
Hamiltonian H0. The expression for Fi in each coordinate system is:

Astrocentric: Fk =
1
2

(mkṙk)2

mk
− G(m0 + mk)mk

rk

Jacobi: Fk =
1
2

π2
k

β̃k
− Gσk β̃k

ρk

Poincaré: Fk =
1
2

p2
k

βk
− µkβk

rk

(1.33)

Recall, however, that astrocentric coordinates (rk, mkṙk) are only canonical if
N = 2, while the Jacobi and Poincaré version are canonical for any number of
bodies.

Notice that all three expressions in (1.33) have the same functional form
with respect to the coordinates; only the mass parameters are different. This
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means that the solution in each coordinate system will also have the same
form, and their integrals of motion (e.g., orbital elements) can be obtained
with the same formulas. In particular, we can write a general expression for
Fk in the form:

Fk =
1
2

mv2 − µ

|r| (1.34)

where the meaning of the set (r, v, m, µ) in each reference frame is summarized
in Table 1.1.

Table 1.1 Correspondence between coordinates and mass parameters defining the unper-
turbed Hamiltonian H0 in three different reference frames.

Coordinate Position Velocity Mass µ
system (x) (v) (m)

Astrocentric rk ṙk mk G(m0 + mk)
Jacobi ρk πk/β̃k β̃k Gσk

Poincaré rk pk/βk βk µk

We can now use the usual two-body formulas to define generalized orbital
elements in each reference frame. These expressions can be found in any text-
book on celestial mechanics (e.g., [3, 4, 23]). For the semi-major axis and ec-
centricity, we have:

a def=
µr

2µ − rv2

e def=

√(
1 − r

a

)2

+
(r · v)2

µa

(1.35)

The remaining elements also follow the same usual definitions. Kepler’s Third
Law also reads:

n2a3 = µ (1.36)

where, once again, the different definitions of µ yield different relations be-
tween the semi-major axis and orbital frequency. Last of all, we need to mod-
ify the orbital elements (a, e, I, l, ω, Ω) to a canonical set. The usual choice is
the so-called mass-weighted Delaunay variables (L, G, T, l, ω, Ω), where the
new momenta are defined by:

L = m
√

µa

G = L
√

1 − e2

T = G cos I

(1.37)
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It is interesting to note that Eqs. (1.35) and (1.36) are valid for all our reference
systems; the only difference lies in the definitions found in Table 1.1 for each
individual case.

1.4.5
Comparisons Between Coordinate Systems

We have seen that, at least formally, the Poincaré formalism is simpler and
more compact than the Jacobi variables. But how does each perform in prac-
tice? We have simulated the short-term orbital evolution of a co-planar system
formed by a central star with m0 = 0.32M⊕ and two planets with masses
m1 = 20MJup and m2 = 5MJup. Initial conditions were chosen such that
both planets have circular orbits with semi-major axes a1 = 0.131 AU and
a2 = 0.232 AU and are in opposition. The large planetary masses were chosen
in order to have strong perturbations and to avoid misleading graphics hiding
the actual behavior of the orbital parameters.

Figure 1.8 shows the variations of the semi-major axis (a) and eccentricity (b)
of the outer planet only. The orbital elements were calculated in each of the
three reference frames (astrocentric, Jacobi and Poincaré). The inner planet
shows very little difference, and is not shown. The results noted in Fig. 1.8
should be taken with care. The Jacobi variables are those showing the less
variable elements in this example, but this is due to the fact that the planet in
the innermost orbit is much larger. Thus, the results appearing here can differ
from system to system and depend on the arbitrary order in which the planets
are chosen in the construction of Jacobian coordinates. When a natural choice
is possible, as in the given example, Jacobi elements are those showing the
least variations.

The main advantage of having a small temporal variation, at least on short
timescales, can be found in the use of orbital fits as initial conditions for sim-
ulations. If the two-body values of a and e vary little, then a multi-Keplerian
orbital determination from radial velocity data will be more precise than a
case where the same parameters show significant variations throughout the
observational interval. For these reasons, in recent years Jacobi coordinates
have been a popular choice for orbital determination. The only problem lies
in the hierarchical structure of Jacobi coordinates. In order to define the vari-
ables, we must first know which is the first planet, which is the second, etc.
This prior knowledge is not necessary in Poincaré or astrocentric variables,
and can lead to confusion or erroneous results if not done with care.

Orbital fits in Jacobi coordinates can be undertaken in the same way as de-
duced for astrocentric elements, except for a change in the definition of the
semi-amplitudes Ki. Thus, the complete radial velocity of the star m0 is still
given by (1.8), but now:
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Ki =
mi sin Ii

σi

2πai

T̂i

√
1 − e2

i

with T̂i =
2πa3/2

i√Gσi
(1.38)

and where σi = ∑i
k=0 mi, and all orbital elements are Jacobian. The reader is

referred to Lee and Peale [24] for further details.
In conclusion, Jacobi seems a good choice for orbital representation, espe-

cially if N-body fits are not employed. However, the larger sensitivity of the
astrocentric coordinates to mutual perturbations has its advantages. If dy-
namical fits are used in the hope of uncoupling the planetary masses and
the inclinations, astrocentric coordinates are preferable, since the orbital varia-
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Fig. 1.8 Evolution of semi-major axis and eccentricity of the outer
body (two-planet system) in three different coordinate systems.
Continuous lines correspond to astrocentric orbital elements, dot-
ted lines to Jacobi variables, and dashed lines to orbital elements
deduced from Poincaré canonical variables.
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tions will first become appreciable in this reference frame. Thus, the choice be-
tween Jacobi and astrocentric for the process of orbital determination depends
on the problem at hand, and on the information desired by the researcher.
Whatever the choice, the Poincaré canonical variables still stands out as the
most adequate reference frame for dynamical studies. The transformation be-
tween all systems is straightforward, and there should not be any inhibitions
in using different coordinates for different tasks.

1.4.6
The Conservation of the Angular Momentum

If the only forces acting on the N + 1 bodies are their point-mass gravitational
attractions, the angular momentum is conserved:

L =
N

∑
i=0

miXi × Ẋi (1.39)

Since ∑N
i=0 miXi = ∑N

i=0 miẊi = 0, the above equation gives

L =
N

∑
i=0

miri × pi (1.40)

which, in terms of the orbital elements, yields

L =
N

∑
i=1

βi

√
µiai(1 − e2

i )k̂i (1.41)

where ki are the unit vectors normal to the orbital planes. This is an exact
conservation law. In this equation ai and ei are not the usual astrocentric os-
culating elements but the canonical Poincaré elements.

The conservation law given by (1.40) is also true if Jacobian coordinates
are used. It is worth emphasizing that when ai and ei are the astrocentric
osculating elements, the expression

L̂ =
N

∑
i=1

mi

√
µiai(1 − e2

i )k̂i (1.42)

is no longer an exact conservation law. One may easily see that:

L̂ = L−
N

∑
i=1

miX0 × Ẋ0 (1.43)

showing that the quantity L̂ has in fact a variation of order O(m2
i ). Thus, the

conservation of the total angular momentum is better expressed in canonical
variables than in astrocentric orbital elements.
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2
Terrestrial Planets in Extrasolar Planetary Systems
Rudolf Dvorak and Elke Pilat-Lohinger

Abstract

In this chapter we deal with the dynamical stability of fictitious terrestrial
planets in exosolar planetary systems, and concentrate on possible motions in
the habitable zones of these systems (see Chapters 4, 6 and 11). Up to now, all
planets found outside our solar system are of the size of several earth masses
and therefore cannot be regarded as terrestrial planets (which are the interest-
ing ones for they can build up a biosphere). Theoretical studies of fictitious
objects – a widely used technique in astrodynamics – are very important to
help observers in their search for “a second Earth”. The conditions to be ful-
filled to allow for a terrestrial planet are reviewed from the dynamical point of
view: the interesting regions of motion around a host star have been studied
by many authors with the aid of extensive numerical integrations. Besides the
stability of an orbit itself, its dynamical evolution, changes of its semi-major
axis, its inclination as well as its eccentricity are studied. These investigations
were accomplished in different dynamical models, with the aid of numerical
integration methods of the equations of motion and with different methods of
analysis (e.g., chaos indicators).

Three types of “habitable” regions for terrestrial planets are the subject of
investigation:
a) the Jupiter-like planet is outside its star’s habitable zone,
b) there is a hot Jupiter in such a system,
c) the giant planet moves inside the habitable zone.

Many studies have been undertaken for systems with only one giant planet,
and with more than one gas-planets present in a system respectively. We
present the results of several investigations of different authors and discuss
also global results of attempts to compile catalogues where the dynamics of
planets in habitable zones for most systems can be estimated according to the
characteristics of the extrasolar planetary systems. An interesting conclusion
can be drawn: the chance for terrestrial planets to move well inside habitable
regions around a host star on stable orbits is not too small. The respective es-
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timates from different authors are between 10 and 60 percent for the presently
known extrasolar planetary systems!

2.1
Introduction

Although we have not found any terrestrial planet outside the solar system
yet, the scientific astronomical community is convinced that our galaxy is full
of them. With the European satellite CoRoT successfully launched recently1)

we are optimistic to find such planets. (For a detailed description of CoRoT
see Chapter 3.)

With the aid of the NASA counterpart, the Terrestrial Planet Finder TPF2)

scientists hope also to extend their knowledge about extraplanetary systems
(= EPS) significantly:

“. . . TPF will revolutionize major areas of both planetary and non-
planetary science . . . , prior to the start of TPF, ground- and space
based searches will confirm the expectation that terrestrial planets
are common around solar-type stars.3)”

The many planetary systems in our solar environment, which have already
been discovered during the last 10 years, show quite plainly that the detection
of the first terrestrial planet (= TP) is just a question of observational technique
and therefore is only a question of time.

Nevertheless it will be difficult to find such a “second Earth”, because there
are many constraints for a planet to fulfill to develop and keep its biosphere:
e.g., a surface with plate tectonics, a similar atmosphere to the one of our
earth, etc. All these critical circumstances are – to a large part – dependent
on the host star, its spectral type and age, but also on the orbital dynamics of
the TP. Even when moving in a low eccentric orbit with small perturbations it
must stay at the “right” distance to the star, to be able to maintain an earth-
like environment and thus it should remain in the so called habitable zone
(= HZ)4) (see Chapters 4, 6 and 11 in this book).

When we look at our solar system, its structure seems to be quite particular:
inside the quasi-circular orbits of the gas-giants Jupiter, Saturn, Uranus and
Neptune, the four terrestrial planets Mercury, Venus, Earth and Mars are or-
biting the sun. Additionally other earth-sized planets are satellites of Jupiter

1) CoRoT was launched on the 27th december 2006 into its halo orbit around the Lagrange
point L2.

2) The Terrestrial Planet Finder will be launched by NASA, probably in 2010; see Chapter 10.
3) NASA: Earth-Like Exoplanets: The Science of NASA’s Navigator programme, 2006.
4) A somewhat rough outline of the habitable zone is where water could exist on the surface of a

planet in liquid form; for a more precise definition see Kasting et al. [1] and other chapters of
the book.
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(e.g., Europa) and Saturn (e.g., Titan) or reside in orbits outside Neptune in
the Kuiper-belt5).

Out of more than 200 planets known up to now (February 2007) we can
observe only large planets from six earth masses (Gliese 876 d) up to several
Jupiter masses. Apart from the problem of stability of the observed planets,
the search for stability regions of still hypothetical planets is interesting and
can be studied with tools of astrodynamics. The constraints have already been
mentioned: stable low eccentric orbits of the TPs in the HZ of the host star are
needed.

In Extrasolar Planetary Systems (= EPS) we can distinguish four different
groups in respect of the location of the HZ; the classification depends on where
the Jovian planet(s) (Gas-giant = GG) is (are) moving (see Fig. 2.1):

• G1: if the GG is very close to the star (= hot Jupiter), stable orbits of TPs can
exist in the HZ for time scales long enough to develop a biosphere.

• G2: if this GG moves far away from the central star (like Jupiter), then stable
low eccentric orbits for TPs in the HZ can occur.

• G3: if the GG itself moves in the HZ, a terrestrial satellite (e.g., Titan in the
system of Saturn) can have a stable orbit.

• G4: if the GG itself moves in the HZ, a Trojan-like TP may move in a stable
orbit around the Lagrangian equilibrium points L4 or L5.

In addition, combinations of all four groups may occur, when two or more
planets are present.

Apart from the global studies of Menou and Tabachnik [2] and Jones et al. [3]
concerning the stability of orbits of TPs in EPSs, there are many investigations
on specific systems for the four mentioned groups: e.g., Érdi and Pál [4], Érdi
et al. [5], Dvorak et al. [6], Dvorak et al. [7], Dvorak et al. [8], Jones et al. [9],
Jones and Sleep [10], Laughlin and Chambers [11] and Asghari et al. [12].

In the following, we will present the kind of methods used to investigate
the dynamics of fictitious TPs in EPSs (Section 2.2), briefly explain the prob-
lem of formation of terrestrial planets (Section 2.3), then discuss the results of
studies of some examples of the G2 and G4 group (Section 2.4). We point at
a catalogue of single-planet systems (Section 2.5), show an example of TPs in
multiplanetary systems (Section 2.6) and finally discuss what we may expect
of future discoveries on the basis of our present knowledge of EPSs.

5) This does not fit into the new definition of planets and dwarf planets of the IAU.
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Fig. 2.1 Possible habitable regions for terrestrial planets in EPSs
(G1 to G4): the full black circles show the terrestrial planet, the
light grey full circles show the gas-giant.

2.2
The Methods of Investigation

The question of the dynamical stability of hypothetical terrestrial planets can
be treated in a system with only one giant planet in the framework of the well
known and well studied elliptic restricted three-body problem (= ER3BP)6). In
a system with more planets, the only reasonable way to test the orbital sta-
bility of additional planets seems to be performing numerical investigations.
Different integrators for solving the equations of motions of the n-body prob-
lem are available, e.g., the Mercury6 package [13], the Lie-integration methods
[14, 15] and many more.

• For the first group G1, where a hot Jupiter is present in the system with an
almost circular orbit close to the host star, a possible TP in the HZ (around
1 AU) would not suffer from large perturbations which could cause the
planet’s orbit to be unstable. We will not discuss this situation further, it
mainly is of interest to research treating the formation of TPs.

• For the second group G2 we do have results of analytical studies for as-
teroids in mean motion resonances (= MMR) with Jupiter which is the dy-
namical model of the ER3BP. No analytical results for the stability regions
of fictitious TPs were yet to be found in this model, where we have differ-

6) Given the gravitational field of two massive primaries having Keplerian orbits around their
common barycenter, one studies the orbit of a third body, which is regarded as massles and
thus does not influence the primaries’ motion.
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ent mass ratios of the primaries and different eccentricities of the primaries’
orbits. Interesting results have been derived for the averaged ER3BP for
special MMR of periodic orbits [16], but no results for global studies of the
dynamics of this group are available.

• For satellite TPs (G3), we can conclude from observations of the satellite
systems around the GGs in the solar system that, for small eccentric plan-
etocentric orbits with a semi-major axes a < 1 × 106 km (e.g., Jupiter’s
Ganymede and Saturn’s Titan), stable orbits do exist. Even large eccen-
tricitic and retrograde orbits are stable; but for TPs in EPSs these studies
should be done separately. In a recent paper Domingos et al. [17] investi-
gated these orbits for many EPSs and concluded that most of such systems
with a GG in the HZ could host TPs as satellites.

• For the 1:1 MMR (G4), the Trojan TPs, a lot of analytical work was done
concerning the stability of the Lagrangian points in this model of the afore-
mentioned ER3BP depending on the mass ratio of the primaries and the ec-
centricities of their orbits. A quite important contribution to this topic was
the study of cases when the third body was not regarded as massless [18].
The results of a first-order stability analysis in the framework of the general
three-body problem have been presented in the aforementioned book by
Marchal [18]. With M the total mass and m1 ≤ m2 ≤ m3 a mass parameter
R was defined as R = (m2 + m3)/M + m2m3/m2

1 + O(m3
2m3/m4

1). Using
these results one can see in Fig. 2.27) that, in the case of a terrestrial-like
planet with a relatively small mass (general three-body problem), compared
to the two primary bodies there is no difference concerning the stability of
the equilibrium points with the ER3BP. The fact is clear; when we set m3 = 0
the parameter R reduces to the mass ratio µ = m2/(m1 + m2).

It is important to say that stability does not necessarily mean that one can
find stable Trojan orbits in the vicinity of these equilibrium points, because
to claim that, we would need to know the extension of the stable regions.
Checking the observed eccentricities of the orbits of the planets in EPSs,
the estimated (minimum) mass of the giant planet and the mass of a TP
(comparable to the mass of our earth) it turns out that all planetary systems
given by Jean Schneider8) have stable equilateral Lagrangian points. Sur-
prisingly enough this is also true for planets with large eccentric orbits of
the primaries. Analytical studies concerning the extension of this region for
Jupiter and the other giants have been undertaken to find an effective sta-
bility for the stability regions. It will be possible to adapt these results also
to EPSs [19].

7) Figure 13, p. 49 in Marchals’s book.
8) http://exoplanet.eu
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Fig. 2.2 Stability of the equilateral Lagrange points in the elliptic
restricted three-body problem eccentricity versus mass ratio µ
(after C. Marchal [18]).

Quite often, the analysis of the numerical results is carried out by making
use of chaos indicators like the RLI [20], the MEGNO [21], the FLI [22] or the
Lyapunov Characteristic Exponents (LCE) directly. According to Barnes and
Raymond [23] “. . . direct N-body integrations are the best available method
for determining stability”. They argue that the finding of chaotic motion is
not equivalent to unstable motion which is clearly shown in our solar system
(see [24–26]). In particular the inner solar system planets are moving in chaotic
orbits but they are stable at least for the time scale of the planetary system.

An efficient method in this sense is observing the eccentricities of the hy-
pothetical TPs during the integration and to report the largest value. Another
possibility is to watch out for close approaches (e.g., within the Hill’s radius)
to a large planet which cause a subsequent escape of the TP from its actual
orbit. While the escape time (or stability time) is used by several authors, the
check of the eccentricity additionally tells us a lot about the amount of radi-
ation the planet received from its host star. A limit of e < 0.2 for a stable
“habitable” orbit of a TP gives reasonable results because then the difference
in distance between periastron (P) and apoastron (A) is 50 percent (e.g., for
semi-major axis a = 1 AU P = 0.8, A = 1.2). The maximum eccentricity
method (MEM) is thus a simple check for statistical quantities that does not
require additional computation resources, just like using chaos indicators9).

9) One may ask why we call this a “method”. The value of emax of the orbit of a TP tells about
the stability of its orbit in an EPS. The check for the largest eccentricity of an asteroid moving
in the main belt (e.g., the 3:1 MMR) is also a reliable tool to detect an unstable orbit.
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Nevertheless the computation of chaos indicators is very useful and can be
seen as a complementary tool.

2.3
Basics of the Formation of Terrestrial Planets

Some articles concerning the possible formation of terrestrial planets [27, 28]
cast doubt recently that the planetary systems found may have terrestrial hab-
itable planets. Gas-giants are thought to form much faster than terrestrial
planets; thus the authors made numerical integrations with a gas giant be-
tween 1.6 and 6 AU on orbits with eccentricities up to e = 0.4, computed the
accretion possible under such conditions, and received results comparable to
the moon and up to Mars-sized planets only. In such numerical simulations
of several hundred n-body systems they found out how terrestrial water-rich
planets could be formed. The results excluded the existence of such planets
when a Jupiter-like planet is present at a distance closer than a=3.5 AU and
also when the eccentricity of the orbit of the GG is significant. The authors
concluded that: “the majority of the current sample of extrasolar giant planets
appear unlikely to form habitable planets”. Although this sounds quite pes-
simistic, one can also say that the possibility of TPs around other stars is not
so small. The same authors expressed this opinion themselves in the journal
Science (Raymond et al. [29]) wherein they claim: “More than a third of the
known systems of giant planets harbor earth-like planets”. In this article the
authors took the possible migration of the giant planet caused by the torques
with the massive disk of gas into account. So there are several mechanism to
explain the existence of terrestrial planets in the HZ, inside (without migration
of the GG) or outside a GG (hot Jupiter, after migration). A new investigation
by Fogg and Nelson [30] shows, that even in hot Jupiter systems, terrestrial
planets can form in the habitable zone during and after the migration of the
GG, and that they may even have water on their surface!

So we do have reasonable theories about the formation of terrestrial planets
for the groups G1 and G2. Even the existence of earth-like Trojans, captured
into a 1:1 resonance with a GG can be modeled, which could have been cap-
tured after (during) the migration of the large planets [11]10). Nevertheless the
answer to the question whether TPs may form in EPSs is ambivalent, so much
more theoretical work has to be done on this subject and further discoveries
of EPSs are required.

10) Compare the recent articleMorbidelli et al. [31] for the formation of Jupiter Trojans in the
solar system.
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2.4
Stability Studies of Terrestrial Planets

A complete numerical study has been performed by Menou and Tabachnik [2]
concerning the existence of stable orbits for TPs. They integrated 100 massless
bodies for time scales up to 106 years, all randomly distributed in the habit-
able zone for each system known at that time. Their stability limit was defined
in such a way that either the orbit became parabolic or hyperbolic, or the TP
suffered from a close encounter within a distance of 3RHill

11) to the GG. Ad-
ditionally EPSs were not regarded as possibly hosting “interesting” TPs when
they left the HZ. According to their results, about half of the investigated 85
EPSs “are unlikely to harbor habitable terrestrial planets because of the strong
perturbing influence of giant planet(s) in the vicinity of habitable zones.” The
authors estimate that about 25 percent may possibly be in a state of habitabil-
ity as far as their orbits are concerned. The other TPs may have eccentricities
too large to have low seasonal climate changes. In a more recent study Jones
et al. [3] investigated the stable regions in the HZ of 152 EPS. They also used
the Hill radius as their stability criterion. The respective conclusions are that
41 percent of the EPSs known to date are in a state of sustaining habitability.

Both studies ignore or underestimate the role of MMR, which can be rather
important and may destroy stability altogether. If the MMR are dense, i.e.,
they overlap, a strong chaotic zone is present which may lead to a destabiliza-
tion of a planet’s orbit moving in such a region. We will come to this point
when we discuss as an example the EPS Gl777A. Another aspect is a possible
additional – still undetected – planet changing the picture, because then sec-
ular resonances between the large planets and the test planets arise inside the
MMRs [32, 33].

2.4.1
The G2 Systems and Gliese 777A

By giving a few examples of systems where the GG orbits its host star in such a
distance that a TP could move in the HZ (which would be well inside the GG’s
orbit) we will describe five EPS and one of them in a more detailed fashion.
Here we would like to follow the results described in Asghari et al. [12].

The computations in the aforementioned article were performed with or-
bital elements known at that time; in Table 2.1 we show the new data derived
from recent observations also. One can see the problem of determining stabil-
ity regions: quite often, additional data from observers cause a change in the

11) This is defined as the radius ρ of a sphere around a secondary body with mass µ2 =
(m2/(m1 + m2)) in the ER3BP, where the tidal forces and the mutual attraction of a mass-
less body are such that the radial force vanishes. ρHill = (µ2/3)1/3.
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Table 2.1 Parameters of the investigated systems. The upper line lists the values known
in September 2003 (put on the webpage by J. Schneider); with these values the compu-
tations were carried out in the paper Asghari et al. [12]. The values in the lower line show
the orbital parameters obtained from recent observations in http://exoplanet.eu/catalog.php
(6th Feb. 2007).

Name Mass Semi-major Eccentricity
axis [AU]

HD 190360 (G6IV) 0.90 M� – –

0.96 M� – –

HD 190360 b 1.33 MJ 4.8 0.48 ± 0.2

1.502 ± 0.130 MJ 3.92 ± 0.2 0.36 ± 0.03

HD 190360 c 0.057 ± 0.015 MJ 0.128 ± 0.002 0.01 ± 0.1

HD 72659 (G0V) 0.95 M� – –

HD 72659 b 2.55 MJ 3.24 0.18

2.96 MJ 4.16 0.2

14 Her (K0V) 1.00 M� – –

0.9 M� – –

14 Her b 4.89 MJ 2.85 0.38

4.64 ± 0.19 MJ 2.77 ± 0.05 0.369 ± 0.005

14 Her c 2.1 MJ 6.9 0

HD 4208 (G5V) 0.93 M� – –

HD 4208 b 0.8 MJ 1.67 0.05

47 UMa (G0V) 1.03 M� – –

47 UMa b 2.54 MJ 2.09 0.061 ± 0.014

2.6 ± 0.13 MJ 2.11 ± 0.04 0.049 ± 0.014

47 UMa c 0.76 MJ 3.73 0.1 ±0.1

1.34 ± 0.22 MJ 7.73 ± 0.58 0 ± 0.12

orbital elements of the planets. Thus it is reasonable to use different orbital
parameters within given error bars. The compilation of a whole catalogue for
motions of TPs covering a large range of orbital eccentricities and mass ratios
between the host star and the giant planet would be an even better idea (see
Section 2.5).

A schematic view of Fig. 2.3 shows the dynamical structure of the EPS we
are dealing with, namely of Gl614, HD4208, HD72659 and 47 Uma (a system
with two giants). The results derived via numerical integration for a fine grid



36 2 Terrestrial Planets in Extrasolar Planetary Systems

of initial conditions for the four systems may be summarized (for details see
[12]) as follows (schemata from top to bottom):

• Gl614: It is unlikely that a TP will move there, the large mass in connection
with the relatively large eccentric orbit of the GG causes large perturbations
inside the HZ.

• HD4208: In this system there seems to be enough space for a TP. Orbits with
low eccentricity can be stable.

• HD72659: This is quite a good candidate for hosting a TP with a low eccen-
tric orbit in spite of the eccentricity of 0.18 for the GG.

• 47 Uma: There is a good chance for TPs to move inside the HZ with relative
small eccentricities between the strong acting MMR 3:1 and 4:1. The other
MMR (5:2, 7:3 and 2:1) visible in Fig. 2.3 (bottom scheme) do not cause large
perturbations.

A planet in Gl 777 A (= HD 190360) was discovered by Naef et al. [34]. This
EPS consists of a wide binary (with a = 3000 AU) and therefore it is not nec-
essary for dynamical studies of motions of TPs to take the more distant com-
panion into account. The star is a G6 IV with 0.9M� which hosts a planet with
a mass of 1.33 MJup and a semi-major axis of 4.8 AU (see Table 2.1). The large
eccentricity (e = 0.48) limits the possible region of motion for an additional TP
to a < 2.4 AU (= periastron). In Fig. 2.3 one can see the main characteristics
and that low-order MMR are not acting in the HZ.

Its HZ corresponds to a region between 0.7 AU < a < 1.3 AU. The stability
diagram (Fig. 2.4) shows, in the blue and green region, a large stable zone for
a fictitious TP to move there with moderate eccentricities e < 0.25. Using the
MEM, one can see some interesting features: strong vertical lines due to high-
order resonances with large eccentric orbits in this resonances and a growing
number of unstable orbits with larger semi-major axes of the terrestrial planet.
All in all one can say that Gl 777 A is an EPS with a high possibility that
planets will stay within the habitable zone for very long times with moderate
eccentricities which are a necessary condition for a stable biosphere. With
the new data (second line in Table 2.1) no significant changes of the stability
regions are expected, because the smaller semi-major axis is compensated by
a smaller orbital eccentricity of the GG.

In the global study of Menou and Tabachnik [2] they conclude that Gl 777
could host TPs within its HZ; in Jones et al. [3] the authors come to the same
conclusions. In another investigation by Sandor et al. [20] it is mentioned that,
with the new values of eccentricity the HZ is strongly chaotic and a region of
overlapping of resonances. This result was interpreted using the RLI data for
only some 30 revolutions of the primary bodies, but we would like to stress
once more that a chaotic motion is not equivalent to an unstable one.
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Fig. 2.3 Schematic view of five extrasolar
planetary systems. From top to bottom:
Gl614, HD4208, Gl777A, HD72659 and the
system with two gas-giants 47Uma. x-axis
is the distance from the planet to the host
star, the red bands left to the planets show
the region where the planets are moving to-
wards the periastron position, the size of the

planet is proportional to the minimum mass
determined by the observers. The green re-
gion between the planet and the star marks
the habitable zone. The dark verical lines
with the numbers at the top of every scheme
characterize the mean motion resonances of
a hypothetical terrestrial planet with the GG
(after F. Freistetter, unpublished).

2.4.2
Theoretical and Numerical Stability Investigation of the G4 and EPS HD108874

Several numerical studies are devoted to finding stability regions of type G4
in EPSs as in Refs [4, 5, 35–38]; all of them are aiming to find the extension of
such stable zones for fictitious TPs in semi-major axes and in libration around
the equilateral equilibrium points.
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Fig. 2.4 Initial condition diagram of semi-major axis of the
fictitious terrestrial planet versus the eccentricity of the GG of the
extrasolar system Gl 777 A. The colors indicate the maximum
eccentricity achieved during the integration of 1 million years.

From a theoretical point of view, the stability of the Lagrange points is well
known in the ER3BP (see Section 2.2). The question of the extension is a more
interesting one for TPs in EPSs and not yet answered in a satisfying way. Nev-
ertheless, for special mass ratios, close to the earth–moon system there do ex-
ist numerical studies to establish such regions (e.g., [39, 40]). The interesting
question for G4 types is the following one: how does the extension of the sta-
ble region depend on the mass ratio of the primaries and of the eccentricity of
the orbit of the GG? This means that a two-parameter study should be done.
A numerical study (yet unpublished) provided the results which are shown
in Figs. 2.5 and 2.6. It is quite obvious in Fig. 2.5 that – for a Jupiter mass
GG (a) and a GG with five times the mass of Jupiter (b) – this stability region
diminishes with a larger eccentricity of the primary’s orbit.

In Fig. 2.6 we show the results of the two parameter study for 1, 3, 5 and 7
Jupiter masses and different eccentricities within 0.0 ≤ eGG ≤ 0.5 with δe =
0.1. It is visible that both parameters lead to a shrinking of the stable area
around the equilibrium point, namely with increasing mass and increasing
eccentricity. The criteria to establish stability was again the MEM, the time
interval for the integrations was 106 periods of the primary’s orbit.
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(a)

(b)

Fig. 2.5 Stability region around the equilateral equilibrium point in the ellip-
tic restricted three-body problem for four different eccentricities of the orbit
of the GG (e = 0.0, 0.1, 0.2 and 0.3, lowest to highest plot) and for two dif-
ferent masses of the GG. The initial conditions in the x-axis are the angular
distance to the point L4 and the semi-major axis in the y-axis. Along the
z-axis we plotted the maximum eccentricity of the “surviving” stable orbits.
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Fig. 2.6 Stable area (y-axes) around the equilateral equilibrium
points in the ER3BP depending on the mass of the GG and the
eccentricity of the primary’s orbit (x-axes).

In a somewhat more detailed investigation, where the mass of the fictitious
TP was also taken into account [41], these regions were determined via short
time computations with the RLIs. These results agree with a recent publica-
tion [38] for a fine grid of initial conditions within 0.0 ≤ eGG ≤ 0.3 and a large
scale to mass ratio µ of the primaries. The extension of the area was checked
with the aid of the maximum eccentricity used as a purely numerical stability
criterion: an orbit was regarded as unstable if emax > 0.5. This limit for emax

is supported by many investigations of this problem. The results in Fig. 2.7
show the following: close to the eprimaries = 0 (the circular problem) and small
mass ratios, the stable region is large (red and then orange), the edges of these
large stable areas consist of smaller and smaller areas around the equilibrium
point (yellow and then green). The large region outside (larger eccentricity
and large mass ratio, blue color) depicts escaping orbits around the equilib-
rium points. The border between stable and unstable regions coincides quite
well with the stability diagram (Fig. 2.2). The two unstable regions correspond
to the mass ratios (µ = 0.015 and 0.025) and are caused by the 3:1 and 2:1 reso-
nances between the orbital period of the large planet and the libration period
of the Trojan. The investigation was accomplished just in the ER3PB, because
recent results have shown that, by giving the fictitious TP a mass of the order
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Fig. 2.7 Stability regions around an equilateral equilibrium point
in the ER3BP. We varied the mass parameter µ (x-direction) and
the eccentricity (y-direction) of the primary’s orbit. The colors
from red to blue indicate the extension of the region (e.g., green
color on the edge means that the area diminished in size to just
1 percent of the red region!

of an earth mass – which is the most interesting case from an astrobiological
point of view – the stability of the equilateral Lagrange points themselves does
not change and the extension of the stable region is not reduced [42].

There is one very good candidate, when it comes to hosting a Trojan terres-
trial planet in the habitable zone, namely HD 108874 [43]. The sun-like host
star was known to have only one massive planet with approximately the mass
of Jupiter and an orbit with a small eccentricity in the HZ. Recently a second
planet was observed outside the orbit of the already known one [44]. In Ta-
ble 2.2 we show the orbital parameters derived from observations with the
given error bars.

Nine different models were tested by Schwarz et al. [42] to take the possible
observational errors into account, especially those of the semi-major axis and
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Table 2.2 Orbital elements of the EPS HD108874.

NAME HD108874 b HD108874 c

mass [Mj] 1.36(±0.13) 1.018(±0.03)
a [AU] 1.051± 0.02 2.68± 0.25
orbital period [days] 395.4(±2.5) 1605.8(±88)
eccentricity 0.07(±0.04) 0.25(±0.07)
ω [deg] 248.4(±36) 17.3(±23)

the eccentricity of the perturbing outer giant for the computation of orbits
of fictitious Trojan planets. We used the nominal values, but also lower and
upper bounds according to the given error bars in e and a:

• Models M1x, namely M11, M12 and M13 with a = 2.43 AU and three values
for the eccentricity e = 0.18, 0.25, 0.42.

• Models M2x, namely M21, M22 and M23 with a = 2.68 AU and again
e = 0.18, 0.25, 0.42.

• Models M3x, namely M31, M32 and M33 with a = 2.93 AU and
e = 0.18, 0.25, 0.42.

The results of the integrations show that, in models M1x no orbit survived
for times longer than 1 million years. For M12 and M13 this is due to the in-
stability of the orbits of the two planets themselves; in fact, the same happens
in M23. The orbits of the TPs for the largest initial eccentricity (e = 0.32) in
models M23 and M33 are not stable.

The stable region for the Trojan planets is shown in Fig. 2.8a for M21,
where one can see that this region around the equilibrium point L4 (located
at a = 1.051 and ω = 308◦) extends from 295◦ < ω < 325◦ and 1.035 AU
< a < 1.075 AU. For M22 in Fig. 2.8b we can see just a very small region of
stable orbits which we suspect to disappear during a longer integration. In
Fig. 2.9a for M31 we observe a slightly larger stable region around the equilib-
rium point, which can be understood considering that the perturbing planet
in this model is farther away from the inner planet and also far away from
any low-order MMR. In Fig. 2.9b the stable region in model M32 almost dis-
appears for a larger eccentricity of the outer planet. In Table 2.3 we list the
extensions in the semi-major axis and ω for different models.

It is evident, from these results, that the parameters of the system need to
fulfill special restrictions when one can expect Trojan-like TPs to move in the
HZ on stable low eccentric orbits.
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(a) (b)

Fig. 2.8 Stability regions around L4 in model M21 and M22.
The initial semi-major axes (y-axis) are plotted versus the initial
angular distance from the equilibrium point L4. The dark regions
around the point L4 (a = 1.051 AU, ω = 308) show that with such
initial conditions the maximum eccentricity during the integration
time was always emax < 0.2.

(a) (b)

Fig. 2.9 Captions as in Fig. 2.8 but for the models M31 and M32.

Table 2.3 Extensions of stable regions for different models with respect to the semi-major
axes and the angular distance to the Langange point L4.

Stability M21 M22 M31 M32
parameter

a (AU) 2.68 2.68 2.93 2.93
e 0.18 0.25 0.18 0.25

δω 30◦ 14◦ 35◦ 10◦
δa (AU) 0.04 0.015 0.045 0.01
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2.5
A Global Approach: The Exocatalogue

Recently two groups involved with dynamical studies of fictitious terrestrial
planets12) compiled a catalogue of stable zones in “one planet EPSs” [45]. Ev-
ery stability map shows the results of numerous numerical integrations of the
equations of motion for fictitious TPs (massless!) in the ER3BP for a given
mass ratio. The value of the RLI13) is plotted in this initial condition diagram
(the semi-major axes of the TP 0.1 AU < a < 0.9 AU versus different eccen-
tricities of the primaries’ orbit 0 < e < 0.5). The fine grid of δa = 10−3 AU in
semi-major axes and eccentricities δe = 0.005 unveils the “V-shape” structures
of the resonances with increasing eccentricity of the GG. These MMR with the
GG are marked on the upper line with numbers (like the 2:1 MMR at a = 0.65,
which is known to be unstable in the main belt of asteroids). The scaling is
chosen, so that “yellow” and “orange” may stand for regular motion, whereas
“red, green and black” stands for chaotic orbits (see the scale given for each
plot). Additionally the initial conditions for the fictitious test planet were var-
ied in position (mean anomaly 0 < M < 2π), the other elements were set to
zero, which means that the orbit of the TP was initially circular; only the plane
problem was treated.

The catalogue may simply be applied to any newly discovered EPS with
one planet: in Fig. 2.10 we show four examples of systems, of which their
orbital parameters are known to us. These four systems all have a mass ratio
comparable to the one in our solar system where Jupiter is the dominating
GG. It is plotted in the left lower corner of the figure and shows the extension
of the habitable zone in semi-major axes. These values need to be multipled
by the semi-major axes of Jupiter (5.2 AU) to get the estimated borders of
the HZ of the Solar system. Consequently our planet earth is – fortunately
– in a dynamically stable (yellow) region. In the same way we can handle
the other three systems. Figure 2.11 represents a similar map for a different
mass ratio, namely for a GG, five times more massive than Jupiter (µ = 0.005).
As explained above we can proceed to find out whether a system contains a
habitable zone where TPs could move on nonchaotic orbits. To get the full
information on how the catalogue is compiled we refer to the original paper
and to the homepage http://astro.elte.hu/exocatalogue.

12) A group at the Institute of Astronomy of the Eötvos University in Budapest (http://astro.
elte.hu) and the AstroDynamicsGroup at the Institute of Astronomy at the University of
Vienna (http://www.univie.ac.at/adg).

13) The relative Liapunov Indicator (RLI) is a recently developed tool for detecting chaos in
dynamical systems in relatively short time. A detailed technical explanation is given in [46].
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Fig. 2.10 Normalized Stability zones for the mass ratio µ = 0.001
derived with the chaos indicator RLI. Dark regions correspond to
chaotic orbits, the yellow and orange region contain regular orbits,
dark red, green and black indicate chaotic orbits.

Fig. 2.11 Normalized Stability zones the mass ratio µ = 0.005.
Captions as in Fig. 2.10.

2.6
Terrestrial Planets in Multiplanetary Systems

In a series of papers [23, 27, 47] the stability of possible additional planets
in multiplanetary systems is investigated via numerical integrations and the
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formation of such planets is discussed extensively. These systems can be clas-
sified [23] into three categories:

• CI: resonant systems, where the large planets are locked into a resonance.

• CII: dynamically interacting systems which are separated by less than a pos-
sible 10:1 MMR.

• CIII: separated systems which are beyond the 10:1 MMR between the two
planets.

Numerical investigations of group CI and CII systems show that many of them
are close to instability when one takes observational error bars for orbital ele-
ments into account (see Chapters 1 and 8 of this book). In this sense these two
groups can be regarded as systems which do not allow additional planets to
move in between them. Nevertheless TPs could still exist, either outside the
two planets (when both are relatively close to the host star), inside (like the
terrestrial planets in our solar system and the stable orbits of fictitious TPs in
47 Uma; see Section 2.4.1) or as TP in 1:1 resonance. These possibilities (groups
G1 to G4) are already mentioned in the introduction for single-star systems.
Making the assumption that all systems may have “as many planets in stable
orbits as possible”, which is a somewhat sloppy definition of the packed plan-
etary systems (= PPS) hypothesis, one can look for additional planets in any
of the classes. In this sense the solar system is the typical example of such a
PPS because in between the large planets (Jupiter to Neptune) there are only
asteroids in unstable orbits (sometimes on very long time scales!).

2.6.1
The Changing Story of HD74156

In an abstract paper [48] Barnes and Raymond summarized the results of an
investigation of several multiplanetary systems as follows: “Simulations of
planetary system dynamics have shown that interacting systems are as tightly
packed as possible. In this poster we explore the possibility that separated
systems (specifically HD37124, HD74156, HD168443, HD12661, and 55Cnc)
may contain additional companions, and hence are also interacting systems.
First we fill the region between well separated planets with test particles and
integrate for 107 years. We find that the systems HD168443, and HD12661 can
hold no more planets. The other systems, however, contain broad zones of
stability.” This means that, according to this study, HD74156 contains “broad
zones of stability”.

In the aforementioned three papers cited in Section 2.6 the results of the
numerical studies show that it is “unlikely” that the systems HD 168443 and
HD 74156 host TPs. This result (no surviving orbits in the zone between the
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two massive planets) is in contradiction to their proper research, but it differs
also from another investigation concerning HD 74156 [7], where TPs are found
to be unstable.

In an extension to the dynamical study of HD 74156 [49] the authors put
massive planets in the zone between the two planets, and found “that Saturn
mass test planets are stable in many cases”. Their explanation of the different
results for massless and massive planets is that, with a new massive planet,
an apsidal alignment between the “new” planet and the outer planet leads to
a stable orbit for 100 million years.

This example shows all the problems of determining the stable regions in
two-planet EPSs which are much more difficult to handle than in the one-
planet EPS: the uncertainties in the orbital parameters determined from ob-
servations lead to divergent results from one investigation to the other.

2.7
Conclusions

Planets around other stars have been a “hot topic” in astronomy for more
than 10 years now, due to the fact, that this is a field of interest the human
race shares as a whole. Although no planets like our earth have yet been
observed, there is a huge number of TPs in our galaxy, as well as in the solar
vicinity (most of the EPSs found so far are within 30 pc starting from the sun)
– so no doubts about that within the scientific community any more. Our
problem is how to find them. This question is addressed by more and more
astronomers. Even the plans for an “Extremely Large Telescope” – a giant of
42 meters in diameter – which is under consideration by European scientists,
list “the search for terrestrial planets around other stars” as a primary goal.14)

Up to now the questions of the existence of terrestrial planets in EPSs is pri-
marily investigated via extensive numerical integrations for systems where
one or more GG have been confirmed already. The attempts of general stud-
ies are only successful in systems only, where just one large planet is present.
When another GG is moving within such a system, the number of parameters
which are involved is too great. Just to cite some of them: the mass param-
eters star/GG1 and star/GG2, the semi-major axes of the two planets, their
eccentricities... All this makes it impossible to find a general view of stable
habitable zones for terrestrial planets in systems with more than one GG.

Many studies do exist for some systems like 55 Cancri with four known
planets or upsilon Andromedae with three planets. Catalogues for one-planet
systems can give a first hint of whether a newly discovered EPS may harbor
terrestrial planets from a dynamical point of view. Ventures like this will be

14) e.g. http://www.astro-opticon.org/networking/elt.html
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crucial for further observations (e.g., for CoRoT and TP) when one is “hunt-
ing” for terrestrial planets, for we are still looking forward to the statement
“a second Earth has been found by astronomers!”
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3
Mission Requirements: How to Search for Extrasolar
Planets
Malcolm Fridlund and Lisa Kaltenegger

Abstract

In this chapter we will discuss the motivation, scientific requirements and
technical implementation of space-based search for extrasolar planets. We dis-
cuss current and planned future missions, with a focus on designs that will be
able to collect photons and therefore spectral information of the atmospheres
of planets. The interferometric nulling technique, as well as simulations of the
observations, are discussed in detail.

3.1
Introduction

Today, our generation is the first that possesses the technological ability to
search for, and observe, planets orbiting other stars – so-called exoplanets.
During the middle of the last century, a small number of scientists noted that
this capability was emerging and suggested ways to implement it. Most no-
tably, Struve [1] hypothesized that very large planets (Jupiter-sized or larger)
could, if orbiting very close to a solar type star, be easily detected by the peri-
odic change they would cause in the radial velocity (the stellar velocity along
the line of sight) signature in their star’s spectrum. Struve went on to point
out that under these circumstances (a large planet close to its star), a percent-
age of the objects (of order 1%) would undergo eclipses which would also,
in principle, be detectable using methods that were just becoming available
around that time (e.g., modern photomultipliers as detectors). After these
very astute predictions by Struve, almost 40 years were to pass before the
hypothesis turned into observable fact when first Latham et al. [2] and then
Mayor and Queloz [3] immediately followed by Butler and Marcy [4], discov-
ered such bodies by detecting the radial velocity signature. By this time, the
predictions by Struve had been more or less forgotten, and it came as some-
what of a surprise to find these very large planets close to their primary star.
This “new” class of planets were then designated “hot Jupiters”. Today they
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are also sometimes called Pegasids after 51 Pegasi b, the first object detected
in the study of Mayor and Queloz [3]. Since the method of discovery was
by detecting only one component of the stellar velocity, and only a minimum
mass could be determined for the first planets, some ambiguity existed if one
was actually observing planets. For some time it was questioned wheter these
peculiar objects orbiting very close to their primaries, which also often pos-
sessed a high degree of eccentricity, were not actually small stars seen in or-
bits almost face-on (e.g., [5]). Some kind of bias would have to be operating,
through which one would select objects viewed pole-on, but one of the criteria
for selection in the first objects was that they were slow rotators (in order to
detect the small planetary signature more readily). This could possibly intro-
duce such a bias.

Relatively soon after the first planets had been discovered, however, the
first detection of a transit followed [6]. The planet in question orbits the star
HD 209458 every 3.52 days at a distance of about 0.05 AU. Thus the transit
lasts about 2.5 hours and, from this observation, the inclination is found to be
87.1 deg or nearly edge-on. Charbonneau et al. [6] derived a planetary mass
of 0.63 MJup and a planetary radius of 1.27 RJup. This could be done since the
orbital radius was well known from the radial velocity measurements, and
the stellar radius was known to a reasonable accuracy from stellar evolution
theory. The outcome of this observation of one transit was that the radial
velocity measurements of a large number of potential planets immediately
were considered to be bona fide exoplanets.

The continued work of what has eventually become a large number of sci-
entists working in one of the most active fields of astronomy today has since
then lead quickly to the understanding that “true” exoplanets have been dis-
covered. Thus, the first stepping-stone on the path to finding true “exolife”
has been registered. Since then, the field of exoplanets has developed with
remarkable speed. Currently we know of more than 260 planets in more than
180 exosystems. What still eludes us is what has come to be regarded as the
“holy grail” of Life Detection outside the solar system, namely “true” terres-
trial (or “rocky”) planetary bodies like our own earth found within their stars
so-called “Habitable Zone”. The Habitable Zone or HZ is defined as the region
around a specific star where it is in principle possible to find the conditions that
make life possible on our own Earth. Usually, it is taken to be the volume in
space where water would be found in liquid form without postulating special
conditions on the planetary surface like e.g., a very strong greenhouse effect.
A related definition is the Continuously Habitable Zone, where one takes into
account stellar evolution and the consequent change of the luminosity of the
central source.

Although we have thus found plenty of planetary systems around solar-
type stars in the vicinity of our sun, and, also taking into account that discov-
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eries are continuing at an accelerated rate, what is currently lacking are any
indication of systems like our own, e.g., giant planets in circular orbits found
outside the HZ. The discovery of such systems would at least allow for the
possibility of terrestrial bodies being in the HZ although current technologies
do not allow for their detection (see also Raymond [7] on the formation of
terrestrial planets in EGP systems). This situation is of course at least partly
caused by an observational bias. The ground-based methods used so far – de-
tection of the above mentioned radial velocity deflection caused in the stellar
spectrum by a sub-stellar mass orbiting the primary, or the occultation of part
of the stellar light when the planetary body passes between us and the star –
has so far not had the sensitivity to either detect earth-sized objects, nor has
the time been long enough to pick up planets similar to our Jupiter or Saturn
(periods of 12 and 29 years). Progress is being made continuously, however,
and objects with (minimum) masses of order 5–10 earth masses are now being
picked up with some regularity. Note that the masses of most planets detected
so far are minimum masses since the methods used mostly measures only one
component of the velocity of the star (see below). Recently, even more excit-
ing has been the technique of gravitational lensing [8]. In a first detection of
a possibly “rocky” planet a 5.5 earth-mass object (“absolute mass”) has been
detected orbiting some astronomical units away from a M-dwarf star that is
itself located several kiloparsecs away from the earth. Albeit that there are
several sources of uncertainty in this observation, it shows the power of this
method. Radial velocity recently detected two super Earths around an M star
[9] at the edge of the HZ. This exciting discovery shows its ability to detect
planets down to earth mass and makes it a prime candidate for first detection
of worlds like our own.

So where do we go from here? The sky is literally the limit. The reasons for
modern man to spend significant amounts of effort and money are multiple
and important. It is of paramount importance today, as it has been all through
history, for us to find man’s place in the universe. Are we – as life forms –
alone and unique in the Universe or is it inevitable that life arises when the
conditions are right? In order to find this out we need to touch on several
fundamental aspects of our understanding of nature. We need to find out if
other worlds like our own exist; we must determine if conditions are similar
to what has been the case on the earth historically and currently. We have to
trace the evolution of exoplanetary systems and compare this with what we
know about the solar system, and we need to actually look for the signatures
of life – biomarkers – that can be traced over interstellar distances. This is a
truly remarkable task.

While the ground-based techniques that have hitherto been used continue
to be developed, it has, however, recently become more and more clear that to
progress towards the direct detection and especially characterization of exo-
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planets, the size of our own world – with the ability to host life as we know it
– will require telescopes and instruments to be deployed in outer space.

Recently, the scientific rationale given for exoplanetary missions has been
put into the broader context of the European Space Agency’s (ESA) new sci-
ence plan for the period 2015–2025. This plan, designated Cosmic Vision, di-
vides the major scientific questions to be addressed by European space science
during the next few decades into four themes, the first of which is “What are
the conditions for planet formation and the emergence of life?” Addressing
the discovery and census of terrestrial planets around nearby stars, as well as
a first determination of their physical parameters, including their habitability,
is the challenging objective of Cosmic Vision theme 1. The same scientific is-
sues appear also in other evaluations of highly prioritized issues for science in
the near future. Most clearly, this has been seen in the decadal reviews com-
missioned by the space agency of the United States, the National Aeronautics
and Space Administration (NASA). It thus appears very likely that significant
effort will be spent over the next few decades in achieving these goals.

3.2
Formulation of the Problem and High-level Scientific Requirements

As far as we can tell, from our limited statistics of one, and our (still) very
poor understanding of what life really is and how it forms, we need a rocky,
planetary surface in order to expect the processes that have apparently taken
place on our planet. It has, however, been hypothesized, e.g. by Carl Sagan,
that life could originate, develop and continue to exist in the atmosphere of
gas-giant planets like our Jupiter. This was described in Sagan’s fascinating
and epoch making TV series “Cosmos” from the beginning of the 1980s and
in the accompanying book [10]. As far as we understand today none of the
life forms we know on our planet could have done this, which is why the
Galileo spacecraft was crashed into Jupiter’s atmosphere in order to make it
impossible for it to later contaminate the Jupiter moons, especially Europa,
with any “hitchhiking” terrestrial life form. In order to make any progress in
this area we need to understand correctly how planets form and evolve, and
particularly how a solar system like our own came to be, and why so many
of the systems found so far appear completely different from our own. This
will mean that we will have to understand the physical processes involved.
In turn, this will compel us to fully understand, at least empirically, the birth,
evolution and death of stars in more detail, as well as having a much more
thorough understanding of the fundamental physical processes involved.

In Fridlund [11], the high-level scientific requirements were described in the
context of space missions, as being the answer to the following questions:
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• Are we alone in the universe?
• How unique is the earth as a planet?
• How unique is life in the universe?
A feasibility study carried out by ESA between 1997 and 2000, in order to
investigate if it was currently technically possible to address these questions
led, after a number of detailed technical investigations, to what is currently
being represented by the mission concept of a “nulling interferometer” [12]
(see also below), which is designated “Darwin” and is being developed to
carry out the following tasks:

1. Search a large number of nearby stars for terrestrial planets to find their
frequency and location.

2. Detect planets within the so-called “Habitable Zone”. In the Darwin stud-
ies, the HZ was considered only in terms of black body temperature. No
provision was made to take into account atmospheric pressure, etc.

3. Determine the planet’s orbital characteristics (period, eccentricity, inclina-
tion, etc.).

4. Observe the spectrum of the planet. Detection of the presence of an at-
mosphere, effective temperature and diameter of the planet (through the
albedo).

5. Determine the composition of the atmosphere, namely, the presence of
water, ozone/oxygen in an earth-type planet, mainly inert gases in a
Mars/Venus type planet and hydrogen/methane atmospheres in Jupiter-
type planets or “primordial” earth-like planets.

These high-level scientific requirements are translated into specific observa-
tional requirements that can be converted into mission requirements. The
process is detailed in [13], but can be summarized briefly as:

1. Minimum number of single, solar type (F-K main sequence) stars to be sur-
veyed for terrestrial exoplanets in the HZ during primary mission is to be
165 to 500. M-dwarfs, the most common stars in the galaxy are also consid-
ered.

• 165 under the added condition that significant amounts of dust (10 times
the level in the solar system) are present in every object.

• 500 (this is essentially a complete sample of single F, G and K stars found
out to 25 pc; added to this a number of M dwarfs) with the conditions of
similar levels of dust as found in the solar system.

2. Completeness of survey (probability that one has not missed a planet in the
HZ for a specific star) to be better than 90%.
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The reasons for these mission-specific requirements are, of course, so that a
negative answer (i.e., the nondetection of any earth-like world) is going to be
meaningful in a scientific sense.

3. Spectral signatures to be observed for each planet in any detected exoplan-
etary system, e.g., the so-called bio-markers (see Kaltenegger this volume).

These are very demanding requirements and, as a consequence, the Darwin
mission concept (see below) is arguably the most ambitious scientific space
experiment ever contemplated. It is therefore apparent that a step-wise ap-
proach with simpler systems answering (fundamental) parts of the issues
(such as, e.g., the frequency of earth-sized planets, etc.) could be implemented.
This would not only save resources and funds, but it would also alleviate the
risk when finally implementing the more complex systems.

3.3
Comparative Planetology

Comparative Planetology is currently rapidly acquiring the status of a new
sub-discipline of Astronomy and Astrophysics. Although originating from
within this subject, it is now becoming truly cross-disciplinary incorporating
elements of biology (astrobiology), geophysics, chemistry, meteorology, etc.,
and thus also attracts interest from researchers in all these disciplines. Many
of these individual scientists are of course attracted by the possibility that,
through comparison, we will make advances in areas of research relating to
our own planet and its existence that have been impossible or are very difficult
to carry out here on Earth. An important example would be the origin of life
itself on our planet. We do not know, either when, how or where this occurred
on our planet. The evolving state of the planet’s crust has obliterated direct
evidence and, consequently, we do not know if life arose spontaneously and
easily (as would be indicated by an early occurrence), or under very special
circumstances (as may be indicated by the extremely long development time
for complex life forms). Observing a large number of exo-planetary systems of
a young age and finding (or not finding) signs of, e.g., chemical disequilibrium
in their atmospheres, would allow us to draw some conclusions in this area.

When we use the term Comparative Planetology, we have to realize that
this label has hitherto only been used for comparisons between objects within
our own solar system, e.g., Venus and the earth. It is, however, now beginning
to be used in the much broader sense of the comparison of different solar sys-
tems (and the components of the planet’s comets and dust) with each other.
This is where one benefits from the study of different systems, having differ-
ent histories and evolution, (original) physical conditions, different formation
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processes, etc. This then allows making full use of empirical science to un-
derstand our own system more completely. When we compare planets within
the solar system with each other, one makes a cross-section through time at
the current status of objects which have had the same origin and have expe-
rienced the same evolution, and where the major differences between bodies
are probably caused only or mostly by their different location within the sys-
tem (the boundary conditions of the formation process, as it were). Expanding
our knowledge to other stars and their accompanying planets eliminates these
limitations. This is already evidenced by the amount of information acquired
over the last 10 years since the first bona fide exoplanet was discovered [3]. Al-
ways keeping in mind that we are still limited by ground-based observational
bias.

We have for a long time (essentially since the days of Copernicus) made a
fundamental assumption that we soon will be able to prove or disprove. We
have assumed that the earth is an average planet orbiting around an average
star. But we do not really know this to be true. After searching for a true solar
analogue for more than 50 years, with continuously more refined methods,
and failing to find an exact copy, we realize that our sun is only average in
the same way, as for instance, people are average. When we take the “finger
prints” of stars, although we find very similar stars, we cannot find an iden-
tical solar analogue. Thus we must draw the conclusion that the sun is “spe-
cial”as people are “special”. What we still do not know is how important these
small differences in chemistry and evolution are when investigating, e.g., how
common small rocky planets like our own are, or if these differences would
impact on either the formation process of different types of planets or on life’s
ability to arise on a planet with a slightly different chemical make-up or even
on different kinds of planet’s ability to continue to host life over a long period.

3.4
Methods and the Need to go into Space

The prime methods that have been used so far (from the ground) are:
1. The radial velocity method.
2. Occultation’s of a star by a planetary body, transits.
3. Gravitational lensing.
4. Astrometry.
All of these methods have delivered tremendous results as can most clearly be
seen from an inspection of The Extrasolar Planets Encyclopaedia web pages (http:
//exoplanets.eu) maintained by Jean Schneider at the Meudon Observatory
in Paris. Nevertheless, each method has severe limitations imposed by being
implemented from the surface of planet earth.
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The first method; the radial velocity method, measures the deflection of the
spectral lines in a stellar spectrum, caused by the gravitational tug imposed
upon its surface by an orbiting body. It is of course a function of both the mass
of the orbiting body and its distance from the stellar surface, and therefore the
method is naturally biased towards (as pointed out by Struve in the above
quoted paper from 1952) massive planets orbiting very close to the star. It is
interesting to notice that Struve also pointed out that there were no a priori reasons
NOT to expect such planets, just because they are nonexistent in our own solar sys-
tem. As we want to detect planets like our own, we realize that an earth-mass
body, orbiting 1 astronomical unit away from a G2V star (our sun), will cause
a deflection (amplitude) in the radial velocity curve of 0.1 m s−1 over a period
of one year. This is significantly smaller than the amplitude change caused
by the five-minute acoustical oscillations in the solar atmosphere (so-called p-
modes), which have lifetimes of roughly half a year. We also have the noise in-
troduced by the solar activity, which has amplitudes that are similar or larger.
If we search for an earth within the zone where we expect to find life, around
smaller, less luminous, solar-type stars (K-dwarf stars), the situation is alle-
viated regarding the first two of these problems (larger planetary amplitude,
p-modes likely to have lifetimes more different from orbital period, since or-
bital period is shorter and p-modes have longer lifetimes) but not in the third
area (activity) where it may be actually somewhat worse. Taken together with
the technical difficulties it is clear that, while not impossible, it will be hard to
detect an earth analogue from the ground using this method. It will require
dedicated large telescopes with long observing runs (years). Further, since we
only measure one component (along the line of sight) of the velocity, the mass
of the planet that we determine will be a minimum mass. Some other method
(see below) can be used in special cases to determine the other component and
therefore lead to an exact mass (only depending on the estimate of the stellar
mass).

The method second in importance (so far); the transit method, has already
delivered results in a number of cases (currently, September 2007, about 25
stars). This is also a method that shows strong promise of being important
in space-based applications – see the CoRoT and Kepler mission descriptions
below. Here we detect the drop in luminosity of the star as the planet passes
between us and the star, and draw conclusions about both star and planet from
the shape of the light curve. The problem here is of course that it is also biased
towards large planets orbiting very close to a (small) star – a situation not
found in our own solar system. A Jupiter-sized planet passing between us and
a solar-type star will cause a drop in luminosity of about 1%, while an earth-
sized body only causes a drop of about 10−4. Further, transits last for some
hours, which means that the shorter the period (the first detected transits of
an exoplanet repeats every 3.5 days) the easier it is to detect it. Then we have
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to take into account the random orientation of exoplanetary orbital planes.
This results in about a 1–2% chance of a transit happening for planets close in,
while it is significantly smaller for planets orbiting in the Habitable Zone of a
solar-type star. This means that the method needs to be applied either to very
large samples of stars, simultaneously, or that one has very strong reasons to
suspect that the planetary orbital plane is to cross the line of sight. This was
the case for the first detected transit, that of HD 209458b [6]. Using wide-
field telescopes, either from the ground (where an additional limitation is the
earth’s rotation which requires networks of telescopes) or from space, one can
observe large numbers of stars at the same time. It is then a powerful method
mostly limited by the disturbances in photometric precision induced by our
atmosphere.

The advances that have been made through the detection of the gravita-
tional lensing effect caused by large, and so far, in one case of a possible small,
“rocky” planet of maybe 5.5 times the mass of our own Earth [8] are very
promising. This method is no doubt going to be significantly developed over
the next decade. It is a potentially very powerful method for determining sta-
tistics of exoplanets. The drawback is that, for this method to work, one needs
both a lensed object as well as a lensing system. In order to have any signif-
icant chance of detecting planets of all types, both sets of objects need to be
large, which means that they will also be very distant. We then have difficulty
in assigning types and luminosities to both the lensed object and the lenser.
The planetary mass will depend on both of these parameters. In the last case
quoted above [8], we assume that the blended image of the lensed object close
to the galactic centre and the lenser, at about half this distance, are of F and
M type, respectively. We will not know this for many years as the star slowly
moves out of the line of sight of the lensed object.

The fourth method; the astrometric method, where one measures the proper
motion changes of a star as it travels across the sky, and interprets deviations
from its predicted motion, has so far been less successful. A number of multi-
epoch observations carried out during the last century – mainly with long
focus refractors – reported the discovery of large planets around some nearby
stars. One can mention 70 Ophiuchi, where Reuyl and Holmberg [14] found
a 10 Jupiter-mass body orbiting the star. None of these objects have been con-
firmed today.

Finally, astrometric observations, utilizing mainly the fine guidance sensors
on the Hubble space telescope, have been used to determine the deflection
in the plane of the sky in a few cases. In the case of the planet Gliese 876b,
the deflection is about 25 milli-arcseconds, which, taken together with a well
determined parallax, leads to a planetary mass of 1.89 ± 0.34 Jupiter masses,
the largest uncertainty being the assumption about the stellar mass [15]. Ded-
icated space missions, with the capability of determining proper motions of a
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few micro-arcseconds, will make systematic surveys for planets of sizes down
to maybe 10 earth masses possible within the foreseeable future (see below).

Finally, we will say something about the capability of Extremely Large Tele-
scopes (ELT’s) to detect exoplanets directly. The problem here is to have a
wave front arriving on the imaging detector of such a quality, that one can
detect contrast differences of between 105 and 1010. This should be possible
within a distance from the optical centroid of the star that would be 0.5 arc-
seconds for Jupiter and 0.1 arcseconds for the earth, if viewed at a distance of
10 pc. The requirement that one needs to be able to detect the planet among
the residual of the airy disk at these angular distances is daunting enough
without adding the noise sources provided by the atmosphere and either the
segmentation of very large telescope mirrors or, in the case of monolithic mir-
rors, irregularities in the mirror surface. Referring the reader to the paper by
Chelli [16], we here only conclude that a telescope with 100 m diameter, and
with a correction of the wave front arriving on the detector to a precision of
2–3 orders of magnitude better than what is currently achievable, is required
to detect the earth, orbiting in the HZ around an early G-type star. The limit-
ing distance for a search would then be 10 pc [16] to 18 pc [Gilmozzi, private
communication]. Within 18 pc we find a total of 39 single G-type stars [17].
Most of these belong to the later sub-classes of the main-sequence G type, and
thus have a smaller HZ which is more difficult to resolve. All other solar-
type stars within the 18 pc limit will have their HZ at much smaller angular
distances from the central object, and thus be significantly harder to detect.
Add to this the problem that, when searching for a planet similar to our own
hosting life as we know it, the spectral signatures to search for are also in our
atmosphere – but enormously stronger.

While thus not excluding the possibility of the detection of planets similar
to our earth from the ground, we may safely conclude that this is a very diffi-
cult task, comparable with the most complicated of space missions. Further, it
appears that the scientific case is going to be limited. This being said it is, on
the other hand also quite clear that the large (30 m–40 m) class ELT’s currently
being planned for operation beyond the year 2020 will make significant con-
tributions to the studies of gas-giants – particularly those of the kind found in
our own solar system. These objects will be bright and well separated from
their primaries, and spectroscopy will not be a problem since the features to
study are very different from those found in our atmosphere. Radial velocity
observations and other indirect detections of small rocky planets will also be
feasible.
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3.5
Space Missions

The key problem in detecting planets orbiting other stars is the dual one of
spatial resolution and dynamic range. The star will outshine the planet (if it is
of the size of the earth) by a factor of 1010–1011, in the visual, and 106–107 in
the mid-infrared. The maximum separation between a star and its planet in
the HZ will be approximately 0.1 arcsec and that is for a very limited sample of
stars. It is clear that, in order to achieve these requirements from the ground,
improvements in adaptive optics will have be made at the level of two to three
orders of magnitude over that currently achievable. Further, the telescope
itself would have to be at least one order of magnitude larger in diameter, and
several orders of magnitude larger in size and weight of the mounting. Finally,
the study of earth-like planets would be impaired by our own atmosphere and
the thermal background of the environment.

Thus, if we want to address the specific scientific issues outlined in previous
sections, we will need to go into space. This has become more and more ap-
parent over the last 10 years through a large number of very ambitious studies
and projects developed in Europe, The United States and Canada. As a conse-
quence, a number of projects/missions of increasing level of complexity and
scope have been and are being developed. The Canadian mission MOST has
been in orbit for several years, CoRoT since Dec. 2006, others – Kepler, GAIA
– are under construction or approaching launch, and the “flagships” – Darwin
and/or TPF are being developed both scientifically and technically. We now
briefly describe these missions one by one.

3.5.1
MOST – The First Step

MOST (Microvariability and Oscillations of Stars, Walker et al. [18]) is a suit-
case sized mini telescope launched into orbit by the Canadian Space Agency
(CSA) on a Russian Rockot (ex-ICBM) into a low polar orbit around the earth
on June 30, 2003. It deploys a 15 cm telescope feeding two 1024 by 1024 pixel
CCDs. It measures very high precision variability in white light. A number
of target stars have already been searched for exoplanetary signals, with neg-
ative results so far. Although it is a small telescope and the maximum dwell-
time on any target star is only 58 days, nevertheless, it has been possible to
exclude, e.g., 2–5 earth radii planets in several orbits around the known oc-
culting star HD 209458 (http://www.astro.ubc.ca/MOST/milestones.html/
PressReleaseA see also above). MOST only observes its targets one by one,
and thus does not have the multiplexing advantage of observing large num-
bers (up to hundreds of thousands) of stars like CoRoT and Kepler (see below).
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3.5.2
CoRoT – The First True Exoplanetary Mission

While MOST is designed as an asteroseismological mission, that can also
search for exoplanetary transits under some circumstances, CoRoT (Convec-
tion, Rotation and planetary Transits, Boisnard and Auvergne [19]) is designed
from the beginning with such transits as one of the primary objectives, and
with most of the observing time allocated to this goal. A mini-satellite from
the PROTEUS series of small spacecraft initiated by the French space agency,
CNES, it is part of a true international mission with contributions from the
European Space Agency (ESA), Brazil, Belgium, Spain, Austria and Germany.
It consist of an afocal telescope with a 45 cm main mirror and a field of view
of 2.8 by 2.8 square degrees. There are 4 CCDs consisting of 2048 by 2048
pixels each. Two CCDs each are allocated to the two main objectives: stellar
seismology and the search for terrestrial exoplanets. In the latter program,
CoRoT is directed towards the same field of view for 150 consecutive days
with up to 12 000 targets brighter than magnitude 15.5. A prism produces a
short spectrum of each target and the data of the (pre-selected) transit targets
are individually read out and transmitted to the ground. Having a short spec-
trum of each target allow us to discriminate between (flares of) activity and
a true planetary transit. The size of the planet that can be discerned depends
on how close it is primary star. In principle, if the star is in an orbit with a
period shorter than a few days, planets the size of the earth can be detected.
For longer periods, of more than a few tens of days, radii between 1.5 and 2
times our own planet are observable.

CoRoT was launched from Russia in late 2006. The orbit is a polar circular
orbit of 896 km altitude. The nominal mission is 21/2 years with possibili-
ties of extending the mission to more than double that. CoRoT will of course
easily detect hot Jupiters. CoRoT also requires a major program of follow-up
observations with ground based instruments. Among others, the HARPS in-
strument on the 3.6 m reflector of the European Southern Observatory (ESO)
at La Silla in Chile, normally used for searches for radial velocity signatures
of exoplanets in nearby stars [20], as well as ESA’s 1m telescope in Tener-
ife, Spain, which is normally used for laser communication experiments with
satellites, are going to be used. Add to this telescopes in France and Ger-
many and the supporting program can be seen to be very ambitious and will
also produce science in itself. With the radial velocities determined by these
means, and taken together with the inclination of the planetary orbital plane
from the actual measured light curve we will be able to determine the true
mass (and not only the minimum mass which we get when we only have one
part of the data like the radial velocity curve). Taken together with the di-
ameter (which we again get from the shape of the light curve together with
the diameter of the star – the latter parameter either measured with interfer-
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ometers or by modeling), we can obtain the planet’s average density. Further
follow-up observations with large telescopes can provide information about
the atmosphere of giant planets through spectra or colors.

A large program of supporting observations is also required in order to
learn as much as possible about each host star (and the total number of stars
during an extended mission could reach 100 000), with either spectroscopic
observations or Johnson and Strömgren photometry or both.

3.5.3
Kepler – The Exploration Continues

CoRoT will be followed in 2009, or later, by the National Aeronautics and
Space Administration’s (NASA’s) of the United States, Kepler mission. This is
essentially a larger version of the former mission with a 0.95 m Schmidt tele-
scope. This mission will be deployed in a so-called drift-away orbit, traveling
along the earth’s orbit while slowly drifting away (after half a year in orbit
the spacecraft is several tenths of astronomical units away). This provides
very benevolent circumstances for the mission, and allows its essentially un-
interrupted, direction towards a dedicated star field for a period of no less
than four years. Under these conditions, it now becomes possible to detect
earth-sized planets orbiting within the Habitable Zones (1+ year orbital pe-
riod for an early G-type star, about half a year for a late K-type object) of
their primaries. Sometime around 2011–2012, these objects will be accessible
for a detailed follow-up from the ground, along the same guidelines as men-
tioned above for CoRoT. We must remember, however, that we are dealing
with objects many hundreds of parsecs away, and the direct detection of these
planets will be highly unlikely – at least with presently envisaged techniques.
Nevertheless, we will learn much from these missions, and one of the most
important pieces of information will be the value of ηEarth, which designates
the percentage of solar type stars that have planets like our own [21]. A first
glimpse of this number will have been obtained by CoRoT, and will be very
important when designing missions with the most ambitious goal of them all
– that of directly detecting an earth-like planet at interstellar distances, and
analyzing the light from it spectroscopically in order to determine its charac-
teristics.

3.5.4
The Role of the Herschel Mission in the Search for Other Earths

When ESA’s Far-InfraRed (FIR) space mission Herschel launches in 2008, it
will – with its 3.5 m primary mirror – be for years to come, the world’s largest
space telescope. As such, it will play an important role in the fulfillment of the
objectives outlined above.
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Herschel has the unique capability of detecting cold dust of the temper-
atures found in the solar system’s Kuiper–Edgeworth (KE) belt. For really
nearby targets, within 15–20 pc, it will be possible, for the first time, to detect
systems with amounts of dust similar to those found in the outer parts of our
system. Distributed between about 10 AU and 100 AU, this dust component
is probably being provided by collisions between cometary objects within this
zone. Without a continuous re-supply through repeated collisions, and/or
larger planetary bodies that lock the dust into resonances where it cannot be
ejected through, e.g., radiative pressure or falling into the sun through the
Poynting–Roberson effect, this dust component would disappear in a rela-
tively short time. The detection of a dust component similar to our own would
thus indicate the presence of a KE belt and/or large outer planets, and would
be a clear indicator of which systems should be searched first when the capa-
bility of direct planetary detection becomes available (see below).

3.5.5
GAIA – The First Global Survey Instrument and the Cosmic Census

GAIA [22] is an ambitious mission, under development by ESA, and with
the goal of charting a three-dimensional map of our galaxy. Building on the
highly successful HIPPARCOS mission, GAIA will provide never before re-
alized positional and radial velocity measurements of more than one billion
stars in the Milky Way galaxy as well as stars in galaxies located in the Local
Group, i.e., the cluster of galaxies of which the Milky Way and, e.g., the An-
dromeda galaxy are members. Launched in 2011 or 2012, and operating for
five years, each of its three telescopes will observe the billion stars about 100
times, measuring its position with down to about 20 microarcseconds angular
accuracy. At the same time a spectrometer, operating in a narrow band in the
visual wavelength range, will obtain about 40 spectra of each object, and thus
provide the velocity along the line of sight (see above).

Placed in an orbit around the sun–earth L2 libration point, it will be undis-
turbed by the presence of either the earth or the moon, and over one year can
observe the whole sky many times.

GAIA will play an important role for exoplanetary research in two ways.
First, it will provide a database of relatively large (about 15 earth mass or
larger) planets around all detectable stars out to a distance of several hundred
parsecs. Based on the knowledge of the exoplanets found since 1995, we can
expect literally thousands of new objects. This will allow statistical investiga-
tions several orders of magnitude more accurately than at present.

In addition, GAIA will detect all unknown nearby (within 25 pc) stars of
all spectral types. It is clear from the work on the target lists for missions
like Darwin (see below) that we have a very poor knowledge about late K-
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type and M-dwarf stars in the intended sample. These stars are intrinsically
weak, and therefore do not exist in the parallax databases (e.g., HIPPARCOS).
Since GAIA will operate down to 23 magnitudes and weaker in the R-band,
the parallaxes of several hundred microarcseconds will be detectable only 11/2

year into the mission.

3.5.6
SIM – Planet Quest

SIM (Space Interferometer Mission) is NASA’s version of GAIA. Using inter-
ferometric methods (GAIA has three separate telescopes spinning across the
sky, measuring the distances between individual stars globally), the relative
distance between objects are measured extremely accurately (perhaps a factor
of 10 better than GAIA or close to 1 microarcsecond at best). Both parallaxes
and proper motions can be measured in this way. The price you pay is that
you only measure a fraction of the number of objects that GAIA will, and you
have limited sensitivity, as well as significantly increased complexity and cost.
On the other hand it is, in principle, possible to see the deflection in the motion
across the sky caused by earth-sized planets, for a handful of the very closest
stars [23].

Further, SIM will be the first interferometric system in space and, as such,
will be a precursor to Darwin and TPF (see below) – the missions dedicated to
direct observation of planets like our own. The technology of optical interfer-
ometry is in its early phases here on earth, and it would be extremely valuable
to test at least elements of this technology in space before one launches gigan-
tic systems like Darwin with all it entails.

SIM will also study a number of important galactic and extragalactic tar-
gets, where the highly accurate measurements will provide new insight into
the physical mechanisms. The added name “Planet Quest”, however, demon-
strates the order of priority of the scientific targets.

3.6
Darwin and the Terrestrial Planet Finder(s) – Other Worlds with
Life as we Know it

The direct detection of earth-like exoplanets orbiting nearby stars, and the
characterization of such planets – particularly concerning their evolution,
their atmospheres and their ability to host life as we know it – and thereby to
understand how planets form and life emerges – is the ultimate goal of Theme
1 in the Cosmic Vision plan. The same is true for the long-term plans of the
US National Aeronautics and Space Administration (NASA) as evidenced by
the program suggested by their decadal committees. Thus both of the world’s
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major space agencies have, as one of their most important goals, to place our
solar system into context.

These space missions, capable of meeting the challenges posed by these
goals are Darwin [11, 24, 25] (ESA) and the Terrestrial Planet Finder (NASA)
[21, 26].

As mentioned above, the direct detection of a planet of the size of the earth,
orbiting its parent star in the HZ, constitutes a challenging problem, since the
signal detected from the planet is between about 1010−11 (visual wavelength
range) and 106−7 (mid-IR spectral range) times fainter than the signal received
from the nearby star. Selecting the appropriate spectral region in which to at-
tempt detection is governed by this contrast problem and the selection of a
region in which the characterization of the planet and its habitability is opti-
mum. This problem has recently been addressed by a number of researchers,
e.g., Selsis [27] and Traub [28]. The European mission Darwin has selected
the spectral region between 6 µm and 20 µm, a region that contains (among
others) the CO2, H2O, CH4, and the O3 spectral features found in the terres-
trial atmosphere. The presence or absence of these spectral features would
indicate similarities or differences with respect to the atmospheres of known
telluric planets such as Venus, Earth and Mars.

As outlined below, Darwin, which is the scenario for ESA’s project, is based
on interferometry, i.e., connecting a number of smaller telescopes spread over
a larger area and thus achieving the same spatial resolution as would a tele-
scope of the diameter equivalent to the longest baseline of the interferom-
eter. NASA, has also investigated this possibility in their TPF (Terrestrial
Planet Finder) concept. The results of their study are very similar to what
ESA has found, and a close collaboration between the two agencies have re-
sulted (see below). NASA has, however, also investigated another concept,
namely coronagraphy. More specifically, this study, TPF-C, has focused on
an apodized telescope with an elliptical mirror that measures 8 m × 3.5 m.
Several different coronagraphic masks have been investigated. The main
advantage of the coronagraph over the interferometer is of course that we
are dealing with only one spacecraft. With the interferometer, we are de-
pending on the development of autonomous precision formation flying in
space, something hitherto untested. Formation flying is being aggressively
pursued in Europe, however, with a first launch of the so-called PRISMA
mission in 2008 (see www.prismasatellites.se). This is a Swedish–French–
German mission utilizing technology developed for the Darwin program by
ESA. This will likely be followed by more representative technology precur-
sors in the beginning of the next decade (e.g., the French SIMBOL-X – see
http://www.dapnia.cea.fr/Phocea/Vie_des_labos/Ast/).

Concerning the coronagraph (TPF-C), the difficulties are mainly caused by
the very high precision of the final wave front that is required. An rms value
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of 0.3 Angstrom is needed, something about two orders of magnitude beyond
current technology. Even with such a high precision, the search space is lim-
ited. Only about 30 of the closest stars can be searched in full (searching for
bio-markers) for earth-like planets in their HZ. A further about 80 stars can
be partly searched. Another problem is that the coronagraph represents a
“dead end”, i.e., it is unlikely that the technology will be used to construct
larger telescopes in space. Contrariwise, it is believed that eventually very
large interferometers, both visual and operating in the infrared, will have to
be constructed in order to fulfill the scientific objectives of tomorrow.

3.6.1
Nulling Interferometry

For the detection and study of earth-like planets, ESA selected a so-called
“Nulling Interferometer” in 1996. This instrument, operating by the princi-
ple of destructive interferometry, and in the mid-IR wavelength range, for
detailed study and possible implementation as the Darwin mission. It utilizes
free flying telescopes, i.e., each telescope on a separate satellite and thus no
connected structures (Fridlund [11]). It thus implements the new technology
of nulling (or destructive on-axis) interferometry, first suggested for this pur-
pose by Bracewell [12] and Bracewell and McPhie [29].

The basic concept of such an interferometer is to sample the incoming wave
front from the star and its planet(s) with several (≥ 2) telescopes that individ-
ually do not resolve the system. By applying suitable phase shifts between
the different telescopes in this interferometer array, destructive interference
is achieved on the optical axis of the system in the combined beam. At the
same time, constructive interference is realized a (very) short distance away
from the optical axis. Through the appropriate choice of configurations and
distances one can, for the specific case, place areas of constructive interference
on regions representative of the HZ and so achieve the required contrast at
this location.

The first practical demonstration of “nulling”, carried out from the ground,
was undertaken by Hinz et al. [30]. Using the multiple mirror telescope on
Mount Hopkins, Arizona, these authors were able to cancel out the image of
the star, Orionis. The ability of the interferometer to suppress the entire Airy
pattern was demonstrated and in this case the nulled image had a peak in
intensity of 4.0% and a total integrated flux of 6.0% of the constructive image.
Since, light suppression in excess of 105 has been achieved in laboratories both
in Europe and the US.

The simplest nulling interferometer is the so-called Bracewell array [12],
which consists of two telescopes whose output combines with a π phase shift.
The beams from each of the telescopes are made to interfere destructively (the
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process known as nulling) on the optical axis. Thus light from a star placed
on the optical axis of each of the telescopes and thus of the interferometer can
be centered on a deep null, and effectively extinguished. Then, as mentioned
above, light from a source which is separated from the optical axis by a small
angular distance, θ, will arrive with a small external phase delay, θB cos φ/λ,
where B is the distance between the two telescopes and θ is the azimuthal sky
coordinate of the source.

In the absence of perturbations, the interferometric transmission of the
Bracewell interferometer with two circular entrance apertures of diameter D
for a point source at the sky coordinates (θ, φ) is given by the following equa-
tion:

TBW(θ, φ, λ) = 2x
J1(πθD/λ)
(πθD/λ)2 sin2

(
π

θB
λ

cos(φ)
)

(3.1)

where J1 is the Bessel function. Equation (3.1) shows that the interferometer
response is (for small angles) proportional to (θB/λ)2. Because of the shape
of the destructive interference fringe, as a function of position, we refer to this
as a θ2 null.

The use of a single Bracewell as a nulling interferometer for planet detection
is limited by the difficulty of rapidly modulating the planet signal against dis-
turbances such as stellar leakage and the background. For a system at 10 pc
observed at 10 µm the local zodiacal cloud signal will be the biggest noise
source. Second in importance is the stellar leakage followed by the signal of
the exozodiacal dust disk (if present). Here we have assumed an exozodia-
cal dust disk similar to our local zodiacal cloud. The planetary signal will be
hidden in that background and fast modulation is required in order to detect a
potential planet. Modulation could be achieved by rotation of an interferomet-
ric array. The problem with such an approach will be that such a modulation
will be necessarily slow because of limitations in operating the spacecraft. The
modulated planet signal could thus easily be corrupted by introducing drifts
leading to 1/ f noise. An alternative modulation technique is internal mod-
ulation, which is based on combining the outputs of various sub-arrays e.g.,
two Bracewell arrays, and implementing a variable phase shift [31].

Configurations based on a number of Bracewell pairs, arranged in certain
patterns will have destructive responses with a θ4 or θ6 null and thus a wider
and a better suppression of excursions from the on-axis flux of, e.g., the re-
solved stellar disk. This thus leads to a lower stellar leakage. While an ideal
interferometer with a π phase shift would provide 100% extinction at an infin-
itesimal bandwidth, in reality, the nulling “band” will have a thickness, and
a depth and shape depending on B, θ and the configuration (including the
number of telescopes making up the arrangement). As seen by this reason-
ing, due to the size of the (resolved) stellar disk a residual stellar signal Sleak
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will pass through the central transmission pattern. This leak is calculated ac-
cording to Eq. (3.2), and the shape of the null for two different configurations
(representative of θ2 and θ4 null profiles) can be seen in Fig. 3.1.

Fig. 3.1 Different shape of the central null and rejection of
light from the stellar disk for the θ2 and θ2 configurations (from
Kaltenegger et al. [32]).

The sensitivity pattern plotted onto the sky, the transmission map, is most
easily visualized by imagining the transmission pattern in Fig. 3.2 to be rotated
by 2 π out of the plane of the paper.

Sleak(λ) = Atot

∫
θ

∫
φ

T(λ, θ, φ)Bstar dθ dφ (3.2)

Fig. 3.2 Transmission pattern of a configuration with a θ2 [12]
and a θ4 (the Bowtie configuration as suggested by Absil [33])
geometry null. A radius is displayed from the center (photocenter
of the star) out to a radius of 5 AU. Both cases are assumed to
be observed at a distance from the earth of 10 pc. The stellar
disk is magnified and a planet is shown at 1 AU (gray dot) (from
Kaltenegger et al. [32]).

In practice, the central null of the transmission map will be degraded by
amplitude and optical path differences between the interferometer arms that
will lead to a level of noise which sets a limit for the achievable null depth
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given. Averaging over the detector readout time leads to Eq. (3.3).

〈Fleak〉
FS

≈ α2

4
+

4∆φα

3π
+ δ2

A +
∆φ2

4
(3.3)

Here α = πθSB/λ. The ∆φ term describes the wavelength -dependent dis-
persion effects while σA is the root-mean-square fluctuation of the relative am-
plitude between the two arms of the interferometer after spatial filtering. The
leakage term and the resulting null degradation depend strongly on the base-
line used. Optimizing the baseline of the interferometer for each stellar target
system will minimize the leakage, while a fixed baseline such as would be
used for an interferometer implemented on a structure, would lead to a high
level of leakage for most of the target systems. In the input catalogue for
searches around nearby stars, distances vary between 3 pc and 25 pc [17]. It
would therefore be necessary, in the case of a structurally mounted interfer-
ometer, to implement a mechanism that allows for a variation of optimized
baselines. Clearly this optimization of the leakage strongly supports an inter-
ferometer deployed on free-flying spacecrafts.

The stellar leakage is, however, not the dominant noise source for stars with
distances larger than about 10 pc. Instead, local and exo-zodi will dominate.
This means that only the integration time for the closest stars are negatively
affected by a reduction of the null width from a θ4 to θ2 profile [34–36]). The
number of single, accessible solar-type stars within 10 pc is relatively small,
a total of 12 stars excluding 46 M-dwarfs of the, in total, more than 1135 can-
didates in the target star catalogue out to 25 pc. Of these 628 are considered
single and 241 of the latter are classified as M-dwarfs [17]. The majority of tar-
gets are thus found at a distance where the local zodiacal cloud is instead the
dominant noise factor. The original Darwin mission concept [11] minimized
stellar rejection in order to optimize the search for earth-like planets orbiting
the very closest target stars. This led to a baseline configuration with six free-
flying telescope spacecraft and a central beam combiner, as originally sug-
gested by Jean-Marie Mariotti, and later modified and developed by Olivier
Absil [33].

The fact that we are now considering configurations optimized for the much
larger sample of stars at distances greater than 10 pc does not mean that the
nearby stars have been discarded. Since, in the case of the nearby objects,
the stellar leakage is greater it will take a longer time to acquire the required
signal-to-noise. The planets will have an intrinsically higher flux, which in
most cases will compensate for the increased noise.

Because of this realization, recent candidate Darwin and TPF configurations
tend to use three or four telescopes (Fig. 3.3) significantly reducing the com-
plexity and cost of the mission. Three telescopes is the minimum number of
telescopes needed for an interferometer mission that uses rapid signal modu-
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Fig. 3.3 Artist’s impression of a four-telescope Darwin mission
with the spacecraft carrying the telescopes configured in a X-
shaped pattern and with a beam combiner spacecraft flying in the
middle of the array. The telescopes in this example are equipped
with 3.15 m mirrors based on the technology used for ESA’s Her-
schel mission. Courtesy of ESA. Illustration by Medialab.

lation with sub-interferometers [31] to detect a planet in the high background
noise.

One example is the so-called stretched X-array, which consists of four tele-
scopes in an X-shape with a beam combiner in the centre. By “stretching” the
X in one direction we create several sub-interferometers, of which the output
of each can be combined or subtracted from each other, thus creating a mod-
ulation in the transmission pattern in the sky, which effectively removes the
background (which is significantly stronger than the planetary signal). Recent
work suggests that requirements on the shape of the null can be relaxed when
one takes into account unavoidable noise contributions introduced by instru-
mental errors [34, 35]. Thus configurations with fewer telescopes (three or
four as compared with the original five or six) are now investigated at system
level as candidates for the Darwin mission reducing the complexity and cost
of the mission.
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3.6.2
Background and Foreground Flux

The detected signal-to-noise depends on the contribution of the separate
background and foreground noise terms, to the interferometer output signal.
These noise terms can be divided into:

• Instrumental noise, such as thermal background from the telescopes and
their components, and other constant and variable noise sources caused by
imperfections in the system.

• Noise sources caused by other astronomical objects.

Excluding the possibility that a background (e.g., a galaxy) or foreground (e.g.,
a solar system) IR source is found to be falling within the field of view of the
synthesized beam, these noise sources consist mainly of the solar system zodi-
acal light caused by interplanetary dust and the exozodiacal emission caused
by similar dust that can be found in the target systems. The local zodiacal
cloud (LZ) provides the foreground through which Darwin will have to ob-
serve. Because this zodiacal foreground is diffuse, it cannot be cancelled by the
nulling interferometry. Thermal emission of the exozodiacal (EZ) dust will be
the strongest source of noise photons at the shorter wavelengths. Currently,
the range of EZ expected from target systems is unknown. It is only very
recently, that observations with NASA’s Spitzer infrared observatory have de-
tected Kuiper–Edgeworth belt (K-E belt) dust around normal main sequence
stars [37, 38]. This dust, although similar in composition is located much far-
ther out both in the solar system and in the target systems. In the solar system
the K–E belt dust originates outside Saturn where it is presumably created
by collisions between the aggregate of bodies orbiting there. Kept into place
temporarily by resonances it will, on timescales of thousands of years, dis-
appear through either the Poynting–Robertson effect or through photon pres-
sure. Any observed dust must thus be continuously replenished, and would
imply a significant repository of cometary or asteroidal bodies. In one case
(so far) Spitzer sees warm dust, which thus originates at most a few AU from
the central star, and no cold (K–E belt) dust around a late K-type star [39]. In
this case the amount of dust is in excess of 1000 times that found in our solar
system. Spitzer, is anyway limited to observe systems with about 100 times
the amount of dust (both in the EZ and in the K–E regions) than that found in
our solar system.

The level of EZ dust will determine the efficiency with which the missions
like Darwin/TPF will be able to discern an earth-like planet. As we do not
know in what fraction of stars the dust levels will be prohibitively high, for
the calculations carried out during the development, one has assumed a range
within which it will be possible to detect terrestrial planets. The assumption
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for the “standard case” is 1 EZ (being equal to the solar system value), and a
“worst case scenario” of 10 EZ. It would be possible, in principle, to detect the
earth against a background of 30 EZ, but this would come at the price of very
long integration times. The LZ and EZ emission, within the mid-IR wave-
length band, diminishes with the distance from the sun and from the central
star, respectively. This is due to both decreased temperature and decreased
dust density. Note that large coherent structures, such as clumps behind plan-
ets, can masquerade as planets. Also “wakes” caused by the passing of a
(forming) planet through the dust is, in principle, detectable. These structures
could also serve as markers for the presence of planets, if their location with
respect to a planet were well understood. Exozodiacal clouds are thus not ex-
pected to be uniform, and a planet must be detected against a nonflat field of
corrugations. In our own cloud, these “clumps” are assumed to have roughly
less than 0.1% of the amplitude of the total cloud brightness and are thus no
source of confusion.

The stellar leakage is the dominating astronomical noise source for the
shorter wavelengths within the mid-IR wavelength band, while the thermal
background level due to the emission of the optics, can approach that of the
zodiacal dust for temperatures above 40 K at the longer wavelengths. This
then provides a strong requirement that the temperature of the optics of the
interferometer is less than 40 K. However, the LZ dust disk remains the biggest
noise factor, for most of the wavelength band.

The analytical model using the EZ in our calculation builds on the one by
Kelsall et al. [40] which describes our own LZ cloud. This model is based on
observations of the solar system made by the Diffuse InfraRed Background
Experiment (DIRBE) aboard the COBE satellite (COsmic Background Exper-
iment). The zodiacal cloud in our solar system extends outward at least to
the asteroid belt, thus roughly 3.5 AU from the sun, and inwards to the solar
corona, at a few solar radii. As an inner cutoff for the exozodiacal cloud we
use a sublimation temperature of 1500 K. The flux and temperature is then:

BEZ =
∫

B(T(r))ρ0r−αe−β
(
z γ)γ

dl (3.4)

with α = 1.39 β = 3.26 γ = 1.02 ρ0 = 1.1410−7

T(r) = T0r−δ

(
L

Lsun

)ξ

(3.5)

with δ = 0.42 T0 = 286 ξ = 0.234
This LZ disk model is then used as input for the exosystems emission, scal-

ing the number density of the dust as a free parameter, and changing the val-
ues of the stellar luminosity according to the spectral type.
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3.6.3
Model of an Exosolar System

In order to calculate the throughput of a nulling interferometer we need a
model of the exosystem and the noise sources. We can assume a target system
consisting of one or multiple planets, an exozodiacal dust disk and a host
star. Obviously also the local zodiacal dust disk and the thermal radiation
of the instrument at 40 K have to be accounted for. Following Kaltenegger
et al. [32], the nulled output signal F(t) for an extended source of brightness
distribution Bdisk(θ, φ) that is transmitted through the interferometer pattern,
can be determined using Eq. 3.4.

F(t) = Atot

∫
λ

∫
φ

∫
θ

Bdisk(θ, φ)T(θ, φ, λ, t)θ dθ dφ dλ (3.6)

where Atot is the total collecting area of the interferometer, and T is the nor-
malized response of the interferometer, the so-called transmission. The instru-
mental transmission is wavelength dependent and therefore the baseline of
the array has to be optimized such that the response at the assumed planet po-
sition, Tplanet(λ, t), is maximized over as wide a part of the wavelength range
as possible. In an alternative scenario the array can be reconfigured during
the observation in order to provide a high transmission of the planetary sig-
nal over several selected wavebands in turn. When sub-interferometers are
used to modulate the planetary signal, the time-averaged interferometer re-
sponse is called the Modulation M(θ, φ, λ, t) and can be used instead of the
T(θ, φ, λ, t) in the calculations. The star and the planet are assumed to be rep-
resented by uniform disks of angular radius θS and θplanet respectively and
use Planck’s equation to obtain the brightness distribution Bstar and Bplanet as
a function of wavelength. Tplanet(λ, t) denotes the response of the array at the
planet’s position over wavelength and time with a baseline optimized for its
detection. When the planet search is performed by rotating the array, the mean
value of the transmission at that radial distance within the field-of-view can
be used in a first approximation to determine the signal strength. The wave-
length dependence of the interferometer’s response allows the extraction of
basic color information for the detected planet. This technique would rapidly
distinguish between giant planets and terrestrial (“rocky”) planets during the
detection phase of the mission. We thus have the following set of equations
contributing to the model [32].

Fplanet(t) = Atot

∫
λ

Bplanet(λ)Tplanet(λ, t)πθ2
planet dλ (3.7)

Fleak(t) = Atot

∫
λ

∫
φ

∫
θ

Bstar(θ, φ, λ)T(θ, φ, λ, t)θ dθ dφ dλ + 〈Fleak〉 (3.8)

FEZ(t) = Atot

∫
λ

∫
φ

∫
θ

BEZ(θ, φ, λ)T(θ, φ, λ, t)θ dθ dφ dλ (3.9)
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FLZ(t) = Atot

∫
λ

BLZ(θ, φ, λ)
∫

φ

∫
SΩ

T(θ, φ, λ, t)θ dθ dφ dλ (3.10)

Fthermal(t) = Atot

∫
λ

Bthermal(θ, φ, λ)
∫

φ

∫
SΩ

T(θ, φ, λ, t)θ dθ dφ dλ (3.11)

Only the flux of the exozodiacal dust disk FEZ, the star Fleak and the planet
Fplanet are transmitted through the interferometer pattern. The flux from the
local zodiacal dust disk FLZ as well as the thermal background flux, Fthermal
do not interfere destructively.

Spatial filtering of the high-frequency wavefront errors by monomode fibers
or waveguides is envisioned for Darwin [36] and other types of nulling inter-
ferometers. This will limit the field-of-view of the synthesized beam. The
geometric extent of the beam seen by such a fiber or waveguide is given by
SΩ ≈ λ2. Here S is the geometrical cross section of the optical fiber, Ω is the
solid angle of the input beam and the product is known as the geometrical
entendue. The IR thermal background as well as the LZ contribution is pro-
portional to SΩ while the signals in the field of view of the interferometer like
the planet and the EZ are proportional to the interferometer’s collecting area.
Note that the change of the coupling of the light from different off-axis an-
gles into the fiber over the field-of- view must be approximated by a constant
factor when calculating the throughput.

3.7
The Future – Mission Accomplished?

Both ESA and NASA have performed an ambitious technology development
program with some collaboration (on both scientific issues such as the defini-
tion of the scientific case, and on more mission-oriented issues such as the op-
timum configuration). In these programs, essentially every one of the techno-
logical challenge has been addressed – at least to such a level of development
that the ultimate success appears possible: achromatic phase shifters (to con-
trol the required path lengths in the interferometer to the very high precision
required over the complete spectral band); optical fibers operating within the
required band (to perform the required spatial filtering relaxing the require-
ments on the optical surfaces with 2–3 orders of magnitude); and integrated
optics (“optics on a chip”, i.e., mixing and splitting of signals on an integrated
chip instead of with bulk optics, and with no moving parts – something with
a potential to reduce mass and complexity).

Darwin and TPF-I have been developed in parallel over the last ten years.
Already in 1998, an agreement has been made between ESA and NASA that
information should be exchanged with the ultimate goal of a joining of the
two missions. The input star catalogues for the two mission concepts are es-
sentially identical. This is of course not surprising since the number of nearby
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stars is relatively limited (about 1000 single stars to a distance of 25 pc). Being
very complex and thus probably also expensive, it makes very good sense to
join the two missions since very little (except safety from catastrophic failure)
could be gained by having two identical systems observing the same, rela-
tively few, targets.

The results of space missions like those described above, especially Dar-
win/TPF perhaps like systems will no doubt impact on a number of scientific
disciplines, and change them beyond recognition. The successful results will
allow us to address questions within these subjects about not only how com-
mon our system is, but also will indicate its history and how our planet (and
the life on it) have evolved, and in what direction our planet and its geo/bio-
sphere will continue to evolve. Among the 1000 closest stars, we have a nice
randomized distribution of ages of stellar systems spanning the range from
approximately 10 million to about 10 billion years.

In particular, the successful detection of “true” earth analogues will of
course influence our understanding of how life itself arose and evolved on
our planet. Empirical evidence, long ago destroyed by our planets dynamic
surface, can be observed on other worlds – ultimately in a time-lapse movie
fashion.

Eventually, more detailed observations will be required. It is clear that
instruments more complex and ambitious than have been discussed in this
chapter will not be seriously considered before we know if a “cousin” or more
exist in the vicinity of the sun. The fascinating aspect of our times is that
this “first step” is being contemplated right now. Success in this endeavor will
lead to the design of larger systems (such as “hypertelescopes”) currently only
in their first experimental phase [41], but involving maybe literally dozens of
10 m class space telescopes flying in formation with inter-satellite distances of
several hundred km, and with the focal plane up to perhaps 5000 km away
from the telescope units. Such an instrument could take “true” pictures of
the surface of the earth at distances of 10–20 pc, with resolutions of 10–50 el-
ements and using white light. It would then become possible to draw proper
maps with features like clouds, land, sea, mountains and vegetation. It is pos-
sible that, within the foreseeable future, it will be possible to analyze the kind
of life that exists outside of the solar system by, e.g., studying the so-called
“red edge” of vegetation at about 720 nm wavelength and also to study the
evolution of an earth over geological time [42]. Alternatively, polarization
studies of terrestrial exoplanets could provide information about the chirality
of molecules on their surfaces. It would demand gigantic space installations
like the hypertelescopes described above, and the costs would be truly enor-
mous – but it is possible. We would thus make another leap forward in our
understanding of our own place in the cosmos.

We do truly live in exciting times.
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4
Biomarkers Set in Context
Lisa Kaltenegger and Franck Selsis

Abstract

In a famous paper, Sagan et al. [1] analyzed a spectrum of the earth taken by
the Galileo probe, searching for signatures of life. They concluded that the
large amount of O2 and the simultaneous presence of CH4 traces are strongly
suggestive of biology. The detection of a widespread red-absorbing pigment
with no likely mineral origin, supports the hypothesis of biophotosynthesis.
The search for signs of life on possibly very different planets implies that we
need to gather as much information as possible in order to understand how
the observed atmosphere works physically and chemically. The earth–sun in-
tensity ratio is about 10−7 in the thermal infrared (∼ 10 µm), and about 10−10

in the visible (∼ 0.5 µm). The interferometric systems suggested for Darwin
and the Terrestrial Planet Finder Interferometer (TPF-I) mission operates in
the mid-IR (5–20 µm), the coronagraph suggested for Terrestrial Planet Finder
Coronagraph (TPF-C) in the visible (0.5–1 µm). For the former it is thus the
thermal emission emanating from the planet that is detected and analyzed
while for the later the reflected stellar flux is measured. The spectrum of the
planet can contain signatures of atmospheric species that are important for
habitability, like CO2 and H2O, or result from biological activity (O2, O3, CH4,
and N2O). Both spectral ranges will indicate similarities or differences in the
atmospheres of terrestrial planets and are discussed in detail and set into con-
text with the physical characteristics of a planet in this chapter.

4.1
Introduction

Over 260 giant exoplanets have already been detected, and hundreds, per-
haps thousands more, are anticipated in the coming years. The detection and
characterization of these exoplanets will begin to fill in a gap in the astrophys-
ical description of the universe; the chain of events between the first stages of
star formation and the evident mature planetary systems. The nature of these
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planets, including their orbits, masses, sizes, constituents, and the likelihood
that life could develop on them, can be probed by a combination of observa-
tions and modeling. So far, our main detection methods from the ground; Ra-
dial Velocity and Transit Search, are biased towards big planets orbiting close
to their parent star because they are easier to detect. Those planets produce a
bigger, more frequent signal than small planets further away from their par-
ent star. Even so, the number of smaller Extrasolar Giant Planets (EGP) found,
indicates a trend towards smaller masses. The present stage of exoplanet ob-
servations can be characterized as one in which information is being gathered
principally by indirect means, whereby the photons that we measure are from
the star itself, or a background star, or a mixture of the star and planet. In-
direct techniques include radial velocity, micro-lensing, transits, and astrome-
try. These indirect observations are of great value, giving us measures of the
planet mass, orbital elements, and (for transits) the sizes as well as indications
of the constituents of the extreme upper atmospheres, like the detection of
sodium in the upper atmosphere of HD209458b [2]. Recent detection of super
earths by Udry et al. [3], Rivera et al. [4] and Beaulieu et al. [5] imply that earth-
mass planets might be common [6]. Current and future space missions like
CoRoT (CNES, [7]) and Kepler (NASA), [8] will give us statistics on the num-
ber, size, period and orbital distance of planets, extending to terrestrial planets
on the lower mass-range end. In the next stage of exoplanet observations, we
hope to have direct observations, in which most of the measured photons are
reflected or emitted by the planet itself. A fundamental part of the problem
of directly detecting the planet with its feeble light in the glare of the strong
parental stellar flux, is the huge contrast (see Fridlund, this volume). Direct
techniques include coronagraphic imaging at visible wavelengths, and inter-
ferometric imaging in the thermal infrared. With direct photons in the visible
and thermal infrared wavelength band, and depending on the signal-to-noise
ratio, we can characterize a planet in terms of its size, albedo, its atmospheric
gas constituents, total atmospheric column density, clouds, surface properties,
land and ocean areas and general habitability. As discussed in Traub et al. [9],
full characterization requires the synergy of both direct and indirect measure-
ments. Direct detection of photons from giant exoplanets can be implemented
using current space-based telescopes like HST and Spitzer. Such studies have
led to the detection of infrared emission from several transiting hot Jupiters
(see, e.g., [10–12]) where the planetary signal is the difference between the
flux from a star plus planet versus the flux from the star alone. Photons from
earth-like planets in the habitable zone (HZ) (see [13]) around their parent
star are beyond the capabilities of these telescopes and require future missions
like Darwin and Terrestrial Planet Finder (TPF). In this chapter we discuss the
biomarkers at different wavelengths and the potential of each signatures in
Section 4.2. In Section 4.2 to 4.8 we focus on what makes a habitable planet
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using earth as our example, and discuss surface, clouds and biosignature evo-
lution over geological time. Section 4.9 concentrates on planets around dif-
ferent stars, Section 4.10 focuses on abiotic sources of potential biosignatures
and Section 4.11 and 4.12 show how to interpret biosignatures by setting mea-
surements in context with the physical characteristics of a planet. Section 4.13
summarizes the chapter.

4.2
Biomarkers

Biomarkers (or biosignature) is used here to mean detectable species, or set
of species, whose presence at significant abundance strongly suggests a bi-
ological origin [14]. This is, for instance, the case for the couple CH4 + O2.
Bio-indicators are indicative of biological processes but can also be produced
abiotically in significant quantities. Our search for signs of life is based on the
assumption that extraterrestrial life shares fundamental characteristics with
life on earth, in that it requires liquid water as a solvent and has a carbon-
based chemistry [14, 15]. Life on the basis of a different chemistry is not con-
sidered here because the vast possible life-forms produce signatures in their
atmosphere that are so far unknown. Therefore, we assume that extraterres-
trial life is similar to life on earth in its use of the same input and output gases,
that it exists out of thermodynamic equilibrium, and that it has analogs to
bacteria, plants, and animals on earth [16].

The first step of exploration of terrestrial extrasolar planets will be a space
mission that can detect and record-low resolution spectra (see Fig. 4.1) of ex-
trasolar planets like Darwin and Terrestrial Planet Finder (TPF). O2, O3, CH4
are good biomarker candidates that can be detected by a low-resolution (Res-
olution < 50) spectrograph. There are good biogeochemical and thermody-
namic reasons for believing that these gases should be ubiquitous byproducts
of carbon-based biochemistry, even if the details of alien biochemistry are sig-
nificantly different from the biochemistry on earth. Note that life can also
exist without producing either O2 or CH4. Even so, we need to understand
the abiotic sources of biomarkers better, so that we can identify when it might
constitute a false positive for life detection, when abiotic sources could pro-
duce high quantities of a species we understand as a biomarker on earth. The
theoretical modeling research goals are to explore the plausible range of hab-
itable planets and to improve our understanding of the detectable ways in
which life modifies a planet on a global scale.
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Fig. 4.1 Synthetic spectra of the earth from UV to IR shown in
two different resolutions (R=100 and 25) representing the pro-
posed resolution for TPF-C (R=70) and Darwin TPF-I (R=25). The
intensity is given as a fraction of solar intensity. The atmospheric
features as well as the spectroscopic range of Darwin/TPF-I and
TPF-C is indicated [17].
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4.3
Biomarker Signatures in Different Wavelength Ranges

With arbitrarily high signal-to-noise and spatial and spectral resolution, it is
relatively straightforward to remotely ascertain that earth is a habitable planet,
replete with oceans, a greenhouse atmosphere, global geochemical cycles, and
life. The interpretation of observations of other planets with limited signal-
to-noise ratio (SNR) and spectral resolution, as well as absolutely no spa-
tial resolution, as envisioned for the first generation missions like TPF-C and
Darwin/TPF-I, will be far more challenging.

To search for signs of life with low resolution and limited information im-
plies that we need to gather as much information as possible in order to un-
derstand what we will see. The following step-by-step approach can be taken
to set the system in context. After detection, we will focus on main prop-
erties of the planetary system, its orbital elements as well as the presence of
an atmosphere using the light curve of the planet and/or a crude estimate
of the planetary nature using very low-resolution information (three or four
channels) [18]. Then a higher resolution spectra will be used to identify the
compounds of the planetary atmosphere and to establish the temperature
and radius of the observed exoplanet. In that context, we can then test if
we have an abiotic explanation of all compounds seen in the atmosphere of
such a planet. If we do not, we can work with the exciting biotic hypothesis.
Second-generation space mission will then investigate those targets in more
detail to improve our understanding of those environments. The results of a
first-generation mission will most likely result in an amazing scope of diverse
planets that will set planet formation, evolution as well as our planet in an
overall context.

The thermal infrared concepts, the Darwin and the Terrestrial Planet Finder
Interferometer (TPF-I), and the visible wavelength concepts, the Terrestrial
Planet Finder Coronagraph (TPF-C), are designed to detect terrestrial exoplan-
ets, and to measure the color and spectra of terrestrial planets, giant planets,
and zodiacal dust disks around nearby stars (see, e.g., [19–25]). These mis-
sions have the explicit purpose of detecting other earth-like worlds, analyzing
their characteristics, determining the composition of their atmospheres, inves-
tigating their capability to sustain life as we know it, and searching for signs
of life. They are a first step in characterizing a vast number of unknown fasci-
nating planetary worlds. Their respective resolution is envisioned to about 25
for Darwin and TPF-I and about 70 for TPF-C. These missions also have the
capacity to investigate the physical properties and composition of a broader
diversity of planets, to understand the formation of planets and interpret po-
tential biosignatures.

The range of characteristics of planets is likely to exceed our experience
with the planets and satellites in our own solar system. Earth-like planets or-
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biting stars of different spectral type might evolve differently [26–28]. Models
of such planets need to consider the changing atmosphere structure, as well
as the interior structure of the planet (see e.g., [29, 30]). One crucial factor in
interpreting planetary spectra is the point in the evolution of the atmosphere
when its biomarkers become detectable. Studies of individual constituent ef-
fects on the spectrum and resolution estimates were previously discussed for
earth in Des Marais et al. [14]. These calculations were for a current atmo-
spheric temperature structure, but different abundances of chemical species.
Spectra of the earth explore temperature sensitivity (a hot house and cold sce-
nario) and different singled out stages of its evolution (e.g., [18, 26, 27, 31–33])
as well as the evolution of the expected spectra of earth [33] and produce a
variety of spectral fingerprints for our own planet. Those spectra will be used
as part of a big grid to characterize any exoplanets found. This also influences
the design requirements for a spectrometer [33] to detect habitability.

4.4
Potential Biomarkers

Oxygen in high abundance is a promising bio-indicator. Oxygenic photosyn-
thesis, which is a byproduct of molecular oxygen extracted from water, allows
terrestrial plants and photosynthetic bacteria (cyanobacteria) to use abundant
H2O, instead of having to rely on scarce supplies of electron donor to reduce
CO2, like H2 and H2S. With oxygenic photosynthesis, the production of the
biomass becomes limited only by nutriments and no longer by energy (light
in this case) nor by the abundance of electron donors. Oxygenic photosyn-
thesis at a planetary scale results in the storage of large amounts of radiative
energy as chemical energy, in the form of organic matter. For this reason, oxy-
genic photosynthesis had a tremendous impact on biogeochemical cycles on
earth and eventually resulted in the global transformation of the earth’s envi-
ronment. Reduced gases and oxygen have to be produced concurrently to be
detectable in the atmosphere, as they react rapidly with each other. Thus a de-
tectable concentration of O2 and/or O3 and of a reduced gas like CH4 can be
considered as a signature of biological activity. The spectrum of the earth has
exhibited a strong infrared signature of ozone for more than 2 billion years,
and a strong visible signature of O2 for a period of time between 2 and 0.8
billion years (depending on the required depth of the band for detection and
also the actual evolution of the O2 level). This difference is due to the fact that
a saturated ozone band appears already at very low levels of O2 (10−4 ppm)
while the oxygen line remains unsaturated at values below 1 Present Atmo-
spheric Level (PAL). Note that the non-detection of O2 or O3 on an exoplanet
cannot be interpreted as the absence of life.



4.4 Potential Biomarkers 85

N2O is produced in abundance by life but only in trace amounts by natural
processes. Nearly all of earth’s N2O is produced by the activities of anaerobic
denitrifying bacteria. N2O would be hard to detect in the earth’s atmosphere
with low resolution, as its abundance is low at the surface (0.3 ppmv) and
falls off rapidly in the stratosphere. On a low-O2 early earth, its abundance
would be even smaller because it photolyzes rapidly in the near ultraviolet. As
signs of life in themselves H2O and CO2 are secondary in importance because,
although they are not indicators of its presence, they are raw materials for life
and thus necessary for planetary habitability.

In the visible reflected spectrum of earth, the detectable signatures of bi-
ological activity in low resolution are water vapour and molecular oxygen
(mainly the 0.76 µm band), in the near-IR CO2 and CH4 are detectable at con-
centrations significantly higher than on current earth.

In the mid-IR thermal emission spectra of earth the combined detection of
9.6 µm O3 band, the 15 µm CO2 band and the 6.3 µm H2O band or its rotational
band that extends from 12 µm out into the microwave region [38] indicating
habitability. The 9.6 µm O3 band is a very nonlinear indicator of O2: First, for
the present atmosphere, low resolution spectra of this band show little change
with the O3 abundance because it is strongly saturated. Second, the appar-
ent depth of this band remains nearly constant as O2 increases from 0.01 to
1 PAL [26]. The primary reason for this is that the stratospheric warming de-
creases with the abundance of ozone, making the O3 band deeper. The depth
of the saturated O3 band is indeed determined by the temperature difference
between the surface-clouds continuum and the ozone layer. CH4 is not read-
ily identified using low-resolution spectroscopy for present-day earth, but the
methane feature at 7.66 µm in the IR is easily detectable at higher abundances
(see, e.g., 100× abundance, Fig 4.5 epoch 4 below), provided of course that the
spectrum contains the whole band and a high enough SNR. Taken together
with molecular oxygen, abundant CH4 can indicate biological processes (see
also [1, 16, 26]). Depending on the degree of oxidation of a planet’s crust and
upper mantle nonbiological mechanisms can also produce large amounts of
CH4 under certain circumstances.

N2O is produced by life but only in negligible amounts by abiotic pro-
cesses. There are potentially three weak N2O features in the thermal infrared
at 7.75 µm and 8.52 µm, and 16.89 µm. Methane and nitrous oxide have fea-
tures nearly overlapping in the 7 µm region, and additionally, both lie in the
red wing of the 6 µm water band. Although its abundance is less than 1 ppm in
the earth’s atmosphere, the 7.75 µm shows up in a medium resolution infrared
spectrum. Spectral features of N2O would become more apparent in atmo-
spheres with more N2O and/or less H2O vapor. On a low-O2 early earth, its
abundance would be even smaller because it photolyzes rapidly in the near-
ultraviolet. Segura et al. (2003) have calculated the level of N2O for different
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O2 levels and found that, although N2O is a reduced species, its levels de-
creases with O2. This is due to the fact that a decrease in O2 produces an
increase of H2O photolysis, resulting in the production of more hydroxyl rad-
icals (OH) responsible for the destruction of N2O.

There are other molecules that could, under some circumstances, act as ex-
cellent biomarkers, e.g., the manufactured chloro-fluorocarbons (CCl2F2 and
CCL3F) in our current atmosphere in the thermal infrared waveband, but their
abundances are too low to be spectroscopically observed at low resolution.

4.5
A Habitable Planet

The circumstellar Habitable Zone (HZ) is defined as the region around a star
within which starlight is sufficiently intense to maintain liquid water at the
surface of the planet, without initiating runaway greenhouse conditions va-
porizing the whole water reservoir and, as a second effect, inducing the pho-
todissociation of water vapor and the loss of hydrogen to space (Fig. 4.2), see
[13, 39] for a detailed discussion. On an earth-like planet where the carbonate–
silicate cycle is at work, the level of CO2 in the atmosphere depends on the
orbital distance: CO2 is a trace gas close to the inner edge of the HZ but a ma-
jor compound in the outer part of the HZ. Earth-like planets close to the inner
edge are expected to have a water-rich atmosphere or to have lost their water
reservoir to space. As the HZ is defined for surface conditions only, chimio-
lithotrophic life, a metabolism which does not depend on the stellar light, can
still exist outside the HZ, thriving in the interior of the planet where liquid
water is available. Such metabolisms (at least the ones we know on earth) do
not produce O2 and rely on very limited sources of energy (compared to stellar
light) and electron donors (compared to H2O on earth). They mainly catalyze
reactions that would occur at a slower rate in purely abiotic conditions and
they are thus not expected to modify a whole planetary environment in a de-
tectable way.

As we said, partial pressure of CO2 and H2O at the surface of an earth-like
habitable planet is a function of the orbital distance a, within the HZ and for
the present solar luminosity. We assume here that the planet contains one
terrestrial ocean of superficial water and that the carbonate–silicate cycle is
at work, controlling the CO2 level in equilibrium with a surface temperature
at about 290 K, for a > 1 AU. For a > 1.3 AU, CO2 condenses in the atmo-
sphere producing CO2 clouds that can affect the temperature–CO2 coupling
significantly. For a < 0.93 AU, H2O becomes a major atmospheric compound
and is rapidly lost to space after UV photolysis. Thus, a Venus-like fate (no
H2O remaining and a massive CO2 build-up) is likely in this inner part of the
HZ. This is one of the first theories we can test with a first-generation space
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Fig. 4.2 The mean surface temperature (TS) and partial pressure
of CO2 and H2O as a function of the orbital distance on a habit-
able planet within the habitable zone (data adapted from Kasting
et al. [13] and Forget and Pierehumbert [40]) (partial pressure (left
y-axis) and TS (right y-axis)).

mission. However, the limits of the HZ are known qualitatively, more than
quantitatively. This uncertainty is mainly due to the complex role of clouds
but also three-dimensional climatic effects not yet included in the modeling.
Thus, planets slightly outside the computed HZ could still be habitable, while
planets at habitable orbital distance may not be habitable because of their size
or chemical composition.

4.6
Oxygen and Ozone Production on Earth

Owen (1980) suggested searching for O2 as a tracer of life. In the particular
case of earth, O2 is fully produced by the biosphere. Less than 1 ppm comes
from abiotic processes [41]. Cyanobacteria and plants are responsible for this
production by using the solar photons to extract hydrogen from water and us-
ing it to produce organic molecules from CO2. This metabolism is called oxy-
genic photosynthesis. The reverse reaction, using O2 to oxidize the organics
produced by photosynthesis, can occur abiotically when organics are exposed
to free oxygen, or biologically by eukaryotes breathing O2 and consuming or-
ganics. Because of this balance, the net release of O2 in the atmosphere is
due to the burial of organics in sediments (see Fig. 4.3). Each reduced carbon
buried, releases a free O2 molecule into the atmosphere. This net release rate is
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Fig. 4.3 Oxygen cycle on earth.

also balanced by weathering of fossilized carbon when exposed to the surface.
The oxidation of reduced volcanic gasses such as H2 and H2S also accounts for
a significant fraction of the oxygen losses. The atmospheric oxygen is recycled
through respiration and photosynthesis in less than 10 000 yrs. In the case of a
total extinction of the earth’s biosphere, the atmospheric O2 would disappear
in a few million years.

Ozone is produced in the atmosphere by a unique chemical reaction: O + O2
+ M → O3 + M, where M is any compound. This reaction is not very efficient
as it requires, at the same time, a high enough pressure (because it is a three-
body reaction), and oxygen atoms that are produced at lower pressures where
photolysis of O2 by UV can occur. Ozone can be efficiently destroyed by a
large number of reactions, dominated, in the earth’s atmosphere, by catalytic
cycles involving trace species such as hydrogenous compounds (H, OH, HO2),
nitrogen oxides (NOX) and chlorine compounds (ClOX). These species have
various origins and their amount depends on the nature and intensity of the
bio-productivity, the thermal profile of the atmosphere, human pollution, and
many other parameters. Without these compounds, an atmosphere made of
N2 and O2 only would contain 10 times more O3. The column density of O3 in
the atmosphere depends weakly on the abundance of O2, the mean opacity of
the 9.6 µm band remaining > 1 for O2 abundance as low as 10−3 PAL [19, 26].

The abundance of O3 and its observability also vary with the spectral distri-
bution of the incoming stellar radiation. For atmospheric compositions similar
to that of the earth, numerical simulations show that O3 increases with the UV
flux [26, 27]. The depth of the O3 feature depends, however, on the difference
beween the brightness temperature of the continuum (given by the tempera-
ture of the surface and/or the clouds) and the temperature of the ozone layer
(where the opacity of O3 is 1). Because of this complex coupling, less ozone
means less warming and still a deep feature, while more ozone produces more
warming and a shallow feature.
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4.7
Cloud Features

Clouds are an important component of exoplanet spectra because in the vis-
ible/NIR range, their reflection is high and relatively flat with wavelength,
while in the infrared they lower the emitted flux and hide the lower convec-
tive region of the atmosphere which produces most of the spectral features
(due to the strong gradient of temperature associated with the convection).
Clouds hide the atmospheric molecular species below them, weakening the
spectral lines in both the thermal infrared and visible. In the thermal infrared,
clouds emit at temperatures that are generally colder than the surface, while
in the visible the clouds themselves have different spectrally-dependent albe-
dos that further influence the overall shape of the spectrum. Figure 4.4 shows
the visible and thermal infrared spectral emission of the earth for three cloud
conditions (a) and the model-to-data comparison (b) [33].

4.8
Biomarkers and their Evolution over Geological Times on Earth

The spectrum of the earth has not been static throughout the past 4.5 Ga (Ga =
109 years ago). This is due to the variations in the molecular abundances, the
temperature structure, and the surface morphology over time. Kasting and
Catling [44] and Kasting [45] established a scenario for the earth’s atmosphere
evolution. At about 2.3 Ga oxygen and ozone became abundant, affecting
the atmospheric absorption component of the spectrum. At about 2 Ga, a
green phytoplankton signal developed in the oceans and at about 0.44 Ga,
an extensive land plant cover followed, generating the red chlorophyll edge
in the reflection spectrum. The composition of the surface (especially in the
visible), the atmospheric composition, and temperature-pressure profile can
all have a significant influence on the detectability of a signal. Note that we
assume that the cloud cover over these epochs is the same as the cloud cover
today. However, changes in this distribution could significantly change the
overall spectra in both wavelength regions.

Figure 4.5a shows theoretical visible and mid-infrared spectra of the earth
at six epochs during its geological evolution and (b) the required resolution to
match the main spectral features and biomarkers of atmospheric compounds
over geological time for earth [33]. The epochs are chosen to represent ma-
jor developmental stages of the earth, and life on earth. Earth’s atmosphere
has experienced dramatic evolution over 4.5 billion years, and other planets
may exhibit similar or greater evolution, at similar or different rates. The cli-
mate model to create a schematic atmospheric model of our earth over geo-
logical timescales is based on a combination of results from work by Kasting
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O2
H2OO3 O2 H2O

(a) (b)

(c) (d)

Fig. 4.4 (a, c) spectra of present-day earth with 100% cumulus
cloud coverage at 1 km, 100% cumulus cloud coverage at 6 km,
100% cirrus cloud coverage at 12 km, and spectra of a mixture
of clouds resembling the present earth in the visible (a, b) and in
thermal infrared (c, d). Model Data comparison (b, d) data in black
[42, 43] model in gray [33].

and Catling [44], Kasting [45], Pavlov et al. [46], Segura et al. [26] and Traub
and Jucks [18]. The model atmosphere evolves from a CO2-rich atmosphere
(3.9 Ga = epoch 0) to a CO2/CH4-rich atmosphere (epoch 3) to a present- day
atmosphere (epoch 5 = present-day earth). It shows epochs that reflect signifi-
cant changes in the chemical composition of the atmosphere. The oxygen and
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ozone absorption features could have been used to indicate the presence of
biological activity on earth at any time during the past 50% of the age of the
solar system. The dark lines show a resolution of 70 and 25, as proposed for
TPF-C in the visible and Darwin/TPF-I in the IR respectively.

Different signatures in the atmosphere are clearly visible over earth’s evolu-
tion and observable with low resolution. Only in the last epoch (5), vegetation
modifies the reflected spectrum of earth by introducing a sharp increase of the
reflectivity between 700–750 nm, the red edge. Its detection is extremely chal-
lenging in a spatially unresolved global planetary spectrum, integrated over
a long exposure [17, 33–37, 47]. The spectral resolution required for optimal
detection of habitability and biosignatures has to match those features on our
own planet for the dataset we have over its evolution.

4.9
Planets around Different Stars

For an earth-like planet in the HZ around a given star, the thermal flux will,
to first order, be constant for a given planetary size, while the reflected stellar
flux will scale with the brightness of the star. The suppression of the primary’s
thermal emission will, on the other hand, be progressively easier for later and
later spectral types. The contrast ratio is larger by a factor of about 2 for FV
stars, while it is smaller by a factor of 3 for KV stars and 11 for MV stars, re-
spectively, in the N band compared to sun–earth [48]. Surprisingly enough, it
may thus be easier for the IR interferometer concept to detect a habitable earth
around an M-Dwarf than around something more akin to our own sun. This is
true for interferometric systems like Darwin and TPF-I that can be adapted to
each individual target system, since the HZ moves closer and closer to the star
for later and later stellar types. The baseline of the interferometers have to in-
crease to resolve M star planetary systems at larger distances, a constraint that
is taken into account for the M-target systems in the target star catalogue [48].

Using a numerical code that simulates the photochemistry of a wide range
of planetary atmospheres, Selsis [27] and Segura et al. [26, 28] have simulated
a replica of our planet orbiting different types of star: an F-type star (more
massive and hotter than the sun) and a K-type star (smaller and cooler than
the sun). The models assume the same background composition of the atmo-
sphere as well as the strength of biogenic sources. The orbital distance was
chosen in order to give the planet the earth’s effective temperature (by receiv-
ing the same energetic flux): 1.8 and 0.5 AU respectively for the F- and the
K-type star. Scaling the energetic flux allows us to consider habitable planets
irradiated by a nonsolar spectrum: the contribution of the UV range (150–
400 nm, the most important for photochemistry) is higher for the F-type star
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(a) (b)

(c) (d)

Fig. 4.5 The visible (a, b) and mid-IR (c, d)
spectral features on an earth-like planet
change considerably over its evolution from
a CO2 rich (epoch 0) to a CO2/CH4-rich at-
mosphere (epoch 3) to a present-day atmo-
sphere (epoch 5) (blacklines shows spectral

resolution of 70 for the visile and 25 for the
mid-IR). (b, d) Required resolution to match
the main spectral features and biomarkers of
atmospheric compounds over geological time
for earth [33].

and lower for the K-type star (this is no longer true in the EUV range, below
150 nm, where low-mass stars like K-type stars are very active).

The results of modeling, illustrated in Fig. 4.6, show the changes in de-
tectability and shape of spectral features due to ozone, carbon dioxide, and
methane for the “same” planet around stars of different spectral type. These
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Fig. 4.6 These spectra show the appearance
of earth-like planets orbiting within the hab-
itable zones of stars of F2V, G2V and K2V
stellar type. In each case, a weakly-coupled
radiative/photochemical atmospheric model
was used to determine the equilibrium atmo-

spheric composition and vertical structure
for a planet with earth’s modern atmospheric
composition, and radiatively forced by the UV
to the far-infrared spectrum of a star of each
spectral type [28].

changes are due to an interplay between the star’s spectrum, the photochem-
istry of ozone, and coupled changes in the thermal structure of the planet’s
atmosphere. These models were run for host stars of F, G, K [26, 27] and
M spectral type [28] and show that in high resolution the detectable features
around, e.g., a K star are deeper than the features around an F host star.

4.10
Abiotic Sources

We need to address the abiotic sources of biomarkers, so that we can identify
when it might constitute a “false positive” for life. CH4 is an abundant con-
stituent of the cold planetary atmospheres in the outer solar system. On earth,
it is produced abiotically in hydrothermal systems where H2 (produced from
the oxidation of Fe by water) reacts with CO2 in a certain range of pressures
and temperatures. In the absence of atmospheric oxygen, abiotic methane
could build up to detectable levels. Therefore, the sole detection of CH4 can-
not be attributed unambiguously to life.

O2 also has abiotic sources, the first one is the photolysis of CO2, followed
by recombination of O atoms to form O2 (O + O + M → O2 + M), a second
one is the photolysis of H2O followed by escape of hydrogen to space. The
first source is a steady state maintained by the stellar UV radiation, but with a
constant elemental composition of the atmosphere, while the second one is a
net source of oxygen. In order to reach detectable levels of O2 (in the reflected
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spectrum), the photolysis of CO2 has to occur in the absence of outgassing of
reduced species and in the absence of liquid water, because of the rainout of
oxidized species. Normally, the detection of the water vapor bands simulta-
neously with the O2 band can rule out this abiotic mechanism (Segura et al., in
preparation). In the infrared, this process cannot produce a detectable O3 fea-
ture [38]. The loss of hydrogen to space can result in massive oxygen leftovers:
240 bars of oxygen could build up after the loss of the hydrogen contained in
the earth’s ocean. However, the case of Venus tells us that such oxygen left-
over has a limited lifetime in the atmosphere (because of the oxidation of the
crust and the loss of oxygen to space): we do not find O2 in the Venusian at-
mosphere despite the massive loss of water experienced in the early history of
the planet. Also, such evaporation-induced build-up of O2 should occur only
close to the star (see Fig. 4.2) and affect small planets with low gravity more
dramatically. For small planets (< 0.5 Mearth) close to the inner edge of the
habitable zone (< 0.93 AU from the sun), there is a risk of abiotic oxygen de-
tection, but this risk becomes negligible for bigger planets further away from
their star.

4.11
Biomarkers Detection Set in Context

The search for signs of life implies that one needs to gather as much informa-
tion as possible in order to understand how the observed atmosphere phys-
ically and chemically works. Knowledge of the temperature and planetary
radius is crucial for the general understanding of the physical and chemical
processes occurring on the planet (tectonics, hydrogen loss to space). In the-
ory, spectroscopy can provide detailed information on the thermal profile of
a planetary atmosphere. This however requires a spectral resolution and a
sensitivity that are well beyond the performance of a first generation space-
craft like Darwin/TPF-I and TPF-C. Thus we will concentrate on the initially
available observations here like flux variations of a planet throughout its orbit.
Smaller coronagraphs or interferometers can probe similar characteristics for
extrasolar giant planets.

4.11.1
Temperature and Radius of the Planets

One can calculate the stellar energy of the parent star that is received at the
planet’s measured orbital distance. This gives only very little information on
the surface temperature of the planet, which depends on its albedo and the ef-
ficiency of the greenhouse effect. However, with a low-resolution spectrum of
the thermal emission, the mean brightness temperature and the radius of the
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planet can be obtained, in first approximation, by fitting the envelope of the
thermal emission by a Planck function. The ability to associate a brightness
temperature to the spectrum by doing this fit relies on the existence and iden-
tification of spectral windows probing the surface or the same atmospheric
levels. For an earth-like planet there are some atmospheric windows that can
be used in most of the cases, especially between 8 and 11 µm as seen in Figs. 4.1
and 4.5. This window would, however, become opaque at high H2O partial
pressure (e.g., the inner part of the HZ where a lot of water is vaporized) and
at high CO2 pressure (e.g., a very young earth (see Fig. 4.5) or the outer part
of the HZ). A much better estimate of the radius and of the temperature can
be obtained by comparing the spectrum, including its features, with a grid of
synthetic spectra (Paillet [17] and Kaltenegger and Selsis, in preparation).

4.12
Orbital Flux Variations

The orbital flux variation in the IR, measured in the detection phases, can pro-
vide some important information. The thermal light curve (i.e., the integrated
infrared emission measured at different positions in the orbit) exhibits varia-
tions due to the phase (whether the observer sees mainly the day side or the
night side) and to the season (if the planet has a nonzero obliquity). Important
phase-related variations are due to a high day/night temperature contrast and
imply a tenuous, or no, atmosphere and the absence of a stable liquid ocean.
Therefore, habitable planets can be distinguished from airless or Mars-like
planets by the amplitude of the observed variations [49, 50], see Fig. 4.7. Note
that also Venus-like atmosphere would exhibit extremely low amplitudes and
can only be distinguished by spectroscopy from habitable planets.

The mean value of Tb estimated over an orbit can be used to estimate the
albedo of the planet, A, through the balance between the incoming stellar ra-
diation and the outgoing IR emission:

Fstar(1 − A) = 4 < Tb >4
orbit (4.1)

In the visible ranges, the reflected flux allows us to measure the product AR2,
where R is the planetary radius (a small, but reflecting, planet could be as
bright as a big, but dark, planet). The first generation of optical instruments
will be very far from the angular resolution required to directly measure an
exoplanet radius. Currently, such a measurement can only be performed
when the planet transits in front of its parent star, using an accurate photo-
metric technique. If the same target is observed in both visible (TPF-C) and
IR (Darwin/TPF-I) ranges, the albedo can be obtained in the visible once the
radius is inferred from the IR spectrum. The measurement of the albedo in
the visible can then be compared to the albedo estimated from the IR light
curve and the results can be iterated. The possibility of obtaining spectral
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(a) (b)

Fig. 4.7 Orbital light curve for black body planets in a circular
orbit with and without an atmosphere in the thermal infrared [49]
(a) and the influence of a different rotation axis on the shape of
the light curve [50] (b).

information from both wavelengths will allow a more detailed characteriza-
tion of individual planets and it also allows exploration of a wide domain of
planet diversity. Observations in both complementary wavelength bands can
confirm the presence of atmospheric compounds. Some important species like
CO2 and N2O appear only in the IR range, while only the reflected spectrum
can give information on the nature of the surface. Information on the cloud
and surface characteristics (ocean, ice, rocks) can be obtained once the absolute
level of the albedo is known, which requires the knowledge of the radius. At
extremely high temporal resolution and signal-to-noise ratio additional mod-
ulations of the amplitude variations of the visual reflected light over a daily
rotation of a planet could indicate surface features [51]. As shown in the same
paper, clouds destroy that relation, because of their own individual rotation
pattern.

The outgoing short-wave and long-wave radiation, combined with their
variations along the orbit, can constrain albedo, greenhouse gases and would
allow to explore climate systems at work on the observed worlds.
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4.13
Summary

Any information which we collect on habitability, is only important in a con-
text that allows us to interpret what we find. The search for signs of life implies
gathering as much information as possible in order to understand how the ob-
served atmosphere works physically and chemically. Knowledge of the tem-
perature and planetary radius is crucial for the general understanding of the
physical and chemical processes occurring on the planet. These parameters,
as well as an indication of habitability, can be determined with low resolu-
tion spectroscopy and low photon flux, as assumed for first-generation space
missions.

Our search for signs of life is based on the assumption that extraterrestrial
life shares fundamental characteristics with life on earth, in that it requires
liquid water as a solvent and has a carbon-based chemistry. We adopt this
conservative approach to rule out false positives, completely aware that we
will miss labeling some planets as habitable, where life has developed based
on other chemistry or where the environment does not lead to a build-up of
oxygen in the atmosphere. An amazing feature of future space-based missions
like Darwin and TPF, is that they will have the capability, for the first time, to
carry out comparative planetology on a wide variety of planets, with atmo-
spheres and climatologies far outside our current understanding, as well as
finding planets similar to our own and probing them for habitable conditions.
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5
The Formation of Resonant Planetary Systems
Wilhelm Kley and Zsolt Sándor

Abstract

Among the detected extrasolar planetary systems with multiple planets, a
high fraction (about 30%) is engaged in a mean-motion resonance. Here the
orbital periods of the involved planets are commensurable and their ratio can
be described by two small integers. In particular 2:1 commensurabilities of
the periods are very common in extrasolar planetary systems. In the solar
system, despite several satellite systems, the only planetary mean-motion res-
onance is between Neptune and Pluto which are locked in a 3:2 resonance.
From the analysis of the solar system resonances it is known that satellites
and also planets can be driven into a resonant configuration through the oper-
ation of a dissipative mechanism that is able to change the energy of the orbits,
i.e., the corresponding semi-major axis of the objects. In the context of planet
formation of massive planets, the interaction of the protoplanets with the am-
bient gaseous protoplanetary disk is able to provide a differential migration
between two planets and, upon reaching commensurability, resonant capture
may occur. In this review we briefly summarize the observational evidence
for mean-motion resonances in the solar system and in extrasolar planetary
systems, and then describe in more detail possible formation scenarios and
the particular conditions that may have led to the presently observed states.

5.1
The Solar System

After the former planet Pluto lost its planetary status in August 2006 none
of the remaining eight planets in the solar system are engaged in a mutual
mean-motion resonance (MMR). The so-called Plutinos, of which Pluto is the
name-giving major member, are located in 3:2 resonance with Neptune. How-
ever, the Jovian planets all lie close to a MMR when considered in pairs. Well
known is the great inequality of Jupiter and Saturn whose period ratio lies near
the 5:2 commensurability. The corresponding ratios in Saturn and Uranus lie
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near 3:1, and in Uranus and Neptune near 2:1. In the solar system orbital MMR
are found in the asteroid belt where exact commensurabilities with Jupiter oc-
cur, and in the Kuiper belt with Neptune [1].

Additionally, in the satellite systems of Jupiter and Saturn several reso-
nances are found. For the MMR in satellite systems it has been established that
they most likely have been formed and stabilized in the resonance through
tidal torques [2, 3]. Here the tidal interaction between the planet and a satel-
lite will yield a slowing down of the spin-rate of the planet and an enlarge-
ment of the satellite’s orbit. As a consequence, the outward moving satellite
will capture its next neighbor in a resonance. However, for the asteroid belt
and the Kuiper belt this tidal mechanism will not work and other dissipative
mechanisms have to be found [4]. Malhotra has shown that the enhancement
of Plutinos in the 3:2 resonance with Neptune is a consequence of Neptune’s
outward motion due to its interaction with the planetesimal disk in the late
stage of the solar system’s formation [5, 6]

Whether the likelihood of the near-resonant configuration of the major plan-
ets in the solar system is greater than anything produced by chance, has been
a matter of debate in the past. By statistical arguments Roy et al. [7] conclude
that the present configuration is highly unlikely to be random. Some ear-
lier planet-formation scenarios have tried to explain the origin and particular
spacing of the planets (Titius–Bode), for example, by a special vortical struc-
ture of the protoplanetary nebula [8]. Other explanations of the origin of the
spacing of the planets in the solar system have invoked resonance trapping of
smaller particles in the outer 2:1 resonance by an already existing planet. Here,
these particles are driven by gas drag towards the planet to become eventu-
ally captured in the resonance where they will collide and grow to larger ob-
jects. According to Patterson [9] this scenario might have operated for the
formation of additional planets outside the, already existing, Jupiter or Venus.
Later Beaugé et al. [10] showed, through N-body simulations, the feasibility
of growing Saturn in the 5:2 orbital resonance with Jupiter via this process. In
these cases the resonances and subsequent capture occur with small particles
and a massive planet, and the dynamics of such systems can be analyzed in
the restricted three-body problem.

Whether two massive gaseous planets can be formed in this way is highly
questionable. Currently, the two main formation scenarios, i.e., the gravita-
tional instability model [11] or the core instability model [12] both allow the
condensation of planets at arbitrary positions as long as the (instability) con-
ditions are satisfied. This implies that the planets must have been brought at
a later time into these near resonant conditions through a dissipative mecha-
nism. After a description of the properties of the extrasolar systems in MMR,
we will continue this discussion in Section 5.3.
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5.2
Extrasolar Systems in Mean-motion Resonance

In this review we restrict ourselves to the extrasolar planetary systems in a
configuration involving MMR. In such a configuration the orbital periods P
(or the mean motions n) of the planets are in a ratio of two small integers. In
the following we will denote the inner planet (of the resonant configuration
under consideration) with a subscript “1” and the outer planet with subscript
“2”. The presence of a MMR is indicated if at least one of the so-called reso-
nant angles librates such that they do not cover the full (0 : 2π) domain (see
Murray and Dermott [13] for details). For a general p : q commensurability
the resonant angles are defined in the planar case by

Φp,q,k = pλ2 − qλ1 − p�2 + q�1 + k(�2 − �1) (5.1)

where λ1, λ2, �1 and �2 denote the mean longitudes and the longitude of peri-
apse for the inner (1) and outer (2) planet. The positive integers p and q satisfy
p > q and there are p− q + 1 possible k values with q ≤ k ≤ p. Of the p− q + 1
resonant angles at most two are linearly independent, i.e., for a resonant con-
figuration either all angles librate or only one [14]. In the following we shall
primarily concentrate on the 2:1 MMR which appears to be the configuration
for at least four exoplanetary systems. In this case (p = 2 and q = 1) we have
only two resonant angles (k = 1, 2) which we denote by

Θi = 2λ2 − λ1 − �i (5.2)

with i ∈ {1, 2}, and typically we replace the second angle Θ2 by

∆� = �2 − �1 = Θ2 − Θ1 (5.3)

If the second resonant angle ∆� is in libration, i.e., the periapses of the two or-
bits are basically aligned, we name the configuration to be in apsidal co-rotation.

A summary of the properties of all exoplanetary systems has been given
recently by Butler et al. [15]. Among the 20 multi-planet systems detected up
to now, about 30% are known to reside in a MMR. Table 5.1 gives an overview
of the main orbital characteristics of the presently known resonant systems.
The majority of them (four) are in a 2:1 MMR and the three others are in 3:1,
4:1 and 5:1, although the orbital data of the latter will have to be determined
more accurately in the future. The best investigated system is GJ 876 which is
also the first planetary system where a MMR between two planets has been
discovered [16]. Due to the short orbital periods of the two outer planets (≈
30 and 60 days) many orbital periods have been observed, and the inferred
orbital parameters are the most accurate of all the systems quoted in Table 5.1.
The large-mass ratios in GJ 876 lead to a strongly interacting system, such that
resonant interactions can be seen straight away, and the fitting procedure has
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Table 5.1 Dynamical properties of planetary systems in mean-motion resonance (MMR). In
the table we have only included those planets (denoted chronologically by ‘b’, ‘c’, ...) involved
in the MMR, even though some systems (eg., GJ 876) may contain additional planets. Here
P denotes the orbital periods, M sin i the mass of the planets, a the semi-major axis, e the
eccentricity, � the position of periastron, and M∗ the stellar mass. The planetary mass and
the distance a are derived quantities assuming the quoted stellar mass. The references quoted
refer to the latest publication from which the listed data have been taken.

System No P M sin i a e � M∗ Reference
[d] [MJup] [AU] [deg] [M�]

GJ 876 c 30.57 0.56 0.13 0.24 159 0.32 Laughlin et al. [17]
(2:1) b 60.13 1.89 0.21 0.04 163

HD 82943 b 219.4 1.85 0.75 0.38 124 1.15 Mayor et al. [18]
(2:1) c 435.1 1.84 1.18 0.18 237

55 Cnc b 14.67 0.78 0.11 0.02 131 0.95 McArthur et al. [19]
(3:1) c 43.93 0.21 0.24 0.44 244

HD 128311 b 464 1.56 1.11 0.38 80 0.80 Vogt et al. [20]
(2:1) c 910 3.08 1.73 0.21 21

HD 202206 b 255 17.42 0.83 0.43 161 1.15 Correia et al. [21]
(5:1) c 1383 2.43 2.54 0.26 55

HD 108874 b 394 1.36 0.07 1.06 250 1.00 Butler et al. [15]
(4:1) c 1600 1.02 0.25 2.68 20

HD 73526 b 188 2.90 0.66 0.19 203 1.08 Tinney et al. [22]
(2:1) c 377 2.50 1.05 0.14 13

to be based on dynamical fits [23]. This system is clearly engaged in a 2:1
MMR with apsidal co-rotation where Θ1 and � are both librating around zero
with small amplitudes (7 and 34◦), see Lee et al. [24].

The orbital elements of the system HD 82943 are not so well determined,
partly due to the longer periods and the Keplerian fits, and consequently the
published orbital elements [18] lead to dynamically unstable solutions [25,
26]. However, the system nevertheless appears to be in a 2:1 resonance where
either both resonant angles are librating around zero or one may be circulating
[26].

The two recently discovered systems, HD 128311 and HD 73526, are dy-
namically very similar to each other. In both systems the planets are engaged
in 2:1 mean motion resonances with a large temporal variation of at least one
of the planetary eccentricities. In the first system apsidal co-rotation is broken
with only θ1 librating and ∆� circulating [27]. In the latter case (HD 73526) a
similar configuration has been suggested by Tinney et al. [22]. However, our
dynamical fits also allow for apsidal co-rotation, see Section 5.5.2.

The system 55 Cnc has an additional two planets at larger and shorter dis-
tances which do not influence the intermediate planets engulfed in the 3:1 res-
onance. Additionally, in the system 47 UMa a 5:2 MMR has been suggested
[28] and a stability analysis has been performed [29].
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In the following we will concentrate on formation scenarios for systems in
a 2:1 MMR and will comment briefly on higher order resonances as well.

5.3
Planet–Disk Interaction

Possible mechanisms responsible to change the semi-major axis have to alter
the orbital energy of the planets and hence must be dissipative, which requires
a sort of frictional force acting on the planet. Based on the studies of satellite
disk interaction with application to the Saturnian ring system [30], it was soon
realized that a very similar processes must have operated between the gaseous
protoplanetary disk and the embedded young protoplanet [31, 32]. Similarly,
dissipative effects may occur for a planet embedded in a planetesimal disk
[33]. In this report we will restrict ourselves to the interaction of a forming
planet with its gaseous protoplanetary disk.

Here, the embedded planet disturbs the surrounding disk due to its gravita-
tional interaction. The disturbances created in the disk (sound waves) super-
impose and create, for small planetary masses, two wakes, or spiral waves in
the ambient disk, the outer one trailing and the inner one leading [34]. Upon
increasing the planetary mass the wake amplitudes increase and they trans-
form into shock waves which lead to dissipation. As these are stationary in a
coordinate system co-rotating with respect to the planet, the outer (inner) spi-
ral is faster (slower) than the ambient disk which is consequently accelerated
(decelerated) by the spiral shock waves. The result is that material is pushed
away from the planetary radius towards smaller and larger radii which leads
to the opening of a gap.

We performed two-dimensional (2D) hydrodynamical simulations for this
gap-opening process of embedded planets on circular orbits in an initially ax-
isymmetric viscous disk, with constant surface density, Σ = 1. For the simula-
tions we solve for the 2D Navier–Stokes equations in cylindrical coordinates
(r − ϕ). The general setup and equations are described in detail in Kley [35]
and de Val-Borro et al. [36], and the numerical method is described in Kley
[37, 38]. The computational domain covers the radial range from rmin = 0.4
up to rmax = 2.5 and in azimuth ϕmin = 0, ϕmax = 2π, which is tiled by
Nr = 256 and Nϕ = 768 equidistant gridcells. When placed in an axisymmet-
ric disk the planet will create the spiral arms after a few orbital periods and
the gap-opening process itself proceeds then on a longer (viscous) timescale.
The back-reaction of the gas onto the planet is neglected in these simulations,
i.e., the planet is not allowed to move, and it does not accrete any material
from its surroundings.

The density distribution after 500 orbits of an embedded one-Jupiter-mass
planet is shown in Fig. 5.1. Clearly seen are the spiral shocks created by the
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(a) (b)

Fig. 5.1 The results of two-dimensional
hydrodynamical simulations with one em-
bedded planet. (a) Gray scale plot of the
two-dimensional density distribution for a
Jupiter mass planet after 500 Orbits. The
x and y-axes denote distances in units of

aJup = 5.2 AU. The gray scale is linear in the
density and the maximum and minimum are
given in the header. White refers to low den-
sity and black to high density. (b) Azimuthally
averaged density profile for different planet
masses after 300 orbits.

planet (here two on each side), and the deep gap at the planetary orbit. In
part (a) the azimuthally averaged surface density is shown as a function of
planetary mass, quoted in units of the stellar mass. To open a significant deep
gap with a depth of at least half of the unperturbed density a Saturn-mass
planet (1/3 MJup) is required. The exact depth and width of the gap region
depends on a detailed balance of gravitational, viscous and pressure torques
[39]. Increasing the planet mass deepens the gap, while increased viscosity
and pressure tend to close the gap.

The nonaxisymmetric density enhancements in such a disk, the spiral arms,
will pull gravitationally on the planet or, phrased differently, exert torques on
it. As the sense of rotation of the planet in Fig. 5.1 is positive, or counter-
clockwise, it is clear that the outer spiral pulls the planet back and slows it
down, while the inner spiral will accelerate it. Hence, the outer disk will push
the planet inwards and the inner, outwards. The detailed balance of the two
contributions will determine the net force acting on the planet and determine
its direction of motion through the disk. As a result the semi-major axis of
the planet will change and lead to a radial migration of the planet through
the disk [32]. Quite generally, in the case of the spiral arms the outer arm will
pull more strongly and the planet will migrate inwards. It has been shown
that, under typical conditions in the protoplanetary nebula, the timescale for
a Jupiter-type planet to migrate from about 5 AU all the way towards the
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star is only about 105 years [40]. In addition, material orbiting at the same
radius as the planet (so-called co-orbital material) will also exert torques on
the planet. However, these will not play a role for sufficiently massive planets
with a deep gap. The masses of the observed extrasolar planets in the 2:1
MMR are sufficiently large such that we expect that they created well cleared
gaps and only the Lindblad torques (of the spiral arms) will be important in
the evolution of the system. In any event, in a well-resolved hydrodynamic
calculation all contributions will be taken care of automatically.

5.4
Resonant Capture

Having determined the acting agent, the protoplanetary disk, that might be
responsible for moving planets around in their forming environment, we are
now in a position to study in detail the evolution process of a pair of embed-
ded planets in an accretion disk. We will analyze the capture process through
full hydrodynamic simulations, forced N-body calculations and theoretical es-
timates.

5.4.1
Hydrodynamical Studies

In the case of two embedded planets in the disk there no longer exists a pre-
ferred reference frame in which the generated disturbances could be station-
ary. This will lead to a highly variable flow field in the disk, and two mas-
sive Jupiter-type planets will open a wide joint gap in the disk in which both
planets will orbit [41, 42]. To demonstrate this effect we show here the re-
sults of numerical hydrodynamical simulations of two embedded planets in
a disk starting at 1 and 2 AU on circular orbits, respectively. The masses of
the two planets are 2.4 and 2.55 MJup orbiting a star of 1.08 M�, where the
parameters have been chosen to roughly match the system HD 73526. To
allow for a sizable evolution during the simulations we have used a viscos-
ity with a relatively large value of α = 0.01 which may be on the large side
for protoplanetary disks. In Fig. 5.2 we present a gray scale plot of the two-
dimensional density distribution while in part (b), the azimuthally averaged
density is shown at different times of the evolution. Clearly, between the plan-
ets a joint deep and wide gap is created after about 200–300 orbital periods of
the planets. Due to the subsequent evolution and the inner outflow boundary
condition the material inside of the two planets (in the inner disk) is cleared
rapidly and both planets orbit in an empty cavity. As the inner planet has no
disk material surrounding it, no torques are acting on it and there is no mi-
gration. The outer planet, on the other hand, is driven inward by the outer
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(a) (b)

Fig. 5.2 (a) Gray scale plot of the density distribution of two em-
bedded planets in a protoplanetary disk after 577 yrs, starting with
an initially axisymmetric configuration. (b) Azimuthally averaged
density distribution (dimensionless units) at four different times
(in yrs).

disk and approaches the inner planet. We have reached the situation where
the relative migration of the two planets is convergent.

When the outer planet approaches the 2:1 commensurability, its gravita-
tional interaction is exciting periodically large perturbations in the orbit of the
inner planet, which leads to an increase of the eccentricity and eventually to a
capture in the 2:1 mean-motion resonance. This is illustrated in Fig. 5.3, where
we show the change in semi-major axis and eccentricity of the two planets.
The resonant capture at t ≈ 500 yrs leads to an increase in the eccentricities
of the two planets. For comparable planet masses the eccentricity of the outer
planet will be smaller than that of the inner planet. At the end of this sim-
ulation the inner planet has reached e = 0.4 and the outer planet e = 0.12,
values which are still increasing, due to the continued driving of the outer
disk material. In this scenario, the final eccentricity of the outer planet (and
subsequently of the inner) will be determined by the damping action of the
ambient disk. In the case of a growing eccentricity the outer planet will peri-
odically enter the disk material. The action of the disk will be to circularize the
planet and damp the eccentricity. An equilibrium value for the eccentricity of
the outer planet has been given by Snellgrove et al. [43] which depends for
given planetary masses only on the ratio of migration timescale τmig and the
circularization time scale τcirc. A dispersing disk will stop the migration even-
tually and basically freeze the final configuration. A knowledge of the present
configuration will give a rough estimate of the distance that the planets have
been travelling through the disk.
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(a)

(b)

Fig. 5.3 (a) The semi-major axis (left) and eccentricity (right)
evolution of two embedded planets in a protoplanetary disk. (b)
The resonant angles Θ1 (left) and ∆� (right). At t ≈ 500 yrs,
capture in a 2:1 resonance occurs, the eccentricities increase, the
orbits will align, and the planets migrate inwards simultaneously.

Upon capture, not only will the eccentricities increase, but the orbits will
align to minimize dangerous close encounters. This is illustrated in the lower
panel of Fig. 5.3 where Θ1 and ∆� are plotted as a function of time. Upon
capture Θ1 will librate first, followed later by ∆� (or Θ2). The most impor-
tant results from hydrodynamical evolutions with two embedded planets is
the fact that for converging inward migration of two massive planets which
capture each other in a 2:1 mean-motion resonance, one always finds an align-
ment of the apsidal lines, i.e., apsidal co-rotation, where both resonant angles
librate around zero [14, 43, 44]. As we will show below, this refers exactly to
the observed state of GJ 873, and possibly to HD 82943.
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5.4.2
Forced Migration

In the example above where full multi-dimensional hydrodynamical simula-
tions have been performed, the heavy computational effort does not allow for
detailed parameter studies. If required, those are typically performed apply-
ing a simplified approach where a standard three-body program (a star and
two planets) is extended to include additional dissipative effects that mimic
the migration and eccentricity damping induced by the disk. As has been
shown above the end configuration will be a situation of two planets orbiting
in a cavity surrounded by a disk. An additional forcing is applied in this case
only to the outer planet. Such a forcing can be implemented directly as simple
additional forces to the individual velocity components of the outer planets
[14, 45], or by specifying the required damping rates τmig and τecc of the semi-
major axis and eccentricity for the outer planet and transform those into forces
[24, 44]. This approach reduces the computational effort from weeks for one
model to a few seconds. Typically the migration rate τmig is specified and then
τecc is given as a fixed fraction of the former as pioneered by Lee et al. [24].

τmig =
a
ȧ

and τecc =
e
ė

=
1
K

τmig (5.4)

i.e., the eccentricity damping time-scale is a factor K shorter than the migra-
tion time. For small-mass planets where the interactions between the disk
and the planets can be treated in the linear approximation, the value of K is
roughly given by (R/H)2 where R is the distance to the star and H the vertical
thickness of the disk [46]. In our case of high-mass planets, the assumed pa-
rameter K can be calibrated by a comparison of such forced N-body models to
detailed hydrodynamical simulations. This has been attempted in Kley et al.
[44], where it has been found that K has to be chosen to lie between 1 and 10
for a good agreement with the hydrodynamics and forced three-body calcu-
lations, see also Fig. 5.4a. However, this low value for K is problematic when
N-body results are compared to observations of GJ 876, the best analyzed sys-
tem. Here, at least a value of K ≈ 100 is required to keep the resonantly excited
eccentricities sufficiently small [24].

In the hydrodynamical example, we started the planets directly beyond the
2:1 commensurability but still inside the 3:1 and 4:1 and found the standard
result of adiabatic migration: capture in 2:1 and apsidal co-rotation. To inves-
tigate what happens if the initial orbits are further apart, we may utilize the
simplified calibrated forced migration and perform detailed parameter stud-
ies, for example, for different initial separations. In Fig. 5.4b we present the
outcome of resonant capture when two equal-mass planets (m1 = m2) are
started at 4 and 12 AU from the star with initial eccentricities of e = 0.02, K = 1
and a damping time scale of τmig = 20 000 yrs. Below a certain mass threshold
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Fig. 5.4 (a) The eccentricity evolution of two
massive planets that captured each other in
3:1 MMR for a full hydrodynamic simulations
(black) and forced N-body (gray). A value of
K = 2.5 has been used in the latter to obtain
the fit. (b) The outcome of a parameter study
to analyze the type of resonant capture for
planets starting at r = 4 and 12 AU, respec-

tively. Plotted is the resonant angle vs. the
mass of the two planets (assumed to be of
equal mass). Open squares denote capture
in 2:1 and filled squares in 3:1 MMR. Note
that all captures in 2:1 result in aligned apsi-
dal co-rotation. Adapted from Kley et al. [44].

capture occurs exclusively in the 2:1 MMR. The other interesting feature seen
in Fig. 5.4 relates to the second resonant angle ∆�. For capture in the 3:1 res-
onance we have an asymmetric configuration with |∆�| ≈ 130◦, whereas for
the 2:1 capture we exclusively find a symmetric configuration with libration
around ∆� = 0. This behavior in the 3:1 case depends also on the masses of
the involved planets and has been analyzed using an averaged Hamiltonian
approach by Beaugé et al. [47], who find exactly the same behavior.

5.4.3
Second Fundamental Model of Resonance

Capture into a kth-order resonance can be studied in the second fundamental
model of resonance, which has been developed by Henrard et al. [48]. This
model has proved to be very useful when studying the evolution of satellites
under tidal interactions, or the resonant capture phenomenon.

In the following the Hamiltonian treatment of the resonant encounter will
be summarized in the case of the 2:1 MMR. According to Murray and Dermott
[13], the dominant part of the Hamiltonian in the case of two bodies, which
are engulfed into a 2:1 resonance is

H = αJ + βJ2 + ε
√

2J cos θ (5.5)
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with the action-angle variables

J =
√

µa(1 −
√

1 − e2) θ = 2λ′ − λ − � (5.6)

where a, e, λ, and � are the semi-major axes, the eccentricity, the mean
longitude and longitude of pericenter of the body under study, and µ =
G2(mc + m) (G is the Gaussian gravitational constant). The primed quanti-
ties refer to the perturber. The coefficients in (5.5) are

α = n∗ − 2n∗′ + �̇ β =
3
2

[
1

ma2 +
4

m′ a′2
]

ε = | fd|n
3
2

m′a2

a′mc
m

1
2 , (5.7)

where m, m′, and mc stand for the mass of the body under study, the per-
turber, and the central body, respectively, while fd is related to the terms of
the direct part of the perturbing function. Its numerical value exactly at the
2:1 resonance is fd = −1.19049 . . . .

By introduction of new canonical variables

Φ =
(

2β

ε

)2/3

J φ = θ (5.8)

the Hamiltonian (5.5) can be transformed to

H = −3
2
(δ + 1)(x2 + y2) +

1
4
(x2 + y2)2 − 2x (5.9)

where the Poincaré-like variables x and y are defined as

x =
√

2Φ cos φ y =
√

2Φ sin φ (5.10)

The Hamiltonian (5.9) depends only on parameter δ, which is defined as

δ = −
(

4α3

27βε2

)1/3

− 1 (5.11)

It is useful to recall that φ = 2λ′ − λ − � is the usual resonance variable θ and√
2Φ ≈ e; i.e., in these variables the eccentricity is proportional to the distance

between the origin and (x, y), see Eqs. (5.6) and (5.8). If φ librates around a
mean value, the corresponding orbit is in a 2 : 1 resonance; when it circulates,
the orbit is not in the resonance.

The resonant capture phenomenon can be understood by studying the
phase portrait of the Hamiltonian (5.9), as shown in Fig. 5.5. When δ < 0,
there is one stable (elliptic-type) stationary point on the x-axis surrounded
by phase trajectories, which in this case can be regarded as concentric circles
(Fig. 5.5a). The radius of a circle corresponds to the eccentricity of the cor-
responding real orbit. Since the stationary point lies very close to the origin,
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Fig. 5.5 The phase portrait of the Hamiltonian (5.9)
for different values of the parameter δ. (Adapted from
Murray and Dermott [13].)

the variable φ mostly circulates. However, for small values of e, libration is
also possible. At δ = 0, there appears a new stationary point on the x-axis at
x = −1, which is the starting point of a separatrix separating libration from
circulation (Fig. 5.5b). The already existing elliptic-type stationary point is
shifted along the x-axis towards positive direction. Around this point the mo-
tion corresponds to libration. For δ > 0 the stationary point that appears at
δ = 0 bifurcates into an elliptic and a hyperbolic point. Around the new ellip-
tic point the motion is mainly circulation. However, for very small eccentric-
ities, apocentric libration is also possible. The original elliptic point is shifted
further into the positive direction. As δ increases, for smaller eccentricities
the motion is circulation, and libration is possible for larger eccentricities. The
two types of motion are separated by the separatrix starting from the hyper-
bolic stationary point, which is shifted towards the negative direction along
the x-axis (Fig. 5.5c,d).
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5.4.4
Outcome of Resonant Encounters

The main application of the second fundamental model of resonance is the
study of resonant encounters that may occur in the course of the orbital evolu-
tion of two celestial bodies. As seen above, orbital evolution takes place in the
case of migrating planets in the protoplanetary disk. The outcome of a reso-
nant encounter can either be resonant capture or passing through a resonance
without capture.

The Hamiltonian (5.9) depends only on the parameter δ. The action J is
defined for a given value of δ as

J =
∮

Φ dφ =
∮

x dy (5.12)

The variable J is the area enclosed by the phase trajectory on the (φ − Φ) or
(x − y) planes. If, during one period of the phase trajectory, the variation of
δ is negligible, J can be regarded as constant, and it is called the adiabatic in-
variant of the system. Then the area enclosed by the phase trajectory (J) is
preserved, until it encounters the separatrix of the resonance. If the trajectory
encounters the separatrix, the period of the trajectory tends to infinity, there-
fore the variation of δ is no longer negligible, meaning that J will no longer
be an adiabatic invariant of the system. Thus when an orbit passes through a
separatrix, the value of J changes suddenly. During its further evolution the
new value of J is preserved.

In our case, the process of the resonant encounter is achieved through the
migration of an outer planet towards the inner one when their mutual or-
bits are close to a mean-motion commensurability. Initially, the corresponding
phase trajectory (of the inner planet) encloses a certain area. During the in-
ward motion of the outer planet the shape of the trajectory is changing slowly
(adiabatically) caused by the variation of δ, but the area enclosed by it is pre-
served. When the separatrix of the resonance gets close to the actual trajectory,
a resonant encounter occurs, the outcome of which depends on the momen-
tary conditions.

Since
√

2Φ ≈ e, there is a critical eccentricity ec corresponding to the critical
separatrix (at δ = 0). Figure 5.6 shows the case when e < ec. The shaded ar-
eas enclosed by the trajectories, corresponding to different δ, are the same. In
Fig. 5.6c the critical separatrix (δ = 0) appears. Since e < ec, the area enclosed
by the trajectory is smaller than the area enclosed by the critical separatrix,
thus the orbit lies inside the separatrix, which means libration. Thus the or-
bit is captured into the 2:1 resonance. Then, by increasing δ, the orbit evolves
according to Fig. 5.6 (d,e); its eccentricity increases, while the libration am-
plitude decreases, exactly as seen in the hydrodynamical simulations shown
above.
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Fig. 5.6 Phase space of a resonant encounter, when e < ec.
The outcome of the encounter is resonant capture. (Adapted from
Murray and Dermott [13]).

The critical eccentricity can be approximated as [13]

ec =
√

6

[
3
| fd|
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)]− 1
3

(5.13)

which in the case of two Jupiter-mass planets and a solar-mass star is ec ≈
0.112. Due to the eccentricity damping mechanism acting in protoplanetary
disks, the eccentricities of the embedded giant planets are very small, there-
fore the condition einner < ec is typically satisfied when an inner giant is cap-
tured by an outer one migrating inwards.

If the initial eccentricity of the orbit is larger than the critical eccentricity,
e > ec, the result of the resonant encounter cannot be so easily forecasted. The
area enclosed by the initial trajectory is larger than the area enclosed by the
critical separatrix. By increasing δ, there exists a separatrix, which encloses
an area equal to the area enclosed by the trajectory. On the other hand, if
the trajectory encounters a separatrix, the action J changes suddenly. Either
J changes to the area enclosed between the two branches of the separatrix, or
changes to the area enclosed by the inner part of the separatrix. In the first
case the orbit is captured into the 2:1 resonance and its eccentricity does not
change, in the second case the trajectory passes through the resonance without
being captured, while its eccentricity decreases suddenly. The more detailed
treatment of the resonant capture, also including the cases of higher order
resonances and capture probability estimates for e > ec, can be found in [13].

5.5
Specific Systems

Now that we have laid out the theory of the capture process in the previous
section, we will turn our attention to properties of real observed systems. We
will demonstrate the evidence for a plain adiabatic migration and capture pro-
cess for GJ 876, and will then show that, in explaining further systems such as
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HD 128311 and HD 73526, one has to include short time perturbations to ob-
tain a good match with the observations.

5.5.1
GJ 876: A Case of Adiabatic Migration

The first extrasolar system to be discovered which showed clear signs of a
MMR was GJ 876 [16]. Here, two massive planets orbit a central star with
orbits of ≈ 30 and 60 days. Later an additional close-in third planet (d) has
been discovered [49] which does not, however, influence the dynamics of the
resonant pair appreciably. The apsidal lines (of planets b, c) are aligned, and
∆� and Θ1 librate around zero with a amplitudes of about 34◦, and only 7◦,
respectively [17]. In a detailed theoretical investigation Lee et al. [24] analyzed
possible formation scenarios of the 2:1 resonant configuration in GJ 876. They
performed a series of forced three-body simulations where, following the pre-
viously described hydrodynamical scenario, only the outer planet experiences
a migration due to the ambient disk, and is slowly driven towards the inner
planet. They used fixed constant values for the migration rate τmig and the ec-
centricity damping factor K as defined in Eq. (5.4), and found that the planets
inevitably are captured into a 2:1 MMR in a symmetric configuration (∆� = 0)
and apsidal co-rotation. For sufficiently high values of the eccentricity damp-
ing they found that the eccentricities level off to constant values which are
given solely by the magnitude of K and not by the migration time scale τmig.
Interestingly, the rather small observed values of e1 = 0.23 and e2 = 0.05 for
the inner and outer planet can only be attained in equilibrium for a quite large
value of K ≈ 100, i.e., through a strong eccentricity damping action of the
ambient disk. In contrast, the aforementioned hydrodynamical simulations
consistently yield much smaller values of K between 1 and 10 [44].

In a large parameter study using hydrodynamical as well as forced three-
body simulations, Kley et al. [50] re-investigated formation scenarios of
GJ 876. To possibly increase the eccentricity damping and avoid the prob-
lem of too small K values, a range of high viscosities, higher temperatures,
and fully non-isothermal radiative disks have been investigated. However,
none of these mechanisms are able to increase the eccentricity damping sub-
stantially. In the standard migration scenario the system is driven deep into
the resonance where eccentricities continue to build up and the resonant an-
gles converge to zero with only very small libration amplitude (very similar
to Fig. 5.3). This leads to the conclusion that only a limited radial migration
is allowed after the planets capture into their 2:1 resonance. Assuming that
the resonant capture happened at the final stages in the formation process of
GJ 876, the inclusion of a disk dispersal occurring on the viscous time scale
resulted in values for the eccentricities which are consistent with the observa-
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Fig. 5.7 The time evolution of the orbital elements (a, e, θ1, ∆�)
of a hydrodynamical evolution with two embedded planets for
the system GJ 876. The disk has been chosen to be locally
isothermal and a model of disk dispersal has been included.
The mass ratios of the two planets are q1 = 1.75 × 10−3 and
q2 = 5.9 × 10−3. (After Kley et al. [50]).

tions (see Fig. 5.7). Hence Kley et al. [50] concluded that the present resonant
structure of GJ 876 clearly points towards resonant capture through an adia-
batic migration process with resonant capture which has taken place during
the final stages of the formation process.
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5.5.2
Formation of Systems HD 128311 and HD 73526 through Mixed Scenarios

Recent radial velocity measurements suggest that the systems HD 128311 and
HD 73526 contain pairs of giant planets engaged in a 2:1 protective MMR,
[20, 22]. Numerical integrations, based on the published orbital data (see Ta-
ble 5.2 for HD 128311 and Fit 0 of Table 5.3 for HD 73526) show that the gi-
ant planets in both systems are in a 2:1 resonance without apsidal co-rotation
of the corresponding orbits. Moreover, the eccentricities of the giant planets
show large-amplitude oscillations, being regular in the case of HD 128311, and
irregular (chaotic) in the case of HD 73526 (see Fig. 5.8).

Table 5.2 Orbital data of HD 128311 as provided by Vogt et al. [20]. Here M denotes the
mean anomaly.

Planet Mass [MJ ] a [AU] e M [deg] � [deg]

b 1.56 1.109 0.38 257.6 80.1

c 3.08 1.735 0.21 166.0 21.6

Table 5.3 Dynamical orbit fits of the giant planets around HD 73526; Fit 0 corresponds to
the published results of Tinney et al. [22], while Fit 1 belongs to one of new orbital solutions
resulting in regular behavior of the giant planets as given by Sándor et al. [51].

Fit Planet Mass [MJ] a [AU] e M [deg] � [deg]

0 b 2.9 0.66 0.19 86 203

c 2.5 1.05 0.14 82 13

1 b 2.415 0.659 0.26 70.7 202.9

c 2.55 1.045 0.107 170.7 253.7

In both cases the resonant angle Θ1 librates around 0◦ with an amplitude ∼
60◦ (HD 128311), and ∼ 90◦ (HD 73526), respectively. The lack of co-rotation
in these system means that both Θ2 and ∆� circulate.

Additional stability investigations performed by the means of the Relative
Lyapunov Indicator [52] show that the system around HD 73526 is located in
a weakly chaotic region of the phase space [51]. On the other hand, radial
velocity measurements to date also allow co-planar dynamic orbit fits for the
system yielding regular behavior. One of the new fits, which we have been
obtained by using the Systemic Console (http://www.oklo.org, generated by
Greg Laughlin), is presented in Table 5.3 (Fit 1). The reason for looking for
these orbit fits is that chaotic behavior is uncommon among the extrasolar
planetary systems, and even a weak chaos may not guarantee an arbitrary
long-term stability for the system. Additionally, as will be presented in the
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Fig. 5.8 Time evolution of the eccentricities of giant planets in the
system HD 128311 (after Sándor et al. [27]) (a) and HD 73526
(b) obtained by numerical integration using initial conditions of
Tables 5.2, and 5.3 (Fit 0), respectively.

following, the different formation scenarios clearly favor the regular orbital
behavior of the giant planets [51]. Numerical integrations based on the newly
derived orbital data exhibit very similar behavior of the eccentricities of the
planets in HD 73526 (see Fig. 5.9) to the planets in HD 128311. The only differ-
ence between the dynamics of the systems is that, in the majority of the orbit
fits, the giant planets of HD 73526 are in apsidal co-rotation, but with enlarged
amplitudes in Θ2 and ∆�.
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Fig. 5.9 Regular behavior of the eccentricities e1 and e2 of the giant
planets in HD 73526 by using the initial orbital data given by Fit 1.

Inward Migration

According to Lee et al. [24], in the case of a sufficiently slow migration, a plan-
etary system engulfed into a 2:1 MMR should also be in apsidal co-rotation,
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and the eccentricities of the giant planets should yield only very small varia-
tions. Clearly, the orbital behavior of the giant planets around HD 128311 and
HD 73526 violate this result, since (1) in the case of HD 128311 the orbits of the
giant planets are not in apsidal co-rotation; (2) in both systems the eccentric-
ities exhibit considerable variations. However, the presence of the resonance
indicates that these systems may have, in the past, gone through an adiabatic
migration process similar to GJ 876.

In order to resolve the above discrepancy, mixed evolutionary scenarios of
migrating planetary systems have been suggested incorporating migration
and other additional perturbative effects, such as sudden termination of mi-
gration, or a planet–planet scattering event [27].

As shown above, the migration of a single planet can be characterized by
the migration rate ȧ/a and the eccentricity damping rate ė/e, or by the corre-
sponding e-folding times for the semi-major axes and eccentricities: τa and τe

(τmig and τecc above), respectively. It is important to recall that investigating
the system GJ 876, Lee et al. [24] have found that, for a sufficiently slow migra-
tion, the final state of the system depends only on the ratio K of the e-folding
times K = τa/τe.

The formation of HD 128311 has also been studied by using a migratory
scenario [27]. According to the standard formation scenario, only the outer
planet migrated inward, and after some time a resonant capture took place
between the planets. Having reached the present values of the semi-major
axes, the migration has been slowed down and stopped. This corresponds to
the smooth dispersal of the protoplanetary disk. After this migration process,
the system is locked into a deep 2:1 resonance, the resonant angles Θ1,2, and
∆� librate around 0◦ with small amplitudes. The eccentricities of the giant
planets e1 and e2 are almost constant (the index 1 refers to the inner and the
index 2 to the outer planet). For K = 5, Sándor et al. [27] have found e1 = 0.46
and e2 = 0.15, see Fig. 5.10a. Smaller/larger values of K always yield systems
deep in resonance and result in larger/smaller e1,2, contradicting the observed
behavior, shown in Fig. 5.8a.

Modeling the formation of HD 73526 by an inward migration of the outer
giant planet, it has been found that, similar to the system GJ 876, the eccen-
tricity of the outer planet needs a considerably damping K ∼ 15–20 [51]. This
ratio again exceeds K ∼ 1 suggested by the hydrodynamical simulations [44].
Moreover, after the capture into the 2 : 1 resonance during the migration
process, the eccentricity of the inner planet is slightly increasing. Similar to
HD 128311, the migration of the outer planet gradually stopped when the
semi-major axes of the giant planets reached their actual values. The use of
the relative high damping ratio K can be avoided in the case of HD 73526, if
the resonant capture takes place just before the dispersal of the protoplanetary
disk. This scenario has been proposed by Kley et al. [50] in the case of GJ 876,
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Fig. 5.10 (a) The behavior of the semi-major
axes and eccentricities during an inward
migration of a model for HD 128311 with
τa = 2 × 103 years and K = 5 (after Sándor
et al. [27]). The migration is stopped between
2× 103 and 3 × 103 years by applying a linear
reduction.

(b) The same for HD 73526 with τa = 2 × 104

years and K = 5. The disk’s dispersion
also obeys a linear reduction law between
2.5 × 104 and 3 × 104 years. In order to vi-
sualize the behavior of the eccentricities and
semi-major axes together, the values of a1
and a2 are reduced by a factor 5.

and also applied to HD 73526 [51]. To delay the resonant capture, the inner
giant planet moves initially at a = 0.8 AU, while the outer planet migrates
inward. After the resonant capture, the eccentricity of the inner planet grows
rapidly (see Fig. 5.10b), but its migration is gradually terminated, thus the
inner planet’s eccentricity does not exceed the limit provided by numerical in-
tegration based on the observation (which is e1 ≤ 0.3 in the case of HD 73526).
During the above scenario, the damping ratio is only K = 5, which is a real-
istic value. On the other hand, the presence of a damping mechanism on the
eccentricity of the inner planet cannot be excluded. However, this effect has
not yet been studied in detail.

Clearly, the present behavior of the systems HD 128311 and HD 73526 is
not the result of such an adiabatic inward migration process alone. Sándor
et al. [27] have suggested two additional mechanisms, which may be respon-
sible for the large oscillations of the eccentricities and breaking the apsidal
co-rotation. These mechanisms are the sudden stopping of migration and scat-
tering of one of the giant planets with an already existing small-mass planet
which we shall briefly discuss now in turn.

Sudden Stopping of Migration

The first mechanism, which can induce large-amplitude variations of the ec-
centricities and the resonant angles is the sudden termination of the migra-
tion. Recent Spitzer observations of young stars show that the inner part of
some protoplanetary disks may practically be emptied possibly due to photo-
evaporation induced by the central star [53, 54]. Thus, upon approaching the
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Fig. 5.11 The behavior of the eccentricities obtained by a sudden
stopping of the migration of the outer planet. (a) (adapted from
Sándor et al. [27]), corresponds to HD 128311, (b) to HD 73526.

inner rim of such a disk, the inward migration of a planet can be terminated
rapidly.

In order to model this type of scenario in the case of HD 128311, Sándor
et al. [27] have performed numerical simulations where the migration of the
outer planet has been terminated abruptly upon reaching the actual value of
its semi-major axis (a2 = 1.73 AU). The inner planet is assumed to orbit in the
empty region of the disk at a1 = 1.5 AU, and the outer planet is started from
a2 = 4 AU forcing it to migrate inward very fast with a moderate damping
of the eccentricity (τa = 500 years, K = 10). It has been found that after
the sudden stopping of the migration, the eccentricities of the giant planets
behave in a very similar way to the observed case (compare Figs. 5.11a and
5.8a). The above described sudden stopping of the migration has not resulted
in the breaking of the apsidal co-rotation. However, the libration amplitudes
of the resonant angles have been increased considerably.

In a similar way to HD 128311, the behavior of the eccentricities of the giant
planets in the system HD 73526 can also be modeled by a relatively fast termi-
nation of the migration. This again corresponds to a relatively fast dispersion
of the protoplanetary disk. However, in the case of HD 73526 we have found
that, contrary to HD 128311, where the migration has stopped abruptly, the
disk dispersal time scale could be longer, ∆tdis = 100 yr. In order to model
the present behavior of the system, a migration characterized by K = 15 and
τa = 2 × 103 years has been assumed. After the termination of migration the
eccentricities (displayed in Fig. 5.11b) and resonant angles of the giant planets,
behave in a very similar way to the case of Fit 1 of Table 5.3, shown in Fig. 5.9.
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Planet–Planet Scattering

The behavior of the eccentricities of the giant planets of the system HD 128311
and HD 73526 exhibit very similar behavior to that observed in the system
around υ Andromedae. Ford et al. [55] suggested that such behavior in υ is
most likely the result of a planet–planet scattering event. The present behavior
of HD 128311 and HD 73526 have been also modeled by such an effect, i.e., one
of the giant planets suffers a close encounter with an already existing smaller
mass planet (mp = 10 M⊕) [27, 51].

The most effective scattering occurs when a small-mass planet orbits close
to the central star in a nearly circular orbit, and a pair of giant planets already
locked into a 2:1 resonance migrate inward approaching their present posi-
tions. The giant planets perturb the motion of the inner planet, and most likely
a resonant capture (into a 2 : 1 resonance) takes place between the inner giant
planet and the small mass planet resulting in its eccentricity pumping during
its forced migration. Thus it is very likely that the inner small-mass planet,
is destabilized and practically ejected from the system by a close encounter
with one of the giant planets. In the case of HD 128311 the perturbation in-
duced by a close encounter with a small-mass planet could have been strong
enough to break the apsidal resonance between the giant planets, as has been
demonstrated by Sándor et al. [27] (Fig. 5.12). In the case of HD 73526, only
the libration amplitude of the resonant angles have been increased, the giant
planets remained in apsidal co-rotation. After the scattering event in both
systems the variation of the eccentricities of the giant planets (see Fig. 5.13)
exhibit very similar behavior to the observed ones.
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Fig. 5.12 The breaking of the apsidal co-rotation due to a scatter-
ing event induced by a small-mass inner planet in the system of
HD 128311. (After Sándor et al. [27].)
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Fig. 5.13 Time evolution of the eccentricities of the giant planets
before and after a scattering event with an inner low-mass planet.
(a) (adapted from Sándor et al. [27]), corresponds to HD 128311,
(b) to HD 73526. In the latter case the behavior of the eccentricity
of the small-mass inner planet (which reaches values close to 1
before ejection) is also shown.

5.6
Summary

In this review we have studied possible formation scenarios of the observed
mean-motion resonances in extrasolar planetary systems. As the majority of
resonant systems are locked in a 2:1 resonance we concentrate in particular on
these systems.

We have shown that planet–disk interaction between young embedded
protoplanets and the protoplanetary disk may usually lead to a differential
migration where the outer planet approaches the inner one. To analyze the
outcome of the convergent migration we first perform full hydrodynamical
simulations with two embedded planets and then compare these to forced
three-body simulations where additional forces mimicking the planet–disk
interaction have been added. We find that resonant capture into the 2:1 res-
onance indeed occurs frequently and that continued driving of the disk will
move the system deep into the resonance with significant growth of the eccen-
tricity of the two planets. Additionally, the final configuration of the orbits is
symmetric where the periapses are aligned with only small libration. We refer
to this state as apsidal co-rotation.

The well observed system GJ 876 is, in fact, in this symmetric configura-
tion with only small libration of the two resonant angles. The relatively small
planetary eccentricities in this system can only be explained if one assumes
that after resonant capture occurred the length of migration was limited by
disk dispersal. Alternatively, it may be possible that an additional damping
mechanism has operated on the eccentricities during their migration process.

In the other two systems analyzed (HD 128311 and HD 73526) the eccentric-
ities in the current observed state vary much more strongly and vanish peri-
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odically for one planet. We demonstrate that the dynamical structure of these
two systems may be the results of the mixed evolutionary scenario, melting
together inward migration and a sudden perturbation.

In summary, the complex dynamical behavior of the observed resonant
planetary systems can be understood in the framework of their formation
process. Interaction with the protoplanetary disk and possibly more sudden
planet–planet scattering events are important ingredients in shaping plane-
tary systems.
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6
Impact of Stellar Activity on the Evolution of
Planetary Atmospheres and Habitability
Helmut Lammer, Maxim L. Khodachenko, Herbert I. M. Lichtenegger, and
Yuri N. Kulikov

Abstract

In order to understand the principles that generated earth’s long-time hab-
itable environment, compared with other terrestrial planets like Venus and
Mars and possible terrestrial exoplanets, with orbits inside the habitable zones
of late-type stars, one has to understand the evolutionary influence of the so-
lar/stellar radiation and particle environment on planetary atmospheres. We
show that the spectral type of a host star plays a major role in all atmospheric
processes, where the photochemistry and evolution of planetary atmospheres,
as well as their planetary water inventories must be studied within the con-
text of the evolving stellar energy and particle fluxes. Only stable and dense
enough atmospheres allow water to be liquid over geological time periods and
protect the planetary surface from hostile radiation which may eventually re-
sult in the evolution of biospheres. It is shown that atmospheric expansion as
well as thermal and nonthermal escape processes depend on the evolution of
the stellar x-ray and EUV flux, and on the solar/stellar plasma flows. Model
calculations indicate that earth-like exoplanets within close-in habitable zones
of dwarf stars (< 0.05 AU) which are exposed to coronal mass ejections, may
lose atmospheres equivalent to surface pressure values from tens to hundreds
of bars, depending on the strength of their magnetic dynamo and absorbed
XUV radiation.

6.1
Introduction

According to the present knowledge of the planetary population in our galaxy,
Jupiter-like planets do exist outside the solar system. A concentrated research
effort aimed at the detection of Neptune-class and larger and smaller terres-
trial exoplanets with the CoRoT (CNES), Kepler (NASA), GAIA (ESA)and SIM
(NASA) missions, is underway. Better understanding concerning the evolu-
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tion of habitable planets is needed in the preparation phase for the planned
Darwin (ESA) and TPF-C/I (NASA) missions, which will be designed for
the detection of biomarkers in atmospheric spectra of known earth-like exo-
planets. Terrestrial planets with biospheres are expected to orbit their mature
stars along stable orbits inside their habitable zones. To allow for the devel-
opment of biospheres, it must be determined whether a planet can keep its
atmosphere and water inventory inside the habitable zone long enough for
life to evolve. This includes interdisciplinary research activities related to stel-
lar planetary relations, CO2 surface weathering, effects of tidal-locking on the
generation and maintenance of magnetic moments, plate tectonics, as well as
climate models to understand under which conditions a habitable zone exists
and how it evolves.

ESA and NASA recently began with the preparations of a road map for a
precursor science program for the Darwin/TPF-C/I missions to investigate
terrestrial-type exoplanets in terms of their origin, physical characteristics,
evolution of their atmospheres and water inventories, and long time habit-
ability. Although these missions will not be launched before the next decade,
the basic decisions for their designs have to be made during the near future.
One of the main question these missions must address is which star-types (M,
K, G, F) may be good or at least preferred candidates in the search for habitable
planets? Due to technical limitations, the target star selection of Darwin/TPF-
C/I, is restricted to nearby stars in the distance range between 10–25 pc. A
coronagraph design (TPF-C) would only allow observation of closer stars in
this range, whereas the interferometer (Darwin/TPF-I) should be able to study
stars up to the outer edge of this range. Since the large majority of stars, in the
vicinity of our sun, fall in the lower mass domain, a detailed interdisciplinary
study of the evolution of earth-like exoplanets within habitable zones of lower
mass M and K-type stars is crucial for the characterization of the atmospheres
of possible nearby exoplanets.

The present concept of the habitable zone for an earth-like planet is based
on the orbital location where atmospheric CO2 is able to sustain a sufficient
amount of liquid H2O on the planetary surface. If the distance to the host
star is below a critical value, the planet experiences a runaway greenhouse
effect like that on Venus. At the outer border of the habitable zone the surface
temperature is too cold for liquid water to be stably present on the planet’s
surface. With this definition, the habitable zone depends mainly on the stel-
lar luminosity and the planetary surface temperature, which is assumed to be
stabilized slightly above zero degrees by the carbon–silicate cycle that controls
partial CO2 pressure. In such a scenario, vaporized H2O starts to increase the
surface warming and thus enhances the evaporation in a positive feedback.
Although this general definition of the habitable zone developed for the sun-
like G star planetary systems can be applied to all stellar spectral types, atmo-
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spheric evolution of terrestrial planets orbiting within the habitable zones of
M, K and F-type stars will be different, so our present view of the habitable
zone is incomplete. Low-mass M and K stars have their habitable zones at
smaller distances, they have longer active x-ray and extreme ultraviolet (XUV)
periods and different stellar winds than do solar-like stars.

Whether an H2O-bearing terrestrial exoplanet in a dynamically stable or-
bit within its habitable zone can evolve into a habitable world like the earth,
critically depends on its capability to survive the early period of heavy bom-
bardment and high radiation of the young and active host star. The relevant
wavelengths for the heating of upper atmospheres are those for which ion-
ization takes place with λ ≤ 107 nm, which contain only a small fraction of
the host star’s spectral power, but can lead to an efficient atmospheric escape
triggered by hydrodynamic conditions. When a large amount of energy is de-
posited at the top of an atmosphere, preferably light species like H, H2, and
He can expand into the interplanetary space and may escape the planetary
gravity field.

Astrophysical observations of solar proxies with various ages (representa-
tive for G stars) indicate an active phase of the young sun including continu-
ous flare events and XUV radiation up to 100 times more intense than that of
the present Sun, about 100 Myr after the star arrived at the Zero-Age Main-
Sequence (ZAMS) [1]. After this very active stage, the solar XUV flux quickly
decreases with time following a power-law relationship. Recent studies of
K-type stars show that they remain at active emission levels somewhat longer
than G stars and afterwards the activity also decreases as a power law in time.
Early M-type stars appear to stay at high activity levels as long as about 1 Gyr,
and then their luminosity decreases in an analogous way to G and K-type
stars. Early K-type stars and early M stars may have XUV emissions of about
3–4 times and about 10–100 times higher, relative to their total luminosity, re-
spectively, than solar-type G stars of the same age.

Apart from different stellar radiation and particle environments, terrestrial
type planets inside the habitable zone of these stars can be partially or totally
tidally-locked. The effect of tidal locking of terrestrial planets on climate vari-
ations, plate-tectonics, generation of internal magnetic moments, enhanced
atmospheric erosion caused by stellar Coronal Mass Ejections (CME ) and re-
lated magnetic clouds (MCs) may not be neglected. Recent model calcula-
tions show that tidal locking may result in weaker magnetospheres [2], which
can be compressed by strong stellar winds during active periods to distances
where the atmosphere builds an obstacle to the plasma flow similar to that
on Venus and Mars [3]. Under such conditions, various nonthermal loss pro-
cesses like ion pick up, sputtering, and ion clouds, triggered by plasma insta-
bilities, can erode the atmosphere and significantly influence the planet’s wa-
ter inventory, even if the planet has an intrinsic magnetic moment. The atmo-
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spheres and oceans of tidally locked planets may freeze out to form a perma-
nent icecap on the dark side of the planet. These uncertainties raise questions
regarding atmospheric stability against thermal (hydrodynamic) and nonther-
mal escape and the evolution of planetary water inventories.

In this article we discuss the possible impact of these factors which are usu-
ally neglected in studies related to planetary habitability. In Section 6.2 we
review the traditional concept of the circumstellar habitable zone of various
star types, which is currently based on the constraint that a planet of the size
and mass of the earth must contain large amounts of water and CO2 reservoirs
at a certain orbital distance from its host star; and we discuss various aspects
which influence the evolution of planetary atmospheres not considered in the
traditional habitable-zone concept.

In Section 6.3 we focus on the impact of stellar XUV radiation on the up-
per atmospheres of earth-like exoplanets and their initial water inventories
within the habitable zones, while in Section 6.4 we study the stellar wind and
CME plasma interaction with an upper atmosphere and related influences on
the atmospheres of nonmagnetic and magnetized earth-like exoplanets within
close-in habitable zones of low-mass stars. Finally, in Section 6.5 the implica-
tions of our preliminary results for planetary habitability and the habitable-
zone concept in general, are discussed.

6.2
The Habitable Zone Around Main-sequence Stars

6.2.1
General Definition of the Habitable Zone

The habitable zone is defined as the space around a star, where the star’s lu-
minosity is sufficiently intense to maintain liquid water on the surface of a
planet, without initiating a runaway greenhouse effect that dissociates wa-
ter and sustains loss of hydrogen to space [4]. If climate conditions trigger a
greenhouse effect, the surface temperature will be warmer compared to the
effective temperature Teff of the planet which can be written as

Teff =
(1 − A)1/4 Tstar√

2

(
Rstar

d

)1/2

(6.1)

where Rstar is the radius of the star, Teff depends on the stellar radiative tem-
perature Tstar and thus on the luminosity of the star, the orbital distance d
of the planet to the star and the planet albedo A. Although conditions nec-
essary for the emergence, evolution and constancy of life are still unknown,
long-time stability of a planetary atmosphere and liquid water are two main
requirements which are widely accepted as an unavoidable necessity.
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In the context of terrestrial planet-finding missions, it is important to dis-
tinguish between surface habitability, as opposed to possible habitats inside a
planet. If life is or was present in the interior of Mars or of icy satellites like the
Jovian moon Europa, biomarkers (gases related to biological activity) in their
atmospheres would not be detected by remote sensing. Therefore, one should
keep in mind that only an extended and productive biosphere, which is able
to process the atmospheric and superficial materials can be detected.

An additional important point for the habitable zone is the cycling of CO2
which is related to a planet climate regulation. On a terrestrial planet, the
partial pressure of CO2 is controlled by the carbonate–silicate cycle and kept
at a value that maintains the average surface temperature slightly above the
freezing point (Ts = 273 K). This self-regulation by the CO2 cycle [5] relies
on the fact that the formation of carbonates from atmospheric CO2 requires
liquid water. If the CO2 level is too low to maintain substantial amounts of
liquid water, the carbonate formation is stopped while the volcanic release of
CO2 keeps feeding the atmosphere. On the other hand, very high CO2 levels
stimulate the carbonate formation by enhancing the humidity of the lower
atmosphere and the water cycle. These two feedback mechanisms work as
long as CO2 is released.

Planets orbiting at the inner edge of the habitable zone may experience two
major problems. First, there is an upper limit of the infrared flux that can
escape from a moist atmosphere. If energy above this limit is deposited into
an atmosphere, a runaway greenhouse effect starts. In such a case the liquid
water of a possible ocean can evaporate and the surface temperature rises to
values beyond 1400 K [4].

The precise orbital distance where a runaway greenhouse effect occurs is
uncertain, due to the effect of clouds on the albedo. For an atmosphere with a
clear sky the process starts at about 0.85 AU for the present solar luminosity,
but with highly reflecting clouds, this limit could be as small as about 0.5 AU.
However, even when the runaway greenhouse conditions are not reached, the
loss of hydrogen to space is strongly enhanced by the temperature profile of
the atmosphere that becomes nearly isothermal, when the runaway threshold
is approached. The resulting loss of water is substantial and affects the water
content of the planet at orbital distances ≤ 0.95 AU. The long-term habitability
of a planet located between this distance and the runaway threshold distance
depends on the water reservoir and the time it takes to lose it completely.

At any orbital distance from the host star, one can estimate the amount of
atmospheric CO2 required to provide a mean surface temperature of about
273 K. This amount increases with the orbital distance of a terrestrial planet,
until the outer limit of the habitable zone is reached. The existence of an outer
edge is due to the increase of the infrared opacity and the albedo with increas-
ing values of the CO2 surface pressure, resulting respectively in the heating
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and cooling of the atmosphere. The determination of the outer boundary of
the habitable zone, where the cooling effects dominate, is extremely difficult
due to the complex role of CO2-ice clouds [6]. However, with the present
solar luminosity an outer limit of the habitable zone at about 2.4 AU can be
estimated [7].

A habitable world, where the climate is controlled by abiotic CO2 cycling
can be very different from an inhabited world where the biosphere is involved
in the fixation, cycling, and emission of atmospheric compounds. If the main
greenhouse gas were CH4 during a part of earth’s history, before the rise of O2
abundance and after the emergence of methanogenesis [8], the regulation of
the climate would then be influenced by life itself and some complex coupling
between them might arise. Therefore, a widespread and active biosphere may
be able to make a planet suitable for life outside of the previously defined
boundaries of the habitable zone. A CH4-rich atmosphere sustained by bio-
logical activity and made up of CO2, nitrogen oxides and, for instance, SO2
compounds, may be opaque to the greater part of the thermal IR radiation
and be habitable beyond the currently defined outer edge of the habitable
zone. Hence, the general concept of the habitable zone may not be based
solely on the radiative properties of CO2 alone. Because CO2 is the only ef-
ficient greenhouse gas that is compatible with an oxidizing atmosphere, the
previously defined habitable zone may be restricted to biologically enriched
O2 atmospheres [9].

6.2.2
The Circumstellar Habitable Zone

For terrestrial planet-finding missions, the search for earth-like exoplanets will
not be limited to solar-like G-type stars, but can be extended also to other
lower-mass stars like M, K and slightly more massive stars like the F-type.
By using the current definition of the habitable zone based on the sun, it is
possible to estimate that it ranges from about 0.85 to 2.4 AU. As a reference,
one can use evolution models for the luminosity of other main-sequence stars
to predict the boundaries of the habitable zone for any star at any age as shown
in Fig. 6.1.

One can also assume that the spectral shape of the stellar emission and the
mass of earth-like planets do not change the limits of the habitable zone sig-
nificantly. However, one should note that low-mass terrestrial planets cool
more rapidly and may therefore not maintain a CO2-rich atmosphere in or-
der to prevent the planet from freezing. The boundaries of the habitable zone
may change throughout a star’s lifetime as the stellar luminosity evolves. This
evolution is significant for very-low-mass stars during the first hundreds Myr,
and for G and F stars, since their luminosity increases during the whole main
sequence.
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Fig. 6.1 Habitable zone for main-sequence stars (M, K, G, F) of
different mass as a function of distance. Earth-like exoplanets be-
come synchronized after 0.1 Gyr if they orbit within the habitable
zone of M stars. (Courtesy of F. Selsis and J.-M. Grießmeier).

According to Fig. 6.1, earth-like planets in close orbits around their host
stars are subjected to strong tidal interaction with the central body. This in-
teraction can lead to many different effects, which directly influence the hab-
itability of the planet. For planets in close-in habitable zones, strong tidal dis-
sipation in the planet leads to gravitational locking on a very short time scale.
The time scale τsync for synchronous rotation to establish

τsync ∝ Qd6 (6.2)

depends on the orbital distance d and the planet’s tidal dissipation factor Q
[2, 10]. Because the rotation period equals the orbital period for gravitation-
ally locked planets, fast rotation is not possible. As shown in Fig. 6.1, for stars
with stellar masses below 0.6 Msun, an Earth-mass planet orbiting in any part
of the habitable zone becomes tidally-locked within the first Gyr after its ori-
gin. Therefore, additional questions regarding geophysical factors which can
influence planetary habitability have to be considered.

6.2.3
Geophysical Factors which Influence Habitability

The consequences of tidal locking on planetary climate can be dramatic. Only
a dense enough atmosphere (1.5–2 bars of CO2) may provide homogeneous
warming that prevents condensation and collapse of the atmosphere on the
planet’s night side [11]. Depending on the land surface and available amount
of water, follow-up studies with a global circulation climate model indicate
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that the atmosphere of a terrestrial planet orbiting an M star may also be stable
at pressure values < 1.5 bar [12].

Cycling of volatiles by plate tectonics contributes to regulating the composi-
tion of the earth’s atmosphere, including the greenhouse gas CO2 and, hence,
the surface temperature and planet’s habitability [13–17]. Plate tectonics is not
only important for life on Earth due to the creation of land surfaces and en-
hancement of biodiversity through evolution on isolated continents, it is also
an essential process with respect to the generation of a strong intrinsic plan-
etary magnetic field, which protects the atmosphere from solar wind erosion
and deflects high energy cosmic rays. The conditions which control plate tec-
tonics are not known with certainty but the minimum requirements seem to
be a sufficient planetary mass (and, hence, upward heat flow) to drive mantle
convection and water to lubricate plate motion [18–20].

The effect of the lack of water can be seen on Venus: it has an earth-like mass
but shows no plate tectonics [21]. Water affects the evolution of both a plan-
etary mantle and a planetary tectonic engine. First, it makes the lithosphere
sufficiently deformable for the subduction of the crust to occur. Second, it re-
duces the activation energy for creep and the solidus temperature of mantle
rock, thereby enhancing the cooling of the interior and the efficiency of vol-
canic activity. Reservoirs of water and volatiles like CO2 in the mantle also
help to sustain the atmosphere through volcanic activity. On the other hand,
water and CO2 are recycled together with the subducting crustal rocks [22, 23].

Crust recycling through plate tectonics keeps the crust thin. If the crust is
too thick, the lithospheric plate comprising the crust will be too buoyant to be
subducted. A thin crust seems to be mandatory for plate tectonics to operate.
Finally, plate tectonics helps to cool the interior efficiently which is required to
maintain a strong thermally driven magnetic dynamo action for several Gyr.

By promoting very complex and global geological cycles, plate tectonics
tends to generate conditions favorable for life. In the case of a one-plate planet
(no subduction) the geologic interactions between the different subsets are re-
duced and more localized. Such a planet may not be able to sustain its internal
magnetic field and to recycle volatiles into the mantle; finally it evolves to-
ward a planet with an atmosphere which is either too thin (Mars) or too dense
(Venus).

Moreover, tidal locking could also have a significant influence on large-scale
convection in the planetary mantle and may inhibit plate tectonics partially or
completely. Hence, there may be relatively few terrestrial planets within the
tidal-lock radius showing plate tectonics. Tidally locked planets, which could
not develop plate tectonics, may produce various life-frustrating scenarios like
periodical outbreaks of Venus-type super volcanoes or different atmosphere–
surface interaction processes, which may have a negative impact on the CO2
cycle of a terrestrial planet.
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Fig. 6.2 Schematic illustration of geophysical factors which are
important for the evolution of an earth-like habitable exoplanet.

In addition to the unfavorable geophysical conditions for the generation
of a strong magnetic dynamo, the slow rotation of tidally locked exoplanets
should further reduce or weaken the magnetic field (see Fig. 6.2). Commonly
employed scaling laws for planetary magnetic moments yield rapidly decreas-
ing moments with decreasing rotation rates. For these reasons weak magnetic
moments are expected for close-in exoplanets [2, 24].

6.2.4
Stellar Radiation and Particle Forcing

One of the factors affecting the potential habitability of earth-like exoplanets
around dwarf stars is their activity associated with the chromospheres and
coronae. The relevant physical phenomena include intermittent and energetic
flares, CMEs, stellar cosmic rays, enhanced coronal x-rays, and increased chro-
mospheric UV emission. As discussed above, such events could severely in-
hibit the habitability of earth-like exoplanets within habitable zones close to
the host star.

The activity of dwarf stars, like M-type stars, is thought to be the result of
strong magnetic fields generated by their fully or partially convective interi-
ors. Many of the relevant phenomena cannot be directly observed, except for
flares. Even flaring rates and intensities require long-duration monitoring, so
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convenient proxies for this activity are used, such as optical Ca, H and K emis-
sion cores, H and Mg II emission, soft x-ray continuous emission, and a large
number of UV- to soft x-ray emission lines [25]. A comprehensive discussion
of flare stars can be found in the monograph by Gershberg [26].

Besides the long-lasting high-XUV emissions, another crucial parameter is
the stellar plasma flow. Important factors in studies regarding the “stellar
plasma – planetary atmosphere interaction” are the stellar wind density and
velocity, which are highly variable with stellar age and depend also on the stel-
lar spectral type and orbit location of the planet. The stellar mass loss and its
resulting stellar wind was recently estimated by using the Hubble Space Tele-
scope (HST) high-resolution spectroscopic observations [27] and by studying
the hydrogen Lyman-α absorption features of several nearby main-sequence
G and K-type stars. The observations revealed neutral hydrogen absorption
features associated with the interaction between the stars fully ionized coronal
winds and the partially ionized local interstellar medium. From these absorp-
tion features the mass flux of the stellar wind as a function of stellar activity
was modelled. A small sample of observed solar-like stars suggests that the
mass loss, and therefore the stellar wind mass flux, increases with stellar ac-
tivity and stellar age.

From these observations one can conclude that younger solar-like stars have
much denser and faster stellar wind compared with the present sun. A cor-
relation between the mass-loss rates and the x-ray surface flux indicates an
average solar wind density of up to 1000 times higher than today during the
first hundred Myr after a solar-like star reaches the ZAMS [27]. However, it is
important to note that these observations contained only a few K and G stars
and more observations are needed in the future to get a detailed knowledge
of the stellar wind mass flux and mass loss of young stars [27].

Furthermore, it is known from observations of our sun that every now and
then strong eruptions (e.g., CMEs ) occur and propagate as dense plasma
structures through interplanetary space (see Fig. 6.3). These events should
strongly affect the atmospheres and magnetospheres of terrestrial exoplanets
in close-in habitable zones at orbit locations < 0.1 AU around low-mass M
stars [3, 28]. Since M stars are very active in x-rays, they are expected to pos-
sess high flare rates and may thus generate permanent CME events [28, 29].
Because M stars are much more numerous compared to more massive K and
G-type stars, it is of crucial importance that future studies investigate in detail
the influence of CMEs on the formation and evolution of the atmospheres of
terrestrial planets.
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Fig. 6.3 Illustration of the expected impact of stellar winds and
CME plasma on terrestrial exoplanets in orbits within close-in
habitable zones of low-mass M and K-type stars. (Courtesy of
N.K. Belisheva and N. Terada, SOHO/LASCO, ESA/NASA).

6.3
The Impact of the Stellar Radiation on the Upper Atmosphere

An XUV active star will be responsible for heating and expansion of the upper
atmosphere. Under extreme conditions the temperature of the upper atmo-
sphere can be so high that all light atoms overcome their gravitational binding
to the planet and escape it in the form of planetary wind. However, a high CO2
content in the atmosphere may prevent conditions for hydrodynamic outflow
to develop due to intense IR-cooling. It is generally accepted that hydrody-
namic escape of hydrogen atoms could be responsible for the heavy isotope
enrichment which is observed in the atmospheres of Venus, Earth, and Mars
with respect to their observed solar abundance [30–33]. From the isotope stud-
ies in the atmospheres of our solar system planets, we know that two stages of
hydrodynamic escape are most likely required to fractionate; first, heavy Xe
atoms (primordial); and later the lighter noble gases like Kr and Ar which are
outgassed after the first stage of escape. The second stage of hydrodynamic
escape should be of moderate magnitude, however, to avoid the fractionation
of Kr, whose abundance is nearly solar-like. The high temperatures of the
upper atmosphere and high atmospheric escape rates resulting from the in-
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tense XUV radiation which reaches saturation levels during the first several
100 Myr or even one Gyr of young sun-like stars or active dwarf stars, have a
strong impact on atmospheric stability and the evolution of the planet’s water
inventory.

6.3.1
Heating, Cooling, and Expansion of the Upper Atmosphere

The most important heating and cooling processes in the upper atmosphere
of the earth can be summarized as follows [34]:

• Heating due to N2, O2, and O photoionization by the solar XUV radiation
(< 102.7 nm).

• Heating due to O2 and O3 photodissociation by the solar UV-radiation.

• Chemical heating in exothermic reactions.

• Neutral gas heat conduction.

• IR-cooling in the vibrational-rotational bands of CO2, NO, O3, OH, NO+,
14N15N, CO, etc.

• Heating and cooling due to the contraction and expansion of the thermo-
sphere (to model the thermosphere diurnal variations).

• Turbulent energy dissipation and heat conduction.

The XUV heating in the earth’s thermosphere yields an average dayside ex-
ospheric temperature of about 1000–1200 K [34, 35], while on Venus, which is
closer to the sun but has a 96% CO2 atmosphere, the exospheric temperature at
the day side during average solar activity periods is only about 270 K [36–38].
The main explanation for the “cool” Venusian thermospheric–exospheric en-
vironment compared with the much “hotter” upper atmosphere of earth is
very efficient cooling by IR emission in the 15 µm CO2 band [39, 40].

By applying a diffusive-gravitational equilibrium and thermal balance
model, one can investigate the heating of the thermosphere by photodis-
sociation and ionization processes, by exothermic chemical reactions and
cooling by CO2 IR emission in the 15 µm band [38]. Figure 6.4 shows our
modelled exospheric temperatures for a 96% CO2 (4% N2)atmosphere and
for an atmosphere with an amount of only 10% CO2 (90% N2) mixing ratios
as a function of the solar/stellar XUV flux for a Venus-mass and size planet.
Depending on the spectral type of a star, as well as the calculated exospheric
temperatures and exobase altitudes, atomic hydrogen could have been under
diffusion-limited hydrodynamic “blow off” conditions even for a 96% CO2
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Fig. 6.4 Modelled exospheric temperatures for a 96% CO2
Venus-like atmosphere (solid line) and for a 10% (dotted line) CO2
and 90% N2 atmosphere as a function of the solar/stellar XUV
flux. Atomic hydrogen overcomes the gravitational potential of the
planet if the temperature reaches a range of about 4000–4800 K.

Venus-like atmosphere for hundreds of million years after the star arrived at
the ZAMS.

By assuming a 10% CO2 and 90% N2 atmosphere, the thermospheric tem-
peratures on Venus could reach the critical value in the upper atmosphere for
hydrogen atoms of about 4000 K about 3.8 Gyr ago and temperatures in ex-
cess of 20 000 K, which may result in non-hydrostatic equilibrium of the upper
thermosphere, about 4 Gyr ago.

6.3.2
Thermal Escape of Atmosphere and Water

In the upper thermosphere the mean free path of the gas particles becomes
large and collisions become negligible, so the light atmospheric constituents
with a velocity which exceeds the gravitational escape velocity can escape
from the planet. This region is called the exosphere, and the exobase begins
at an altitude where the mean free path is about equal to the local scale height
H = kTexo/(mg) of the main atmospheric species, with k the Boltzmann con-
stant, Texo and g the temperature and gravitational acceleration at the exobase,
and m the mass of the main atmospheric species.

When the exospheric temperature Texo is large and the thermal escape pa-
rameter X = GMplm/kTexor is smaller than 1.5, the exosphere becomes unsta-
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ble and hydrostatic equilibrium no longer applies [41, 42]. For larger values
of X the thermal escape flux can be determined by the Jeans equation

φJeans =
(

v0

2
√

π

)
nexo(1 + X)e−X (6.3)

where v0 = (2kTexo/m)1/2 is the most probable velocity of the particles at the
exobase.

In an atmosphere where the exobase temperature may reach about 20 000 K
during the active stellar period, as shown in Fig. 6.4, the Jeans escape flux for
atomic oxygen according to (6.3) can be about 4.5×1010 cm−2 s−1, resulting
in loss rates of about 1.5×1029 s−1. This loss rate is ∼ 104 times larger than
the present nonthermal oxygen loss rate expected at Venus [43]. These calcu-
lations emphasize the importance of a high CO2 content for the stability of the
terrestrial planetary atmospheres which are exposed to high XUV radiation
fluxes.

One should also note that water-rich planets with hot lower atmospheres
may result in humid upper atmospheres and very large loss rates of hydro-
gen. In a hydrogen-rich atmosphere the exobase moves to much larger dis-
tances compared with those calculated for a CO2-rich atmosphere. In such a
case atomic hydrogen formed from the H2O vapor dissociation would domi-
nate in the upper atmosphere and could escape, in a diffusion-limited regime,
from the planet along with hydrodynamic wind which is similar to the ob-
served case of the hydrogen-rich Jovian-type exoplanet HD209458b [44, 45].
In such conditions the whole amount of hydrogen contained in an earth-like
ocean may escape from the planet during the active stellar period. However,
according to Bounama [46] the earth currently contains an amount of water
roughly corresponding to about four ocean masses, where about three ocean
masses are in the mantle. Estimates for the total water contents of earth-like
planets vary from about 1.5–20 ocean masses. Therefore, several ocean masses
of water have to be lost to completely dry an earth-like planet.

6.4
Stellar Wind and CME Plasma Interaction with Planetary Atmospheres

If a planetary atmosphere is not protected by a strong earth-like magnetic
field, the neutral gas in the upper atmosphere can be ionized due to charge
exchange with the stellar plasma flow past the planet, by electron impact and
by the XUV radiation, and picked up by the stellar wind. Therefore, the evo-
lution of the stellar wind mass flux as a function of time has also important
implications for the evolution of planetary atmospheres.

The current knowledge on CMEs comes from the study of the sun. A signifi-
cant impact to this study has been made by the Large Angle and Spectrometric
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Coronagraph (LASCO) on board of ESAs Solar and Heliospheric Observatory
(SoHO ), which observed more than 8000 CMEs since January 1996. The ob-
servational data on CMEs are related to two spatial domains: the near-sun
region (up to 30 RSun ≈ 0.14 AU) remote-sensed by coronagraphs; and the
outer region, including the geospace and beyond, where in-situ observations
are made by spacecraft [47–49].

CMEs are associated with flares and prominence eruptions and their
sources are usually located in active regions and prominence sites. A closed
magnetic structure is the basic characteristic of the CME-producing regions.
Recent studies of temporal correlation between CMEs and flares provide ar-
guments in favor of the so-called common-cause scenario, according to which
flares and CMEs are different manifestations of the same large-scale magnetic
process on the star [50]. Despite the fact that the details of this process still
remain unclear, it can already be definitely stated that intensive flaring activ-
ity of a star should be accompanied by an increased rate of CME production.
The probability of CME-flare association increases with the duration of a flare
[51]: ∼ 26% for flare duration < 1 h; and 100% for flare duration > 6 h [28].

The latitude distribution of CMEs depends on the distribution of the closed-
field magnetic regions (active regions) on the surface of the suns or stars. Dur-
ing the rising phase of the solar activity cycle (representative for active stars),
CME latitudes spread gradually from those close to the equator (0◦) up to
all latitudes (±90◦). At the same time observations of the sun indicate that
the majority of plasma eruptions are located within the average latitude in-
terval of −60◦ ≤ Θ ≤ 60◦ [49]. The CME occurrence rate shows good cor-
relation with the sunspot number (SSN), with only small differences in detail
and peaks with a delay of about two years after the peak in the SSN. This
phenomenon is related to the fact that the sunspot activity is confined to the
active region belt, whereas CME appear at all latitudes during the maximum
[48, 49].

The maximum and minimum CME plasma densities nCME at distances
≤ 0.1 AU are shown in Fig. 6.5 and can be estimated from the analysis of
CME-associated brightness enhancements in the white-light coronagraph im-
ages. At larger distances (> 0.4 AU), nCME is determined from in situ mea-
surements by spacecraft of the density of the so-called magnetic clouds (MCs).
The CME density dependence on the orbital distance d from the sun can be ap-
proximated by a power-law [28]

nCME(d) = n0

(
d
d0

)−3.6

(6.4)

where n0 = 5 × 105 . . . 5 × 106 cm−3 and d0 = 3 RSun gives a good approxi-
mation for the values estimated from the SoHO/LASCO coronograph images.
On the other hand, in situ observations of the plasma density in magnetic
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Fig. 6.5 Maximum and minimum CME plasma density between 0.005 and 0.1 AU.

clouds at distances > 0.4 AU give the power law

nMC(d) = n0
MC

(
d
d0

)(−2.4±0.3)
(6.5)

with n0
MC = 6.47 ± 0.85 cm−3 and d0 = 1 AU. Based on CME and MC data

one can provide density approximations according to Khodachenko [28]

nmin
ejecta(d) = 4.88d−2.31 nmax

ejecta(d) = 7.10d−2.99 (6.6)

where d is taken in AU. The average mass of CMEs, MCME, is ≈ 1015 g and
the average duration of CMEs, τCME, at distances (6 . . . 10)RSun is ≈ 8 hours.

6.4.1
Collision Probability Between Planets and CMEs

CMEs collide with a planet in a discrete way. The frequency of CME-planet
collisions can be estimated from

fimpact =

(
∆CME + δpl

)
sin

[
(∆CME + δpl)/2

]
2π sin Θ

fCME (6.7)

where fCME is the CME occurrence rate, ∆CME and δpl are CME and planetary
angular sizes, Θ is related to the CME ejection latitude interval ±Θ. When
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fimpact · τCME ≥ 1, i.e., when

fCME ≥ f c
CME =

2π sin Θ

(∆CME + δpl) sin
[
(∆CME+δpl)

2

]
τCME

(6.8)

where f c
CME is the critical CME production rate, a planet can be considered to

be under continuous exposure of CME plasma [52]. In this case the speed and
density of the stellar wind around the planet will be, in fact, the CME speed
and density. Assuming ∆CME = π/3, τCME 8h, δpl → 0 and Θ = π/2, Eq. (6.8)
yields the critical frequency f c

CME ≈ 36 CMEs per day.
Figure 6.6 illustrates the f c

CME dependence on the angular size of CMEs,
∆CME. The two curves in Fig. 6.6, which correspond to δpl = 0 and δpl = 0.1,
respectively, show the small influence of the planetary angular size, δpl, on the
value of f c

CME. The values obtained for the f c
CME are not much higher than the

CME production rate of the present day active sun fCME ∼ 6 . . . 8 CMEs per
day.

Fig. 6.6 Dependence of the critical value f c
CME of stellar CME

production rate, for which a planet appears under a continuous
action of CME plasma flow, on CME angular size ∆CME, for differ-
ent planetary angular sizes: δpl = 0 and δpl = 0.1.

It is known from astrophysical observations that low-mass M-stars undergo
frequent flare events [53]. The appearance of flares with a certain energy obeys
a power law [28] dN/dE ≈ 0.06L0.95

x E−1.8, where dN is the number of flares
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per unit time in the energy interval [E, E + dE], and Lx is the x-ray luminosity
of a star characterizing its flaring activity. For an M star with a saturated x-
ray activity level (Lx ≈ 7 × 1028 erg/s) a few strong (E > 1032erg) flares per
day are expected, which is three orders of magnitude higher than that of the
present sun.

6.4.2
Atmospheric Mass-loss Caused by CME Exposure

As discussed above, earth-like exoplanets within close-in habitable zones of
low-mass M stars at orbital distances < 0.2 AU become tidally locked at time
periods < 100 Myr, due to gravitational interaction with the star. The slow
rotation rates of tidally locked planets lead to smaller planetary magnetic mo-
ments M ∼ (0.022 . . . 0.15)ME, where ME is the earth’s magnetic moment
[2, 24, 28].

This lower magentic moment decreases the magnetopause standoff distance
which can be compressed down to very small distances above the planetary
surface (≥ 1/2 earth radii), so that the atmosphere will directly interact with
the stellar wind and CME plasma flow [3]. Figure 6.7 shows our modelled
atomic oxygen number density, based on the temperature profiles shown in

Fig. 6.7 Modeled atomic oxygen density profiles as a function
of altitude and stellar XUV flux. The dashed line indicates the
planetary obstacle (magnetopause) of 1/2 earth radii above the
planetary surface. The oxygen atoms above this obstacle can be
eroded by the CME plasma flux.
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Fig. 6.4 as a function of altitude and XUV flux. One can see that the neutral at-
mosphere expands due to the heating by the XUV radiation. Therefore, plane-
tary atmospheres which are exposed to high XUV fluxes are strongly affected
by the CME plasma flux and related to its atmospheric erosion.

The application of a numerical test particle model to the modeled oxygen
density profiles shown in Fig. 6.8 indicates that a tidally-locked weakly mag-
netized earth-like exoplanet at an orbital distance of about 0.05 AU inside the
habitable zone of an XUV and CME active ( fCME > 14) M star may lose 10 to
100 bars of atmosphere after 1 Gyr of continuous CME plasma exposure (see
Fig. 6.8) if the M star XUV activity is more than 50 times higher compared with
that of the present sun [3].

Fig. 6.8 Time dependent erosion from an earth mass and size
exoplanet with a Venus-like CO2 atmosphere as a function of
minimum (lower dotted line) and maximum (upper dashed line)
CME plasma flux at an orbital distance of 0.05 AU, for various
XUV flux values normalized to that of the present sun at 1 AU
and for a magnetopause obstacle at 0.5 earth radii above the
planetary surface.

As discussed before, M stars could reach very high x-ray fluxes – up to
100 times or even more compared with G-type stars. Hence, heated and ex-
tended upper atmospheres of earth-like exoplanets at an orbital distance of
about 0.05 AU can experience very high loss rates. These effects will have an
important impact on the planetary habitability. It should also be noted that the
loss rates shown in Fig. 6.8 correspond to an atmosphere with a high Venus-
like CO2 mixing ratio. Real earth-like N2 atmospheres with lower CO2 but
higher N2 content will be much more strongly affected by the stellar radiation
and charged particle impact as discussed in this section.
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Considering all these aspects, we conclude that it is very unlikely that habit-
able “earth-analogues” (planets with the same mass and size and atmospheric
composition as the present earth) may be discovered within the habitable
zones of active dwarf stars.

However, larger terrestrial planets, so-called “super-earths ” or “ocean plan-
ets” [54, 55] with sizes of about two Earth-radii will have masses of almost 10
times that of the earth. These exoplanets will have larger cores, which may
result in stronger magnetic moments compared to earth-sized exoplanets and
their higher mass will produce much less extended thermosphere–exosphere
regions. Therefore, we expect that stronger magnetic moments of larger earth-
like exoplanets with less extended upper atmospheres would reduce the dam-
aging effect of the dense stellar plasma flow.

6.5
Discussion

We have shown that, although the current simplified definition of the circum-
stellar habitable zone [4] is useful, it is far from being sufficient and several
additional factors which can influence the habitability of a planet have to be
considered. While the prerequisites necessary for the emergence of life are still
unknown, some conditions that may inhibit the evolution of a habitable planet
can be, nevertheless, identified. Also, it seems clear that earth-like exoplanets
within close-in habitable zones of low-mass stars, may evolve in a different
way from similar planets in the habitable zones of solar-like G stars.

Besides open questions regarding the impact delivery of water and the role
of giant planets in the formation and evolution of terrestrial exoplanets in
dwarf-star systems, we would like to draw attention to the three main factors
which are certainly different when compared with the earth-like exoplanets in
orbits within G-star habitable zones. These factors according to geophysical,
plasma physical, and aeronomical conditions can be summarized as follows:

• Planets inside the habitable zones of M and some K stars are tidally locked,
therefore plate tectonics may not develop and big hot-spot volcanoes may
frustrate life periodically or affect the long-time habitability of such a planet.

• Tidal locking will result in climate effects and weaker intrinsic magnetic mo-
ments so that dense stellar winds and CME plasma impacts can compress
their magnetospheres and erode upper atmospheres.

• The habitable zones of low-mass stars are exposed to strong XUV irradia-
tion during longer time periods and to denser stellar plasma fluxes as well.
This radiation and particle exposure can erode the atmosphere of an earth-
sized planet and may dramatically limit a range of the purely climatologi-
cally defined habitable zone.
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Observation of tidally locked exoplanets without and with atmospheres
around low-mass stars by a Darwin-like terrestrial planet-finding mission,
would give us an idea of at which orbital distances a terrestrial planet inside
the habitable zone of a dwarf star can retain an atmosphere.

Because close-in terrestrial exoplanets are unlikely to be protected by an
extended earth-like magnetosphere, energetic particles which are related to
CMEs and active regions of their host stars, together with cosmic rays can
reach almost the whole surface area of the upper atmospheres [2]. Under these
conditions energetic particles can strongly interact with the atmosphere where
they change the chemistry, possibly even the O3 content, and climate. If the
pressure conditions are similar to those on earth, secondary energetic parti-
cles can penetrate to the planet’s surface where they will have an impact on
biological systems [2].

Only multidisciplinary efforts including astronomy, planetary and biolog-
ical sciences will allow a detailed definition of earth-like planets beyond the
solar system. In order to find constraining parameters for the evolution of life
in the universe and the existence of biospheres, atmospheric, climate, photo-
chemical, radiative transfer, magnetohydrodynamic, test particle and hybrid
models for studying solar/stellar wind/atmosphere interaction processes, as
well as magnetospheric, geological, and more types of models will have to
be developed and applied within the framework of an elaborate precursor
science program dedicated to the characterization of extraterrestrial planets,
which are expected to be discovered by the future terrestrial planet-finding
missions like Darwin or TPF-C/I during the next decade.
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7
Dynamics of the Extrasolar Planetary Systems
Tatiana A. Michtchenko, Sylvio Ferraz-Mello, and Christian Beaugé

Abstract

This chapter is a review of the long-period dynamics and stability of planetary
systems. The relevance in the understanding of the planetary system behavior
is described in Section 7.1. In Section 7.2, the 21 multi-planetary extrasolar sys-
tems are grouped with respect to their dynamical behavior into three classes:
the secular, the hierarchical and the resonant classes, the latter including a sub-
class of nearly resonant systems with low-eccentricity planets. In Section 7.3,
we introduce the main techniques commonly used for exploring the dynami-
cal features of the systems, such as numerical integrations of exact equations
of motion, dynamical map constructions and analytical modeling, and the ad-
vantages of each technique are discussed briefly. In Section 7.4 we describe the
nonresonant behavior of the systems with two planets in co-planar orbits and
extend the planar problem to the three-dimensional case. We conclude this
section by describing the effects of the proximity of a secular system to mean-
motion resonances. The phenomena related to mean-motion resonances are
presented in Section 7.5, through a study of the stability of the GJ 876 and HD
82943 planetary pairs. Finally, a special subclass of nearly resonant systems,
which includes the solar system, is described in Section 7.6.

7.1
Introduction

With the discovery of the first planets orbiting another stars, PSR 1257+12
Wolszczan and Frail [1] and 51 Peg [2], we can now continuously improve our
basic concepts of planetary dynamics. The newly discovered worlds challenge
our imagination by their unusual orbital configurations and raise new ques-
tions in our understanding of their dynamical evolution. After a centuries-
old paradigm, with clock-working revolution of the low-eccentricity and low-
inclination planets, our own solar system now emerges as an atypical struc-
ture in the current sample of the 21 known multi-planetary extrasolar systems.
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In the light of new discoveries, the understanding of planetary dynamics is
receiving particular attention for several reasons. These include:

1. Detection of the extrasolar planets and determination of their orbits. Al-
most all the extrasolar planets have been detected indirectly by radial-
velocity measurements. This technique explores the dynamical effects that
the planets produce in their parent star’s motion. The determination of the
planetary orbits from the observational data involves the basic concepts of
celestial mechanics. Two approaches are often used: the fitting of the ob-
servational data by non-interacting Keplerian orbits and the N-body model
accounting for perturbations to Keplerian orbits. In both cases, to obtain
good fits, the understanding of planetary dynamics is indispensable.

2. Long-term evolution and stability of the extrasolar systems. The discov-
ery of extrasolar planets has brought into focus a long standing, but yet
unsolved, problem of the long-term stability of planetary systems. The ex-
trasolar planets exhibit an astonishing variety of physical and orbital pat-
terns, such as large masses, very small distances to the central star and high
eccentricities. Also, planets have been detected in binary and triple-stars
systems and around pulsars. Several multi-planet systems exhibit resonant
dynamical states which are not seen among the planets of our solar system.

3. The theories of formation/migration and dynamical evolution of the planet
systems. Most of the theories were designed to explain the planets orbit-
ing our sun. Nowadays, the striking contrasts between extrasolar and the
solar systems activate the substantial revision of previous models and the
appearance of alternative theories. An important tool in planetary dynam-
ics studies has been the classical perturbation theory developed to explain
the planetary orbits in the solar system, however, restricted to the systems
with small eccentricities and inclinations. The extension of these theories to
the larger domains of orbital parameters is required to explain the orbital
characteristics of the extrasolar systems.

4. Planetary habitability studies and the search for life. Which conditions are
necessary to make a planet habitable and for life to appear and survive?
The answer to this question includes an extended list of requirements and,
no doubt, some of them will be related to the dynamical stability of planets
inside the habitable zones.
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7.2
Classification of the Systems with Respect to their Dynamical Behavior

Currently (December 2006), there are 21 multiple-planet systems catalogued
in The Extrasolar Planets Encyclopaedia1); seven of these systems are com-
posed of more than two planets. Keeping in mind that some of the planets
were quite recently detected and their data can be substantially modified by
further observation, we will use this current sample to construct a broad pic-
ture of planetary configurations.

From the dynamical point of view, the mutual distance between planets is
the most important characteristic of a system. According to Kepler’s third law,
it is related to the ratio of the orbital periods of planets. It is worth noting that
orbital periods are primary parameters of the observation fitting and therefore
free from mass uncertainties. Eccentricities are also important, because, they
possibly carry information on the dynamical evolution of the system. Using
these two parameters, we select the pairs of planets in consecutive orbits and
plot them in Fig. 7.1. In this figure, we also plot the nominal location of main
mean-motion resonances, as given by Kepler’s third law.

The position of a pair of planets with respect to mean-motion resonances
defines its qualitative comportment. To distinguish kinds of planet behavior,
we use three classes proposed by Ferraz-Mello et al. [3]. For the purpose of
our study, we slightly modify that classification. Class I includes the close
pairs (1 > T1/T2 > 0.2) involved in one of the main mean-motion resonances.
The resonant dynamics described in Section 7.5 is specific for systems from
this class. There is also a peculiar subclass of systems with low-eccentricity
planets, which are not trapped inside a mean-motion resonance, but lie close
to one of them. The behavior of these quasi-resonant systems is discussed in
Section 7.6.

Class II includes planets which are far from mean-motion resonances, but
still closely approach each other (1 > T1/T2 > 0.14), and therefore have strong
gravitational interactions. We refer to these systems as secular ones and de-
scribe their dynamics in Section 7.4. Finally, Class III includes the pairs of
planets which are largely separated (T1/T2 < 0.14) and, consequently, are
weakly interacting; these systems are often referred to as hierarchical systems
[4, 5]). It is worth a warning here about the possible difficulties in distinguish-
ing between the populations of Class I and Class II. These difficulties arise
mainly due to uncertainties in determination of the physical and orbital pa-
rameters of the planets; formal uncertainties in the eccentricities are on the
order of 20% [6]. However, the studies of the dynamical stability of the sys-
tems can still impose constraints on their motion.

1) homepage http : //vo.obspm.fr/exoplanetes/encyclo/index.php (Schneider).
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Fig. 7.1 Distribution of the pairs of planets
in consecutive orbits on the plane (T1/T2, e),
where T1 and T2 are orbital periods of the in-
ner and outer planets, respectively, and e is
the highest eccentricity of the two orbits. The
nominal location of main mean-motion reso-
nances are shown by peaks whose heights

are inversely proportional to the order of the
corresponding resonance. The extrasolar
systems are shown by stars, while the pairs
Jupiter–Saturn, Saturn–Uranus and Uranus–
Neptune are shown by crosses. Some sys-
tems that we consider in this article are la-
beled.

The population of Class I is generally characterized by large masses and
high eccentricities. Two very close planets (T1/T2 > 0.45) in very eccentric
orbits are unable to remain stable if not tied by a mean-motion resonance. The
distribution of the exosystems in Fig. 7.1 shows that the 2/1 resonance is the
most populated; there are four systems inside this resonance, GJ 876(c,b), HD
82943, HD 73526 and HD 128311. Two of the planets of 55 Cnc seem to be
involved in a 3/1 mean-motion resonance [7, 8], although additional obser-
vations are necessary to confirm this configuration. Recently, one more pair,
the HD 202206 planets, was suggested to evolve inside the 5/1 resonance [9].
The subclass of nearly resonant planets, on the other hand, is populated by
low-eccentricity planets: the giant planets of our solar system and the terres-
trial planets of the pulsar PSR 1257+12. The nearly circular 47 Uma planets
are also considered to belong to this subclass.

The members of Class II are located in the regions between the main mean-
motion resonances in Fig. 7.1. The first discovered multi-planet system υ An-
dromedae belongs to this category [10]. Some of the systems have very-high
eccentricities (e > 0.4) and can be considered as putative Class I candidates,
since updated orbital parameters could place them in low-order mean-motion
resonances (as an example see the case of the µ Ara system described in
Goździewski et al. [11]).

Finally, the population of Class III is easily identified at small values of
T1/T2 in Fig. 7.1. Due to the weak mutual perturbations, these systems re-
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side in extended zones of stability in which they can easily survive for a very
long time. It is worth noting that some of the planets have large masses corre-
sponding to those of brown dwarfs and all of them have high eccentricities.

7.3
Numerical Integrations, Dynamical Maps and Modeling
of the General Three-body Problem

Direct numerical integrations of the full equations of motion are widely used
in the studies on the long-term behavior of the extrasolar systems. Being a
powerful tool for exploring the dynamical features of the systems they do,
however, have several limitations. The most serious of them concerns the
correct interpretation of the results obtained. Indeed, in the multi-planet sys-
tems, the mutual gravitational interactions may produce an intricate set of
complex dynamical effects, hard to explain without the basic concepts of ana-
lytical studies. Also, the inadequacy of the space chosen to present the results
of integrations may be the source of spurious appearances, leading to erro-
neous interpretation (one example will be shown in Section 7.4.1).

Another limitation is connected to the problem of observational uncertain-
ties in orbital parameters of the extrasolar systems. To investigate the long-
term stability of these systems, we have to perform numerical integrations,
which require initial conditions of the planets. As a result, numerical integra-
tions give information on the stability, which is limited to the initial conditions
used. The orbital elements of the extrasolar systems and their physical param-
eters are continuously changing due to new observational data. Even in the
case of slight modification, the numerical integrations must be done again,
notwithstanding the high cost of them. An alternative method of overcom-
ing this problem is the construction of dynamical maps. Dynamical maps are
also founded on purely numerical integrations, but over a large set of initial
conditions, which cover a neighborhood of the system under study. The time
intervals of the simulations can be sufficiently short, but still appropriate for
the detection of the occurrence of mean-motion and secular resonances. Ana-
lyzing the topological structure of dynamical maps, we can detect the mech-
anisms that can induce instabilities in the planetary motion, and determine
domains of their action. We will often use the dynamical maps here to supple-
ment the results of analytical modeling.

Analytical investigations, providing basic concepts, are fundamental in sta-
bility studies. Only these approaches are able to explore large sections of the
parameter space of the problem and provide an answer to the question of
the global stability of the system under study. In addition, the modeling in-
troduces the possibility of studying distinct dynamical states of the systems,
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separately. According to their type of motion, the systems are generally sep-
arated between secular and resonant ones. To have a better understanding of
the planetary behavior, we apply different models for each of these dynami-
cal states. It is common practice in dynamical studies to analyze what were
previously general aspects of systems, in order to make a decision about the
approach to be used.

In this text, we only briefly introduce the modeling of the general three-
body problem (for more details see [12–19]). The basic model consists of two
planets with masses m1 and m2, for the inner and outer planets respectively,
revolving in the same sense around the central star of mass m0. We develop
a semi-analytical approach, employing a numerical averaging over the short-
period perturbations (of the order of orbital periods) in the mutual interaction
of the two planets, to obtain the corresponding Hamiltonian function. The
analytical approach allows us to investigate a large domain of the phase space
of the three-body problem without time-expensive numerical integrations of
the equations of motion, and without any restriction on the magnitude of the
planetary eccentricities and inclinations.

7.4
Secular Dynamics: υ Andromedae Planets c and d

In the absence of commensurabilities between the orbital periods of two plan-
ets, their Keplerian orbits undergo long-term secular variations due to the
mutual gravitational interactions. The classical Laplace–Lagrange planetary
theory [20, 21], which well describes the secular behavior of the planets with
small eccentricities and inclinations, has shown that the secular perturbations
mostly affect the shape and the orientation of the planetary orbits, while the
semi-major axes remain invariable. In particular, the linear and first order in
masses theory has demonstrated the long-term stability of the solar system
and provided the main features of the planetary secular motion.

In contrast with our solar system, the known exoplanets have generally
larger planet masses, smaller semi-major axes, and higher orbital eccentrici-
ties; these factors, particularly the high eccentricities, limit the application of
classical theory for these systems. For this reason, we use a semi-analytical
approach which is, in essence, an extension of the linear approximation to the
domain of the moderate-to-high eccentricities and inclinations. It employs a
numerical averaging of the short-period gravitational interactions of the plan-
ets (of the order of orbital periods), to determine the Hamiltonian describing
the secular perturbations in the system. The secular total energy of the system
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is then defined as

Hsec = − 1
(2π)2

∫ 2π

0

∫ 2π

0

G m1 m2

a2
R(ai, ei, Ii, Mi, ωi, Ωi) dM1dM2 (7.1)

where the integrand is the disturbing function of the canonical astrocentric
semi-major axes, eccentricities and inclinations of the planets (ai, ei and Ii,
respectively) and the angular elements: mean anomalies Mi, arguments of
pericenter ωi and longitudes of node Ωi (i = 1, 2, stands for the inner and
outer planets, respectively). The relationship between canonical and usual
osculating heliocentric orbital elements is described in detail in Ferraz-Mello
et al. [22]. Note that the contribution of the Keplerian part is constant (since
the semi-major axes are constant) and therefore need not be considered.

Together with the total energy Hsec, we introduce such global quantities
as the total Angular Momentum (AM) and the Angular Momentum Deficit
(AMD) [23, 24], which, up to second order in masses, can be written:

AM = m1 n1 a2
1

√
1 − e2

1 cos I1 + m2 n2 a2
2

√
1 − e2

2 cos I2

AMD =
2

∑
i=1

mi ni a2
i − AM

(7.2)

The use of AMD is easier because it has a clear interpretation. Indeed, the
AMD has a minimum value (zero) for circular and co-planar orbits and in-
creases with increasing eccentricities and inclinations. It should be empha-
sized that, in the secular dynamics, AMD and AM are equivalent and the be-
havior of AM is reverse of that of AMD.

The conservation of the total energy and of the total angular momentum
along one secular path, defines the main features of the secular motion of plan-
etary systems. Also, it should be noted that the secular phase space structure
of the three-body (two-planet) system depends only on two parameters, the
ratio of the planet masses and the ratio of their orbital semi-major axes.

The pair of the υ Andromedae planets c and d is a classical example of
secular behavior. Actually, the best-fitting results of the radial velocity mea-
surements show that this system is composed of three planets, but the third
planet, b, is far inward and has a smaller mass; thus, in first approximation,
we can neglect the perturbations due to this planet on the motion of the pair
c–d. Assuming an edge-on orbital configuration of the planets and neglecting
the mutual inclinations between their orbits, we numerically integrate the sec-
ular paths, which are shown in Fig. 7.2. The first feature notable in Fig. 7.2a
is the anti-phase evolution of the eccentricities of the planets c and d: when
one eccentricity reaches its maximal value, the other is exactly at its minimal
value, and vice versa. A simple examination of the expression (7.2), under
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Fig. 7.2 (a) Time evolution of the eccentricities of the orbits of
the υ Andromedae planets c and d, for the present best-fit initial
conditions. (b) The secular variation of the angle ∆� = �2 − �1.

conditions I1 = I2 = 0 and constant a1 and a2, reveals that the coupled varia-
tion of the eccentricities is a direct consequence of the conservation of the total
AM (or AMD).

7.4.1
Planar Dynamics

One important feature of secular dynamics can be observed in Fig. 7.2b. It is
the almost exact alignment of the apsidal lines of the outer planets. The dif-
ference of the longitudes of periastra of the two planets oscillates with small
amplitude around 0. From the known extrasolar systems, several pairs are
found in the aligned modes of motion. In our solar system, the angle between
Jupiter’s and Uranus’s perihelions oscillates around 180◦ (anti-alignment),
with an amplitude of 70◦ and a period of 1.1 Myr [25]. This phenomenon
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is sometimes referred to as “secular resonance” or “apsidal resonance” in the
literature (see, for example [26]). However, as we will see later, the apsidal
alignment/anti-alignment in this case can be interpreted as a simple circula-
tion in the phase space around a center displaced from the origin and is not
related to any resonance.

Let us consider the problem of the secular motion of two planets in detail.
Applying the Hamilton–Jacobi approach (7.1), we calculate the secular pla-
nar orbits of the edge-on outer υ Andromedae planets, with the fixed value
of AMD (corresponding to the current υ Andromedae system). Figure 7.3 dis-
plays the solutions of the equations of secular motion, in the two eccentricity
phase planes, (ei cos ∆�, ei sin ∆�): the left panel shows the secular variations
of the inner planet and the right panel shows the secular variations of the outer
planet. In each plane we can see two fixed points (centers), known as Mode I
and Mode II. Mode I corresponds to the aligned configuration of the planets
with the minimum possible energy of the system, for a fixed value of AMD
and m2/m1 > 1. At the same time, Mode II describes anti-aligned configura-
tion and corresponds to the maximum values of the energy. For m2/m1 < 1,
on the other hand, the energies of the Mode I and Mode II solutions are maxi-
mum and minimum, respectively. The initial conditions chosen exactly in one
of these centers correspond to stationary secular solutions, with eccentricities
constant in time and ∆� = 0 or 180◦.

(a) (b)

Fig. 7.3 Secular solutions of the υ Andromedae planets c and d,
at AMD = 0.025. Locations of the Mode I and Mode II are given
by the fixed points in (a) and (b). The thick black curves represent
orbits passing through the e1 = 0 and e2 = 0. The broad gray
curves bound the energy manifold.
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The smooth curves surrounding each of the two fixed points are quasi-
periodic solutions. Even though the motion of the angle ∆� may be either
oscillation (about 0 or 180◦) or circulation, there is no separatrix between them.
To better understand this feature, we plot in thick black curves, two particular
solutions in Fig. 7.3. These solutions are associated with singularities in the
equations of motion, which occur at e1 = 0 and e2 = 0. One solution was
obtained with initial condition e1 ≈ 0 and is seen as a smooth curve passing
through the origin in the e1 phase plane (a). In comparison, the solution, ob-
tained with the initial condition e2 ≈ 0, appears as a “false” separatrix in the
e1 phase plane, separating the domains of the two different kinds of motion.
In the e2 plane (b), this solution is a smooth curve passing through the origin
and the other one separates the domains of two types of motion.

The separatrix-like curves in Fig. 7.3 are due only to the topological inade-
quacy of the plane to represent the solutions of the secular system. As shown
in Pauwels [27], these solutions are better seen on a sphere (Pauwels’ sphere),
which two opposite sides are shown in Fig. 7.4. On the sphere, the longitude
of one point is ∆� and its latitude φ is given as sin φ = 1 − 2 I1/AMD, where

I1 = m1
√

G m0 a1(1 −
√

1 − e2
1). The north pole corresponds to e1 = 0 and

the south pole to e2 = 0. The axis through the centers Mode I and Mode II
is inclined with respect to the vertical axis and the planetary orbits appear as
a family of parallels with respect to this axis. The motions between the thick
black curve and the Mode I center, the paths of which do not enclose the ver-

Fig. 7.4 The same phase space as Fig. 7.3 presented on the
Pauwels’ sphere, of which two sides are shown.
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tical axis, are oscillations of the angle ∆�. The same is true for the motions
between the other thick curve and the Mode II center. The only motions en-
closing the vertical axis, between the two thick curves, show circulations of the
angle ∆�. Figure 7.4 clearly shows that oscillations and circulations may be
continuously transformed from one into another, because no topological sep-
aratrix exists in the phase space. To make this fact clear in the following, we
will use the composite word “circulation/oscillation” to indicate the regime
of motion where the two kinds of motion co-exist, but are not topologically
separated.

7.4.2
Dynamical Maps

Figure 7.5a shows the locations of Mode I (at ∆� = 0) and Mode II (at
∆� = 180◦) centers in the (e1, e2) plane of initial conditions, constructed with
the dynamical parameters of the edge-on outer υ Andromedae system. Neg-
ative values of e1 correspond to ∆� = 180◦. We also show the domains of
oscillation and circulation of ∆� and the location of the actual system (star
symbol). In Fig. 7.5b we show the dynamical map of the space with the same
initial conditions. The map was obtained by direct numerical integrations
of the unaveraged system with initial eccentricities distributed on a grid of
100 × 61 values and with the aligned (e1 positive) and anti-aligned (e1 neg-
ative) periastra. The initial inclination was fixed at 1◦. A spectral indicator
was used to distinguish between regular and chaotic regions [28]. The white
regions correspond to very regular oscillatory motion around the Mode I and
Mode II (the loci of the periodic orbits corresponding to the two modes are
shown by the continuous lines). The gray regions correspond to regular circu-
lations (the gray tone just indicates a larger number of harmonics in the power
spectrum of the solution). The black boundary corresponds to chaotic motion
beyond which lies the hatched region where planetary collisions occur within
0.5 Myr.

The secular behavior of the υ Andromedae system is stable over a large
domain of initial eccentricities. Figure 7.5a shows the domain of stability
bounded by the thick curve. This curve was calculated with the Hill criterion,
which provides a critical (minimal) separation between two planets, given, to
lowest order in masses, by Gladman [29], Marchall and Bozis [30], Roy et al.
[31]

∆c = 2.4
(

m1

m0
+

m2

m0

)1/3

The high eccentricity domain above the thick curve is the region where the
planets approach closely each other. The comparison of the two panels shows
that for large eccentricities this criterion is very optimistic.
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(a) (b)

Fig. 7.5 (a) Periodic orbits and domains of oscillation and circulation in
the (e1,e2) plane of initial conditions, obtained for the parameters of the
υ Andromedae system. (b) Dynamical map calculated with Imut = 1◦.
The curves are the location of analytically calculated periodic orbits.

The dynamical map in Fig. 7.5b also shows a robust region of regular motion
near the right border, where the orbits of the inner planet can reach eccentric-
ities as high as 0.95, without the appearance of any instabilities for 530 000
years. This feature is associated with the advent of a true nonlinear secular
resonance [18]. The nonlinear secular resonance may be a common feature of
the planetary system, particularly, when the masses and axes ratios are not
close to 1. When the planetary masses are equal and their mutual distances
are small, the nonlinear secular resonance does not occur; However, under
these conditions, the probability of finding the system in oscillation (around
0 or 180◦) is very close to 1. When the semi-major axis ratio is far from 1
and m2/m1 > 1, the domains of oscillation of ∆� decrease, and the nonlin-
ear secular resonance zone appears. Its location on the (e1, e2) plane of initial
conditions is in the regions of the very high eccentricities of the inner planet.
The orbit of the outer planet in this case can be nearly circular. Interestingly,
the nonlinear secular resonance does not occur for all considered values of the
axes ratio, if the mass ratio is less than 1. Up to now, no real system is known,
which can be associated with this dynamical state. However, the regime of
planetary parameters where this feature is significant is not particularly ex-
treme, and it would not be surprising if such systems are identified in the
future.
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7.4.3
3D Dynamics

In this section we present results on the non-coplanar secular motion of the
planets. It is the case that, at present, the inclinations of almost all the extraso-
lar systems are unknown. In fact, the spectroscopic radial velocity technique
measures only the line-of-sight component of the velocity of the star and the
fitting of Keplerian ellipses is unable to detect the inclinations and nodes of
the planetary orbits. However, dynamical stability considerations can provide
constraints on the individual planetary masses and inclinations and, despite
the detection difficulties, it is important to understand the spatial evolution of
the systems.

In a 3D system, the conservation of the total angular momentum allows ex-
changes between planet eccentricities and inclinations. If the invariable plane
(a plane orthogonal to the total angular momentum vector) is chosen as a ref-
erence plane, both inclinations are not independent, but are constrained, in
the case of two planets, by the condition [32]

G1 sin I1 = G2 sin I2 (7.3)

where, up to second order in masses, Gi = mi ni a2
i

√
1 − e2

i (i = 1, 2). Thus,
instead of two inclinations, it is enough to consider the mutual inclination be-
tween the planetary orbits, which is just Imut = I1 + I2, when the invariable
reference plane is used. Moreover, for a fixed value of AM, the mutual incli-
nation is determined by the eccentricities through

cos Imut =
AM2 − G2

1 − G2
2

2G1G2
(7.4)

To show all possible regimes of the 3D secular motion, we present in Fig. 7.6
the dynamical map of the system, for two values of AMD. One is the value
corresponding to the actual edge-on outer υ Andromedae system, AMD =
3 × 10−3 (in units of the solar mass, astronomical unit and year). The other
value is larger, AMD = 8 × 10−3, and corresponds to the actual planetary or-
bits, but with a mutual inclination of 60◦. In the construction of the dynamical
maps of Fig. 7.6, a grid of initial conditions was defined on the (e1, e2) planes,
with steps ∆e1 = 0.02 and ∆e2 = 0.01. On the (e1, I1) planes, a grid of ini-
tial eccentricity and inclination of the inner planet was defined with steps
∆e1 = 0.02 and ∆I1 = 1◦. The signs + or − preceding the variable e1, in-
dicate aligned and anti-aligned periastron lines, respectively. The signs + or
− preceding the variables e2 and I1 indicate that the initial values of 2ω1 are
zero or 180◦, respectively. The location of the edge-on outer υ Andromedae
system is indicated by a star.

The shading scale used in the dynamical maps in Fig. 7.6 is related to the
degree of stochasticity of the solutions: the lighter regions in the dynamical
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Fig. 7.6 Dynamical maps for AMD = 3 × 10−3 on the (e1,e2) plane (a)
and (e1,I1) plane (c). The domains of the different regimes of motion
marked by labels from 1 to 5 are described in the text, (b) and (d) Dy-
namical maps for AMD = 8 × 10−3.

maps correspond to initial conditions of regular motion, darker tones indicate
increasingly chaotic motion. The hatched regions are regions of large-scale
instability followed by disruption of the system within the time-interval of
530 000 years. The analysis of the structure of the dynamical maps reveals in-
teresting topological properties and reflects important features of the 3D secu-
lar dynamics which we summarize in the following (for more detail see [19]).

1. The low-to-moderate eccentricity and mutual inclination regime of mo-
tion (domain 1 with e1 < 0.6 and Imut < 30◦). This is a general circula-
tion/oscillation regime, similar to that found in the planar case. The sys-
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tems always exhibit two main kinds of secular motion, characterized by
circulation of ∆� or its oscillation around 0 or 180◦. The arguments of
the pericenter are in regular direct circulation. The edge-on outer υ An-
dromedae system is in this regime of motion and its secular behavior is sta-
ble; weak instabilities seem to occur only in the vicinity of the high-order
16:3 mean-motion resonance (see Fig. 7.7).

2. The high eccentricity and low-to-moderate inclination regime (domain 2
with e1 > 0.6 and Imut < 10◦) is characterized by large-scale instabilities,
due to close approaches of the planets, followed by disruption of the sys-
tem within a few thousands of years. The only surviving solutions in this
region are those inside the nonlinear secular resonance and are bounded
by a zero-frequency separatrix. The secular angle ∆� librates around 0 and
the variations of e1 and e2 are strongly coupled. This feature of the secular
dynamics of two-planet systems is the same as the one that appeared in the
studies of the planar problem.

3. The high-inclination regimes of motion (domains 3–5 with Imut > 30◦):
complex dynamical behavior with the presence of several regimes of reso-
nant motion. The dominating behavior is the e–I coupling, or the Lidov–
Kozai resonance [33], characterized by the coupled variation of the eccen-
tricity and inclination of the inner planet and the libration of the angle ω1
around ±90◦. At variance with the analogous phenomenon in restricted
problems, the variation of the planet inclinations and eccentricities is con-
strained by the total angular momentum conservation. The large eccen-
tricity/inclination excursions induced by the Lidov–Kozai resonance in re-
stricted problems cannot occur in the planetary problem. A regime of mo-
tion with ∆� in the secular resonance also exists in the high-inclination
region. In this case, the secular angle ∆� librates either around 0 or 180◦.

7.4.4
Inclination and Planetary Mass Indetermination

The main problem in applying the 3D secular model to the known planetary
systems, is that the observational data derived from radial velocity measure-
ments do not constrain the individual orbital inclinations. Hence, at the first
instance, we always assume that both planetary orbits are observed edge-on,
so the spatial configuration of this system corresponds to two co-planar plan-
etary orbits placed in the invariable plane, whose inclination i to the sky plane
is 90◦.

Up to second order in masses, the secular behavior of the systems with small
mutual inclinations is independent of the inclination of the invariable plane to
the plane of the sky. This is a consequence of the fact that the main features of
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secular motion of planetary systems are independent of the individual values
of the planetary masses and semi-major axes, but only on their ratios. In the
case of co-planar orbits, the mass ratio may be determined from the observa-
tions, being unaffected by the indetermination of the individual masses. As a
consequence, the results of the edge-on system obtained in the study of the co-
planar dynamics for a given AM, are valid for non edge-on systems with the
angular momentum equal to AM/ sin i. This conclusion allows us to partially
overcome the problem of the mass indetermination, as far as the limit sin i ∼ 0
(the planetary masses tend to be very large) is not approached. If Imut �= 0, the
determination of the mass ratio is affected by the unknown factor sin i1/ sin i2,
where i1 and i2 are the individual inclinations to the sky plane of the inner and
outer orbits, respectively.

7.4.5
Proximity to Mean-motion Resonances

When we study the stability of the real systems, special care must be taken
with the proximity of the systems to the main mean-motion resonances. In
the case of the outer υ Andromedae system, this system is not far from the
5/1 mean-motion resonance (Fig. 7.1). At variance with the secular case, there
is no evidence that the nearly resonant behavior depends only on the mass
ratio. Therefore the dynamical structure of the phase space may be strongly
sensitive to the inclination of the orbits to the plane of the sky.

Figure 7.7 shows the dynamical maps of the neighborhood of the current
position of the outer planet d in two numerical experiments. (a) shows the
edge-on outer υ Andromedae system, with the masses m1 = 1.83 MJup and
m2 = 3.97 MJup, and (b) shows the same system, but with the masses m1 =
2 × 1.83 MJup and m2 = 2 × 3.97 MJup, which corresponds to inclinations of
30◦ to the plane of the sky. (Note that the mass ratio is the same in both sets).
The shading scale was used to distinguish between the regions of regular and
chaotic motion. In both panels, the hatched regions are characterized by large-
scale instabilities followed by disruption of the system within the time interval
of 530 000 years. The domains of chaotic motion (dark tones) are associated
with mean-motion resonances. We note the dominating presence of the 5:1
resonance in the region. Weaker resonances of higher order appear as black
strips of variable width: they are labeled by the corresponding symbols on the
top of the panels. The location of the υ Andromedae system is marked by a
star symbol in both panels.

The edge-on system shown in Fig. 7.7a is far away from the region of the
strong 5:1 resonance; on the other hand, it is close to the weak 16:3 mean-
motion resonance. The situation does not seem to be dramatic in this case:
due to its high order, the 16: 3 resonance is very narrow. Moreover, due to
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(a) (b)

Fig. 7.7 Dynamical maps of the region
around the υ Andromedae system on the
(a2, e2) plane of initial semi-major axis and
eccentricity of the outer planet d. The ini-
tial mutual inclination is equal to 1◦. (a) Map
calculated with planetary masses of the cur-
rent edge-on system, m1 = 1.83 MJup and
m2 = 3.97 MJup.

(b) The same, but with masses m1 =
2 × 1.83 MJup and m2 = 2 × 3.97 MJup.
The high-order mean-motion resonances
are labeled on the top of the graph. The do-
mains, where planetary collisions occur within
0.5 Myr, are hatched. The position of the
edge-on outer υ Andromedae system is indi-
cated by a star.

constraints imposed by the conservation of the total angular momentum, this
system may survive for a time comparable with the age of the star [34]. The
situation may be considered dramatic in the case of the second set of planetary
masses, corresponding to sin i = 0.5 (Fig. 7.7b). In that case, the region of
large-scale instabilities increases and all mean-motion resonances are shifted
towards higher values of the semi-major axes. The system under study is now
located very close to the strong 5:1 mean-motion resonance and undergoes
large-scale instabilities.

7.5
Resonant Dynamics: Planetary Systems in Mean-Motion Resonances

When the ratio of the orbital periods of two planets is close to a ratio of two
simple integers, we say that the planets are close to a mean-motion reso-
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nance. A mean-motion resonance (hereafter just a resonance) is often written
in generic form as (p + q)/q, where p and q are integers, the latter represent-
ing the order of the resonance. The critical (or resonant) angles of a resonance
are defined as σi = (p + q)λ2 − qλ1 − q�i, where λi are mean longitudes of
the planets. The dynamical behavior of the critical angles defines the loca-
tion of the system with respect to the resonance: when one of these angles is
oscillating, the system is inside the resonance.

The averaging procedure shown in Eq. (7.1), together with short-period
terms, removes all effects of mean-motion commensurabilities. In the reso-
nance case, it is necessary to adopt a different rule: the averaging of the sys-
tem with respect to the synodic angle Q = λ2 − λ1. Therefore, the secular
and resonant perturbations, which are of long period, remain in the Hamil-
tonian. The averaged Hamiltonian (total energy) is defined, to second order
in masses, by

Hres =
2

∑
i=1

Gm0mi

2 ai
− 1

2π

∫ 2π

0
R(ai, ei, Ii, Q, σi, ωi) dQ (7.5)

where R is the disturbing function. The Hamiltonian function is very compli-
cated, even in the planar case, and generally possesses several extrema, which
define the stationary solutions of the averaged problem. These solutions are
often referred to as apsidal co-rotation resonances (ACR).

In contrast with the secular behavior, the semi-major axes are no longer
invariant, but their variation is constrained by

(p + q) m1 n1 a2
1 + p m2 n2 a2

2 = const. (7.6)

This means that the averaged semi-major axes of the planets always oscil-
late with opposite phases and with amplitudes that are inversely proportional
to the planet masses. Finally, it is worth emphasizing that the total angular
momentum preserves the general form given in Eq. (7.2) and is conserved.
However, because of Eq. (7.6), it no longer implies a correlated variation of
the eccentricities.

7.5.1
GJ 876 Planets c and b

In the planar case, after averaging over Q, the Hamiltonian is reduced to two
degrees of freedom, to which correspond two angular variables. In what fol-
lows, we adopt the secular angle between the apsidal lines, ∆� = �1 − �2,
and the resonant angle σ1 (the second resonant angle σ2 is equal to σ1 + q∆�).
The structure of the phase space can be studied through the construction of
surfaces of sections. As an example, in Fig. 7.8 we present the surfaces of
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(a) (b)

Fig. 7.8 Surfaces of section of an outer
planet, by the plane sin σ1 = 0 when σ̇1 < 0,
for two different energy levels. The sections
in (a) were constructed along the energy level
corresponding to the current best-fit configu-
ration of the GJ 876 system. The continuous

curves show the boundaries of the energy
manifold. The sections corresponding to the
actual GJ 876 system are shown by thick
curves. Sections in (b) correspond to a lower
energy system with the same masses.

section of the GJ 876 system (planets c and b), which evolve inside the 2/1
mean-motion resonance (see Fig. 7.1), for two different energy levels.

Figure 7.8a corresponds to the best-fit configuration of the GJ 876 system
and (b) corresponds to a lower energy system with the same masses. The first
set is close to the global stable stationary solution corresponding to the energy
maximum and no domains of chaotic motion are seen in the section. Both
critical angles and the secular angle are in libration around 0; in this case, we
say that the system is near to (0, 0) ACR. The lower energy system is distant
from the stationary solution and presents a complex dynamical structure (b).
The zones of stable motion are reduced to small islands surrounded by a sea
of chaotic motion. In the main libration regime (the island near the right-
hand boundary in the section of the inner planet and near the origin in the
section of the outer planet), the critical angle σ1 remains librating around 0,
but the secular angle ∆� is now librating around 180◦. The other two islands
are characterized by the libration of σ1 and the circulation of ∆�. When the
energy decreases, the size of the regions of stable motion also decreases and
they finally shrink into unstable equilibrium points. Thus, the surfaces-of-
section study shows a robust domain of stable motion close to an apsidal co-
rotation resonance.

ACRs are classified in different types, depending on the motion of the res-
onant and secular angles. The possible combinations are (0, 0), (π, 0), (0, π)
and (π, π), where the numbers inside the brackets indicate the stationary val-
ues of σ1 and ∆�. For example, a (0, π) ACR is a solution for which σ1 = 0
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Fig. 7.9 Stable apsidal co-rotation solutions, for given mass
ratios m2/m1, in the 2/1 resonance, for eccentricities up to 0.6.
Continuous curves: (0,π), (0,0) and asymmetric solutions.
Broken curves: (π,π) co-rotations.

and ∆� = π. These solutions are known as symmetric ACRs. There are also
asymmetric solutions which are characterized by libration of the critical angles
about values which are different from zero or π. The global view of ACRs in
the 2/1 mean-motion resonance is shown in Fig. 7.9 [35] (for the other reso-
nances see [36]).

In Fig. 7.9 we present the values of the eccentricities corresponding to ap-
sidal co-rotation resonances. Each curve corresponds to a mass ratio m2/m1.
The continuous lines show the symmetric (0, π), (0, 0) and asymmetric solu-
tions, while the (π, π) solutions are presented in broken lines (the family of
(π, 0) ACR does not exist in this resonance). The dashed line is the locus of
configurations leading to possible collisions between the planets. This curve
can be expressed by a1(1 − e1) = a2(1 − e2). Note that (π, π) co-rotations are
beyond the collision curve. For very small masses, these solutions can even be
detected in the close vicinity of the collision curve. But it is worth observing
that, for finite planetary masses, the stability of (π, π) co-rotations cannot be
guaranteed below the Hill stability criterion (see Section 7.4.1).
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Fig. 7.10 Orbital evolution of GJ 876 c,b system on the (e1,e2) plane.
Filled circles show four different orbital fits, while gray curves show the
corresponding orbital paths. All fits are characterized by small ampli-
tudes of libration around ACR solutions. For mass ratio m2/m1 = 3.2,
(0,0) and (0,π) ACR are drawn by continuous black lines, while (π,π)
solutions are shown by broken curve. (From Beaugé et al. [7]).

Figure 7.10 shows the eccentricities in different orbital fits of the system GJ
876 (c,b) [37–39] and their temporal variation during a 105 yr time span. It
is noteworthy that all observational fits lie very close to the zero-amplitude
resonant solutions, for the mass ratio 3.2. This fact suggests that resonant
exoplanets acquired their present orbits as a result of migration from initially
quasi-circular orbits and capture into commensurabilities [7]. Indeed, hydro-
dynamical simulations of the evolution of two planets immersed in a gaseous
disc, have always shown co-rotational final orbits (e.g. [40–44], etc).

7.5.2
HD 82943 Planets c and b

The first available orbital fit for this system was posted in the Geneva extra-
solar planet search programme homepage in 2002. According to the posted
data, the system should be trapped in a (π, π) co-rotation, which lies above
the collision curve [46]. Nevertheless, this configuration is not consistent with
a smooth planetary migration. Indeed, starting with initially circular orbits,
the system could reach the (π, π) ACR domain only through collisional events
[47]. In 2005, updated observational data permitted to obtain a new orbital fit
by Mayor et al. [45], significantly different from the previously published val-
ues. This fit placed the system in oscillation about the (0, 0) co-rotation solu-
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Fig. 7.11 The same as the previous figure, but for the HD 82943
planets, with m2/m1 = 1 and the orbital fit from [45]. (From
Beaugé et al. [7]).

tion. Figure 7.11 shows the best-fit solution for orbital parameters [45] and the
temporal variation of planet eccentricities calculated over 2 × 103 yr time in-
terval. We note that, although a co-rotation around the (0,0) symmetric family
is confirmed, it shows a very large amplitude.

A longer numerical simulation shows that the published orbits of the HD
82943 planets undergo a major catastrophe in about 50 000 yr, and one of the
planets is expelled from the system (or collides with the star) in less than twice
that time [48]. In the first 10 000 yr of the simulation, the solution lies in the
2:1 resonance zone, and one of the two critical angles related to this resonance
appears in libration. However, the permanence of the system in a resonant
state is only temporary. Since the age of the star is of the order of 109 yr, this
orbital fit does not correspond to an acceptable system.

A new effort to determine the orbits of the HD 82943 planets was made by
Ferraz-Mello et al. [48]. It was shown that a relatively large number of orbital
fits are possible which satisfy the observational data of HD 82943 almost as
well as the least-squares solutions. A dynamical analysis of these fits showed
that many of them still yield unstable orbital configurations. However, some
of the “good fits” allow the system to remain in the neighborhood of a (0, 0)
apsidal co-rotation for long time intervals and, consequently, are compatible
with a co-rotation/migration scenario. A new attempt, adding new obser-
vations to the set considered in the previous determination, leaded to best-
fit solutions showing the same instabilities as the one discussed above [49].
Further observations may help towards a better understanding of the system.
So far, the orbital uncertainties are such that they allow us even to obtain a
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Fig. 7.12 Dynamical map of the 2/1 reso-
nance on the plane (n1/n2,e2), obtained for
e1 = 0.41, σ1 = 0, ω1 = 90◦. The initial
mutual inclination is equal to 1◦. The con-
ditions with initially aligned periapses lie in
the positive half-plane and anti-aligned in the

negative half-plane. Periodic solutions of the
resonant Hamiltonian, corresponding to librat-
ing σ1 and ∆� form the σ1 and ∆� families,
respectively. Intersections of the best-fit solu-
tion are shown by crosses and the solution B
from [48] by stars.

completely different configuration which fits the observed RV variations of
the parent stars as being induced by a pair of Trojan planets (that is, in 1:1
MMR) [50].

To understand the dynamics of this system, we consider a dynamical map
covering the region around the best-fit solution and present it on the (n1/n2,
e2) plane (Fig. 7.12). This dynamical map was constructed adopting the ini-
tial mutual inclination of 1◦. We can see the domains of stable motion of the
resonance in gray tones, while the hatched regions are regions of large-scale
instability followed by disruption of the system within the simulation time in-
terval (530 000 years). The intersections of the best-fit solution given by Mayor
et al. [45] with this plane are displayed by crosses, and the intersections of the
good fit labeled as B in Ferraz-Mello et al. [48] are displayed by stars. It is
clear from Fig. 7.12 that the best-fit solution places the system on the border of
the stable domain of the 2/1 resonance; this fact fully explains the short-living
chaotic behavior of the system. At variance, all intersections of the given good
fit lie in the domain free from instabilities. It is worth noting that the r.m.s. of
the residuals in the given good fit and in the best fit are almost the same.
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The interpretation of the topological properties of the 2/1 resonance is fa-
cilitated by plotting two families of periodic solutions in Fig. 7.12. These so-
lutions were obtained with the analytical model. The almost-vertical curve
presents the location of stable periodic solutions where σ1 = 0. The almost-
horizontal curve shows the periodic solutions in which ∆� = 0. By definition,
the intersection of two families gives the location of the (0, 0) ACR, which
is characterized by constant eccentricities and semi-major axes. The narrow
white strips coincide with the location of the families of periodic solutions.
The stable domain around (0, 0) ACR is dominated by a gray background
of regular resonant motion of the system. We can see, in Fig. 7.12, that it is
possible to find initial conditions of stable motion (light regions) with large
libration amplitudes; the only condition is the proximity of these solutions to
the family ∆� = 0.

For small mutual inclinations, the resonant motion is composed by two nor-
mal components: one is an oscillation around periodic solutions of the family
σ = 0, and the other one is an oscillation around periodic solutions belonging
to the family ∆� = 0. For high mutual inclination, the analysis of the third
dimension requires a more detailed study.

7.6
Nearly Resonant Systems with Small Eccentricities

The most curious feature which can be observed in Fig. 7.1 is the existence of
no more than a few pairs of planets with small eccentricties (< 0.1). Beside
the three pairs of the outer solar system (dots), the only known systems with
this characteristic are the three planets in the PSR 1257+12 system and the 47
Uma planets. It should be noted that there is no evidence that low-eccentricity
orbits are able to produce apparent bias in observational data.

We place these pairs of planets in the subclass with near-resonant motion.
Such systems are not trapped in a mean-motion resonance, but reside in close
proximity to one, in such a way that resonant effects may be observable on
their dynamics. The existence of near resonances in the outer solar system has
been known for many years. All Jovian planets are in the immediate vicin-
ity of significant commensurabilities between their mean motions. The most
famous of these commensurabilities involves Jupiter and Saturn, whose or-
bital periods are such that TSat/TJup ≈ 5/2, which is responsible for the large-
longitude perturbations known as Great Inequality. The associated mode of
motion has a period of ∼ 880 yr and plays an important role in the depletion
processes among the minor planets’ population [51–53].

The other near-resonances in the solar system involve the orbits of Saturn
and Uranus which lie close to the 3/1 commensurability, and the orbits of
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Uranus and Neptune, close to the 2/1 commensurability. In the extrasolar
systems, the pair of the planets c and d around the pulsar PSR1257+12 is close
to the 3/2 mean-motion resonance [54], and the pair b and c, to the 5/2 res-
onance. The closeness of the outer pulsar planets to commensurability pro-
duces perturbations large enough to be observed from Earth thus confirming
the existence of the planets [55, 56] and allowing us to determine their masses,
thus solving the inclination indetermination. Finally, the orbits of two planets
of the 47 Uma system seem to be close to the 7/3 resonance.

To understand the dynamics of the near-resonant configurations, we
present a dynamical map in the neighborhood of the present position of
Saturn in Fig. 7.13. The dynamical map was obtained by simulation of the
actual elements of the outer planets, except Saturn’s osculating semi-major
axis and eccentricity, which were varied on a 251 × 21 grid [34]. The actual
position of Saturn is marked by a plus sign. The values of the spectral indi-
cator, obtained in the range from 1 to 100 over 1.5 Myr, are coded by gray
levels that vary logarithmically from white to black and are plotted on the
(aS, eS) plane of initial osculating orbital elements. The lighter regions indi-
cate regular motion, whereas the darker regions indicate chaotic motion. The
domains where planetary collisions occur within 50 Myr are hatched.

Fig. 7.13 Dynamical map of the region around Saturn. The actual
position of Saturn is indicated by a plus sign.

The main mean-motion resonances between the planets exhibit chaotic mo-
tion and appear in Fig. 7.13 as black “stalactites” of different widths, depend-
ing on the order of the resonance. Two-planet mean-motion resonances are
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labeled on the top of the graph in the form n Pi : m Pj, where P denotes the
planet (J, S and U for Jupiter, Saturn and Uranus, respectively) and n and
m are the integers that appear in the critical argument of the corresponding
resonance. There are also several narrow vertical bands of chaotic motion as-
sociated with three-planet resonances (see [34]).

The regions around the planets are densely filled by mean-motion reso-
nances. Why are the planets near, but not quite in, the exact resonances?
We can expect that the simultaneous resonant coupling between the plane-
tary motions would allow a largely stable dynamical behavior. The most well
known example is the system of three Galilean satellites of Jupiter, which are
involved in a complex set of mean-motion resonances. We can see in Fig. 7.13
that important two-planet resonances are overlapping each other, generating
large instabilities in planetary motion. This is due to the fact that the planets
are only close to these resonances, but not inside them. As a consequence,
the overlap of the resonances destroys stable domains of an individual reso-
nance and the only possible robust domains of stable motion are in the low-
eccentricity region.

We note that Saturn is presently located in an apparently regular region,
very close to the 5S:2J resonance with Jupiter. We can conjecture that the actual
configuration of the outer solar system is a natural arrangement of complex
systems composed by several planets and that only nearly resonant configura-
tions and low eccentricities permit us to put together relatively close massive
planets. A similar phenomenon is not observed in the inner solar system. We
might think that the mass factor could be responsible, because the width of
a resonance is related to the individual planetary masses. Many questions
related to the planet-system configurations have arisen from the discovery
of extrasolar planets. We believe that this discovery will also provide many
opportunities for improving our understanding of the evolution of planetary
systems.
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Planets in Double Stars
Elke Pilat-Lohinger and Rudolf Dvorak

Abstract

Stability studies of planetary motion in binary systems are very important,
since we expect that more and more planets in such stellar systems will be
discovered in the future – due to the fact that most of the stars in the solar
neighborhood form double or multiple star systems. Currently (January 2007)
we know only few planetary systems, which have a “close” stellar compan-
ion, out of a – meanwhile long – list of extrasolar planetary systems. The
total number of binaries with planets is about 30. In most of these double-star
systems the distance of the two stellar components is between 100 and more
than 12000 AU. Therefore, it is obvious that the detected planets were found
to move around one stellar component.

This chapter gives an overview about planetary orbits in binary systems,
where the different types of motion are discussed. First, we present some gen-
eral stability studies that define the stable region for planetary motion in such
systems, where different mass ratios of the stellar components were consid-
ered. In this context we discuss the influence of both eccentricities – that of
the binary and that of the planet. We show that circular planetary motion can-
not always give the necessary information, whether a planet is in a stable zone
or not, especially when high eccentric planetary orbits are close to the border
of stable motion. Some applications to real binary systems will underline the
importance of such general investigations. Moreover, we show some results
about the influence of the secondary companion on the region between the
host star and the giant planet.

8.1
Introduction

The famous discovery of the first planet orbiting the sun-like star 51 Peg more
than 10 years ago [1] was certainly a milestone in astronomy. Since that time,
we have known that the planets of our solar system are not the only ones.
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From the more than 200 extrasolar planets near sun-like stars (cf. web-site
of J. Schneider)1) that have been discovered during the last decade, we can
distinguish the following systems:

1. Single-star single-planet systems.
2. Single-star multi-planet systems.
3. Planets in double-star systems.

The last two are of special interest from a dynamical point of view, since the
stable planetary motion is restricted to certain regions of the phase space in
those systems due to the gravitational interactions between three or more ce-
lestial bodies. Up to now we have knowledge of about 25 multi-planetary
systems and about 30 binary systems [2] that host one or more planets.

In this chapter we will concentrate on planetary motion in double-star sys-
tems. Stability studies for such systems are very important, as it is well known
that more than 60% of the stars in the solar neighborhood build double- or
multiple-star systems (see [3]). Due to this fact, we expect that, in future, more
and more planets will be found in binary systems.

However, we have to point out that more than one decade before the first
planet in a binary system had been discovered, astronomers, working in Dy-
namical Astronomy, carried out stability studies for the different types of mo-
tion (see, e.g., [4–9]) using the elliptic restricted three-body problem (see Sec-
tion 8.2) for numerical simulations. Between 1988 and 1998 Benest studied
several binaries in a series of papers (see [10–15]). The discovery of planets
in such systems encouraged many research groups either to examine special
double star systems (see, e.g., [16–20]) or to study the stability in general again
(see, e.g., [21–23]). Additionally, there are investigations, that used the general
three-body problem (see e.g. [24–26] and more recently by Innanen et al. [27]
or Musielak et al. [28]).

This chapter gives a summary of planetary motion in binary systems. After
a short introduction to the models and methods that were used for the dif-
ferent studies, we first concentrate on general stability studies that define the
stable region for such systems with different mass ratios of the stellar com-
ponents. Moreover, we show the importance of taking the planet’s eccentric-
ity into account, which normally reduces the stable zone. The significance of
such stability studies can be seen from the application to real systems, that
produces immediate information for the observer, whether or not a detected
planet is in the stable region. And finally, we visualize the influence of the
secondary companion.

1) http://vo.obspm.fr/exoplanetes/encyclo/catalog.php
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8.2
Computations and Methods

For computer simulations of dynamical systems one has to choose an appro-
priate dynamical model, that will give a good approximation for the system
under consideration. In a first step we will apply the simplest model which
is most probably the fastest one for the computations. This is, in our case, the
elliptic restricted three-body problem (ER3BP): where the motion of a mass-less
body (m3) is studied in the gravitational field of two massive bodies, i.e., the
so-called primaries (m1 and m2). Since m3 does not influence the motion of
the primaries (i.e., in our case the two stars), they move on Keplerian orbits
around their center of mass. This model is commonly used in studies of celes-
tial mechanics and gives quite reasonable results if the mass of the third body
is small compared to the other two.

If the third body is quite massive it is advisable to use the three-body problem
(TBP), where we are faced with gravitational interactions between all three
bodies.

For binaries, where a giant planet has already been detected, one has to use
the following models instead of the ER3BP and the TBP, namely:

• the restricted four-body problem (R4BP): where the motion of a mass-less body
is studied in the gravitational field of three massive bodies; and

• the four-body problem: where all bodies are massive, so that they interact
gravitationally. Its application is also used to verify the results of the R4BP.

For the computations we used two integration methods which are known
to work correctly in the case of close encounters, namely the Bulirsch–Stoer
method [29] – which applies the Richardson extrapolation, where a large inter-
val H is divided step by step into n finer subintervals h = H/n – and the Lie
integration method [30, 31] – where a special linear differential operator (called
the Lie operator) produces a Lie series which is used to solve the equations of
motion; the adaptive step-size control of the program allows for the compu-
tation of close encounters. With both methods one can obtain high-accuracy
solutions for ordinary differential equations.

To determine the state of motion of the computed orbits, one has to use
a chaos indicator, on the one hand, or long-term orbital computations and
analysis on the other hand.

As a chaos indicator the fast Lyapunov indicator (FLI) (see [32]) was used,
which is quite a fast tool to distinguish between regular and chaotic motion.
According to the definition – which is the length of the largest tangent vector:

ψ(t) = sup
i

‖vi(t)‖ i = 1, . . . n

(n denotes the dimension of the phase space) – it is obvious that chaotic orbits
can be found very quickly because of the exponential growth of this vector in
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the chaotic region. For most chaotic orbits only a small number of primary
revolutions is needed to determine the orbital behavior. In order to distin-
guish between stable and chaotic motion we define a critical value for the
FLIs, which is usually set between 107 and 109 depending on the computation
time. This method has often been applied to studies of Extrasolar Planetary
Systems (see, e.g., [18–20, 22, 23, 33–36] and others).

A simple method used to analyze the orbital parameters of an extensive
computation is, e.g., the sup method, where the variation of the sup of an action
variable is examined. This method was introduced by Laskar [37] and later by
Froeschlé and Lega [38]. For the planetary motion it is useful to apply this
method to the eccentricity, since the variation of sup-e determines the orbital
behavior quite well – as was shown by Laskar in his long-term studies of our
solar system (see [39]).

Another good characterization of a region in a planetary system is achieved
by the max-e, which is the maximum eccentricity of an orbit calculated over
the whole integration time. The max-e stability maps are very useful – espe-
cially for studies in the so-called habitable zone of a sun-like star (see Dvorak,
this volume) – in a sense that one can easily determine the stable regions. This
method has been successfully applied to studies of extrasolar planetary sys-
tems (see, e.g., [18–20, 36, 40–42] and others.)

8.3
General Stability Studies of Planetary Motion in Double-star Systems

From a dynamical point of view, we can distinguish three types of motion in
double-star systems (cf. [4]):

1. The satellite-type (or S-type) motion, where the planet moves around one stel-
lar component.

2. The planet–type (or P-type) motion, where the planet surrounds both stars in
a very distant orbit.

3. The libration-type (or L-type) motion, where the planet moves in the same or-
bit as the secondary companion but 60◦ ahead or behind, and furthermore,
they are locked in 1:1 mean-motion resonance.

In the following sections, we discuss the characteristics of these motions.

8.3.1
S-type Motion

Most of the general stability studies of S-type motion (also called circumstellar
motion) used the planar ER3BP and determined the stable region as a function
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of the binary’s eccentricity, where the motion of the planet was initially circu-
lar (see, e.g., [6] or [21]). Only the numerical investigation by Pilat-Lohinger
and Dvorak [22] also analyzed the influence of the planet’s eccentricity. In
principle, these three cited investigations determined the stable regions of
planetary motion in a similar way. The host star, which the planet (i.e., the
massless body) moves around, is always denoted m1, and the following con-
ditions apply:

1. The initial conditions of the binaries are:

(a) a fixed semi-major axis of 1 AU,

(b) variation of the eccentricity between 0 and 0.9 with a step-size of 0.1,
and

(c) two starting positions for the second star m2 at the pericenter and the
apocenter.

2. The initial conditions of the planets are:

(a) a semi-major axis between 0.1 and 0.9 AU with a various step δa, and

(b) four starting positions were used for each orbit (i.e., mean anomaly
= 0◦ or 90◦ or 180◦ or 270◦),

(c) the initial eccentricity was 0 in [6] and [21] and was varied between 0
and 0.5 with a step of 0.1 for all mass ratios and in some cases up to 0.9
(in [22]),

(d) all three investigations studied planar planetary motion.

While in [6] and [21] they determined the stable zone through escape orbits
within a certain computation time, in [22] a chaos indicator was used to char-
acterize the long-term behavior of motion. Even if the computation time of
the latter seems to be quite short, one will have to take into account that the
results are valid for a longer timespan due to the application of the FLI. More-
over, test computations using a rougher grid for the FLI maps and computa-
tions times over 104, 105 and 106 periods of the primaries did not change the
result significantly.

As an example we present the results for a binary, where the two stellar
components have equal masses, i.e., the mass ratio µ = 0.5. The 3D plot
(Fig. 8.1) shows the initial eccentricities of the binary and of the planet on the
x- and y-axis, respectively. The z-axis gives the extension of the stable zone
which is defined by the semi-major axis (in AU) of the last stable orbit, i.e.,
the largest distance between the planet and m1, where the orbits of all four
starting positions remained stable for the integration time. The results can be
summarized as follows:

• One can clearly see a stronger reduction of the stable zone along the x-axis,
i.e., if the eccentricity of the binary is increased from 0 to 0.8.
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Fig. 8.1 The size of the stable zone (z-axis) of S-type motion in
a binary with mass ratio µ = 0.5 depending on the eccentricity of
the binary (x-axis) and of the planet (y-axis). It is clearly seen that
the variation in ebinary influences the extension of the stable zone
more strongly than the variation in eplanet .

• The appearance of minima and maxima, as at (ebinary, eplanet) = (0.1, 0.2)
indicates, that an increase in the eccentricity does not reduce the stable zone
immediately.

• The influence of the binary’s eccentricity on the size of the stable zone can
be seen when we follow a line along the x-axis (i.e., eBinary) from 0 to 0.8
for a certain eccentricity of the planet. The reduction of the stable zone is
between 0.20 and 0.24 [units of length (UL)] for the different eccentricities
of the planet.

• When we follow a line along the y-axis (i.e., ePlanet) from 0 to 0.8 then the
stable zone is reduced between 0.025 and 0.09 [UL].

• Consequently, the influence of ebinary is between 2.5 and nearly 8 times
stronger than that of eplanet.

To show the necessity of taking the planet’s eccentricity into account, to de-
termine whether a detected planet in a binary is in the stable zone or not, a
comparison of the results of [21] and [22] for µ = 0.5 was carried out. In this
connection, the relation published in [21], that defines a zone for the stabil-
ity borders of a certain mass ratio and a certain eccentricity of the binary is
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Fig. 8.2 Stability borders for planetary motion
in a binary with equal masses. The region
between the two dashed lines (which were
calculated from Eq. 3 of [21]) shows where
one can expect the border of stable motion
for planetary orbits in such a double-star sys-

tem. The border lines for eplanet = 0 : full line
with crosses; eplanet = 0.1 : dashed line with
stars; eplanet = 0.2 : dashed-dotted line with
black squares are taken from [22]. The dotted
line with white squares shows the result of
the computations in [21].

applied. Since in [21] they did the computation only for circular planetary
motion, we verify how the results for eccentric planetary motion obtained in
[22] fit the region defined by this relation, which is marked by the two dashed
lines in Figs. 8.2 and 8.3, that show the comparison.

In the first figure, only results up to eplanet = 0.2 are shown: for circular
orbits see the full line with crosses, for eplanet = 0.1 the dashed line with stars,
and for eplanet = 0.2 the dashed-dotted line with black squares. Furthermore,
the dotted line with white squares shows the result obtained in [21]. One can
see clearly, that all calculated stability borders lie inside the limiting curves.
For eplanet = 0.2, there are two cases (ebinary = 0.2 and 0.3) where the calcu-
lated border is at the lower limit. Moreover, the results in [22] for the circular
case and for ebinary = 0.1 are similar, except for 0.4 ≤ ebinary ≤ 0.6. Fig-
ure 8.3 summarizes the results for all eccentricities of the planets, where the
majority of the stability borders lie outside the given zone defined by the re-
lation of Holman and Wiegert. This means that, for eccentric planetary orbits
(eplanet ≥ 0.2) we have to shift the border of the stable zone towards the host
star (m1) and in case of ebinary = 0, from 0.26 to 0.22 [UL].

A summary of the results is given in Tables 8.1 and 8.2. In Table 8.1 one can
see the border of the stable region (i.e., the semi-major axis of the last stable
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Fig. 8.3 The same as Fig. 8.2 but for all eccentricities of the
planet from 0.3 to 0.9. The results are taken from [22]. One has to
note that all border-lines lie outside if ebinary < 0.4.

orbit) where we took the lower value of the two studies [21] and [22]. Even
if the results of these studies are in good agreement, minor variations will be
caused by the different methods used to determine the stable region. In some
cases the FLI results gave a slightly larger stable region due to the fact that
only four starting positions were used, whereas Holman and Wiegert used
eight. Furthermore, the variation in the stable region due to an increase of
ebinary or eplanet is shown in Table 8.2 for all mass ratios.

In principle, one can see that the reduction in the stable zone, due to an
increase in the binary’s eccentricity, is between 0.07 [UL] (i.e., for the initially
circular motion in a binary with µ = 0.9) and 0.28 [UL] (i.e., for the initially
circular motion in a binary with µ = 0.1). Even if the dependence of the size
of the stable region on the eccentricity of the planet is not so strong, it is not
negligible, especially if a planet is close to the border of chaotic motion and
moves in a highly eccentric orbit.

A presentation of the 3D stability plots of all mass ratios and a detailed
discussion of this work is given in [22].
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Table 8.1 Stable zone (in units of length) of S-type motion for all computed mass ratios and
eccentricities of the binary. The given size for each µ, ebinary pair is the lower value of the
studies in [21] and [22].

Mass ratio (µ)

ebinary 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.0 0.45 0.38 0.37 0.30 0.26 0.23 0.20 0.16 0.13

0.1 0.37 0.32 0.29 0.27 0.24 0.20 0.18 0.15 0.11

0.2 0.32 0.27 0.25 0.22 0.19 0.18 0.16 0.13 0.10

0.3 0.28 0.24 0.21 0.18 0.16 0.15 0.13 0.11 0.09

0.4 0.21 0.20 0.18 0.16 0.15 0.12 0.11 0.10 0.07

0.5 0.17 0.16 0.13 0.12 0.12 0.09 0.09 0.07 0.06

0.6 0.13 0.12 0.11 0.10 0.08 0.08 0.07 0.06 0.045

0.7 0.09 0.08 0.07 0.07 0.05 0.05 0.05 0.045 0.035

0.8 0.05 0.05 0.04 0.04 0.03 0.035 0.03 0.025 0.02

Table 8.2 Stable zone (in units of length) of S-type motion.

Mass ratio ebinary Stable zone
µ = m2/(m1 + m2) eplanet = 0 eplanet = 0.5

0.1 0 0.45 0.36
0.5 0.17 0.13

0.2 0 0.38 0.31
0.5 0.16 0.12

0.3 0 0.37 0.28
0.5 0.13 0.11

0.4 0 0.30 0.25
0.5 0.12 0.07

0.5 0 0.26 0.22
0.5 0.12 0.07

0.6 0 0.23 0.21
0.5 0.09 0.07

0.7 0 0.20 0.18
0.5 0.09 0.07

0.8 0 0.16 0.16
0.5 0.07 0.05

0.9 0 0.13 0.12
0.5 0.06 0.04

In one of the following sections we show the results for µ = 0.2 (see Fig. 8.8)
as an application to the real binary γ Cephei that hosts a giant planet of 1.76
Jupiter-masses .



188 8 Planets in Double Stars

8.3.2
P-type Motion

According to previous results – and contrary to the S-type orbits – the stability
limits for P-types are almost independent of the mass ratio (see Table 8.3) of
the primaries. As a consequence we present the case of equal massive primary
bodies only; i.e., with mass ratio µ = 0.5.

Table 8.3 The inner stability border (in units of length) of P-type motion for various mass ratios
and eccentricities of the binary. (Taken from [21].)

Mass ratio (µ)

ebinary 0.1 0.2 0.3 0.4 0.5

0.0 2.0 2.2 2.3 2.3 2.3

0.1 2.4 2.7 2.7 2.8 2.8

0.2 2.7 3.1 3.1 3.1 3.1

0.3 3.1 3.5 3.5 3.3 3.2

0.4 3.5 3.5 3.6 3.5 3.6

0.5 3.8 3.9 3.9 3.6 3.7

0.6 3.9 3.9 3.9 3.8 3.7

0.7 4.2 4.3 4.3 4.1 4.1

For such a system several studies of periodic orbits exist in the circular re-
stricted three-body problem. The first investigations for the three-dimensional
case date back to Goudas [43] (1961, 1963), followed by the works of Markel-
los [44, 45] (1977, 1978), Michalodimitrakis [46] (1979), Perdios and Markellos
[47] (1988) and Zagouras and Markellos [48] (1977) and more recently Broucke
[49] (2001).

In the study by Pilat-Lohinger et al. [23] the phase space around such a
binary was examined with the following variation in the initial conditions:

• For the orbits of the binary:

1. The eccentricity ebinary was increased from 0 to 0.5 with ∆ebinary = 0.05.

2. For the starting positions of the primaries we used the apo- and perias-
tron position (for ebinary > 0).

• For the planetary orbits:

1. The initial distance (A) of the planet from the barycenter of the binary
was varied from 1.8 to 3.5 AU (for ebinary ≤ 0.15) and to 4.5 AU (for
ebinary ≥ 0.2) with ∆A = 0.01 AU.

2. For each A we used four starting positions for the planets which are de-
fined by the following angles of the planetary orbit to the connecting line
of the primaries: α = 0◦, 45◦, 90◦ and 135◦;
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3. The inclination iplanet of the planetary orbit to the plane of motion of the
binary was increased from 0◦ to 50◦ with a step size of ∆iplanet = 2.5◦.

4. All fictitious planets were started in circular orbits.

The stable motion was determined by means of the FLIs, where the dependency
on two parameters, namely on the eccentricity of the binary and on the incli-
nation of the planet was studied. From all computed orbits one can define the
following borders:

• An upper critical orbit (UCO) [7], which builds the border of the stable zone
and is therefore defined as the innermost orbit where all eight (or four if
ebinary = 0) different starting positions were found to be stable.

• A lower critical orbit (LCO) which builds the border of the chaotic zone, that
is the outermost orbit where all eight (or four if ebinary = 0) different starting
positions were found to be unstable.

• An escape time for the unstable orbits, which is given by the time when
a close encounter with one of the primaries occurred (within the Hill’s
sphere).

Three examples of the 22 computed stability maps are given in Figs. 8.4 and
8.5 (a) and (b), where the FLI results are shown for (1) circular binary motion
(Fig. 8.4), and (2) two eccentric binary motions, i.e., ebinary = 0.1 (Fig. 8.5a)
and ebinary = 0.5 (Fig. 8.5b). All maps show three types of motion: black for
the stable, grey for the mixed and light grey for the chaotic one. In the plot of
the circular case (Fig. 8.4) we see a nearly constant UCO (at A = 2.25 AU) for
inclinations up to 20◦, and subsequently we observe an almost linear increase
to smaller values of the initial distance down to A = 2.13 AU for iplanet = 50◦.
For the LCO there is no significant change with the inclination, which can be
seen by the almost-straight line at A = 1.98 AU. The region between the LCO
and UCO is the so-called mixed zone (where both motions can be found for
a certain A), whose size is 0.3 AU for all inclinations from 0◦ to 15◦. There-
after, we recognize a separation of this zone due to a finger-like stable area
from iplanet = 15◦ to iplanet = 45◦. A second finger-like separation due to an-
other stable region, occurs at inclinations between 25◦ and 35◦ which finally
results in a large stable region close to the unstable zone from iplanet ≥ 40◦ on.
Furthermore, for iplanet = 47.5◦ and iplanet = 50◦ a small completely chaotic
region appears at A = 2.1 AU so that the mixed region disappears almost
completely for such large values of the initial inclinations. Even if the result
shows an increase in the stable zone for higher inclinations, this is not in con-
trast to the study by Kozai [50], who found more instability for highly inclined
orbits in the asteroid belt, which is caused by a resonance that pumps up the
initial small eccentricities to large ones. As all orbits were started in circular
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Fig. 8.4 FLI stability map for circular motion of the binary
(ebinary = 0) – for details see the text. The different distances
to the barycenter are plotted on the x-axis and the different incli-
nations denote the y-axis. Note that the scaling of both axes is
from the largest to the lowest value.

motion, the Kozai resonance cannot be observed in the results. Moreover, it
was already found, for the outer solar system, that the Kozai resonance plays
a role only for orbits with high inclination and large eccentricity (see Thomas
and Morbidelli [51]).

Additionally, some small chaotic islands appear inside the stable region.
They may be caused by mean-motion resonances between the primaries and
the planet, but that still has to be studied more closely.

For the elliptic study, ten different eccentricities for the binary’s motion were
used: 0.05 ≤ ebinary ≤ 0.5 (with ∆ebinary = 0.05); where eight initial posi-
tions for each orbit were computed (as the primaries were started in two po-
sitions – the peri- and apoastron). As an example we show the FLI results for
a low eccentricity (0.1) and a high eccentricity (0.5) motion of the binary (see
Figs. 8.5a,b). One can see that the border between chaotic and mixed motion
(i.e., the LCO) is shifted from A = 1.95 AU (for ebinary = 0 (see Fig. 8.4) to
2.6 or 2.67 AU depending on the inclination for ebinary = 0.1 (see Fig. 8.5a).
Thereafter the limit remained at this position up to ebinary = 0.3. For an ec-
centricity of ebinary = 0.35 another shift can be observed to about A = 3 AU,
which corresponds to the position of the chaotic strip in the stable region for
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(a)

(b)

Fig. 8.5 FLI stability maps for different eccentricities of the binary:
(a) ebinary = 0.1 and (b) ebinary = 0.5; for details see the text. The
different distances to the barycenter are plotted on the x-axis and
the different inclinations are denoted by the y-axis. Note that the
scaling of both axes is from the largest to the lowest value.
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ebinary = 0.1 (see Fig. 8.5a). A further increase in the eccentricity causes the
stable zone between the LCO and UCO to become smaller and smaller, which
finally leads to a shift of the two borders. Moreover, another chaotic island
appears at about 3.4 AU from the barycenter – first indications for this can
already be seen in Fig. 8.5a for iplanet = 30◦, while in the results of the or-
bital computations, where we defined the different state of motion by means
of the escape time of an orbit, this chaotic island appears for the first time for
ebinary = 0.2. More details can be found in [23].

The second example for the elliptic case (e = 0.5) shows the border be-
tween unstable and mixed motion at about 3 AU. The border of the stable
zone begins beyond 3.8 AU from the barycenter, which is about 0.3 AU fur-
ther outside than in the result of the orbital computations – except for high
inclinations (iplanet ≥ 47.5◦), where the UCO is the same in both studies. So
we can summarize that:

(1) the stability limit varies between 2.15 AU and 3.85 AU depending on the
eccentricity of the binary;

(2) only for some eccentricities do we find a clear dependence of the stability
limits on the inclination of the planetary orbit; and

(3) the regions of stable, mixed and chaotic orbits show the following behav-
ior: for certain eccentricities a small finger-like unstable island appears at
high inclinations and evolves to a small strip of instability in the (A, iplanet)
plots if we increase the binaries’ eccentricity. This development finally
leads to a shift of the stable zone to larger distances from the barycenter.

In Fig. 8.6 we summarize the results for the LCO and UCO. The global result
of the LCO (Fig. 8.6a) shows an increase for an eccentricity up to 0.1 with a
more or less constant behavior with respect to the inclination (from A = 1.9
to 2.5 AU). Between ebinary = 0.1 and 0.3 we find a slightly inclined plateau to
larger A values (from 2.5 to 2.75 AU). A further increase of ebinary up to 0.35
yields a jump in A and subsequently A depends neither on ebinary nor on iP
(A = 2.95 AU).

Figure 8.6b shows the global result of the UCO in the (ebinary, iplanet) plane,
which is the border of the stable zone and therefore defined by the distance
to the barycenter where all starting positions indicate stable motion. One can
see that an increase of the binary’s eccentricity shifts the stable zone to larger
distances from the barycenter while the inclination of the planet has, in gen-
eral, no significant influence on the UCO; the most visible exception is for
ebinary = 0.5 and high inclinations. A more detailed study can be found in [23].
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(a)

(b)

Fig. 8.6 The size of the stable zone of P-type motion in a binary
with mass ratio µ = 0.5 depending on the eccentricity of the
binary and on the inclination of the planet. (a) summarizes the
results for the LCO and (b) for the UCO.

8.3.3
L-type Motion

The third type of motion – according to Dvorak [4] – where the planet librates
around one of the two Lagrangian triangular points of one of the stars, is not
so interesting for planetary motion in double stars due to a limitation in the



194 8 Planets in Double Stars

Fig. 8.7 Stable and unstable region of L-type motion in the
ER3BP for different mass ratio R (see x-axis) and different
eccentricities (y-axis) (from Marchal [52]).

mass ratio of the two stars:

µ = m2/(m1 + m2) < 1/26

Figure 8.7 shows quite clearly the restriction of the stable region to certain
mass ratios. Even if an eccentricity of the binary between 0.1 and 0.3 extends
the range for the mass ratio to nearly 0.05, this motion is more interesting for
single-star – giant planet – systems, which fulfill the condition of a certain
mass ratio without problems. Therefore, we do not show details of the L-type
motion in this chapter, but refer the reader to the chapter on terrestrial planets
(see Chapter 2), since this motion allows for planetary systems with a giant
planet moving in the HZ, a special configuration for the existence of additional
terrestrial-like planets in the HZ.

8.4
Application to Real Systems

As already mentioned above, these general stability studies can easily be ap-
plied to real binary systems that host a planet. In this context, γ Cephei is one
of the most interesting double-star systems, where a planet was found (see
Cochran et al. [53]). This binary is about 11 pc away from our solar system
and consists of a K1 IV star (of 1.6 solar masses), around which the detected
planet moves, and a M4 V star (of 0.4 solar masses). Thus the mass ratio (µ)
of this system is 0.2. An overview of the size of the stable region for this mass
ratio is given in Fig. 8.8, that shows the respective extension of the stable zone
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Fig. 8.8 The size of the stable zone of S-type motion in a binary
with mass ratio µ = 0.2 depending on the eccentricity of the
binary (x-axis) and of the planet (y-axis). It is clearly seen that
the variation of ebinary influences the extension of the stable zone
stronger than the variation of eplanet .

(z-axis) for each (ebinary, eplanet) pair on the (x,y) plane, which is defined by the
semi-major axis of the last stable orbit (corresponding to the largest distance of
the planet to its host star, where all computed orbits remained stable for 1000
time units2). Taking the orbital parameters: the semi-major axis of the binary
(abinary) and the eccentricities of the binary (ebinary) and of the planet (eplanet),
we obtain for the set of old orbital parameters (abinary ∼ 22 AU, ebinary = 0.44
and eplanet = 0.209) an extension of the stable zone up to 3.6 AU and for the
new set of parameters (abinary ∼ 23 AU, ebinary = 0.36 and eplanet = 0.12) up
to nearly 4 AU. As the work by [21] is often used to confirm the stability of
a detected planet in a binary, we show in Fig. 8.9b that one has to be careful,
especially in the case of eccentric motion of the planet, since the study in [21]
gives a larger stable zone due to the limitation of circular planetary motion.
This is clearly visible in Fig. 8.9b, where the two dashed lines show the zone
for the stability borders defined by the relation given in [21]. The result for
each eccentricity of a planet (from 0 to 0.8) is given by a line with a certain

2) Test-computations for µ = 0.3, 0.5 and 0.7 up to 100 000 time units showed the same qualita-
tive results.
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Fig. 8.9 A comparison of our results with those of [21]. The area
between the two dashed lines defines the zone for the stability
border according to the relation given in [21]. (a) shows the
results for eplanet = 0 (full line with crosses) and eplanet = 0.1
(dashed line with stars) of [22] and those of [21] (dotted line with
white squares). (b) shows the results for eplanet (from 0.3 to 0.9) in
comparison with the theoretical zone for the borderline of stability.
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symbol. It is clearly seen that the majority of the stability borders are outside
the “border zone” defined by Holman and Wiegert only for high eccentric bi-
nary motion (ebinary ≥ 0.6) all border lines are inside the dashed lines, since
this zone is quite large. Fig. 8.9a shows the results for circular orbits (full line
with crosses) and for eplanet = 0.1 (dashed line with stars). Furthermore, the
dotted line with white squares shows the result obtained in [21]. It is clearly
seen that the results for the circular problem (ebinary = 0) are the same for the
three cases; but for the elliptic problem (ebinary from 0.1 to 0.8) the new deter-
mined stability borders are closer to m1. Moreover, the results for eplanet = 0
and 0.1 are the same up to ebinary = 0.3 and again for ebinary ≥ 0.7; and two
cases (ebinary = 0.1 and 0.2) are outside the zone determined using Eq. (3)
of [21].

Therefore, it is advisable to verify the stability by numerical computations
especially if the detected planet is quite close to the border of the stable zone.

The application to the other two “close” binary systems, Gliese 86 and
HD41004 AB clearly shows the stability for the detected planet Gl86 Ab, since
it is a close-in planet with a semi-major axis of 0.11 AU. For the detected planet
of HD41004 A we have three parameter sets, where the position of the planet
varies between 1.31 and 1.7 AU and the eccentricity of the planet seems to be
quite high (between 0.39 and 0.74). Since we have no indication of the binary’s
eccentricity, we have determined the stable zone for the different parameter
sets as a function of ebinary. Depending on the planet’s eccentricity, ebinary has
to be < 0.6 in all cases, and even < 0.15 when eplanet = 0.74 (see Fig. 8.10,
otherwise the detected planet would not be in the stable region. A detailed
study of this system can be found in [20].

8.5
Influence of the Secondary

Detailed studies of two close binary systems, γ Cephei and HD41004 AB,
where the influence of the secondary star was examined for the region3) be-
tween the host star and the detected planet, are shown in Fig. 8.11(a–d). A
comparison of the two results indicates significant differences. In the system
γ Cephei, the presence of the perturbing star (see Fig. 8.11a) decreases the sta-
ble region (i.e., the faint region in the panels) and shows an arc-like chaotic
path with a stable island around 1 AU (which corresponds to the 3:1 mean
motion resonance (MMR)). The same study for HD41004 AB does not show a
significant difference between the two models for eccentricities of the binary
< 0.3 (compare (c) and (d) in Fig. 8.11).

3) We must point out that this region corresponds to the so-called habitable zone (see Kalteneg-
ger and Friedlund or Dvorak in this volume) in the case of HD41004AB
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Fig. 8.10 FLI-stability maps for the differ-
ent parameter sets, and a fixed value for
the eccentricity of the detected giant planet:
(a) the old HD41004 A system with eP = 0.39,
(b) the new HD41004 A system with eP = 0.5
and (c) the new HD41004 A system with
eP = 0.74. A variation of the planet’s semi-
major axis aP (x-axis) and the binary’s eccen-

tricity ebinary (y-axis) allows us to determine
the maximum ebinary for which we have found
long-term stability of the detected giant planet
(see the horizontal line). The vertical line in
each panel labels the observed position of
the detected planet. Long-term stability can
be expected in the black and dark gray re-
gions.

A first investigation about this different behavior is given in [35], where a
variation in the semi-major axis of the detected giant planet in both systems
shows the following result.
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Fig. 8.11 (a) and (b): Stability maps for a
fictitious planet in the vicinity of γ Cephei:
(a) shows the FLI result in the restricted
four-body problem (R4BP) (i.e., γ Cephei
+ secondary + detected planet + fictitious
planet) and (b) shows the result in the re-
stricted three-body problem (R3BP) (i.e., γ
Cephei + detected planet + fictitious planet).
The dark region labels the chaotic zone and
the white area the stable one.

(c) and (d): Stability maps (i.e., max-e maps)
for a fictitious planet in the vicinity of
HD41004 A: (c) shows the result in the R4BP
(i.e., binary HD41004 AB + detected planet
+ fictitious planet) and right panel (d) shows
the result in the R3BP (i.e., HD41004 A + de-
tected planet + fictitious planet). The different
grey scales indicate the zones of different ec-
centricities: e < 0.2 (white), 0.2 < e < 0.3
(light grey), . . . , e > 0.8 (black, i.e., unstable
region).



200 8 Planets in Double Stars

When the giant planet is close enough to the host star (i.e., around 1.3 AU
for the two binaries) the region is mainly perturbed by MMRs with respect
to the giant planet. A curved chaotic structure appears if the giant planet
is shifted towards the secondary star, so that a secular perturbation occurs,
since the secondary star will cause a precession of the perihelion of the giant
planet (as all massive bodies started in the same plane, a precession of the
ascending node cannot be modeled). Figure 8.12 shows the region between
0.5 and 1.2 AU in the two binary systems, where the state of motion was de-
termined by FLI computation. The stable zone is given by the white region
and the chaotic one by the dark region. One can clearly see that an increase in
the semi-major axis of the detected giant planet in the HD41004A systems to
2.1 AU (see Fig. 8.12d) leads to the same arc-like structure in the stability map
as was found for γ Cephei. Moreover, when we started γ Cephei system’s gi-
ant planet closer to the host star at aplanet = 1.3 AU (see Fig. 8.12a) the arc-like
structure disappeared and we could observe a splitting of the stable zone into
strips due to mean-motion resonances with respect to the giant planet.

Of course the corresponding dynamical maps for the two systems are not
exactly alike for a certain semi-major axis, therefore, it is obvious that other
parameters, like the eccentricity of the binary, the mass ratio of the binary
or the mass of the giant planet and its eccentricity also have an important
influence.

8.6
Detected Planets in Binary Systems

Following the observations about planets in double stars (see Table 8.4), one
can clearly see that they have to move in S-type orbits due to the fact that most
of these systems are wide binaries, where the distance between the two stars
is more than 100 AU.

Table 8.4: The detected extrasolar planets in double stars [2].

Star abinary [AU] aplanet [AU] Mpl sin i [MJup] eplanet

HD38529 12042 0.129 0.78 0.29
3.68 12.7 0.36

HD40979 6394 0.811 3.32 0.23
HD222582 4746 1.35 5.11 0.76
HD147513 4451 1.26 1.00 0.52
HD213240 3909 2.03 4.5 0.45
Gl 777 A 2846 0.128 0.057 0.1

3.92 1.502 0.36
HD89744 2456 0.89 7.99 0.67
GJ 893.2 2248 0.3 2.9 —
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Table 8.4: (continued)

Star abinary [AU] aplanet [AU] Mpl sin i [MJup] eplanet

HD80606 1203 0.439 3.41 0.927
55 Cnc 1050 0.038 0.045 0.174

0.115 0.784 0.02
0.24 0.217 0.44
5.25 3.92 0.327

GJ 81.1 1010 0.229 0.11 0.15
3.167 0.7 0.3

16 Cyg B 860 1.66 1.69 0.67
HD142022 794 2.8 4.4 0.57
HD178911 789 0.32 6.292 0.124
Ups And 702 0.059 0.69 0.012

0.83 1.89 0.28
2.53 3.75 0.27

HD188015 684 1.19 1.26 0.15
HD178911 640 0.32 6.29 0.124
HD75289 621 0.046 0.42 0.054
GJ 429 515 0.119 0.122 0.05
HD196050 510 2.5 3.00 0.28
HD46375 314 0.041 0.249 0.04
HD114729 282 2.08 0.82 0.31
ε Ret 251 1.18 1.28 0.07
HD142 138 0.98 1.00 0.38
HD114762 132 0.3 11.02 0.25
HD195019 131 0.14 3.43 0.05
GJ 128 56 1.30 2.00 0.2
HD120136 45 0.05 4.13 0.01

γ Cep 20.3 2.03 1.59 0.2
Gl 86 21 0.11 4.01 0.046
HD41004 AB 23 1.7 2.64 0.5

8.7
Summary

In this chapter we discussed the stability of planetary motion in double-star
systems, which is very important since observations have shown that most
of the stars in the solar neighborhood build double or multiple-star systems.
As the accompanying star will limit the planetary motion to a certain region
around the host star, depending on the mass ratio of the two stars and on the
eccentricity of the binary, it is important to verify the stability of a detected
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Fig. 8.12 Stability maps for γ Cephei (upper panels) and HD41004A
(lower panels) where the semi-major axis of the detected giant planet
was varied in the different plots. The dynamical behavior was deter-
mined by means of the FLIs, where white zones denote stable motion
and the dark region corresponds to chaotic motion.

planet, especially if the two stellar components are quite close. However, the
first dynamical studies on this had already been carried out more than 10 years
before the discovery of the first planet near the sun-like star 51 Peg by Dvorak
[4]. The detection of extrasolar planets in double-star systems – we know
about 30 (see, e.g., [2]) – raised the importance of such studies, since they
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were no longer purely theoretical, but applicable, as was shown for γ Cephei
(see Section 8.4).

From the three types of motion that can occur in binary systems, we have
seen that only two are interesting, namely the S-type and P-type motions. For
these motions, we discussed the sense and the results of general stability stud-
ies, where we considered mainly the works by Holman and Wiegert [21] and
Pilat-Lohinger and Dvorak [22] for the S-type motion and Pilat-Lohinger et al.
[23] for the P-types. All these studies can be regarded as continuations of the
work by Dvorak [4, 5], Rabl and Dvorak [6] and Dvorak et al. [7]. Comparing
the different studies, one finds a good agreement in the results.

For S-type motion – i.e., when the planet moves around one stellar compo-
nent, we stressed the influence of the planet’s eccentricity on the extension of
the stable zone, as was studied in [22] for the first time. Even if this study
showed that the reduction in the stable zone is stronger when the binary’s
eccentricity is increased, namely between 2.5 and nearly 8 times, because:

• the increase in ebinary from 0 to 0.8 reduces the stable zone from between
0.20 to 0.24 [units of length] in the different models, while

• the same increase in eplanet leads to a reduction of between 0.025 and 0.09
[units of length].

This should not be overlooked, especially when a detected planet is moving
in a high eccentric orbit close to the border of stable motion. The application
to the real binary γ Cephei emphasizes this.

Moreover, we gave an impression about the influence of the perturbing star,
which induces secular perturbations depending on the distance from the gi-
ant planet. And we recognized that the binary’s eccentricity and the planet’s
eccentricity also play an important role.

For P-type motion – i.e., when the planet moves around both stars, we fol-
lowed the work by Pilat-Lohinger et al. [23], where the stability of inclined
planetary motion was studied for the first time in a binary with mass ratio 0.5.
Depending on the eccentricity of the binary the inner border of stable motion
varies between 2.1 (for circular binary motion) and 3.85 [units of length] (for
ebinary = 0.5) measured from the center of mass of the system. The P-type
motion is mainly interesting for very close binaries. Currently all detected
planets in binary systems have S-type motion, which is therefore of particular
interest.

However, we expect an increasing number of planet detections in binary
systems in the future, due to current (CoRoT) and future space missions (Dar-
win, Kepler, TPF and others), since such systems are more frequent in the
solar neighborhood than in the single-star planetary systems. For these fu-
ture discoveries, the presented general stability studies will be very helpful to
determine whether or not a planet is to be found in the stable region.
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9
The Transit Method
Heike Rauer and Anders Erikson

Abstract

The number of planets detected by the transit method has increased steadily
in recent years as ground-based surveys expand their observational baseline.
After the launch of the CoRoT satellite (CNES), however, we expect a sig-
nificant increase in the number of detected transiting planets, including new
classes of objects, like “hot-Earth” planets. This chapter describes the transit
method as well as its limitations. The various elements of an effective transit
search program are discussed, e.g., selection of the target field, data reduction
and noise analysis, transit signal detection, and the required follow-up mea-
surements. Finally, we provide an overview of the, already existing, potential
to characterize further the transiting planets. Transiting planets do not only
expand the statistics of known planets, but they also allow us to gain further
insight into the physical nature of extrasolar planets.

9.1
Introduction

The observation of planetary transits has a long history. They are regularly
observed when the moon transits in front of the sun, causing a solar eclipse,
and when Mercury or Venus transit the solar disc. As such, transits have al-
ready had a great impact on astronomy. Consider, for example, the first at-
tempts to determine the astronomical unit during the 18th century using tran-
sits of Venus, and solar eclipses which allowed not only observation of the
solar corona, but also gave the opportunity to confirm Einstein’s general rel-
ativity theory in 1919. The first transiting planet, HD 209458 b, was observed
in 1999 and since then thirteen more transiting planets have been detected. In
fact, during the last five years, the observational search for planetary transits
has started to become one of the most powerful methods of detecting extraso-
lar planets.
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Fig. 9.1 Artist’s view of a transiting planet (ESA).

The principle of the transit method for extrasolar planet detection is very
simple. Planets with an orbital plane aligned with the line-of-sight from Earth
will regularly pass in front of their central star according to the orbital period-
icity of the planet. During the transit, the planet dims part of the stellar light.
This dimming is proportional to the ratio of the projected areas of the plane-
tary and the stellar surface: e.g., for a Jupiter-sized planet around a solar-like
star, the signal is of the order of 1%, and less than 0.01% for an Earth-sized one.
To detect planetary transits, photometric stellar light curves are acquired and
searched for such dimming events, from which the basic planetary parameters
can then be derived.

The transit method allows the detection of planets with favorable alignment
of their orbital plane only (Fig. 9.1). Thus, the “geometrical” probability to
find such planets is only around 0.5% for Earth-like – and about 10% for “hot
Jupiter” – planets. Therefore, transit surveys monitor a large number of stars
to reach sufficient detection probabilities.

The duration of the transit event is proportional to the orbital distance, the
stellar and planetary radii and the inclination of the orbital plane. For typical
“hot Jupiter” planets with orbital distances of 0.03–0.04 AU, the length of a
transit is around 3–4 h. For an Earth-sized planet at 1 AU, the transit would
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last 13.1 h, and for Jupiter (5.2 AU) a transit would last as long as 32.4 h.
Thus, very long time sequences are needed to detect distant planets and, con-
sequently, photometric surveys operate over many years.

From the transit signal, the orbit and the radius of the planet can be derived.
Complementary measurements are required to derive the planetary mass, for
example, by the radial velocity method. Combining the transit method with
follow-up measurements, therefore, provides us with the primary planetary
parameters: radius, mass, mean density and orbit. In addition, the transit
method has already demonstrated its potential for future follow-up obser-
vations needed to characterize further the detected planets by, for example,
transit spectroscopy and reflected light measurements.

In the following, we first give an overview on the current status of extrasolar
planet transit detections in Section 9.2. The transit signal and the derivation
of planet parameters are discussed in Section 9.3. In Section 9.4 we discuss the
search for transit signals in the acquired light curves and the related follow-
up observations which finally lead to confirmed transiting planets. Transit
surveys, however, have to deal with a number of limitations which affect their
detection efficiency. Some of these, the effective duty cycle, the target field
selection and photometric noise sources, are discussed in Section 9.5. Then,
Section 9.6 summarizes the factors influencing the detection probabilities of
transit surveys. The attempts made to further characterize the nature of tran-
siting planets are summarized in Section 9.7. Finally, Section 9.8 discusses the
future prospects of transit surveys via space missions.

9.2
Overview of Detected Transiting Planets

9.2.1
From Predictions to Regular Detections

All the fourteen presently known transiting planets have been found by radial
velocity and photometric transit surveys conducted during the last decade
and, for a majority of the detections, within the last four years. Despite this,
the idea of discovering planets by the transit method is not new and dates
back at least 50 years (e.g., [1–3]). The first actual transit search program, the
TEP network (Transits of Extrasolar Planets), started in 1994 and focused on an
eclipsing binary system over an extended time period [4]. No transiting planet
was detected during the survey but the search nevertheless showed that the
required photometric accuracy could be reached, thereby demonstrating the
potential of the transit method.

The triggering factor for extensive transit surveys of extrasolar planets was
the discovery of 51 Peg b and subsequent hot Jupiters by radial velocity
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Fig. 9.2 The first observed transit of an extrasolar planet
(HD209458 b). The observations were made with the STARE
instrument on a planet previously discovered by the radial velocity
method [6].

searches in the latter half of the nineties. Based on the properties of these
discoveries it was realized that the orbital periods (in the order of days) and
the sizes (Jupiter-sized) of the planets found, put them within reach of what
could be detected by a ground-based photometric transit survey.

The first transit observed was by the planet HD209458 b. From radial veloc-
ity measurements [5] an orbital period of 3.5 days was derived. Photometric
observations of the parent star were initiated and the first transit of an extraso-
lar planet was detected [6, 7] in the year 1999 (see Fig. 9.2). However, it should
be noted that, for this first case, the transit method was used as a means of
follow-up characterization for a planet discovered by a radial velocity search
program. Later observations with the Hubble Space Telescope (HST) yielded
a high accuracy characterization of the transit event [8] as displayed in Fig. 9.3.

Since the detection of a transiting planet around HD 209458, a number of
new ground-based transit survey programs have been established (see e.g.,
the overview in [9]). The goal of most of these surveys is to detect planets by
the transit method alone, i.e., photometric observations as a means of discov-
ery, followed by radial velocity measurements to confirm and fully character-
ize the nature of the discovered planets. Generally, the different surveys can
be divided into two main groups with respect to the instrumentation used and
the adopted strategy:

• Wide-angle surveys with small aperture telescopes (10–30 cm) designed
to monitor bright stars (8–15 mag).
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Fig. 9.3 Transit of the planet HD209458b observed with the
Hubble Space Telescope [8].

• Narrower surveys with larger aperture telescopes (1–2 m) to go deeper
in magnitude and thereby to reach fainter stars (14–20 mag).

For both cases transiting planets have been detected even if their num-
bers are lower than the initial expectations after the transit discovery of HD
209458 b (see Sections 9.5 and 9.6 for a discussion of the limiting factors).

In addition, due to the fainter magnitudes of the parent stars, surveys using
larger telescopes face a more difficult task for the radial velocity follow-up
observations needed to secure and characterize transiting planets .

The first extrasolar planet to be detected by the transit method and con-
firmed by radial velocity measurements was OGLE-TR-56 b in the year 2003
[10]. The OGLE (Optical Gravitational Lensing Experiment) program [11–15]
starting in 2001 and using a 1.3 m telescope at the Las Campanas Observatory,
Chile, has provided a large number of transiting planet candidates which have
been followed by radial velocity measurements by other teams. Since OGLE-
TR-56 b four additional transit candidates (see Table 9.1) were confirmed and
OGLE, therefore, is presently the most successful transit survey.

Since the first transit detections, the search for extrasolar transit events has
gained momentum. In addition to the five planets observed by OGLE, nine
additional planets have been found. The majority of the recently detected exo-
planets have been discovered by small aperture photometric transit surveys.
They include HAT-P-1 b by the HAT (Hungarian Automated Telescope) sur-
vey [16], TrES-1 b and TrES-2 b by the Trans-Atlantic Exoplanet Survey [17, 18],
WASP-1 b and WASP-2 b by the Super-WASP (Wide Angle Search for Planets)
survey [19] and X0-1 b [20]. In addition, ongoing radial velocity surveys have
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Table 9.1 Central star magnitude, magstar, and radius, radiuss, transit depth, A, and discovery
publication of the fourteen know transiting extrasolar planets.

Planet magstar radiuss A References

(mag) (Rsun) (%)

HAT-P-1 10.4 (V) 1.15±0.1 0.6 [16]

HD 149026b 8.15 (V) 1.45±0.10 0.5 [22]

HD 189733b 7.67 (V) 0.76±0.01 3 [23]

HD 209458b 7.65 (V) 1.146±0.050 1.7 [6, 7]

OGLE-TR-10 14.93 (I) 1.16±0.06 1.2 [40]

OGLE-TR- 56 16.6 (V) 1.32±0.06 1.1 [10]

OGLE-TR-111 15.55 (I) 0.831±0.031 1.8 [41]

OGLE-TR-113 14.42 (I) 0.77±0.02 2.1 [42]

OGLE-TR-132 15.72 (I) 1.43±0.10 0.8 [42]

TrES-1 11.79 (V) 0.811±0.02 1.9 [17]

TrES-2 11.41 (V) 1.00±0.06 1.6 [18]

WASP-1 11.79 (V) 1.24±0.20 1.1 [19]

WASP-2 11.98 (V) 0.78±0.06 1.8 [19]

XO-1 11.3 (V) 0.928±0.03 2 [20]

found two more transiting planets around bright stars. The N2K survey [21]
discovered a transiting Saturn-sized planet orbiting the star HD 149026 [22]
and a planet orbiting around HD 189733 was found by Bouchy et al. [23] as
part of the “ELODIE metallicity-biased search for transiting Hot Jupiters” sur-
vey. Additional ongoing surveys like, for example, Vulcan [25], KELT [26],
BEST [27], or EXPLORE [28] may provide successful transit discoveries in
the near future. A recent survey of a star-rich field near the galactic bulge,
performed with HST by the SWEEPS project (Sagittarius Window Eclipsing
Extrasolar Planet Search) provided 16 planet candidates [29]. However, the
central stars are very faint (m < 18 mag) and only two of the candidates are
supported by radial velocity follow-up observations, allowing mass estimates.
Clearly, follow-up of transit candidates around faint target stars, as detected
by large-aperture space missions, will be difficult.

Many attempts have also been made to discover transiting planets in open
stellar clusters. An early observation of 47 Tuc by HST [30] showed no transit-
ing planets. At this point, many surveys of clusters have recently been made
or are ongoing, like UStAPS (University of St. Andrews Search) [31–34], the
EXPLORE-OC survey [32], STEPSS (Survey for Transiting Extrasolar Planets
in Stellar Systems) [35, 36], MONITOR [37] and PISCES (Planets in Stellar
Clusters Extensive Search) [38, 39].

All fourteen presently detected extrasolar planets are listed in Table 9.1 pro-
viding for each planet the central star magnitude and radius, and the observed
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transit depth. In total, eleven planets were discovered by the photometric
transit observations while the remaining three planets were discovered by ra-
dial velocity surveys and their transits found during subsequent photomet-
ric follow-up measurements. Altogether, this shows the maturing of ground-
based photometric transit surveys where the increased number of fully oper-
ating surveys with expanding total duty cycles are expected to give an even
larger yield of detected extrasolar planets in the years to come.

9.2.2
Basic Parameters of the Known Transiting Planets

Extrasolar planets with detected transit events offer the possibility of a ba-
sic characterization of their physical and dynamical nature (as described in
Section 9.7). This includes physical properties like the radius and mass and
thereby the mean density of the planet, as well as the orbital parameters, like
the period and inclination. Based on these properties further modeling can
be performed of planetary formation and evolutionary scenarios. In Table 9.2
the basic properties (semi-major axis, orbital period, radius, mass and density)
of the 14 know transiting extrasolar planets together with the type, effective
temperature (Te f f ) and metallicity (Fe/H) of their respective central stars, are
listed.

The orbital periods of the known planets range from 1.21 days (OGLE-TR-
56 b) to 4.47 days (HAT-P-1 b), corresponding to a semi-major axis range be-
tween 0.02 and 0.05 AU. This means all known transiting planets are on rather
close orbits around their parent stars compared to the total set of known exo-
planets and compared to the location of the giant planets within the Solar
System. This fact is due to the limited total observational duty cycle of the
surveys involved. The time needed to detect 3–4 transit events of the planets
in Table 9.2 from an ideal ground-based observation site and under good pho-
tometric conditions is of the order of weeks or months and well within reach
of the surveys involved. Transit surveys operating for many years are needed
for planets in Earth- or Jupiter-like orbits. However, unfortunately the geo-
metrical probability for a distant exoplanet to transit through the line-of-sight
decreases with orbital distance (see Section 9.6). Consequently, most likely it
will take a very long time before transiting planets, e.g., on Earth-like orbits,
are detected from the ground. This prospect looks significantly better, how-
ever, for the surveys to be conducted by the space missions CoRoT and Kepler
(see Section 9.8).

The known transiting planets have radii in the range 0.72–1.44 RJ and
masses between 0.33 and 1.35 MJ . This range is a consequence of the photo-
metric accuracy reached from ground due to the influence of the atmosphere.
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Table 9.2 Basic properties of the 14 known transiting extrasolar planets, together with
the type, effective temperature (Te f f ) and metallicity (Fe/H) of their respective central
stars. Here, a denotes the orbital semi-major axis of the planet, P the orbital period and
rp and mp the planet radius and mass, respectively. Up-to-date values are available at
obswww.unige.ch/∼pont/TRANSITS.htm.

Planet a P rp mp Star Te f f Fe/H

(AU) (days) (RJ ) (MJ ) (K)

HAT-P-1b 0.0551 4.46529 1.36+0.11
−0.09 0.53±0.04 G0 V 5975 0.13

HD 149026b 0.042 2.8766 0.726±0.064 0.330±0.02 G0 IV 6147 0.36

HD 189733b 0.0313 2.218573 1.156±0.046 1.15±0.04 K1-K2 5050 −0.03

HD 209458b 0.045 3.52474859 1.320+0.024
−0.025 0.657±0.006 G0 V 6117 0.02

OGLE-TR-10 0.04162 3.10129 1.26±0.07 0.63±0.14 G or K 6075 0.28

OGLE-TR-56 0.0225 1.211909 1.30±0.05 1.29±0.12 G 6119 0.25

OGLE-TR-111 0.047 4.0144479 1.067±0.054 0.52±0.13 G or K 5044 0.19

OGLE-TR-113 0.0229 1.4324757 1.09±0.03 1.32±0.19 K 4804 0.15

OGLE-TR-132 0.0306 1.689857 1.14±0.12 1.18±0.07 F 6210 0.37

TrES-1 0.0393 3.030065 1.081±0.029 0.729±0.036 K0 V 5214 0.001

TrES-2 0.0367 2.47063 1.24 1.28 G0 V 5960

WASP-1 0.0382 2.51997 1.443±0.039 0.867±0.073 F7 V 6200

WASP-2 0.0307 2.152226 1.038±0.050 (0.81- 0.95) K1 V 5200

XO-1 0.0488 3.94134 1.184 0.90±0.07 G1 V 5750 0.015

References: Hat1P: [16]; HD149025b: [22, 43]; HD 189733b: [16, 23, 44]; HD209458: [45–47];
OGLE10: [48]; OGLE56: [48]; OGLE111: [41, 49, 50]; OGLE113: [51]; Tres1: [17, 46]; Tres2: [18],
WASP-1: [19, 52, 53]; WASP-2b: [19, 52], X0-1: [20, 54].

Thus, the Earth’s atmosphere puts a rather firm lower limit on the sizes of
detectable planets.

In Fig. 9.4 the planet mass is plotted against the semi-major axis for all
known exoplanets. The parameter range of the fourteen known transiting
planets is marked by a box. Both selection effects mentioned above are clearly
visible in the figure. The detected transiting planets are located in a rather con-
strained area compared to all known exoplanets, all with rather small semi-
major axis and with Jupiter-sized masses.

In Fig. 9.5 the radius versus the planetary mass of the fourteen transiting
exoplanets, as well as Jupiter and Saturn are displayed. The mean densities
for the transiting exoplanets range between about 0.3 and 1.5 g cm−3, partly
comparable to the densities of Jupiter and Saturn in the Solar System, and
clearly identify them as giant gas planets. For four planets (HAT-P-1, HD
209458b and OGLE-TR-10 and WASP-1) radii have been found that are larger
than expected from structural models of this type of planet (see, e.g., [43] for
a detailed discussion of the phenomena and possible causes).

Based on the first six transiting planets discovered, a correlation between
the orbital periods and masses was originally proposed Mazeh et al. [55]. In
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Fig. 9.4 Planet mass over semi-major axis for all known exoplan-
ets. All fourteen known transiting planets are located within the
marked box.

Fig. 9.5 Planetary radius over the mass for the fourteen transiting
exoplanets, together with Jupiter and Saturn.
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Fig. 9.6 Orbital period vs. mass for the fourteen transiting exoplanets.

Fig. 9.6 the masses are plotted for the present fourteen planets against their
orbital period, apparently confirming the originally proposed correlation. A
possible explanation for this is a critical mass limit depending upon the orbital
distance of the planet below which the atmosphere is quickly evaporated [56]
coupled with a decreased detection probability at larger orbital distances. A
larger sample of transiting exoplanets is needed to verify the present correla-
tion and fully determine its origin.

9.3
The Transit Signal

Based on the detected transit signal some basic planetary parameters can be
determined. The geometry of a planetary transit is shown in Fig. 9.7. The
periodicity of the measured transit directly provides the orbital period of the
planet, P. With the help of Kepler’s third law, the orbital distance of the planet
to its star, the semi-major axis ap, can be obtained:

a3
p =

GMsP2

4π2 (9.1)

where G is the gravitational constant and Ms the stellar mass. The planetary
mass is small compared to the stellar mass and has been neglected.
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Fig. 9.7 Illustration of the transit geometry and signal.

The amplitude, A, of the transit signal is proportional to the area on the star
occulted by the transiting planet and is, therefore, proportional to the ratio of
the stellar and planetary radii, rs and rp, respectively:

A =
�F
F

=
(

rp

rs

)2

(9.2)

Here, F is the measured stellar flux.
For a solar-type star (G2V) and a Jupiter-sized planet (1 Jupiter radius (RJ)),

the amplitude of the intensity dimming during transit is about 1%. This is
close to the detection limit of most ground-based transit surveys, but never-
theless within reach from excellent observation sites with high accuracy pho-
tometry. For small dwarf stars, however, the dimming of the stellar intensity
can increase up to 5% (see Fig. 9.8), a signal easily detected with good confi-
dence by most transit surveys located even at moderate sites. Good detection
limits would even allow the detection of smaller planets for such small central
stars.

The duration of a transit event, �T, can be expressed as [57]:

�T = 2Z(rp + rs)
√

1 − e2

1 + e cos φ

(
P

2πGMs

)
(9.3)

with

Z =

√
1 − a2

t cos2 i
(rp + rs)2 (9.4)
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Fig. 9.8 Central transit depths for different stellar types. Thick
blue line: R = 1RJ , without limb-darkening; thin blue line: same,
but with quadratic limb-darkening; green lines: same as blue, but
for R = 1.3RJ .

Here, a2
t is the distance of planet and star during the transit, i the inclination

of the orbital plane, e the eccentricity, and φ the eccentric viewing angle of the
transit (see [57]).

The shape of the transit light curve depends on several parameters: the ra-
dius of the star and planet, the orbital inclination, and the stellar limb darken-
ing. For noisy data (e.g., Fig. 9.2), which do not allow us to sample the shape
of the transit light curve in detail, the star transited can be approximated by
a uniformly radiating surface. Then, the transit has a fast ingress and egress
with a flat bottom of the light curve during the event. Thus, when no limb-
darkening of the central star is taken into account the signal depth during
transit is simply given by [58]:

F(p, z) = 1 − L(p, z) (9.5)

With

L(p, z) =




0 1 + p < z
1
π

[
p2κ0 + κ1 −

√
4z2−(1+z2−p2)2

4

]
| 1 − p |< z ≤| 1 + p |

p2 z ≤ 1 − p
1 z ≤ p − 1

Here, d is the distance of the centres of star and planet. The light curve is
expressed in terms of the normalized separation of star and planet, z = d/rs,
and their size ratio, p = rp/rs. The coefficients are given by:

κ0 = cos−1[(p2 + z2 − 1)/2pz]; κ1 = cos−1[(1 − p2 + z2)/2z] (9.6)
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Fig. 9.9 Transit curve with limb-darkening for a central transit
(solid line) up to a just-grazing transit (dashed-dotted line) [60].

The planetary radius and the orbital inclination can therefore be derived by
fitting this relation to a measured transit signal, if the stellar radius is known.
Obviously, the accuracy of the stellar parameters places a strict limit on the ac-
curacy which can be obtained for the planet parameters. It has been suggested
that stellar mass estimates are uncertain by up to 5% [59]. If neither the stellar
mass, radius and limb-darkening law are known, it is difficult to disentangle
the parameters entering the derivation of rp (see discussion in Charbonneau
et al. [43]).

The true shape of the transit light curve is of course affected by stellar limb-
darkening, and this effect has to be taken into account for high-quality, high
S/N light curves (e.g. Fig. 9.3). An expression for the flux of an occulted star
considering nonlinear limb-darkening is also given in [58] together with an
algorithm which can be used to compute the transit shape for various stel-
lar types. With limb-darkening present, the stellar flux is concentrated more
strongly towards the center of the star leading to a gradual egress and ingress
of the transit light curve and a deeper central dimming. Thus, the amplitude
of the transit signal is larger if one considers limb darkening (Fig. 9.9). A
large planet, e.g. 1.3 RJ , would cause a relatively deep signal of more than
3% if orbiting a K0V star. Transiting planets around M dwarfs will cause even
stronger signals.

It is often thought that the relatively flat bottom of a transit light curve
can provide a first indication of the need to separate a planet detection from
eclipsing binaries. Due to limb-darkening, however, planetary transits result
in curved light curves, appearing similar to light curves of eclipsing binaries.
Furthermore, noncentral transits are clearly v-shaped (Fig. 9.9). Therefore, the



220 9 The Transit Method

shape alone is only a poor indicator to separate firm planet detections from
other causes of the dimming of light (see Section 9.4.2).

The mean density of a planet is obtained when the planetary radius de-
rived from transit data is combined with mp sin i determined by radial veloc-
ity (rv) measurements. The orbit inclination, i, which is an unknown in rv-
observations, can be determined from transit data as described above. There-
fore, the combination of transit observations with rv-measurements allows the
determination of the basic planetary parameters: mass, radius, mean density
and orbit.

9.4
From Light Curves to Planets

9.4.1
Transit Signal Detection

Highly accurate photometric light curves are produced by relative photome-
try, comparing the intensity of the stars in the field-of-view to a set of reference
stars in the same field. After stellar light curves have been extracted from a
transit survey data set, they are scanned for transit-like signals. Several algo-
rithms to detect periodic transit events in light curves have been published,
such as box-fitting least-square algorithms (BLS) [19, 61], matched filter ap-
proaches , and the Bayesian technique [62]. In a matched-filter approach, a
transit-shaped signal of assumed length and depth is correlated with the mea-
sured light curves to detect such a signal in the data. Most transit surveys
apply BLS or matched-filter algorithms for the initial transit search. Compar-
isons on the performance of these algorithms have not shown large differences
between BLS and match-filter approaches in general [63, 64]. The Bayesian
technique also allows us to reconstruct the shape of the transit signal, but
requires very good S/N input data. As an exercise to test the performance
of different methods, several transit-search algorithms have been applied to
simulated light curves as expected from the CoRoT satellite mission. A com-
parison of their performance [65] favored matched-filter algorithms, although
the difference in the various approaches was not as large as one might expect,
based on the range of simplicity/complexity of the methods used.

Transit surveys usually obtain light curves for several tens of thousands of
stars and the resulting list of planet-transit candidates can still include a large
number of objects. Naturally, individual inspection of all of these is impossi-
ble and, therefore, some automatic pre-selection algorithm has to be applied.
Usually a limit is set on the transit amplitude searched for (e.g., less than 10%)
and the duration of the event like, e.g., <5 h for ground-based transit surveys
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which concentrate on hot Jupiter planets. The resulting list of candidates can
then be further reduced visually before entering the follow-up process (see
Section 9.4.2).

The result of the search for transit signals is an initial list of candidates to
be confirmed or rejected by various types of follow-up observations (see Sec-
tion 9.4.2). Criteria for a good candidate are:

• The transit depth must be in agreement with the planet for the spectral type
of the star (see Fig. 9.8).

• The transit duration must agree with the planet for the radius of the central
star.

• The ellipsoidal and sinusoidal amplitude of the light curve out of transit
must be low (such variations would indicate binaries).

• The transit must be observed at least three times to provide a period and a
confirmed signal. In practice, for most surveys, more events are common.

• A flat-bottomed shape of the transit signal favors a small companion, in
comparison to a clearly v-shaped binary light curve, although it is not final
proof for a planet.

9.4.2
Confirmation or Rejection

A planet candidate list resulting from transit signal search does not indicate
in itself the detection of extrasolar planets. The measured periodic dimming
of a stellar light curve can have many causes, like eclipsing binaries, variable
stars and even instrumental effects. While instrumental causes can usually be
quickly ruled out by checking the data set, astronomical causes of the detected
signal require further follow-up observations. Therefore, such observations
are an integral part of most transit surveys.

There can be several causes of confusing events (see, e.g., [66]), the major
ones being:

1. Nonplanetary eclipses, like:

(a) grazing eclipsing binaries of two main-sequence stars,

(b) main-sequence stars transiting giant stars,

(c) M-stars or brown dwarfs transiting main sequence stars.
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2. Diluted signals by, e.g.:

(a) a third, unresolved star within the instrument point-spread-function
(PSF) diluting the transit signal,

(b) a background eclipsing binary system or an unresolved hierarchical
triple causing the observed transit signal.

3. Stellar spots, mimicking the transit of a small transiting planet.

Nonplanetary transit signals should be identified as soon as possible from a
light curve analysis and available catalogue information to minimize observ-
ing time intensive follow-up measurements. This results in a number of tests
which have to be passed before a candidate is confirmed as a planet:

• Carefully inspect the measured light curve (resolve cases 1(a) and 1(b), some
2(a) and 2(b) for:

• instrumental effects,

• secondary transits, indicating eclipsing binaries,

• modulation of the light curve, either by ellipsoidal modulation as ex-
pected for eclipsing binaries when tidal forces elongate a star towards
its companion [67], or sinusoidal modulation caused by the heated
hemisphere of the orbiting secondary; and

• a v-shaped transit signal, showing long egress and ingress. However,
a v-shaped light curve may well be caused by a planet (see Fig. 9.9)
and a candidate should not be rejected, based on the light curve shape
only.

• Check whether the central star is a binary, variable or a giant star (resolve
cases 1(a) and 1(b) by:

• checking information in available catalogues, and/or

• performing additional photometric and spectroscopic observations to
determine or refine the stellar type.

• Perform high spatial resolution photometryto identify diluted cases (resolve
many 2(a) and (2b), e.g., as time-series observations covering the transit
event, or as time-efficient on-off transit snapshots.

• Perform multi-colour photometry to identify binaries (especially for cases 2(a),
2(b) and 3, also 1(a) and 1(b)). Since transits are to first order achromatic,
multi-colour observations help to identify eclipsing stars of different colour
(temperature) or identical eclipsing stars with a diluting third star of differ-
ent colour. Colour photometry also helps in identifying stellar spots that
show a deeper transit signal in the blue than in the red wavelength range.
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• Perform low-resolution spectroscopy (resolve cases 1(a) and 1(b)) to reject
eclipsing binary systems.

• Perform high-resolution spectroscopic measurements (resolve all cases) of the
radial-velocity Doppler-shift to determine the mass of the companion and
bi-sector analysis to identify binaries.

The first step in preparing a planet candidate list should therefore be a care-
ful inspection of the light curves, combined with knowledge on the central
star from available stellar catalogues or preparatory observations. Many can-
didates can usually already be ruled out at this level. For example, inspection
of light curves of the OGLE survey for ellipsoidal and sinusoidal modulations
identified these effects in several of the published candidates [68, 69]. Addi-
tional tools proposed to eliminate false candidates solely from light curve in-
spections are proposed by, e.g., [70] and [57]. They do, however, require very
good S/N light curves. Finally, dedicated photometric and low-resolution
follow-up observations help to reduce further the number of candidates on
the list, to minimize the effort on high-spectral resolution Doppler-shift mea-
surements. These will eventually allow the confirmation of a planet candidate
and the determination of its mass.

Fig. 9.10 Mass versus radius for planets and low-mass stars [71].
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The most difficult cases to solve are those diluted eclipsing binaries (case 2)
that cannot be resolved by high-spatial resolution imaging. It may however
be possible to solve some of these cases using high-S/N data, e.g., by an anal-
ysis of the light curve for secondary eclipses, a multi-color analysis solving
systems with different temperature, or Doppler measurements. Another very
difficult case to solve is small brown dwarfs orbiting main-sequence stars
(case 1(c)). An example was recently published (Fig. 9.10) by [71]. In such
cases the secondary eclipse caused by the dwarf is most likely not visible and
only Doppler measurements can resolve these issues. At the limit of small ter-
restrial planets and faint central stars there will be, however, cases where the
candidates cannot be resolved with existing instrumentation.

9.5
Characterizing Factors of Transit Searches

The efficiency of transit surveys is limited by several factors: instrument and
observation performance, photometric accuracy, transit-signal detection and
follow-up performance. The latter have already been discussed in previous
Sections. Here, we present a discussion on the effective survey duty cycle,
target-field selection and the photometric accuracy achieved.

9.5.1
The Effective Duty Cycle

A good planet transit candidate must show at least three transit signals in
the observational data set. Therefore, the minimum-time baseline for a tran-
sit survey is at least three times the orbital period of the targeted planets:
�tmin ≥ 3P. However, the minimum baseline is sufficient only if continuous
observations of high quality are available over the whole time period (100%
duty cycle). The duty cycle of an observation is given as the ratio of the ob-
serving time on the target field, ttarget, to the total observing period, tobs, over
which the survey has been performed: duty cycle = ttarget/tobs.

Space missions can reach very high duty cycles of more than 90%. Together
with the higher photometric precision, this is one of the great advantages of
space-based observations for transit search. Ground-based transit surveys,
however, are severely limited in their observing efficiency. Transits occur-
ring during day time and bad weather periods remain undetected. Even at
a good observing site the effective duty cycle of a survey cannot be more
than about 50% on average, simply due to the day/night variation. In ad-
dition, during full moon periods the photometric accuracy is reduced and
usually below the limit for the weak transit signals. The effective duty cy-
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cle of most surveys is even lower, because periods of poor weather conditions
or occasional instrumental problems further reduce the efficiency. As a result,
ground-based transit surveys have to span long time periods on a given target
field, �t � �tmin, to cover at least three events in their data. The effective
duty cycle of ground-based transit surveys results in high detection probabil-
ities only for short-period planets.

Figure 9.11 shows the probability of detection for three transit events, based
on the observational coverage of the orbits of planets. We assumed an obser-
vational campaign stretching over seven months and an effective duty cycle
of around 40% (i.e., excluding bad weather and full-moon time) at an excel-
lent observing site (Cerro Armazones Observatory, Chile). In the figure, the
observational coverage of three planetary orbits is plotted against the semi-
major axis. A coverage of one corresponds to 100% probability to detect three
transits (taking into account only the observing sequence). In Fig. 9.11 the
probability of detecting three transits is reduced beyond about 0.08 AU be-
cause of the limitations imposed by the effective duty cycle over the observed
time period. In addition, a characteristic pattern can be seen. At regular fre-
quencies the probability drops, corresponding to transit events occurring dur-

Fig. 9.11 The coverage of the planetary orbits versus semi-major axis
for three full planetary orbits. A coverage of one means that three tran-
sits can be detected. A duty cycle of 40% was assumed for a target
field observed from a very good site (Cerro Armazones Observatory,
Chile), over seven months.
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ing day time. In fact transit surveys with very poor observational coverage
can encounter a reverse stroboscopic effect which always favors the detection
of multiples of days, because only transits always fully covered during the
observing nights can be detected with high significance in poor sampling sur-
veys (see large distances in Fig. 9.11).

9.5.2
Target Field Selection

The transit method does not require an input catalogue of target stars, and
the detections are therefore less biased by observational selection effects than,
e.g., rv-measurements. Nevertheless, an intelligent selection of the target field
can significantly increase the detection probability of any given survey. It is
known that planets around giant stars are extremely difficult to detect, even
by space missions, due to their low amplitude. In areas of the sky with a large
number of overlapping stellar PSFs it is difficult to obtain high-precision pho-
tometric data. Furthermore, background galaxies or interstellar clouds affect
the photometric precision of foreground stars. To maximize the efficiency of a
transit survey, a careful selection of the target field is therefore important.

Criteria for the target-field selection are:

(a) A large number of dwarf stars, with radii resulting in detectable signals
for a given transit survey threshold.

(b) Little crowding, optimized for the spatial resolution of a survey.

Since a large number of light curves is the fundamental condition for achiev-
ing a sufficient probability to detect transit signals, it is crucial to optimize
the target fields for dwarf stars which provide reasonably deep transit signals
when orbited by a planet. It is also useful to avoid fields in the galactic plane,
which are excluded by criterion (b). As a result of criteria (a) and (b), good
target fields are near to, but not, in the galactic plane.

9.5.3
Noise Sources Affecting the Photometry

Noise in the stellar light curves is caused by the instrumental system used
and related to the incoming radiative flux through the atmosphere. To define
an optimal transit search system therefore requires the right combination of
instrument choice and telescope site. CCD calibration and photometric data
reduction then aim at minimizing the effects of the various noise sources in
the final light curves. However, some noise sources, like photon noise, are
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always present and even the most sophisticated data-reduction procedures
never work perfectly.
Noise present in the final stellar light curves divide into different types:

1. Random noise: photon noise, scintillation.

2. Detector defects: imperfect corrections for: pixel sensitivity variations, hot
pixels, dead pixels, etc.

3. Systematic temporal variations: imperfect corrections for: varying dark
and/or bias level, extinction, moving clouds, seeing variations, stellar
activity, etc.

In the following, we discuss these noise sources in more detail:

Type 1: Random Noise

An ideal system is limited only by noise of type 1. A basic and unavoidable
noise is the photon noise of the target stars and the sky background. Both
noise sources are independent and obviously the choice of a good dark site
will significantly improve the detection capabilities.

Another source of noise results from scintillation effects. An approximation
of scintillation noise can be given as [72]:

σsc = 0.09D− 2
3 Ax

z e
− h

h0 (2t)−
1
2 (9.7)

Here, D is the telescope aperture in cm, h the height of the telescope site,
h0 the scale height of the atmosphere (8000 m), t the exposure time and Az

the air mass. The exponent x depends on the angle of the wind direction
with the observing direction and an average value of 1.75 is often assumed.
The scintillation noise is independent of the stellar magnitude. It depends,
however, on the aperture used for the observations. Scintillation noise is large
for small apertures, in particular below 10 cm. Thus, for many transit surveys
using small lenses, scintillation can be a significant source of noise.

Type 2: Detector Effects

CCD detectors vary in sensitivity from pixel to pixel. Depending on the qual-
ity of the CCD used, the detector may also show “dead” pixel or columns. In
addition, some pixels may show continuous high levels of thermal electrons
(“hot” pixels, that might also vary with time.). All these effects always apply
to the same fixed pixels on the CCD. Let us first assume that we always image
the same stars on the same pixels (perfect guiding). In this case, some light
curves will always be lost when stars are imaged on “dead” or “hot” pixels.
However, pixel-to-pixel sensitivity variations obviously do not affect the final
light curves to a high degree when the stellar images remain fixed on the CCD.
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High-accuracy guiding, therefore, is the observing strategy chosen when no
flat fields can be obtained (e.g., on space satellites). To obtain very low noise
light curves (e.g., to detect Earth-sized planets) will require guiding even on
the level of sub-pixel accuracy, to avoid intra-pixel sensitivity variations.

In ground-based observations such guiding accuracies are usually not
achieved. The level of noise in the light curves resulting from “bad” pixels
and imperfect corrections of pixel sensitivity variations then strongly depends
on the quality of the guiding system. In the case of imperfect guiding, for ex-
ample, stars will “move” across the CCD and are imaged on a “dead” or
“hot” pixel for a certain time. In the final light curves, this can mimic stellar
intensity variations and leads to an enhanced noise level over the night as
the stars move across different pixels. The same is true if no proper flat field
can be obtained and stars move across pixels with different sensitivities. Also
intra-pixel sensitivity variations can be important in this respect for highly ac-
curate photometry. Telescope systems without guiding will, of course, suffer
most from this type of noise.

In a similar way, additional noise sources related to the detector can result
from variations of the bias and dark levels across the CCD frame. Temporal
variations of bias and dark levels affect the residual systematic noise in the
final light curves and are discussed below.

Type 3: Systematic Temporal Variations

Noise of type 3 is detected in the final light curves as residuals showing small,
but correlated variations of the stellar intensity. Such residuals are indeed
found [48]. It is difficult to identify clearly the cause of such residuals, be-
cause most likely they are a combination of the various effects contributing
to type-3 noise. For example, variations in atmospheric transparency are an
additional source of “noise” in the light curves. Atmospheric transparency
varies over the night with changing airmass (extinction). In addition, it can
vary on short time scales, for example, related to cirrus clouds. While extinc-
tion correction is an integrated part of the data reduction procedures, it can
be a problem for very wide-field surveys where the extinction can vary over
the field of view, and working on sub-frames may be the only choice, leading
to an effective correction. In the ideal case, also short-term transparency vari-
ations are corrected in the pipeline during extinction correction. In practice,
most surveys use reference stars in the same image to monitor transparency
variations, thus performing relative photometry. However, the correction is
often not perfect, leading to systematic residuals. Colour-dependent effects
can further lead to residuals varying from star to star. Another source of sys-
tematic noise in the light curves is related again to the instrument used. Small
variations of dark current, bias level and read-out noise may all contribute to
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the systematics. And finally, the central star itself can be variable and provide
a source of correlated noise in the light curves.

Since it is difficult to find the physical causes of residuals, correction meth-
ods have been developed that require no knowledge of the nature of the resid-
ual noise [73]. These correction algorithms help to achieve the required low
noise level in the light curves of many transit surveys.

9.6
Detection Probabilities

Up to now, only 14 transiting planets have been found, although several hun-
dred thousand stars are monitored in several survey programs. What is the
expected number of transits in such surveys, and why is the observed number
so low?

The most uncertain parameter when performing estimates of expected tran-
sit detections is the fraction of stars which harbor planets, fplanet. So far, we
have no information on the true mass-distribution function of planets, be-
cause detections of radial velocity surveys are biased towards large gas-giants.
However, the ongoing rv surveys have provided more than 200 planet detec-
tions and allow us to obtain a first estimate of fplanet at least for the close-in
hot Jupiters. These are also the target of the ground-based transit searches.
Numbers for fplanet in the literature are around 1% [74].

The “geometric” probability, Pg, considers the probability of a planet to pass
in front of its star while viewed along a line-of-sight, L. Thus, Pg depends on
the radii of the star and planet, the orbital planet distance and eccentricity, e,
and the longitude of periastron, ω [43]:
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) [
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π
2

)
1 − e2

]
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Figure 9.12 shows Pg over orbital period for a Jupiter-sized planet around
three different types of stars. For a solar type central star and a “hot Jupiter”-
like planet, Pg, is around 10%. It drops to about 0.5% for a planet at 1 AU
stellar distance. The geometric probability has two implications for the tran-
sit method: (a) it is biased towards short-period planets; (b) it requires the
monitoring of a large number of stars.

Since the detection limit of most ground-based surveys is around 1 % transit
depth, only large planets around dwarf stars have significant detection prob-
abilities. Thus, what is relevant when predicting transit detections is not the
total number of stars in a target field, but only the number of dwarf stars,
Ndwar f (see Section 9.5.2 on the selection of target fields). For example, only
50% of the stars in fields of the SuperWASP survey are late-type dwarfs [75].
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Fig. 9.12 The “geometrical” probability of viewing a planetary
system edge-on for G, K and M stars.

Only light curves with sufficient S/N allow for the detecting of transits and
therefore the number of light curves for which the required accuracy can be
obtained, NS/N , is crucial for the transit discovery rate of an operating sur-
vey. For example, in a transit survey like SuperWASP [75] about 50% of the
detected stars in the survey have sufficient S/N.

Taking into account only the parameters discussed so far, leads to rela-
tively high detection probabilities. For example, a search program monitor-
ing 100 000 dwarf stars, of which 1% have a hot Jupiter planet, would lead to
25 detected planets. Obviously, this is not in agreement with real detection
rates. There are, however, additional factors further reducing the detection
probability of any given transit survey.

As discussed in Section 9.5.1, planetary transits often remain unobserved,
unless the effective duty cycle of a survey is very high. Thus, for space mis-
sions we expect a relatively large number of detected transits, whereas in
ground-based surveys the transit detection probability strongly depends on
the duty cycle, Pduty. A transit survey has to be performed until at least three
transits of a planet in the field-of-view are observed. If the duty cycle is high,
this can be achieved quickly. If the duty cycle is low this may require obser-
vations of a target field over several seasons. For observations during one
season, we estimate Pduty to be around 30–50%.

Putting these numbers together (fplanet· Pg· Ndwar f · NS/N · Pduty), we further
reduce our expected detection rate to 2–3 planets per 100 000 stars surveyed.

So far we assumed that all planetary transit signals will be detected by
the transit search method applied. Of course, this will not be the case if a



9.7 Further Characterization of Transiting Planets 231

transit signal is close to the noise level, especially in the presence of resid-
ual systematic noise and high stellar variability [48]. For example, tests on
the performance of transit search algorithms for the CoRoT space mission
Moutou et al. [65] gave a detection rate of about 80% of the transit signals im-
plemented in simulated light curves. The detection rate is of course higher for
large planets, and detection remains difficult for small amplitude signals, in
particular for variable central stars.

The actual number of expected planets may be reduced further if planets
predominantly form around metal-rich host stars, as suggested by studies of
the known planetary systems [76, 77].

Several estimates of the efficiency of transit searches have been made. A
prediction made by Horne [9] for ongoing and planned surveys was shown
to be overly optimistic compared with real detection rates. Other predictions
find detection rates of one to a few “hot Jupiters” per few ten thousand stars
(e.g. [66, 78]). Many surveys do not yet reach the duty cycle required for high
detection statistics, in addition to relatively high noise levels. However, the
number of detected transiting planets will certainly increase significantly in
the near future.

9.7
Further Characterization of Transiting Planets

The transit detection and basic characterization of exoplanets as described in
the previous Sections form a first step in the investigation of their nature. Once
a transiting planet is securely detected a number of further investigation tech-
niques will allow a more precise understanding of the planets and their envi-
ronment. Most obvious are further observations that improve the accuracy of
the transit epoch and/or the information on the light curve shape during the
event. Below, some of the methods used or proposed for further investigations
of transiting planets are described.

Both improved photometric precision and multi-band photometry during
the transiting event will allow a better constraint of the planetary radius (as
discussed in Section 9.3; see also [79]). Improved modeling of the observed
light curve during the transiting event decreases the uncertainty in the plan-
etary radius determined, since the uncertainties introduced by the limited
knowledge of radius, mass and limb-darkening parameters of the parent star
will be minimized. A recent example is the planet HD 209458 b [45].

High-resolution spectroscopic observations during the transit allow the de-
termination of the sense of stellar rotation as well as the projected angle of the
orbital plane of the exoplanet to the spin axis of the star through the Rossiter–
McLaughlin effect [80, 81] and, e.g., [82, 83]. During the transit, different parts
of the stellar disk are obscured by the planet, resulting in an asymmetric dis-



232 9 The Transit Method

tortion of the line profiles of the stellar spectrum. Therefore, based on radial
velocity measurements, from the resulting time-dependent shift of the stellar
absorption lines, the above properties of the stellar system can be modeled.
This type of investigation has been performed for HD 209458 [47] and HD
149026.

Precise measurements of the timing of a transiting exoplanet can be used
to detect additional satellites or planet companions in the planetary system
due to the timing anomalies introduced by gravitational perturbations of ad-
ditional bodies [84–86].

Transiting planets provide the opportunity to probe the composition of
close-in extrasolar planet atmospheres as well as the possible presence of
clouds and the general weather pattern. It should be noted that the detections
are not due to direct imaging of the planet, but rather through unresolved
observations at different eclipsing geometries (i.e., observation both in and
outside the transiting event).

Although extremely challenging at visible wavelengths it is, in principle,
possible to detect the reflected light of exoplanets through both spectroscopy
and photometry. The main problem is to reach the S/N ratio needed to de-
tect the planet and therefore the method is better suited for observations from
space. In the same way as for the planets in the Solar System, the flux ob-
served will depend on the phase function and the geometric albedo of the
planet. Ground-based studies have been able to put upper limits on the geo-
metric albedo for some exoplanets (e.g. [87, 88]). Rowe et al. [89] have put
an upper limit on the albedo of the transiting planet HD 209458 b based on
observations from the MOST satellite mission.

Fig. 9.13 The relative flux during the secondary eclipse of TrES-1 b.
(From [105].).
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Transmission spectroscopy compares stellar spectra acquired during the
transit event to spectra outside the event to detect absorption features in the
planets upper atmosphere, thereby giving insights into the atmospheric com-
position. After many unsuccessful attempts and predictions made for the de-
tection of atmospheric absorptions [90–97], the first such detection was made
for absorptions due to atomic sodium in the atmosphere of HD 209458 ob-
served with HST [98]. In the following, H I, O I and C II have been detected,
and upper limits put on other species, again using HST [99–104].

The infrared emission of an eclipsing planetary system can be observed
to determine the planet-to-star brightness ratio during the secondary eclipse
when the planet is behind the parent star. Based on such observations plan-
etary temperatures and albedos can be estimated. Using the Spitzer Space
Telescope Charbonneau et al. [105] and Deming et al. [106, 107]) have detected
infrared emission of TrES-1 b (see Fig. 9.13), HD 209458 b and HD189733 b.

Together all these various methods provide a palette of tools that can be
applied to further characterize the detected transiting exoplanets. A good ex-
ample is the planet HD 209458 b, where in principle, all the above-mentioned
methods have been applied.

9.8
Future Prospects

The statistics of known transiting extrasolar planets is heavily biased by obser-
vational constraints as outlined in the previous Sections. As shown in Fig 9.14
the present detection capacity of ground-based transit surveys operates in a
rather limited sub-set of the total known population of extrasolar planets, and
is focussed on hot Jupiters. One can expect that the number of planets de-
tected from the ground in this size range will increase in the years to come,
and potentially, around low-mass M stars the detection of terrestrial planets
may even already be possible from the ground. In particular, steadily accu-
mulating total duty cycles for the operating surveys, as well as the potential
of telescope systems operating within networks distributed all over the globe,
will push the transit detection region outwards, as shown in Fig. 9.14.

However, the expansion of transit detections towards the range of small ter-
restrial planets around solar-like stars will be in the detection domain of ded-
icated space missions. Here the great advantages are a significantly improved
duty cycles and the absence of the constraining influence from the Earth’s
atmosphere. Both the CoRoT [108] and Kepler [109] missions will search for
exoplanets using the transit method with high-accuracy photometric measure-
ments for a large number of stars over a substantial period of time. Predictions
for transit detections of CoRoT include several tens of “hot Jupiter” planets
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Fig. 9.14 Planetary detection probabilities
using the radial velocity and transit methods,
together with the potential for space mis-
sions like CoRoT and Kepler. In the figure the
detection limits in mass and distance from
the parent star (Semi-Major Axis/Period) are
marked. Note also the location of the planets
(blue circles) and the habitable zone (green
area) within the Solar System. Figure from

the JPL publication “Precursor Science for the
Terrestrial Planet Finder” edited by P.R. Law-
son, S.C. Unwin, and C.A. Beichman (JPL
Pub 04-014, page 21, Fig. 5, 5th Oct 2004).
In recent years, the detection of 1 m s−1 ra-
dial velocity, and even less, became possible,
thus expanding the detection range of this
method towards even smaller planets than
predicted only a few years ago.
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and the first “hot Earth” planets [24, 78] while Kepler is expected to reach the
region of true Earth-like planets [109]. Consequently, the transit method will
play a crucial role in exploring terrestrial planets outside the Solar System and
provide the sample of planetary systems to be studied in even greater detail
by the next generation space missions.
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10
US Programs and Space Missions for Extrasolar Planet
Research
P. Kenneth Seidelmann

Abstract

The search for extrasolar planets and planet-forming regions is the focus of a
number of programs, including the NASA Navigator Program. The ultimate
goal of these programs is finding earth-like planets to determine if they are
habitable, and search for signs of life. This effort includes both ground and
space-based missions, and techniques of astrometry, interferometry, photom-
etry, nulling, and coronographic imaging in both visual and infrared wave-
lengths to detect transits, periodic motions, and direct images. The space mis-
sions include Kepler, SIM PlanetQuest, Terrestrial Planet Finder – Corono-
graph and Infrared, Spitzer Space Telescope, James Webb Space Telescope
(JWST), and Microvariability and Oscillations of Stars (MOST). Stratospheric
Observatory for Infrared Astronomy (SOFIA) is a high-flying airplane, and
ground-based observations are made by the Keck Interferometer, the Large
Binocular Telescope Interferometer (LBTI), Palomar Observatory Instruments,
Pan-STARRS, and proposed Thirty Meter Class Telescopes.

10.1
Introduction

How many stars have planets around them? How common are solar systems
in the universe? How do solar systems form? What are the masses and dis-
tributions of the planets? Is there a brown dwarf desert? Are there other
habitable planets than the Earth? What are the chemical compositions of the
planets and atmospheres? Can vegetation be detected? Is there other intelli-
gent life in the universe? These are some of the questions that the missions
and programs to discover extrasolar planets are seeking to answer.

The basic problem is that extrasolar planets are an enormous distance from
us, they do not produce any light themselves, and they are near very bright
stars. Hence, the techniques for discovering extrasolar planets are transits of
the planets across or behind a star, periodic variations in the radial velocities of
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stars, periodic variations in the proper motions of stars, micro-lensing obser-
vations indicating the presence of planetary size objects, and direct imaging of
a planet moving around a star, either by nulling or coronographic techniques.

Radial velocity observations from the ground have been very successful
in discovering planets within the accuracy and time periods of the observa-
tional data. Some ground-based transit observations have been made with
small successes so far. Also micro-lensing detections of planets have been an-
nounced. Astrometric observations have not yet reached the accuracies nec-
essary to detect planetary size objects.

The astrometric technique is complementary to the radial-velocity method.
Astrometry is the most sensitive method for detecting planets in larger, slower
orbits, while radial velocity is most sensitive for detecting planets in smaller,
faster orbits. The astrometric technique is also important because it provides
the planet mass without ambiguity attributable to the orbit inclination.

The search for habitable planets and life has strong support within the sci-
entific community and is of great interest to the general public. The search has
been advocated by NASA and National Academy of Science advisory commit-
tees, including reports from the TOPS (Toward Other Planetary Systems) and
COMPLEX (Committee on Planetary Exploration) committees. The concept
for the Keck Interferometer was described in the TOPS report, and restated
in A Road Map for the Exploration of Neighboring Planetary Systems (“The
ExNPS Report”, 1996). The TOPS and ExNPS reports recognized the unique
potential of interferometry for the problem of planet detection. The TOPS re-
port specifically identified the detection of "Hot Jupiters" using the differential
phase technique. The ExNPS report identified the need to measure the bright-
ness of the clouds of zodiacal dust around other stars. Since this emission can,
in extreme cases, mask the signal of individual planets, its characterization is
important to the design of NASA’s Terrestrial Planet Finder (TPF) space mis-
sion. Both the TOPS and ExNPS reports noted the capability of ground-based
interferometry to detect Uranus-size planets through the astrometric signature
of their parent stars.

The 2001 decadal review of astronomy and astrophysics, "Astronomy and
Astrophysics in the New Millennium", prepared by the US National Research
Council stated, "The discovery of life on another planet is potentially one of
the most important scientific advances of this century, let alone this decade,
and it would have enormous philosophical implications". The decadal com-
mittee recognized the importance and challenges of building TPF and recom-
mended proceeding with TPF, but requested that technology must be demon-
strated first and precursor missions should confirm the expectation that terres-
trial planets are common around solar-type stars. The committee also recom-
mended that TPF give equal attention to the broader science goals of studying
planetary systems and the structure of astronomical sources imaged at high
angular resolution.
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There is a NASA Navigator Program with the goals of finding earth-like
planets around nearby stars to determine if they are habitable, and search
for signs of life. Hence, there are planned space missions to detect planets
by transit observations, Kepler, and to detect planets by interferometry, SIM
PlanetQuest. Terrestrial Planet Finder - Coronagraph (TPF-C) is to seek to de-
tect and characterize planets that may be habitable. Terrestrial Planet Finder -
Infrared (TPF-I) is to detect and characterize planets from infrared emission.

There is a trade-off between the capabilities of telescopes on the ground
and in space. Ground based telescopes can be bigger and cheaper, but they
are restricted by the atmosphere. However, adaptive optics and advanced
detector instrumentation can compensate for some of these limitations. Light
collection of more than an order of magnitude larger than HST can be obtained
from the ground. So, for optical and infrared observations, new advanced
mountaintop telescopes offer potential for future discovery, at a much smaller
cost. SOFIA offers the infrared observing capability from an airborne platform
above the atmosphere.

NASA is currently struggling with budget problems, which are leading to
serious changes in program plans. So all the future schedules and launch dates
should be considered as uncertain. Right now flight plans for SOFIA and the
development of TPF are on hold. All NASA programs are suffering budget
reductions that might reduce capabilities and delay schedules.

10.2
Kepler

Kepler will measure the depth, duration, and repeatability of the dimming of
a star when a planet transits in front of the stellar disk. Kepler should detect
hundreds of terrestrial planets in the habitable zone and determine whether
terrestrial planets are common or rare. It will also determine the planets’ albe-
dos, periods, sizes, masses, and densities (the latter two with radial velocity
data).

The Kepler instrument is a 0.95 meter telescope with a 105 square degree
field of view. The detectors are 42 CCDs, each with 2200 × 1024 pixels. The
photometric one sigma noise for a solar-like stellar variability and photon shot
noise for an mv=12 star is < 2× 10−5. The instrument has no mechanisms ex-
cept for antenna gimbals and a one-time ejectable cover. The spacecraft will be
launched in 2008 into an earth-trailing heliocentric orbit. It will continuously
monitor 100 000 main-sequence stars in a single star field in the Cygnus-Lyra
region for four years, searching for planets. To observe a transit of a star the
planet orbit must be lined up edgewise to our solar system. This is more crit-
ical as the planet orbit gets larger, with a probability of proper alignment of
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the planet orbit of about 0.5%. The photometer in space has the advantage of
precision and avoiding interruptions caused by day–night and seasonal cycles
and atmospheric perturbations.

If planets are common around stars like our sun, then, depending on the
average size of the planets, the expected terrestrial planet detections would be
about 50, 185, and 640, if the planet sizes were 1.0, 1.3, or 2.2 times the earth
radius, respectively. Two or more planets would be expected in about 12% of
the cases. The detections for giant planets would be about 135 and 30 for inner
and outer orbits, respectively. The sample size of the stars is large enough that
the lack of detection of planets would still be very significant.

For this mission the Science Operations Center is at NASA Ames, the Mis-
sion Operations Center is at the University of Colorado LASP, and the Data
Management Center is at the Space Telescope Science Center.

10.3
SIM PlanetQuest

Space Interferometry Mission (SIM) PlanetQuest measures stellar positions
with respect to neighboring stars over the full sky over a period of years by
means of interferometers. It will detect planets from the astrometric periodic
motion of the stars. It will determine the planet’s period, mass, orbital dis-
tance, shape and orientation. The mission will also determine the distances
to stars throughout the galaxy and perform other fundamental astrophysics
investigations.

In a narrow field of view (one degree), SIM will aim to achieve an accuracy
of one microarcsecond in a single measurement and search for planetary com-
panions to nearby stars by detecting the astrometric wobble relative to nearby
stars. From wide-angle measurements (15 degrees) SIM has the precision goal
of 4 microarcseconds over the five-year mission. The limiting magnitude is
20. These observations will be made relative to an astrometric grid of refer-
ence stars covering the whole sky. The astrometric grid will be made up of
overlapping tiles of 15 degrees, observed by repeated relative observations.
The 15 degree tiles are the area of the sky accessible to SIM by repointing the
optics without changing the orientation of the spacecraft. Pointing the space-
craft will be accomplished using reaction wheels, with small thrusters used
to desaturate the reaction wheels. To protect the optics from overheating, the
nominal viewing axis will never be within 45 degrees of the sun.

SIM is a space-based 10 m baseline optical Michelson interferometer operat-
ing in the visible waveband (0.4–0.9 µm). The telescopes have 0.3 m diameter
apertures, the detectors are CCDs, and the orbit is an earth-trailing solar orbit
after a launch in 2011. The spacecraft will slowly drift away from the earth at
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a rate of about 0.1 AU per year, reaching a distance of about 95 million kilo-
meters after 5.5 years. In this orbit the spacecraft will receive continuous solar
illumination. The spacecraft velocity needs to be determined to an accuracy
of 20 mm s−1, or better, to correct for relativistic stellar aberration. This will
be achieved using ranging and Doppler data obtained from the Deep Space
Network (DSN) ground stations. Normally, observation sequences will be
uplinked every week or two. Observational data will be stored onboard and
transmitted to earth several times a week. Special quick-turnaround proce-
dures will be used to handle targets of opportunity.

In 2005 SIM PlanetQuest successfully completed eight technological mile-
stones, which were rigorous tests of the ultra-precise technologies, required
by NASA to prove that the mission could accomplish its scientific goals.

10.4
Terrestrial Planet Finder – Coronograph (TPF-C)

TPF-C uses a single large telescope with a coronograph to directly detect and
characterize planets from a visible wavelength, direct image of a star–planet
system. TPF-C will determine the planet’s period, brightness, atmospheric
gases (oxygen, water vapor, ozone, carbon dioxide, methane), and orbital
distance, shape, and orientation. In good conditions, TPF-C will detect the
planet’s length of day, surface plant life, ocean/land ratio, and cloud variabil-
ity. TPF-C will search for habitability and signs of life on extrasolar planets.

The visible-light concept uses a single telescope with an effective diameter
of 6.5–8 meters. It must achieve a billion to one image contrast, so very precise
control of the optical quality is required. Wavefront control is a critical issue
for TPF. Imperfections in the optics, which scatter light and degrade image
contrast, must be corrected. Internal imperfections can be corrected by active
optics, similar to the technology used on ground-based telescopes to correct
for wavefront distortion in the earth’s atmosphere.

The coronograph instrumentation will use a central disc and specialized
techniques to block the glare of a star, so that dimmer planets around the star
can be detected and characterized. To study the area around a star requires
dealing with the diffraction of light around the edges of the telescope, which
detracts from the potential angular resolution of the image. The diffraction
pattern from a simple round telescope is a series of concentric rings; Aries
rings, with a bright central spot. In order to see an orbiting planet it is neces-
sary to suppress several of the bright rings without blocking out the planet.
Masks can simulate a telescope with a different shape giving a diffraction pat-
tern such that the starlight is much dimmer, or brighter, closer to the center in
some areas. Then by rotating the telescope about the line-of-sight the planet
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image passes in and out of dim and bright regions. There are a number of
options available for managing the diffraction pattern.

Advantages of operating at visible wavelengths include that smaller tele-
scopes can obtain the required resolution, optical detectors require less ther-
mal control, which reduces the need for onboard cooling, and the telescope
can operate at room temperatures. Various missions have been proposed to
demonstrate the technologies needed for TPF-C, which is to launch in 2014.

10.5
Terrestrial Planet Finder – Infrared (TPF-I)

TPF-I will determine the planet’s period, infrared brightness, amounts of life-
related atmospheric gases (water vapor, ozone, carbon dioxide, methane, and
nitrous oxide), and orbital distance, shape, and orientation. If the planet’s
atmosphere is transparent enough, TPF-I will determine the planet’s length of
day, ocean/land ratio, and cloud variability.

One TPF-I concept uses an array of four formation-flying, large, cooled tele-
scopes (3 to 4 meters) flying in precise formation with interferometric nulling
beam combination to detect and characterize planets from infrared emissions.
Another TPF-I concept is placing the telescopes on a physical structure. SIM
will demonstrate spaceborne interferometry and path length control. By com-
bining infrared, or heat radiation, gathered by the multiple telescopes by
means of interferometry, much larger telescopes will be simulated.

Interferometers allow smaller, widely separated mirrors to work together
as a giant virtual telescope. The resolution obtained would be the same as a
single telescope the size of the separation between the individual telescopes.
To develop a good picture the interferometer must rotate around its line-of-
sight to different relative positions and take repeated exposures. In addition
to taking pictures, an interferometer can obtain spectra of the targets. The joint
mission with the European Space Agency is to launch in 2020.

10.6
Spitzer Space Telescope

The Spitzer Space Telescope, formerly the Space Infrared Telescope Facility
(SIRTF), has a 0.85 meter telescope and three cryogenically cooled science
instruments. The three instruments are: an Infrared Array Camera (IRAC),
which is a four-channel camera providing 5.12 × 5.12 arcminute simultaneous
images in 3.6, 4.5, 5.8, and 8 microns; an Infrared spectrograph (IRS), which
has four separate modules giving a low-resolution, short-wavelength mode
covering 5.3–14 microns, a high-resolution, short-wavelength mode covering
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10–19.5 microns, a low-resolution, long-wavelength mode covering 14–40 mi-
crons, and a high resolution, long wavelength mode for 19–37 microns; and
a Multiband Imaging Photometer (MIPS), which has a 128 × 128 array for
imaging at 24 microns, a 32 × 32 array for imaging at 70 microns and spec-
tra from 50–100 microns, and a 2 × 20 array for imaging at 160 microns. It
was launched in 2003 into an earth-trailing orbit with an expected minimum
lifetime of 2.5 years. This orbit is far enough away from the earth to allow
the telescope to cool rapidly without a large amount of coolant. To observe in
the infrared the telescope needs to be cooled to about −273 degrees C, and be
protected from the heat of the sun and infrared radiation from the earth.

The Spitzer Space Telescope is an infrared system so it can detect heat ra-
diation in the infrared spectra from planets. For transiting planets, observa-
tions can be made when the planet is in front (primary transit) and behind
(secondary transit) the star, and the observations subtracted to give the planet
spectra itself. The advantages of this approach are that the entire surface of the
planet emits infrared radiation and at infrared wavelengths the planet is only
about 1000 times fainter than a sun-like host star. Using this technique, the
temperature of the planet can be measured and the presence of water vapor,
carbon monoxide, and methane can be inferred.

Since hot Jupiters should be tidally locked to the parent stars and have per-
manent day and night sides, the planets should experience uneven heating.
This should lead to very fast winds to redistribute the heat from the day to
night sides. Observations of orbital variations could reveal how absorbed en-
ergy circulates around the planet.

IRAS has discovered the presence of dust disks around some nearby stars,
providing key information about the formation of extrasolar planetary sys-
tems. Spitzer can study hundreds of stars to determine the frequency of these
disks and can use imaging and spectroscopy to characterize the structure and
composition of the disks.

10.7
James Webb Space Telescope (JWST)

JWST is to have a 6.5 meter mirror and a sunshield the size of a tennis court,
both of which will be folded for launch and open in orbit. JWST will be
launched in 2014 into an L2 Lissajous orbit. JWST will be an infrared opti-
mized large telescope with instruments primarily for the infrared range, but
with some visual range capability.

JWST should be able to detect heat emission in the infrared from hot Nep-
tunes and possibly hot earths. It will also study the earliest galaxies and some
of the first stars formed after the big bang.
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JWST is made up of three major elements; the Integrated Science Instrument
Module (ISIM), the Optical Telescope Element (OTE), and the Space Support
Module (SSM). The ISIM consists of a cryogenic instrument module, which is
integrated with the OTE and science processors, software, and electronics in
the warm SSM. The ISIM contains three science instruments, NIRCam, NIR-
Spec, and MIRI, and the Fine Guidance Sensor (FGS).

The Near Infrared Camera (NIRCam) is designed to detect the first light-
emitting objects to form in the universe after the big bang, to study star for-
mation in the Milky Way, and to discover and characterize planets around
other stars.

The Near Infrared Spectrograph (NIRSpec) will observe in the wavelength
range of 0.6 to 5 microns. It will study galaxy formation, clustering, chemical
abundances, star formation and kinematics, active galactic nuclei, young stel-
lar clusters, and measurements of the initial mass function of stars (IMF). The
current NIRSpec design provides three observing modes: a low-resolution
R 100 resolving power prism mode, a R 1000 multi-object mode, and a R 3000
integral field unit or long-slit spectroscopy mode. The field of view will be
3.4 × 3.4 arcminute in each case. The European Space Agency (ESA) will be
providing the NIRSpec instrument (NASA will provide the detectors) as part
of their contribution to JWST.

The Mid Infrared Instrument (MIRI) is for imaging and spectroscopy at
wavelengths between 5 and 27 microns. MIRI is designed to discover “first
light”, investigate the history of star formation, growth of black holes, pro-
duction of heavy elements, how stars and planetary systems form, evolution
of planetary systems, and the conditions for life. It is a collaboration between
NASA JPL and ESA.

The FGS will provide high-precision pointing-error signals to the observa-
tory Attitude Control Subsystem (ACS) to enable stable pointing at the mil-
liarcsecond level. The FGS will assure that an appropriate guide star is avail-
able with 95% probability at any point in the sky. The FGS will have three
simultaneous fields of view of about 2.3 × 2.3 arcminutes. Two of those fields
will feed guiding channels and the third will feed a R 100 tunable filter cam-
era. The Fine Guidance Sensor (FGS) will be supplied by the Canadian Space
Agency (CSA).

10.8
Microvariability and Oscillations of Stars (MOST)

MOST is an optical telescope with a 15 cm mirror, a CCD camera with twin
side-by-side Marconi frame-transfer devices (1024 × 1024 pixels). One CCD is
used for science observations and the other is read out every second to track
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guide stars for satellite attitude control. A broadband filter selects light in the
350–700 nm wavelength region. The camera has an array of Fabry microlenses
to project a large stable image of the telescope pupil illuminated by the target
starlight, which gives the photometric precision. The low-cost instrument has
no moving parts. The structure automatically maintains the same focus for
a wide range of temperatures. The CCDs are cooled by a passive radiator
system, and exposure times are controlled by rapid frame transfer.

MOST was launched in 2003 by a Russian ROCKOT into a low-earth polar,
sun synchronous orbit that remains over the terminator of the earth. Thus, it
has a Continuous Viewing Zone from −19 to 36 degrees declination, in which
a selected target star remains observable for up to 60 days without interrup-
tion.

The small Canadian space telescope, MOST, can measure a planet’s reflected
light from multiple observations of secondary eclipses, when a planet can be
observed before, during, and after, an eclipse.

10.9
Stratospheric Observatory for Infrared Astronomy (SOFIA)

SOFIA, NASA’s modified Boeing 747 airplane with a 2.5 meter infrared tele-
scope and modern detectors, will make observations that cannot be made
from ground-based infrared telescopes. It will be based at Ames Research
Center at Moffet Federal Airfield. It is expected to fly into the stratosphere (to
approximately 41 000 feet altitude), open the telescope cavity door, and point
the telescope at selected targets three or four nights a week for at least twenty
years. The scientific instruments are designed to make high-resolution mea-
surement over 0.3 micron – 1.6 mm wavelengths. There are three categories
of instrument, Facility Science Instruments (FSI), which are available for any
observer, Principal Investigator Instruments (PSI), which are exclusively avail-
able to the PI team, and Special Purpose Principal Investigator Science Instru-
ments (SSI), which are available to people collaborating with the instrument
team.

For extrasolar planet observations it can observe transiting planets during
primary and secondary eclipses. It will also observe proto-planetary disks and
planet formation in nearby star systems.

10.10
Keck Interferometer

The Keck Interferometer connects the two 10-meter Keck telescopes on top of
Mauna Kea, Hawaii, as an infrared interferometer with a baseline of 85 meters.



250 10 US Programs and Space Missions for Extrasolar Planet Research

A Jupiter-sized planet at a temperature of 900 K is about 10 000 times dim-
mer than a solar-type star. Our own Jupiter is about a million times fainter
than the sun in the thermal infrared, and a billion times fainter in the visible
and near infrared. Direct detection of a "cold Jupiter" can only be done from
space, but direct detection of a hot Jupiter can be done with the Keck Interfer-
ometer. The Keck Interferometer will be able to detect the radiated light from
Jupiter-sized planets at a separation of 0.15 AU from a parent star, and at a
distance of 10 pc, through the use of multi-color phase-difference interferom-
etry.

While very accurate wide-angle astrometry is only possible from space with
a mission like SIM, narrow-angle astrometry with an accuracy of tens of mi-
croarcseconds is possible from the ground with an optimized instrument. Uti-
lizing the proposed, but currently unsupported, outrigger telescopes, the Keck
Interferometer would be able to survey hundreds of nearby stars out to 25 pc
for the presence of planets.

The Keck Interferometer would complement SIM for astrometric planet de-
tection. SIM will provide ultra-high accuracy for detection of planets down
to several earth masses, while the Keck Interferometer would provide a long
time scale for detecting longer-period systems.

10.11
Large Binocular Telescope Interferometer (LBTI)

The LBTI will be able to directly detect extrasolar giant planets and study solar
system formation. It will provide high-resolution images of faint objects over
a wide field of view. The LBT, equipped with adaptive optics and fully ex-
ploiting the quality of its mirror surface, will permit formation of diffraction-
limited images, such that a planet could be detected against a low surface
brightness halo of residual scattered light. In this manner, a Jupiter-like planet
could be detected, if present, around some fifty of the nearest stars. The inter-
ferometric mode will enhance the planet/background contrast even further,
thus increasing the number of candidate stars and the sensitivity of the survey.
The LBTI will be able to study emissions for faint dust clouds around stars by
means of nulling techniques. The dust clouds reflect light and give off heat,
which interferes with planet searches. LBTI will characterize the emissions.

Observations with existing telescopes have shown that star (and presum-
ably planet) formation is a continuing process within dense interstellar clouds
in our own and other galaxies. However, very little is known about the nature
of the process, especially the role of angular momentum, magnetic fields and
initial turbulence on fragmentation (the final mass spectrum), the formation
of pre-planetary disks, and the formation of binary stars. The difficulties arise,
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both due to the obscuration of visible light by interstellar dust in star-forming
regions, and because, during the stages of interest, the condensations are suf-
ficiently cool that they are faint and radiate mainly in the infrared, where the
resolution and sensitivity of existing telescopes is too low to solve the prob-
lems. The LBTI will provide almost an order of magnitude gain in both reso-
lution and sensitivity and should permit major advances.

LBTI is two 8 meter telescopes connected as an infrared interferometer with
a maximum baseline of 22.8 meters. The configuration allows essentially com-
plete sampling of all spatial frequencies in the image up to 22.8 meters us-
ing interferometric imaging between the two 8.4-m pupils. This provides
unique capabilities for high-resolution imaging of faint objects. When com-
bined with adaptive optics, the LBT interferometric mode offers high signal-
to-noise imaging on even the faintest objects, over a relatively wide field.
The revolutionary optical design, especially the f/1 borosilicate honeycomb
primary mirrors, permit the entire LBT to be housed in a compact, low-cost
structure. The rigid, honeycomb primaries also permit simple mirror-support
systems. The optical configuration also permits incorporation of a one degree
field of view, which is well matched to array detectors at f/4, for wide field
imaging and multi-object spectroscopy at visible wavelengths. The binocular
structure will also provide a natural way of storing secondary mirrors on-
board the telescope, and interchanging them in 10–15 minutes to take advan-
tage of changing observation conditions.

10.12
Palomar Observatory

There are some planet-finding projects at Palomar Observatory. These include
Sleuth, Single Telescope Extrasolar Planet Survey (STEPS), and the Palomar
Testbed Interferometer.

Sleuth is a 10 cm, robotic telescope dedicated to search for gas-giant planets
transiting a star. It nightly monitors about 10 000 stars brighter than 12th vi-
sual magnitude in a six degree field of view. Sleuth is part of the Transatlantic
Exoplanet Survey (TrES) network that includes Stellar Astrophysics and Re-
search of Exoplanets (STARE) located on Tenerife in the Canary Islands and
Planet Search Survey Telescope (PSST) located in northern Arizona. Candi-
dates detected by Sleuth will be followed up to eliminate false positives by
Sherlock, currently under construction.

STEPS uses a precisely calibrated CCD detector to try to detect extrasolar
planets astrometrically. The Palomar 5 meter telescope has been used for a
feasibility study for this project.

The Palomar Testbed Interferometer (PTI) was designed to test the hypoth-
esis that the limits of ground-based astrometry due to atmospheric turbulence
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for very narrow-angle astrometry with long-baseline interferometers, could
achieve an astrometric precision that was perhaps 100 times better than what
was generally accepted in the 1980’s. In addition, PTI is designed to test sev-
eral key technologies for the Keck Interferometer and SIM.

10.13
Pan-STARRS

The Panoramic Survey Telescope and Rapid Response System (Pan-STARRS)
is four 1.8 meter diameter mirror telescopes simultaneously observing the
same region of the sky. Each telescope will have a three degree field of view
and a CCD camera with one billion pixels. For the principal observing pro-
gram of searching for near earth asteroids, 6000 square degrees of the sky will
be covered each night. The whole available sky from Hawaii will be observed
three times during the dark time of each lunation. Pan-STARRS is expected
to reach 24th magnitude with exposures ranging between 30 and 60 seconds.
Orthogonal Transfer CCDs (OTCCDs) allow shifting the charge along both
rows and columns to achieve on-chip image motion compensation, similar to
tip-tilt adaptive optics. Thus, Pan-STARRS will be able to observe large areas
of the sky with great sensitivity and detect moving and variable objects.

A single mirror prototype is under construction at Haleakala on Maui and
expected to have first light in 2007. The complete system will be located at
Haleakala or Mauna Kea. The construction of Pan-STARRS is funded by the
US Air Force. The University of Hawaii is seeking funding for the operations
of Pan-STARRS.

Pan-STARRS can be used for a photometric survey that lasts for a month in
a given region, to search for planet transits. With its field of view it should
either detect a few habitable planets or put a constraint on their frequency.
It should also detect eclipsing binaries, flares and spots, rotational rates, and
weather patterns. It is expected that extrasolar planets should have neutral
colors, while time-variable phenomena on stars should have strong color ef-
fects. The filters on the four telescopes will help separate the effects and pro-
vide preferred observations for looking for hot Jupiters and planet transits
around brown dwarfs.

10.14
Thirty Meter Class Telescopes

In response to the decadal committee recommendation and the Astronomy
and Astrophysics Advisory Committee, there are a number of concept studies
for telescopes in the thirty meter size range. These have different consortiums
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of backers and names, like the Giant Segmented Mirror Telescope (GSMT),
High Dynamic Range Telescope (HDRT), and Thirty Meter Telescope (TMT).
They feature different design characteristics and offer different advantages for
searching for and characterizing extrasolar planets. They all are seen as com-
plementing the James Webb Space Telescope (JWST).

The GSMT is conceived to have 10 times the collecting area of the 10m Keck
and 28 times that of the JWST. It will be sensitive to light throughout the
blue and visible spectrum, while JWST operates mostly in the near to mid-
infrared. GSMT will have sophisticated adaptive optics to provide superb
image quality along with the great sensitivity. It will have high spectral res-
olution (100 000) in the optical and IR. Hence, GMST is expected to separate
the light from Jupiter-like planets from parent stars out to 500 light years and
to reveal the structure and chemical composition of the atmospheres of these
planets. In the region shortward of 5 microns, GSMT will have high resolution
imaging and spectroscopy with possible coronography and adaptive optics to
probe planets and disk separations with better spectral resolution than JWST.

The Thirty Meter Telescope (TMT) is to be a 30 meter facility operating in
the wavelength range of 0.3–30 microns. TMT will use adaptive optics to
achieve diffraction-limited performance. TMT will explore planet-formation
processes and characterization of extrasolar planets. TMT will seek spec-
troscopic discovery observations in the terrestrial planet regime, kinematics
of proto-planetary disks, spectroscopic detection and analysis of extrasolar
planet atmospheres, and direct detection of extrasolar planets in reflected and
emitted light.

The High Dynamic Range Telescope (HDRT) is to have a light-collecting
area equivalent to a 15.9 m unobstructed aperture. It will have an off-axis op-
tical design of 6.5m mirrors with an unobstructed pupil for imaging of faint
objects near bright sources. Wide and narrow field, low-scattered light prop-
erties will be excellent for direct imaging and coronographic applications. An
optical resolution of 0.005 arcsecond is planned. Operating modes will pro-
vide wide (2 degrees) and narrow (1 minute) fields of view. High spatial res-
olution will be achieved from adaptive optics. The science drivers for this
telescope include extrasolar planets, star formation, Kuiper belt objects, weak
lensing surveys, and wide-field galaxy and redshift surveys.

10.15
Scientific Results

The different missions and ground-based programs seek to detect and dis-
cover extrasolar planets, determine their orbits and characteristics, determine
the frequency of planets and solar systems around stars, investigate the form
and methods of developing solar systems, and explore the possibilities of hab-
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itable planets and living creatures in the universe. The different programs can
contribute information to the collection of knowledge about planets.

The programs can all determine orbits of discovered planets and establish
if they are in the habitable regions. However, the more capable missions will
want to investigate the possible presence of solar systems where individual
planets have been detected. Also, there will be marginal detections of planets
that should be pursued by the more capable missions to verify or reject the
detections.

The planet’s temperature and its variability can be estimated from the or-
bital size and eccentricity, and from an estimate of the albedo. By combining
infrared and visible spectra, the effective temperature and model of the atmo-
sphere can be established and the surface temperature estimated.

If the planet’s mass and radius can be determined, the density can be de-
termined which will infer its composition (ice, gas, rocks, or a combination),
its habitability (solid surface and water), and its history (where formed). The
combination of observational methods can contribute to the knowledge of the
mass, radius, and brightness, along with spectral information. Surface gravity,
which can be determined from the planet’s mass and radius, is a good indica-
tor of habitability, because a massive, dense planet is more likely to have plate
tectonics and retain an atmosphere, which are crucial for the earth.

The combination of observations in the infrared and visible wavelengths
can determine the compositions of the atmosphere and surface of planets.
TPF-C can detect the presence of water, oxygen, ozone, carbon dioxide,
methane, and clouds in the atmosphere. It can measure vegetation from the
"red edge" effect. TPF-I can measure carbon dioxide, ozone, water, methane,
and nitrous oxide from spectral features. The two missions will be able to
determine the relative abundances of the elements and thermal structure of
the atmosphere.

The presence of water vapor can be detected from the spectral observations
of TPF- I and TPF-C. However, habitability requires the presence of liquid wa-
ter, which in turn requires the solid surface and a temperature in the necessary
range. So, the mass and radius of the planet must be determined by SIM, or
another such mission.

Spectral observations can also detect the changes in color or spectral fea-
tures as the planet rotates. From that data the length of the day, the presence
of oceans or land masses, and changes in weather patterns might be deter-
mined.
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10.16
Conclusions

The large number of missions and the different techniques being used almost
assures that there will be significant discoveries and progress in our knowl-
edge of planetary systems. The knowledge of their frequency and their charac-
terization will indicate the formation methods for planets and the probability
of solar systems. The capability to discover earth-like planets, their probabil-
ity in habitable regions, and their chemical characteristics should bring new
knowledge concerning the possibilities for living creatures elsewhere in the
universe.
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11
Habitable Zones in Extrasolar Planetary Systems
Werner von Bloh, Christine Bounama, and Siegfried Franck

Abstract

The habitable zone, (HZ) around a given central star is defined as the region
within which an earth-like planet might enjoy the moderate surface temper-
atures required for advanced life forms. At present, there are several models
determining the HZ. One class of models utilizes climate constraints for the
existence of liquid water on a planetary surface. Another approach is based on
an integrated earth system analysis that relates the boundaries of the HZ to the
limits of photosynthetic processes. Within the latter approach, the evolution of
the HZ for our solar system over geological time scales is calculated straight-
forwardly, and a convenient filter can be constructed that picks the candidates
for photosynthesis-based life from all the extrasolar planets discovered by
novel observational methods. Using this approach for determining the HZ
it is possible to estimate the likelihood of finding habitable earth-like planets
on stable orbits for 86 selected extrasolar planetary systems, where luminos-
ity, effective temperature and stellar age are known. We find that habitability
strongly depends on the age of the stellar system and the characteristics of
a virtual earth-like planet. In particular the portion of land/ocean coverages
plays an important role. We approximated the conditions for orbital stabil-
ity using a method based on the Hill radius. Almost 60% of the investigated
systems could harbor habitable earth-like planets on stable orbits. In 18 extra-
solar systems we find even better prerequisites for dynamic habitability than
in our own solar system.

11.1
Introduction

Is there life beyond planet Earth? This is one of the fundamental ques-
tions which humankind tries to solve through scientific research. The extra-
terrestrial life debate spans from the ancient Greek world of Democritus over
the 18th century European world of Immanuel Kant to the recent discoveries
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of extrasolar planets. Concerning the search for life in our planetary system,
Schiaparelli’s observation of a system of “canali” on the Martian surface in
1877 was the beginning of an epochal effort to reveal planetary conditions rel-
evant to life with the refinement of observational techniques. The detection
by McKay et al. [1] of the chemical biomarkers and possible microfossils in a
meteorite from Mars called ALH 84001 (a meteorite found in 1984 in Antarc-
tica) has stimulated research in the newly emerging field of astrobiology. Mars
holds great interest for the latter, and presently stands centre-stage in the plans
to explore the inner solar system for signs of past or present life. Even now,
it can be stated that the search for extra-terrestrial life will be one of the pre-
dominant themes of science in the 21st century.

The definition of habitability is closely related to the very definition of life.
Up to now, we only know terrestrial life, and therefore the search for extra-
terrestrial life is the search for life, as we know it, from our home planet. Life
can be defined as a self-sustained system of organic molecules in liquid water
immersed in a source of free energy. It is well known that organic molecules
are rather common in the solar system and even in interstellar clouds. There
is also no problem in finding any source of free energy for extra-terrestrial
life. Therefore, the existence of liquid water is the central point in the search
for extra-terrestrial life and in the definition of habitability. Nevertheless, it
is evident that liquid water and basic nutrients are essential but not sufficient
requirements for life. Another important factor is the evolution of the solar
radiation and particle flux. In particular high XUV fluxes might lead to a
atmospheric loss of planets in close-in habitable zones defining an additional
constraint on habitability.

The histories and fates of the three “terrestrial planets” – Venus, Earth, and
Mars – suggest that a combination of factors like distance from the sun, plan-
etary size, as well as geological and perhaps biological evolution, will control
the existence of liquid water at a planetary surface. Earth-like planets cannot
have liquid surface water if they are much closer to the sun than one astro-
nomical unit (as defined by earth’s orbit), because unfavorably high temper-
atures and loss of water by photo-dissociation would be unavoidable in this
case. On the other hand, an earth-like planet, which is quite distant from the
sun, would have permanent surface temperatures below the freezing point of
water, and therefore would not be habitable either.

The first detection of a Jupiter-sized planet around 51 Peg in 1995 changed
our knowledge about extrasolar planetary systems from fiction to fact. Up to
now, more than 200 extrasolar planets have been discovered. Questions that
scientists once considered beyond the reach of observation may soon have at
least partial answers. In particular, is there life on planets found beyond the
solar system, or are they at least habitable? Fundamental works in these fields
have been performed by Lovelock [2, 3], and Hitchcock and Lovelock [4].
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They discuss general interactions between life and its planetary environment.
Later on, discussing the possibility of self-regulation by and for the biosphere,
Lovelock and Margulis [5] (see also [6, 7]) put forward the Gaia hypothesis.

Studies conducted by the authors of this review (see, e.g., [8, 9]) have gener-
ated a rather general characterization of habitability, based on the possibility
of photosynthetic biomass production under large-scale geodynamic condi-
tions. Thus, not only is the availability of liquid water on a planetary surface
taken into account but also the suitability of CO2 partial pressure. As a mat-
ter of fact, the same type of stability calculations sketched above for the solar
system, with the sun as the central star, can also be performed for other stars.
The basic results for the habitable zone (HZ) around these other central bodies
are relatively simple. In order to have a surface temperature in the terrestrial
range, a planet orbiting a central star with lower mass would have to be closer
to the star than 1 AU, whereas a planet orbiting a brighter star having more
mass than our sun would have to be farther away than 1 AU from the star. But
the problem is a bit more complicated. One also has to take into account the
different times that stars spend on the so-called main sequence. Such stars re-
ceive their energy mainly from hydrogen burning, i.e., the fusion of hydrogen
to helium [10, 11].

In the following, the possibilities of the existence of life on an earth-like
planet at various distances from the sun are investigated. The method is based
on the earth system science approach [12] that calculates the past and future
evolution of a dynamic earth under the influence of an increasing solar lumi-
nosity [8, 13]. Such a long-term climate regulation is thought to be governed
by the global carbon cycle and its effect on atmospheric CO2 content and bi-
ological productivity. Our methodological apparatus is sketched in the next
section, and results for the habitable zone for our solar system are presented
afterwards. The model is extended to extrasolar planetary systems with cen-
tral stars different from our sun, and the insights obtained there are used to
estimate the likelihood to find habitable worlds in known extrasolar plane-
tary systems. Orbital stability of a virtual earth-like planet in an extrasolar
planetary system has to be taken into account as an additional constraint for
habitability in the case of the presence of a giant planet. In this way we can
define a dynamic habitable zone.

11.2
Modeling the Earth System

The earth system model employed here is a stylized geosphere–biosphere
model to analyze the evolution of this complex on a global scale from the
geological past to the planetary future in 1.5 billion years. The model consists
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of the components solid earth, hydrosphere, atmosphere, and biosphere. It
couples the increasing solar luminosity, the silicate-rock weathering rate, and
the global energy balance to estimate the partial pressure of atmospheric and
soil carbon dioxide, the mean global surface temperature, and the biological
productivity as a function of time. The crucial point is the long-term balance
between the CO2 sink in the atmosphere–ocean system and the metamorphic
(plate-tectonic) sources. In the following, the respective features of our earth
system model are described in some detail.

11.2.1
Planetary Climate

The climate of a planet is governed by the energy balance equation between
incoming and outgoing radiation. The pertinent equation is based on the sim-
ple zero-dimensional model of climate that was already introduced by Arrhe-
nius [14]. In this model, the surface temperature of planet earth is the sum
of the effective (black body) radiation temperature depending on insolation,
and the greenhouse warming, depending on atmospheric carbon dioxide con-
tent. The increase of insolation results from the increase of the main-sequence
hydrogen-burning rate, and can be well described by rather simple formulas
(see, e.g., [15]). During earth history, the luminosity of the sun has increased
to the present level with a rate of about 10% per Gyr, and will increase in the
future (up to the next 5 Gyr) at approximately the same rate.

The connection between the stellar parameters and the planetary climate
can be formulated by using a radiation balance equation [16]

L
4πR2

[
1 − α(Tsurf, Patm)

]
= 4IR(Tsurf, Patm) (11.1)

Here α denotes the planetary albedo, IR the outgoing infrared flux, and R the
distance from the sun or central star.

11.2.2
The Global Carbon Cycle

The carbon cycle is the main process for the regulation of the atmospheric
composition and climate with respect to increasing insolation. Walker et al.
[17], Berner [18], Berner et al. [19], Lasaga et al. [20], von Bloh et al. [21], and
Franck et al. [22] as well as many others, investigated the so-called carbonate–
silicate geochemical cycle between the atmosphere, the ocean, and the conti-
nents. The main feedback loop stabilizing the planetary climate is given by
the silicate rock weathering. An increase in the luminosity leads to a higher
mean global temperature causing an increase in weathering. Then more CO2
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Fig. 11.1 The global carbon cycle as part of the general volatile
exchange between mantle and surface reservoirs.

is extracted from the atmosphere, weakening the greenhouse effect. Overall
the temperature is lowered and homeostasis is achieved.

On geological time scales, however, the deeper parts of the earth are con-
siderable sinks and sources for carbon and the tectonic activity as well as the
continental area have change markedly. Therefore, Tajika and Matsui [23]
have favored the so-called “global carbon cycle”. In addition to the usual
carbonate–silicate geochemical cycle, it also contains the subduction of large
amounts of carbon into the mantle with descending slabs and the degassing
of carbon from the mantle at mid-ocean ridges. The global carbon cycle is
sketched in Fig. 11.1.

11.2.3
Silicate-Rock Weathering Rate

Weathering plays an important role in the earth’s climate because it provides
the main sink for atmospheric carbon dioxide. The overall chemical chemical
reactions for the weathering process are

CO2 + CaSiO3 → CaCO3 + SiO2

CO2 + MgSiO3 → MgCO3 + SiO2

The question of to what extent the biota are actually able to play a key role
in stimulating this sink is crucial for an understanding of the dynamic prop-
erties of the overall earth system. The total process of weathering embraces
(i) the reaction of silicate minerals with carbon dioxide, (ii) the transport of
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weathering products, and (iii) the deposition of carbonate minerals in sedi-
ments. Combining all these effects, the global mean weathering rate can be
formulated via an equation introduced by Walker et al. [17].

Fwr

Fwr,0
=

(
aH+

aH+,0

)0.5

exp
(

Tsurf − Tsurf,0

13.7 K

)
(11.2)

Here the pre-factor outlines the role of the CO2 concentration in the soil, Psoil;
aH+ is the activity of H+ in fresh soil-water and depends on Psoil and the global
mean surface temperature Tsurf. The quantities Fwr,0, aH+,0, and Tsurf,0 are the
present-day values for the weathering rate, the H+ activity, and the surface
temperature, respectively. The activity aH+ is itself a function of the tempera-
ture and the CO2 concentration in the soil. The equilibrium constants for the
chemical activities of the carbon and sulfur systems involved have been taken
from Stumm and Morgan [24]. Note that the sulfur content in the soil also
contributes to the global weathering rate, but its influence does not depend
on temperature. It can be regarded as an overall weathering bias, which has
to be taken into account for the estimation of the present-day value.

For any given weathering rate the surface temperature and the CO2 concen-
tration in the soil can be calculated self-consistently, as will be shown below.
Psoil can be assumed to be linearly related to the terrestrial biological produc-
tivity Π (see [25]) and the atmospheric CO2 concentration Patm. Thus we have

Psoil

Psoil,0
=

Π
Π0

(
1 − Pa tm,0

Psoil,0

)
+

Patm

Psoil,0
(11.3)

where Psoil,0, Π0 and Patm,0 are again present-day values.

11.2.4
Biological Productivity

The biological productivity, Π, is the amount of biomass that is produced by
photosynthesis per unit time and per unit of continental area. In reality, Π
itself is a function of various parameters such as water supply, photosynthetic
active radiation, nutrients, atmospheric carbon dioxide content, and surface
temperature. In our model, biological productivity is considered to be solely
a function of the surface temperature and the CO2 partial pressure in the at-
mosphere

Π
Πmax

= ΠT(Tsurf) · ΠP(Patm)

= max

((
1 −

(
Tsurf − 50◦C

50◦C

)2) (
Patm − Pmin

P1/2 + (Patm − Pmin)

)
, 0

)
(11.4)
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Here Πmax denotes the maximum biological productivity, which is assumed
to amount to twice the present value Π0 [25]. P1/2 + Pmin is the value at which
the pressure-dependent factor is equal to 1/2, and Pmin is fixed at 10−5 bar,
the presumed minimum value for C4-photosynthesis [26, 27]. The evolution
of the biosphere and its adaption to even lower CO2 partial pressures are not
taken into account in our model. For a given Patm, Eq. (11.4) yields maxi-
mum productivity at Tsurf = 50◦C and zero productivity for Tsurf ≤ 0◦C and
Tsurf ≥ 100◦C. There exist hyperthermophilic life forms with a temperature
tolerance well above 100◦C. In general, these are chemoautotrophic organ-
isms, not included in this study.

11.2.5
Geodynamics

Caldeira and Kasting [28] have investigated an earth-system model using
Eq. (11.2) under the assumption that the weathering rate is always equal to
the present value:

Fwr

Fwr,0
≡ 1 (11.5)

This is clearly a rather rough approximation, and we call this approach the
geostatic model. In the framework of a geodynamic-equilibrium approach for
the global carbon cycle at longer time scales of about hundred thousands of
years, Walker et al. [17] first proposed a balance between the CO2 sink in the
atmosphere–ocean system and the metamorphic source. The main forcings
and feedbacks acting in the earth system are depicted in Fig. 11.2. Using the
balance, one can find a relation between the weathering rate on the one side,
and continental area and spreading rate on the other side [29]. This can be
expressed with the help of dimensionless quantities [19]

fwr · fA = fsr (11.6)

where fwr ≡ Fwr/Fwr,0 is the weathering rate normalized by the present value,
fA ≡ Ac/Ac,0 is the continental area normalized by the present value, and
fsr ≡ S/S0 is the spreading rate normalized by the present value. Equa-
tion (11.6) can be rearranged by introducing the geophysical forcing ratio, GFR
[25]:

fwr(Tsurf, Patm) =
fsr

fA
=: GFR(t) (11.7)

With the help of Eq. (11.1) it is possible to replace Patm by Tsurf in Eq. (11.7)
and this results in:

fwr(Tsurf, L, R) = GFR(t) (11.8)
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Fig. 11.2 Earth system box model. The arrows indicate the different
forcing and feedback mechanisms.

The evolution of the surface temperature can be derived by solving Eq. (11.8)
for known luminosity, distance to the central star and geophysical forcing ra-
tio. Eq. (11.1) yields the corresponding evolution of the atmospheric CO2 par-
tial pressure.

Therefore, knowing continental area and spreading rate, one can calculate
the weathering rate for both the geological history and the planetary future.
This is called the geodynamic model that constitutes a significant improve-
ment over the previous approach. Figure 11.3 depicts the continental growth
models fed into the calculations.

The spreading rate can be determined according to boundary layer theory
of convection [13], which is a main result of the so-called parameterized con-
vection models for the earth’s thermal evolution [31]. It is a function of the
mantle temperature Tm, surface temperature Tsurf, oceanic area Ao and heat
flow from the mantle qm [32]:

Fsr =
q2

mπκAo(t)
4k2(Tm − Tsurf)2 (11.9)
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Fig. 11.3 Normalized continental area as a consequence of the
following continental growth models: (a) based on Condie [30],
(b) linear growth, (c) fixed area.

where k is the thermal conductivity and κ is the thermal diffusivity. Assuming
conservation of energy we can write the following equation for the average
mantle temperature, Tm:

4
3

πρc(R3
m − R3

c )
dTm

dt
= −4πR2

mqm +
4
3

πQ(t)(R3
m − R3

c ) (11.10)

where ρ is the density, c is the specific heat at constant pressure, Q is the energy
production rate by decay of radiogenic heat sources in the mantle, and Rm and
Rc are the outer and inner radii of the mantle, respectively.

The mantle heat flow is parameterized in terms of the Rayleigh number, Ra:

qm =
k(Tm − Tsurf)
(Rm − Rc)

(
Ra

Racrit

)β

(11.11)

with

Ra =
gα(Tm − Tsurf)(Rm − Rc)3

κν
(11.12)

where Racrit is the critical value of Ra for the onset of convection, β is an em-
pirical constant, g is the acceleration of gravity, α is the coefficient of thermal
expansion, and ν is the water-dependent kinematic viscosity. This viscosity
can be calculated with the help of a water fugacity dependent mantle creep
rate. For details of this parameterization see Franck and Bounama [33].
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11.3
The Habitable Zone in the Solar System

In general, the habitable zone (HZ) around the sun can be defined as the re-
gion within which an earth-like planet might enjoy moderate surface temper-
atures needed for advanced life forms. The more specific definition related to
the existence of liquid water at the planet’s surface was introduced by Huang
[34, 35] and extended by Dole [36] and Shklovskii and Sagan [37]. Hart [38, 39]
calculated the evolution of the terrestrial atmosphere over geologic time at
varying distances. He found that the HZ between “runaway greenhouse”
and “runaway glaciation” is surprisingly narrow for G2 stars like our sun:
Rinner = 0.958 AU, Router = 1.004 AU. A main disadvantage of those calcula-
tions is the neglect of the negative feedback between atmospheric CO2 content
and mean global surface temperature. The full consideration of this feedback
by Kasting [40] provided the interesting result of an almost constant inner
boundary, yet a remarkable extension of the outer boundary. Later on, the
calculations of the HZ were improved and extended to other main sequence
stars [16, 41, 42]. The authors define the boundaries of the HZ via so-called
critical solar fluxes. For the inner radius of the HZ, they give three different
estimations. The first assumes loss of planetary water by a moist greenhouse
[40]; the second assumes loss of planetary water by a runaway greenhouse;
and the third is based on the observation that there was no liquid water on
Venus’ surface at least for the last one Gyr. The outer radius of the HZ is also
estimated in three different ways. The first one is based on arguments that
early Mars had a warm and wet climate [43, 44], the second one assumes a
maximum possible CO2 greenhouse heating; and the third one is related to
first condensation limit of CO2 clouds that increase the planetary albedo. The
critical CO2 partial pressure for the onset of this effect is about 5 to 6 bar. On
the other hand, the effects of CO2 clouds have been challenged by Forget and
Pierrehumbert [45]. CO2 clouds have the additional effect of reflecting the
outgoing thermal radiation back to the surface.

Assuming the possibility of a “cold start”, i.e., an originally ice-covered
planet that was initially beyond the outer HZ boundary could be habitable
in a later stage if the outer boundary of the HZ shifts outward to its orbit,
Kasting et al. [42] found the following values for the present HZ in the solar
system:

Most conservative case: 0.95 AU to 1.37 AU
Least conservative case: 0.75 AU to 1.90 AU
Intermediate case: 0.84 AU to 1.77 AU

The precise inner and outer limits of the climatic habitable zone are still
unknown because of the limitations of climate model used until now. For
the present sun it is probably smaller than the 0.7–2 AU region but it is still



11.3 The Habitable Zone in the Solar System 267

impossible to give a better constraint, especially for the outer boundary of
the HZ.

Based on the earth system model described in the previous section, the HZ
for the solar system can be determined in a different way. Here the HZ for
an earth-like planet is the region around the sun within which the surface
temperature of the planet stays between 0◦C and 100◦C and the atmospheric
CO2 partial pressure is higher than 10−5 bar, i.e., suitable for photosynthesis-
based life (biological productivity Π > 0):

HZ := {R | Π(Patm(R, t), Tsurf(R, t)) > 0} (11.13)

The upper limit of the CO2 partial pressure is given by the maximum available
amount of CO2 in an earth-like planet’s atmosphere, which is taken as 10 bar.
The term “earth-like” explicitly implies the occurrence of plate tectonics as
a necessary condition for the operation of the carbonate–silicate cycle as the
mechanism to compensate the gradual brightening of the sun during its “life”
on the main sequence. The geodynamical evolution of the considered earth-
like planet provides an even stronger constraint. In the geological past, the
volcanic input of CO2 to the atmosphere was much higher and the continental
area (available for weathering) was much smaller than today.

The results for the estimation of the HZ via the geodynamic model are sum-
marized in Fig. 11.4, where we have plotted the width and position of the
HZ for three different points in time (past, present, future). At this point we
should emphasize that all calculations are done for a planet with earth mass
and size, and an earth-like radioactive heating rate in its interior. In about
500 Myr the inner boundary, Rinner, reaches the earth distance from the sun
(R = 1 AU) and the biosphere ceases to exist. The outer boundary, Router,
decreases in a strongly nonlinear way. This result is in contrast to the results
of Kasting et al. [42] and Kasting [41]. The calculations show that the inner
boundary of the HZ is determined by the 10−5 bar limit and the outer bound-
ary by the 0◦ C limit. From the view of geocybernetics [46], the inner and
outer boundaries of the HZ can be considered as critical values of an eco-
logical niche for life in general and humanity in particular. Of course, there
may exist chemolithoautotrophic hyperthermophiles that might survive even
in a future of higher temperatures, rather independently of atmospheric CO2
pressures [see, e.g., 47]. But, under such conditions, all higher forms of life
would certainly be eliminated. The biosphere model (Eq. (11.4)) is actually
only relevant to photosynthesis-based life. Therefore, in the timespan under
consideration, the upper temperature does not affect the results for the HZ.
An earth-like planet at the Martian position would have been within the HZ
from about 3.5 Gyr to about 0.5 Gyr ago [48]. The outer boundary of the HZ is
mainly determined by the total amount of CO2 that can be in the atmosphere.
One should note that the required high atmospheric CO2 content for a ter-
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Fig. 11.4 Habitable zone (gray shading) for the solar system at three
different time steps. The orbits of the three terrestrial planets Venus,
Earth, and Mars are shown. The solid lines describe the evolution of
the inner and outer boundary of the HZ.

restrial planet in the outer HZ would make it less likely for complex aerobic
organisms to exist there. The possible extension of the HZ up to the Martian
position seems to be realistic for the solar system past. This is a motivation to
scrutinize planet Mars in some detail. We know that due to its smaller size all
geological processes caused by the internal cooling of the planet should have
faded away much faster than for the earth. Nevertheless, we can speculate
that the results given above about the HZ are an upper bound for the time
that Mars was habitable in the past. This is in good agreement with investi-
gations concerning an early warmer and wetter Martian environment [49–51]
and with observations that plate tectonics may have once operated on Mars
[52]. On the other hand, there are theories that the Martian atmosphere was
blown away by the solar wind, following the demise of its magnetic field four
billion years ago. This happened so soon after Mars’s formation that it is un-
likely complex life would have had time to evolve [53]. In contrast to Mars, an
earth-like planet at the Venusian position was never and will never be within
the HZ.
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11.4
Habitable Zone Around Main-sequence Stars

The same type of HZ calculations, on the basis of climatic constraints as well
as on the basis of earth-system modeling, can be performed for stars with
masses different from the solar mass. Kasting et al. [42] restricted themselves
to stellar life times greater than 2 Gyr, which correspond to masses less than
1.5 M� (1 M� = one solar mass). Stellar luminosities and temperatures were
taken directly from Iben [54, 55], climatic constraints corresponded to their
so-called intermediate case (see above). As expected, stellar HZs for more
massive stars are rather short because they have to be truncated at the end of
the main sequence. HZs for low-mass stars remain essentially constant over
time. In Fig. 11.5, we show the so-called zero-age main sequence HZ from
Kasting et al. [42] as a function of stellar mass.

Fig. 11.5 The zero-age main sequence HZ as a function of cen-
tral star mass (in solar masses M�) for the intermediate case of
climatic constraints. The long-dashed lines delineate the proba-
ble terrestrial planet accretion zone. The dotted line is the orbital
distance for which an earth-like planet in a circular orbit would be
locked into synchronous rotation (tidal locking) [42].

In Franck et al. [9], the HZ in extrasolar planetary systems is calculated us-
ing the luminosity evolution of central stars on the main sequence in the mass
range between 0.8 and 2.5 M�. The results have been obtained by polyno-
mial fitting of detailed stellar evolution models by Schaller et al. [56]. The
corresponding Hertzsprung–Russell diagram, i.e., a plot of luminosity versus
effective radiating temperature, is shown in Fig. 11.6. The temperature toler-
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Fig. 11.6 Hertzsprung–Russell diagram for central stars in the
mass range between 0.8 and 2.5 M�. Only the main sequence
evolution is considered. Successive dots on the mass-specific
branches are separated in time by 1 Gyr.

ance window for the biological productivity was again in the range between
0◦C and 100◦C in order to incorporate thermophiles [57], but for this study a
linear continental growth model (curve (b) in Fig. 11.3) was employed.

In principle, it is possible to calculate the HZ for any value of central-star
mass shown in Fig. 11.6. As an illustration, we present the results for central-
star masses of 0.8, 1.0, and 1.2 M�, respectively, in Fig. 11.7.

An alternative way of presentation is to delineate the HZ for an earth-like
extrasolar planet at a given (but arbitrary) distance R in the stellar mass-time
plane. Here the following effects limit the HZ:

1. Stellar lifetime on the main sequence decreases strongly with mass. Using
simple scaling laws [10], the central hydrogen burning period is estimated
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Fig. 11.7 Graphs of the width and position of the HZ derived
from the geodynamic model for three different stellar masses M
(0.8, 1.0, 1.2 M�). tmax is the maximum life span of the biosphere
limited by geodynamic effects. τH indicates the hydrogen-burning
time on the main sequence, limiting the life span of more massive
stars.

to be τH < 0.8 Gyr for M > 2.2 M�. Therefore, there is no point in con-
sidering central stars with masses larger than 2.2 M� because an earth-like
planet may need 0.8 Gyr of habitable conditions for the development of
life [38, 39]. Quite recently, smaller numbers for the timespan required for
the emergence of life have been discussed, for instance 0.5 Gyr [58]. Per-
forming calculations with τH < 0.5 Gyr, one obtains qualitatively similar
results, but the upper bound of central star masses is shifted to 2.6 M�.

2. When a star leaves the main sequence to turn into a red giant, there clearly
remains no HZ for an earth-like planet. This limitation is relevant for stellar
masses in the range between 1.1 and 2.2 M�.

3. In the stellar mass range between 0.6 and 1.1 M�, the maximum life span of
the biosphere is determined exclusively by planetary geodynamics, which
is independent (in a first approximation, but see the limiting effect 4.) of R.
So one obtains the limitation t < tmax, where tmax = 6.5 Gyr.
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4. There have been discussions about the habitability of tidally locked planets.
This complication is taken into account by indicating the domain where an
earth-like planet on a circular orbit experiences tidal locking. That domain
consists of the set of (M, t)-couples, which generate an outer HZ boundary
below the tidal-locking radius. This limitation is relevant for M < 0.6 M�.
Global climate models of tidally locked planets have indicated that earth-
like planets should not necessarily be precluded from habitability [59].

As an example, we depict the HZ for R = 2 AU in Fig. 11.8. We have also
shown the parameters of the 5.5 earth-mass planet OGLE-05-390Lb, which
was assumed to orbit a 0.22 M� star at a distance of ≈ 2.1 AU [60]. This
system would be no candidate for extra-terrestrial life, because it is clearly
outside the HZ.

Fig. 11.8 Shape of the HZ (dark gray shad-
ing) in the mass–time plane for an earth-like
planet at distance R = 2 AU from the cen-
tral star. The potential overall domain for ac-
commodating the HZ for planets at some
arbitrary distance is limited by a number of
factors that are independent of R: (1) min-
imum time for biosphere development, (2)
central star lifetime on the main sequence,

(3) geodynamics of the earth-like planet, and
(4) tidal locking of the planet (nontrivial sub-
domain excluded). The excluded realms are
marked by gray shading in the case of the
first three factors and by gray hatching for the
tidal-locking effect. The horizontal line rep-
resents the OGLE-05-390Lb planet, which is
assumed to orbit a 0.22 M� star.

11.5
Dynamic Habitability in Extrasolar Planetary Systems

The search for extrasolar earth-like planets is one of the main goals of present
research. More than 200 extrasolar planets are known to orbit around main-
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sequence stars including several multiple-planet systems. Most of them are
giant planets, with hydrogen and helium as the main constituents, and have
atmospheres too turbulent to permit the emergence of life and also have no
underlying solid surfaces or oceans that could support a terrestrial biosphere.
Nevertheless, there is a possibility for habitable conditions at the surface of
moons orbiting giant planets that are positioned within the habitable zone.
Furthermore, earth-like Trojan planets in 1:1 mean-motion resonance on stable
orbits with habitable conditions are possible [61]. The distribution of masses
of all known exoplanets lets scientists suppose that there must be a multitude
of planets with lower masses [62, 63]. A planet with a mass of ≈14 earth
masses has been detected at a distance of 0.038 AU from the central star [64].
Whether this planet is a hot Neptune or a rocky “super earth” it is clear that the
planet is inhabitable. As we have shown in Fig. 11.8 the recently discovered
cool sub-Neptune-mass planet of 5.5 earth masses orbiting an M-dwarf star at
a distance ≈ 2.1 AU [60] is not a candidate for a habitable world.

The existence of earth-type planets around stars other than the sun is
strongly implied by various observational findings including (1) the steep rise
of the mass distribution of planets with decreasing mass, which implies that
more small planets form than giant ones; (2) the detection of protoplanetary
disks (with masses between ten and one hundred times that of Jupiter) around
many solar-type stars younger than ≈3 Myr; and (3) the discovery of “debris
disks” around middle-aged stars, the presumed analogs of the Kuiper Belt
and zodiacal dust ([63, 65] and references therein). Lineweaver and Grether
[66] conclude that 25%–100% sun-like stars harbor planets.

Even if it seems today beyond technical feasibility to detect earth-mass plan-
ets, we can apply computer models to investigate known exoplanetary sys-
tems to determine whether they could host earth-like planets with surface
conditions sufficient for the emergence and maintenance of life on a stable or-
bit. Such a configuration is described as dynamic habitable. Jones et al. [67]
have investigated the dynamic habitability of several exoplanetary systems.
They used the boundaries of the habitable zone (HZ) originating from Kast-
ing et al. [42]. To test the intersection of stable orbits and the HZ, putative
earth-mass planets were launched into various orbits in the HZ and a sym-
plectic integrator was used to calculate the celestial evolution of the extrasolar
planetary system.

11.5.1
Orbital Stability

Planetary habitability requires orbital stability of the earth-type planet over a
biologically significant length of time in the HZ. The analysis of orbital stabil-
ity of (hypothetical) terrestrial planets in extrasolar planetary systems has to
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take into account the effects of the giant planet(s) in those systems. In many
cases the giant planets restrict the orbital stability of the terrestrial planet to
a small or very small orbital domain, or prevent orbital stability completely.
There exists a variety of papers discussing the orbital stability of (hypotheti-
cal) terrestrial planets in extrasolar planetary systems, which is strongly influ-
enced by the masses, orbital positions and eccentricities of Jupiter-size planets
in such systems (see, e.g., [68–71]). Jones et al. [67] analyzed the stability of or-
bits of terrestrial planets in several known extrasolar planetary systems. They
used a mixed-variable symplectic integrator by Chambers [72] over a time
scale of ≈ 109 years, while Pilat-Lohinger and Dvorak [73] used a Lie-series
method (e.g., [74]) for the calculation of the orbits of an earth-like planet.

In order to calculate the orbital stability we apply an approximation de-
rived by Jones et al. [75]. They evaluated the dynamic habitability using nRH
derived from giant’s orbital eccentricity without carrying out time-consuming
orbital integrations, where RH is the Hill radius of the giant planet and n is a
multiplier that depends on the giant’s orbital eccentricity.

The Hill radius RH is defined as

RH =
( m

3M

)1/3
a (11.14)

where m is the mass of the giant planet, M the central star mass and a the semi-
major axis. Then the inner and outer boundaries for unstable orbits around a
giant planet are given by

Rint = a(1 − e)− nint(e)RH (11.15)

Rext = a(1 + e) + next(e)RH (11.16)

where e is the eccentricity of the giant planet. The values of the functions
nint(e) and next(e) are taken from Table 4 in Jones et al. [75]. They are in the
range of [2 . . . 3] for nint(e) and [3 . . . 16] for next(e). Even if the orbit is outside
the boundaries given in Eqs. (11.15) and (11.16) the eccentricity of the earth-
like planet will generally increase until the orbit is possibly outside the HZ for
a significant fraction of the orbital period. The critical limit for the eccentricity
is between 0.5 and 0.7. Williams and Pollard [76] conclude that, even under
such conditions, an earth-like planet might be habitable for a dense enough
atmosphere. Jones et al. [75] found that the eccentricity is usually less than
0.3–0.4 outside the interval [Rint, Rext].

In our study we use results of Espresate [77] for the stellar parameters of
133 extrasolar planetary systems. Missing values for stellar ages were taken
from Jones et al. [75]. For 86 of these 133 systems the stellar luminosities,
effective temperatures and ages are given. It must be pointed out that the
determination of the age of low-mass stars is error-prone and has to be done
with care. Together with the corresponding orbital parameters and masses
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of the giant planets (data taken from Jean Schneider’s extrasolar planets en-
cyclopaedia http://www.obspm.fr/encycl/encycl.html) the habitable zones
and the orbital stability domains can be calculated using Eqs. (11.14), (11.15)
and (11.16).

11.5.2
Results for 86 Extrasolar Planetary Systems

The HZ for a fixed central star luminosity of L ≡ 1 L� and fixed effective
temperature of Teff = 5700 K, is calculated, as a function of the age of the
planetary system. For the investigation of an earth-like planet under external
forcing we adopt a model planet with a fixed continental area (see Fig 11.3).
The fraction of continental area to the total planetary surface is varied between
0.1 and 0.9. According to Franck et al. [8], Table 1, a constant continental area
yields the maximum life span of the biosphere. Therefore, we have chosen
this scenario in order to get the most optimistic estimation of habitability of
an extrasolar planetary system. The HZ is calculated by solving Eq. (11.8) for
different distances to the central star R. According to Eq. (11.13) the inner
and outer limits of the HZ are given by a vanishing biological productivity
(Eq. (11.4)).

In Fig. 11.9 the shaded areas indicate the HZs for different constant con-
tinental areas of the earth-like planet. While the inner limit of the HZ does
not change significantly with age, the outer limit shows a nontrivial behav-
ior. Up to a critical age the outer limit is constant and is determined by the
maximum CO2 atmospheric pressure (5 bars). Beyond this critical point the
outer boundary moves inward due to geodynamic effects. At this point the
source of carbon released into the atmosphere is too low to prevent the planet
from freezing. The ultimate life span of the earth-like planet is determined by
the coincidence of the outer and inner boundary. For a planet older than this
ultimate life span, no habitability can be found. The critical age and the ulti-
mate timespan is a decreasing function of the relative continental area of the
earth-like planet. It is obvious that an almost completely ocean-covered planet
“water world” has the highest likelihood of being habitable [78, 79]. For a cen-
tral star with different luminosity and effective temperature, the limits of the
HZ have to be rescaled to

R′ = R

√
Seff(Teff)

L/L�
(11.17)

where Seff(Teff) describes the influence of the effective temperature Teff of the
centrals star on the inner and outer boundary [42].

In Fig. 11.10 the intervals for orbital instability of an earth-like planet is plot-
ted for the 86 extrasolar planetary systems. For comparison, they are rescaled
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Fig. 11.9 The habitable zone around a central star for a luminosity of
L = 1L� and fixed effective temperature of the central star (Teff = 5700 K)
as a function of the age of the earth-like planet. The shaded areas indicate
the extent of the HZ for different relative continental areas. The horizontal
dashed lines indicate the HZ defined only by climatic constraints for the
intermediate case [42].

to an equivalent solar distance R′ and the HZ from Fig. 11.9 is plotted addi-
tionally. The range of dynamic habitability can be easily derived by excluding
the horizontal bars from the HZ for a certain relative continental area.

We can distinguish four different classes for the 86 extrasolar planetary sys-
tems:

1. The HZ does not intersect with the intervals of orbital instability. An earth-
like planet can be dynamic habitable in the entire HZ. 29 extrasolar plane-
tary systems belong to this class.

2. The HZ does partially intersect with the intervals of orbital instability. 25
extrasolar planetary systems belong to this class.

3. The giant planet is located inside the HZ. A stable orbit of an earth-like
planet does not exist around the central star. However, a moon around the
giant planet can be habitable at its surface [76] or even a massive Trojan
planet can be stable in 1:1 mean motion resonance. In particular, Schwarz
et al. [80] have shown that in HD28185 (class 3) an earth-like planet can be
stable on such an orbit. 20 extrasolar planetary systems belong to this class.
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Fig. 11.10 The intervals of unstable orbits in
the vicinity of giant planets of the solar sys-
tem and of extrasolar planetary systems. The
intervals are rescaled to an equivalent solar
distance R′ = R

√
SeffL�/L. The shaded

areas indicate the extent of the HZ for differ-
ent relative continental areas. Open circles
denote giant planets not limiting dynamic

habitability (class 1), gray shaded circles de-
note giant planets partially limiting dynamic
habitability (class 2), black shaded circles de-
note planets excluding dynamic habitability
(class 4), while shaded squares denote gi-
ant planets with habitable moons or Trojan
planets (class 3).
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4. The giant planet is outside the HZ and the interval of unstable orbits fully
covers the HZ. No habitable earth-like planet is possible on a stable orbit.
12 extrasolar planetary systems belong to this class.

The likelihood that an earth-like planet is both on a stable orbit and also within
the HZ can be quantitatively estimated from the width of the HZ excluding
the interval of orbital instability:

∆R = max(HZ \ {Rint,i, Rext,i}i=1,np)−min(HZ \ {Rint,i, Rext,i}i=1,np) (11.18)

where np is the number of detected planets in the extrasolar planetary system
and Rint,i and Rext,i are the inner and outer limits for unstable orbits, respec-
tively. The widths ∆R of the dynamic habitable zones are shown in Fig. 11.11
ordered by the width of the HZ for the 55 extrasolar planetary systems with
∆R > 0 for different relative continental areas. For comparison, the width of
the dynamic HZ for the solar system is additionally plotted. We find that 18
systems have a larger width of the HZ than the solar system. These systems
are characterized by a more luminous star, hosting a hot Jupiter, not perturb-
ing the orbit of an earth-like planet. On the other hand, rather old systems
like, e.g., 70 Vir, HD117207 and ρ CrB have much smaller HZs than the solar
system. The habitable zone differs significantly from the HZ defined only by
climatic constraints for the intermediate case (0.84AU, 1.77AU). In between
are systems with a giant planet outside the HZ partially destroying stability
inside the HZ. Two examples are the systems 47 UMa and ε Eri.

11.6
Summary

An earth-system model has been applied to study the habitability of an earth-
like planet in the solar system and in extrasolar planetary systems with a dif-
ferent mass and age of the central star. Habitability is defined by a nonvan-
ishing biological productivity of a photosynthesis-driven biosphere. The most
prominent features observed in this approach are the age-dependent narrow-
ing and the final disappearance of the HZ. Furthermore, we studied the prin-
ciple possibility of orbitally stable earth-like habitable planets in 86 extrasolar
systems. In particular, we considered earth-like planets with different ratios
of land / ocean coverages and found that in 54 out of 86 systems (63%) poten-
tial dynamic habitable earth-like planets can exist (class 1 + 2). In 20 systems
the giant is located within the HZ and could at least harbor a habitable moon
or a Trojan planet (class3). Only in 12 systems (14%) is there no chance for the
existence of dynamic habitable earth-like planets (class 4). According to our
results the solar system is a relatively ordinary planetary system as shown in
Fig. 11.11. There are at least 18 extrasolar planetary systems with better pre-
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Fig. 11.11 Widths, ∆R, of the orbital range both warranting habitability
and orbital stability for the solar system and extrasolar planetary sys-
tems (class 1 and 2) for different continental areas. The solid curve
denotes the results for the HZ defined only by climatic constraints for
the intermediate case [42]. The numbers at the horizontal bars are the
corresponding ages of the planetary systems.
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requisites to harbor dynamic habitable earth-like planets. This supports the
so-called “Principle of Mediocrity.” This principle proposes that our plane-
tary system and life on earth are about average and that life will develop by
the same rules wherever the proper conditions and the needed time are given
[81].

Comparing our results based on the earth-system model with those of the
HZ determination following Kasting et al. [42] there are, at least in some cases,
remarkable differences. In particular, in our approach rather old extrasolar
planetary systems are less probable for hosting dynamic habitable planets. On
the other hand, the results of both approaches agree roughly if one considers
water worlds with ages less than about 7 Gyr. Our results for land worlds,
however, are less optimistic. It must be pointed out that two planets might
follow different evolutions due to initial mass and composition. One planet
at a given orbital distance might still be habitable at an age t while another
planet with different initial characteristics might not. Even more important
than different masses and compositions is the existence of plate tectonics.

In our study we neglected the influence of strong x-rays and shorter wave-
lengths and possible dense plasma fluxes. These effects have to be taken into
account for central stars in the low-mass range of 0.5–0.7 M�. Planets inside
the habitable zone of M and K stars are tidally locked and may not develop
plate tectonics. Due to the tidal locking, a weaker intrinsic magnetic field is
expected and coronal mass ejections can compress the magnetospheres and
erode the upper atmosphere. Furthermore, low-mass stars have strong XUV
irradiations during longer time periods. Inside the habitable zone such radi-
ations can erode the atmosphere of an earth-size planet and result in an ad-
ditional limitation on the definition of habitability [82]. A detailed discussion
about these effects can be found in Chapter 6 of this book. Only three stars
out of the 86 stars with known age, however, have a mass lower than 0.7 M�.
Future studies focusing on the dynamic habitability planetary systems around
M and K stars should include short-wave radiation effects.

Based on the facts that some parameters in the earth-system model are
poorly constrained and based on processes that are not well understood, we
get at least qualitative trends distinct from studies based on a climatic defi-
nition of habitability. The ultimate test of the presented methodology will be
given by the forthcoming TPF/Darwin space missions of NASA/ESA, which
try to detect biosignatures of earth-like planets in extrasolar planetary systems
[83]. Direct detection of remote life might verify the model forecasts of habit-
ability. On the other hand, the absence of any signs of life could be explained
by the additional limitations of habitability caused by the geodynamic effects.
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