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Preface 

The present English-language work is a compilation of the two-volume 3rd 
edition (in German) of "Elastizitatstheorie" (1993, 1994) published by BI­
Wissenschaftsverlag Mannheim, Leipzig, Wien, Ziirich. Since the first edi­
tion of this book had appeared in 1983, the fundamental concept of this 
book has remained unaltered, in spite of an increasing amount of structu­
ral-analytical computation software (e.g. Finite Element Methods). The 
importance of computer-tools, may this be supercomputers, parallel compu­
ters, or workstations, is beyond discussion, however, the responsible engineer 
in research, development, computation, design, and planning should always 
be aware of the fact that a sensible use of computer-systems requires a re­
alistic modeling and simulation and hence respective knowledge in solid 
mechanics, thermo- and fluiddynamics, materials science, and in further 
disciplines of engineering and natural sciences. Thus, this book provides the 
basic tools from the field of the theory of elasticity for students of natural 
sciences and engineering; besides that, it aims at assisting the engineer in 
an industrial environment in solving current problems and thus avoid a 
mere black-box thinking. In view of the growing importance of product lia­
bility as well as the fulfilment of extreme specification requirements for 
new products, this practice-relevant approach plays a decisive role. Apart 
from a firm handling of software systems, the engineer must be capable of 
both the generation of realistic computational models and of evaluating the 
computed results. 

Following an outline of the fundamentals of the theory of elasticity and the 
most important load-bearing structures, the present work illustrates the 
transition and interrelation between Structural Mechanics and Structural 
Optimization. As mentioned before, a realistic modeling is the basis of 
every structural analysis and optimization computation, and therefore nu­
merous exercises are attached to each main chapter. 

By using tensor notation, it is attempted to offer a more general insight into 
the theory of elasticity in order to move away from a mere Cartesian view. 
An "arbitrarily shaped" solid described by generally valid equations shall 
be made the object of our investigations (Main Chapter A). Both the condi­
tions of equilibrium and the strain -displacement relations are presented for 
large deformations (nonlinear theory); this knowledge is of vital import­
ance for the treatment of stability problems of thin -walled load -bearing 



VI Preface 

structures. When deriving the augmented equations as well as the corre­
sponding solution procedures, we limit our considerations to the most essen­
tial aspects. All solution methods are based on the HOOKEAN concept of 
the linear-elastic solid. As examples of load -bearing structures, disks, 
plates and shells will be treated in more detail (Main Chapters B,C). Fi­
nally, an introduction into Structural Optimization is given in order to illus­
trate ways of determining optimal layouts of load-bearing structures (Main 
Chapter D). 

In the scope of this book, the most important types of exercises arising 
from each Main Chapter are introduced, and their solutions are presented 
as comprehensively as necessary. However, it is highly recommended for the 
reader to test his own knowledge by solving the tasks independently. When 
treating structural optimization problems a large numerical effort generally 
occurs that cannot be handled without improved programming skills. Thus, 
at corresponding tasks, we restrict ourselves to giving hints and we have 
consciously avoided presenting details of the programming. 

The authors would like to express their gratitude to all those who have as­
sisted in preparing the camera-ready pages, in translating and proofreading 
as well as in drawing the figures. At this point, we would like to thank Mrs 
A. Wachter-Freudenberg, Mr K. Gesenhues, and Mr M. Wengenroth who 
fulfilled these tasks with perseverance and great patience. We further ac­
knowledge the help of Mrs Dipl.-Ing. P. Neuser and Mr Dipl.-Ing. M. Seibel 
in proofreading. 

Finally, we would also like to express our thanks to the publisher, and in 
particular to Mrs E. Raufelder, for excellent cooperation. 

Hans Eschenauer 

Siegenj GERMANY 

April 1996 

Niels Olhoff 
Aalborgj DENMARK 

Walter Schnell 
Darmstadt j GERMANY 
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1 Introduction 

The classical fundamentals of modern Structural Mechanics have been 
founded by two scientists. In his work "Discorsi", Galileo GALILEI (1564 -
1642) carried out the first systematic investigations into the fracture pro­
cess of brittle solids. Besides that, he also described the influence of the 
shape of a solid (hollow solids, bones, blades of grass) on its stiffness, and 
thus successfully treated the problem of the Theory of Solids with Uni­
form Strength. One century later, Robert HOOKE (1635 - 1703) stated the 
fundamental law of the linear theory of elasticity by claiming that strain 
{alteration of length} and stress {load} are proportional ("ut tensio sic 
vis"). On the basis of this material law for the Theory of Elasticity, 
Edme MARIOTTE (1620 - 1684), Gottfried Wilhelm von LEIBNIZ (1646 -
1716), Jakob BERNOULLI (1654 - 1705), Leonard EULER (1707 - 1783), 
Charles Augustin COULOMB (1736 - 1806) and others treated special pro­
blems of bending of beams. 

Until the beginning of the 19th century, the Theory of Beams had almost 
exclusively been the focus of the Theory of Elasticity and Strength. 
Claude-Louis-Marie-Henri NAVIER (1785 - 1836) developed the general 
equations of elasticity from the equilibrium of a solid element, and thus 
augmented the beam theory. Finally, he also set up a torsion theory of the 
beam. Hence, he may quite justly be seen as the actual founder of the 
Theory of Elasticity. NAVIER's disciple Barre de DE SAINT- VENANT 
(1797 - 1886) augmented the work of his teacher by contributing new the­
ories on the impact of elastic solids. His contemporary, the outstanding 
scientist and engineer Gustav Robert KIRCHHOFF (1824 - 1887), derived 
with scientific strictness the plate theory named after him. The first math­
ematical treatments of shell structures were contributed by mathematicians 
and experts in the theory of elasticity as Carl Friedrich GAUSS (1777 -
1855), CASTIGLIANO (1847 - 1884), MOHR (1835 - 1918), Augustin Louis 
Baron CAUCHY (1789 - 1857), LAME (1795 - 1870), BOUSSINESQ (1842 -
1929), and, as mentioned above, NAVIER, DE SAINT- VENANT and 
KIRCHHOFF. A complete bending theory of shells was derived systemati­
cally by Augustus Edward Hough LOVE (1863 - 1940) on the basis of a 
publication by ARON in 1847. 

During the 19th century, numerous works have been published in the field 
of Structural Mechanics which cannot be described in detail here. However, 
based on the above-said one might assume that this discipline is an old 
one, the problems of which have largely been solved. As a matter of fact, 

H. Eschenauer et al., Applied Structural Mechanics
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2 1 Introduction 

this surmise may have been true until recently. However, the continuous de­
velopment of the sciences and the technology, especially during recent 
years, calls for an increased exactness of computations, in particular in the 
construction of complex systems and plants and in lightweight construc­
tions, respectively. Owing to the introduction of duraluminium and other 
advanced materials like composites, ceramics, etc. into the lightweight con­
structions, the number of publications in the field of shell and lightweight 
structures has witnessed a substantial increase. In [C.6 J it is shown that the 
amount of publications has doubled per each decade since 1900. Proceeding 
from about 100 papers in the year 1950, one counted about 1000 publications 
in 1982, i.e. three per day. Thus, the references to this book can only com­
prise a very limited selection of textbooks and publications. 

The still continuing importance of Structural Mechanics also stems from 
the fact that the relevance of structures that are optimal with respect to 
bearing capacity, reliability, accuracy, costs, etc., is becoming much more 
apparent than in former times. Especially in the field of structural optimi­
zation, considerable progress has been achieved during recent years and 
this has prompted increased research efforts in underlying branches of solid 
mechanics like fracture and damage mechanics, viscoelasticity theory, pla­
stomechanics, mechanics of advanced materials, contact mechanics, and sta­
bility theory. Here, the application of computers and of increasingly refined 
algorithms allows treatment of more and more complex systems. In this 

mathematical strnctural 
optimization procedures 

MSOP 

no 

no 

intuitive modification 
of structural parameters 

Fig. 1.1: Integration of mathematical structural optimization procedures 
(MSOP) into the design process 
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context, one should mention the large amount of novel finite computation 
procedures (e.g. Finite Element Methods [A.l, G25]) as well as the Algo­
rithms of Mathematical Programming applied in structural mechanics. One 
can thus justly claim that all of the above - named more novel fields and 
their solution approaches are all based on the fundamentals of elasticity 
without which the currently occurring problems cannot be solved and evalu­
ated. The field of Structural Optimization increasingly moves away from 
the stage of a mere trial-and-error procedure to enter into the very des­
ign process using mathematical algorithms (Fig. 1.1). This development 
roots back to the 17th century, and is closely connected with the name 
Gottfried Wilhelm LEIBNIZ (1646 - 1716) as one of the last universal scho­
lars of modern times. His works in the fields of mathematics and natural 
sciences may be seen as the foundation of analytical working, i.e. of a cohe­
rent thinking that is a decisive assumption of structural optimization. 
LEIBNIZ provided the basis of the differential calculus, and he also inven­
ted the first mechanical computer. Without his achievements, modern opti­
mization calculations would yet not have been possible on a large scale. 

Here, one must also name one of the greatest scientists Leonard EULER 
(1707 - 1783) who extended the determination of extremal values of given 
functions to practical examples. The search for the extremal value of a 
function soon led to the development of the variational calculus where 
entire functions can become extremal. Hence, Jakob BERNOULLI (1655 -
1705) determined the curve of the shortest falling time (Brachistochrone), 
and Issac NEWTON (1643 - 1727) found the solid body of revolution with 
the smallest resistance. Jean Louis LAGRANGE (1736 - 1813) and Sir Wil­
liam Rowan HAMILTON (1805 - 1865) set up the principle of the smallest 
action and formulated an integral principle, and thus contributed to the 
perfection of the variational calculus that still is the basis of several types 
of optimization problems. Many publications on engineering applications 
over the previous decades utilize the variational principle. LAGRANGE, 
CLAUSEN and DE SAINT - VENANT had already treated the optimal shape 
of one - dimensional beam structures subjected to different load conditions. 
Typical examples here are the buckling of a column, as well as the canti­
lever beam for which optimal cross-sections could be found using the vari­
ational principle. This requires the derivation of optimality criteria as ne­
cessary conditions; these are EULER's equations in the case of unconstrai­
ned problems. If constraints are considered, as, e.g., in solution of an iso­
perimetrical problem, LAGRANGE's multiplier method is used. 



A Fundamentals of elasticity 

A.I Definitions - Formulas - Concepts 

2 Tensor algebra and analysis 

2.1 Terminology - definitions 

The use of the index notation is advantageous because it normally makes it 
possible to write in a very compact form mathematical formulas or systems 
of equations for physical or geometric quantities, which would otherwise 
contain a large number of terms. 
Coordinate transformations constitute the basis for the general concept of 
tensors which applies to arbitrary coordinate systems. The reason for the 
use of tensors lies in the remarkable fact that the validity of a tensor equa­
tion is independent of the particular choice of coordinate system. In the fol­
lowing we confine our considerations to quantities of the three - dimen­
sional EUCLIDEAN space. We introduce the following definitions: 
A scalar characterized by one component (e.g. temperature, volume) is 
called a tensor of zeroth order. 
A vector characterized by three components ( e.g. force, velocity) is called a 
tensor of first order. 
The dyadic product of two vectors, called a dyad (e.g. strain, stress), is a 
tensor of second order characterized by nine components. 
Tensors of higher order appear as well. 

Notation of tensors of first order: 

a) Symbolic in mat"x notation, a ~ [ :: ]. 

b) Analytical: a = ax ex + ay ey + az ez 

1 2 3 3. 
or a = a e1 + a e 2 + a e3 = L a' ei 

i=l 

with ex, ey , ez as base vectors in a Cartesian coordinate system. The sub~ 
scripts are indices, and not exponents. In index notation the expression a' 
( or ai) (i = 1,2,3) denotes the total vector (see Fig. 2.1). 

Notation of tensors of second order: 

a) Symbolic in matrix notation: T = [~:: !:~ 
t31 t32 

H. Eschenauer et al., Applied Structural Mechanics
© Springer-Verlag Berlin Heidelberg 1997
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z 

y 

x 

Fig. 2.1: Definition of the base vectors 

b) Analytical: 11 12 33 
T = tll e e + t12 e e + ... + t33 e e 

T = z: L\ e i e j , . . J 
or 

1 J 

where e i e j is the dyadic product of the base vectors. In index notation the 
expression tij denotes the total tensor. 

2.2 Index rules and summation convention 

(i) Index rule 

If a letter index appears one and only one time in each term of 
an expression, the expression is valid for each of the actual va­
lues, the letter index can take. Such an index is called a free 
index. 

(ii) EINSTEIN's summation convention 

Whenever a letter index appears twice within the same term, as 
subscript and/or as superscript, a summation is implied over 
the range of this index, i.e., from 1 to 3 in the three - dimen­
sional space (Latin indices used), and from 1 to 2 in the two­
dimensional space ( Greek indices used). Such an index is called 
dummy. 

(iii) Maximum rule 

Any letter index may never be applied more than twice in each 
term. 

Examples of (i): 

<=> { 
a1 + 2b1 = 0 , 

a2 +2b2 =O, 

a3 +2b3 =O. 
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Note: Comma implies partial differentiation with respect to the coordi­
nate(s) of succeeding indices. The rules (i) - (iii) apply for these in­
dices as well. 

Examples of (ii) : 

three - dimensional space, 

'" 1 2 ( ) a = a", e = a1 e + a2 e , two - dimensional space surface , 

i· 11 12 33 
T = t ij e eJ = tn e e + t12 e e + ... + t33 e e , 

t~ = t~ = t1 + e + t3 
1 J 1 2 3 ' 

Attention: As it is of no importance which notation a doubly appearing 
index possesses, this so - called dummy index can be arbitrarily renamed: 

Exception: No summation over paranthesized indices, i.e. 

at = ai Ili) ----+ at = a1 [li etc. 

Examples of (iii): 

Following expressions are meaningless: 

The following expressions are also meaningless, as the free indices have to 
be the same in each term: 

i bi 
tj + k = 0 

2.3 Tensor of first order (vector) 

Base vectors (Fig. 2.2) 

e i orthogonal base with the unit vectors e1 , e2 , e3 ' 

gi base in arbitrary coordinates with the base vectors gl' g2' g3· 

Measure or metric components 

(2.1a) 
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Metric tensor 

Determinant of the metric tensor 

Fig. 2.2: Orthonormalized and 
arbitrary base 

Due to (2.1a) the metric 
tensor is symmetrical. 

(2.1b) 

(2.1c) 

Scalar product x . y of the vectors x = xi gi and y = yj gj (Fig. 2.2) 

i j 
x· y = gijx Y . 

Length of a vector x 

Angle cp between vectors x and y 

cos cp = x·y 
Ixl' Iyl 

Covariant and contravariant base 

(2.2a) 

(2.2b) 

(2.2c) 

An arbitrary base gi (i = 1, 2, 3) is given in the three - dimensional 
EUCLIDEAN space. We are searching a second base gj so that the following 
relation exists between the base vectors: 

j d 
~. g = °i' 

where KRONECKER's delta is defined by 

1 for i = j , 

o for i =1= j . 

(2.3a) 

(2.3b) 
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If the base gi is known, the base gj can be determined by means of the nine 
equations (2.3a). The base gi is called the covariant base and gj the contra­
variant base. 

Covariant metric components 

Contravariant metric components 

ij i j j i 
g =g'g=g. 

Rule of exchanging indices 

gi = gijgj 

j 
~ = gijg , 

t. ij 
k = g gjk' 

Other determination of the contravariant base vectors 

(2.4a) 

(2.4b) 

(2.5a) 

(2.5b) 

(2.5c) 

(2.6) 

where [gl' g2 ,g3 J is the scalar triple product of the three covariant base 
vectors gl' g2, g3 . 

Transformation behaviour 
A fundamental (defining) property of a tensor is its behaviour in connec­
tion with a coordinate transformation. In order to investigate this transfor­
mation behaviour, the following task shall be considered: 
An initial base g. or gi (i = 1,2,3) is given together with a "new" base gi' 

. I 

or g I' (i' = 1,2,3) generated by an arbitrary linear transformation with 
prescribed transformation coefficients {3j, . Additionally, a vector be given in 

. 1 "' 
the initial base by its components Vi or vi' Its components vi' or Vi shall 
now be determined in the "new" base. 

Rules of transformation 
Transformations of bases 

gi' = f3t, gj 

gk = f3~ gi' 

i' i' J' 
g == f3 j g , 

k k i' 
g == f3 i , g 

The following relations are valid 

(2.7a) 

(2.7b) 

(2.8) 
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Transformations of tensors of first order 

Physical components of tensors of first order (vector) 

2.4 Tensors of second and higher order 

Definitions: 

{2.9a} 

{2.9b} 

{2.10 } 

Two vectors x and yare given in the EUCLIDEAN space. With that we are 
forming the new product 

T = xy. { 2.11} 

The notation without dot or cross shall indicate that it is neither a scalar 
product nor a vector product. 
Depending on. whether the covariant base vectors gi or the contravariant 
base vectors gl are applied here, one obtains four kinds of descriptions for a 
tensor of order two: 

{ 2.12} 

According to the position of the indices one denotes 

t ij as covariant components , 

t ij as contravariant components, 

t\ as mixed contravariant-covariant components, 

tij as mixed covariant-contravariant components of the tensor T . 

Formal generalization of tensors 

T(l) = ti gi 

T (2) tij = gigj 

T (3) tijk = gigjgk 

o 
tensor of zeroth order ( scalar) 3 

tensor of first order (vector) 31 

tensor of second order ( dyad) 32 

tensor of third order 33 

(4) ijkl 
T = t gi gj gk gl tensor of fourth order 

1 base element, 

3 base elements, 

9 base elements, 

27 base elements, 

81 base elements. 
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Transformation rules 
For a transformation of a vector base gi into a new vector base gi' equa­
tions (2.7a) and (2.7b) are used: 

and 

The tensor T can be given either in the old base gi or in the new base gi' 
k'P ij 

T = t gk' gl' = t gigj . (2.13) 

The transformation formulas read as follows 

(2.14) 

From (2.15 ) 

follows (2.16 ) 

In a similar way one obtains the transformation formulas of the mixed 
components of the tensor T. 

Note: It is worth mentioning that tensors are actually defined by the rules 
by which their components transform due to coordinate transforma­
tions. Thus, any quantity T with 32 = 9 components is then and only 
then a second order tensor if its components transform according to 
(2.14) or (2.16) in connection with an arbitrary coordinate transfor­
mation. 

Physical components of a tensor of second order 
The physical components for orthogonal coordinate systems can be deter­
mined as follows (for non - orthogonal coordinate systems see [ A.8] ) : 

*ij _ ij r:::- C--
t - t Y g ( ii) Y g (jj) , 

*i i r:::- r=TiiT( .. ) 
t j=tjyg(ii) yg,JJ" 

t* •. j = t •. j r::7iiT"g ( ii) C--g yg'--' yg(jj)' 

t*. = t.. r::7iiT"g ( ii) r=TiiTg (jj) 
ij ij y g'-' y g'-' . 

Symmetrical and antisymmetrical tensors of second order 

(2.17 ) 

Any tensor of second order can always be presented as a sum of a symme­
trical and an antisymmetrical ( or skew - symmetrical) tensor: 

. . (8)· . (a)· . 
t'J = t' J + t'J (2.18a) 

with (i)ij = ; (tij + t j i) , (2.18b) 

(2.18c) 
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Permutation tensor or II: - tensor 
As permutation tensor a tensor of third order is defined 

"k 1 ijk 
elJ = --e 

with the permutation symbol 

ijk { eijk = e = 
+1 
- 1 
o 

for 

" 
" 

Ii 

{ i ,j , k} cyclic , 
{i ,j, k} anticyclic, 
{ i ,j , k} acyclic 

Permutation symbol in two dimensions 

el2 = + 1 , 

e22 = 0 . 

Vector product as application of the II: - tensor 

kIm 
x X y = ek1mx y g . 

Eigenvalues and eigenvectors of a symmetrical tensor 
- Principal axis transformation 

(2.19 ) 

(2.20a) 

(2.20b) 

(2.21) 

Lemma: For any symmetrical, real valued, three-column matrix T there 
always exist three mutually orthogonal principal directions 
( eigenvectors) a and three corresponding real eigenvalues A 
(which not necessarily have to be different from each other). 
These eigenvectors and eigenvalues are governed by the follow­
ing algebraic eigenvalue problem, where I is the unit tensor: 

( T - A I) a = 0 or ( tj - Aoj)a. = O. 
I I J 

(2.22a) 

Determination of the eigenvalues: 

t l _ A 
1 t l 

2 t l 
3 

det (tt - A o{) t 2 
1 

t 2 _ 
2 A t 2 

3 
= O. (2.22b) 

t 3 
1 

t 3 
2 

t 3 _ A 
3 

Characteristic equation of (2.22b) : 

(2.22c) 

The roots A = .AI, AU and Am of this cubic equation are invariant with 
respect to transformations of coordinates. Substituting sequentially these 
eigenvalues into (2.22a) and solving for a, we obtain a I, a II and a III' 
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The quantities 11, 12 , 13 in (2.22c) are invariants defined by [ A.8 J: 
11 = t; , 

_ 1 i j i j 
12 - "2 ( ti tj - tj ti ) , 

13 = det ( t~) . 

2.5 Curvilinear coordinates 

Base vectors - metric tensor 

(2.23a) 

(2.23b) 

(2.23c) 

In the three - dimensional space a vector r can be presented in Cartesian 
coordinates xi and in curvilinear coordinates indicated by ~i (i = 1,2,3) 
(Figs. 2.3 and 2.4). 

3 
X 

2 
X 

~3 ~2 

Fig. 2.3: Position vector in 
orthonormalized base 

Fig. 2.4: Curvilinear coordinates 
and base vectors 

Position vector r of a point P 

r = r (xi) 

Base vectors 

or or 
e i = 0 xi = r,; gi = if" = r,i . 

Relation between base gi ( ~i) and orthonormalized base ei 

oxi 

gk = o~kei . 

Length of a line element 

ds2 = dr . dr -----+ First fundamental form of a surface. 

(2.24) 

(2.25) 

(2.26) 

(2.27a) 

Indicating the derivative with respect to the curve parameter t by a dot, the 
length of the curve between to and tl is given by : 

tl 

s = f /gi/ ~j dt . (2.27b) 

to 



14 2 Tensor algebra and analysis 

Volume element 

Partial base derivatives - CHRISTOFFEL symbols 

- r j 
gk,l - klgj' 

CHRISTOFFEL symbols of the first kind 

1 r··k = -2 (g·k· + gk· . - g .. k) . IJ J ,1 1,] IJ, 

CHRISTOFFEL symbols of the second kind 

rm km 
ij = g r ijk · 

{2.28} 

{2.29a} 

{2.29b} 

{2.30} 

{2.31} 

Rule: The CHRISTOFFEL symbols can be expressed alone by the 
metric tensor and its derivatives. 

Note: The CHRISTOFFEL symbols do not have tensor character. 

For the CHRISTOFFEL symbols of the first kind {2.30} the following rela­
tions hold: 

1) r ijk = r jik interchangeability {2.32a} 
of the first two indices, 

2) r +r =ogns interchangeability {2.32b} mns msn 0 em 
of the last two indices. 

For the CHRISTOFFEL symbols of the second kind, the following relations 
are derived from {2.31} using {2.30} : 

1) interchangeability of subscripts (symmetry ~, {2.32c} 

2) 

Covariant derivatives 
Tensor of first order 

a ,j = ailj~ 

with ailj 
i 

= a . + r.ka 
d J 

k 

Byanology ailj 
k 

= ai, j - r ij ak . 

{2.32d} 

{2.33} 

{2.34a} 

{2.34b} 
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Tensor of second order 

{2.35a} 

ijl _ ij + ri mj + r j im a k - a ,k km a km a . {2.35b} 

Gradient of a scalar funktion iP 

{2.36a} 

Gradient of a vector v 

{2.36b} 

Divergence of a vector v 

d· n jl 1 c) ({i j) lV V = v . V = V . = r;; -. g v . 
J Y g c)e 

{2.37a} 

Divergence of a tensor T of second order 

{2.37b} 

Rotation of a vector v 

{2.38} 

LAPLACE operator 

2. Ii 1 (r;; jk ) 6. iP = V iP = dlV grad iP = iP i = {i Y g g iP ,k ,j . {2.39 } 

Bipotential operator 

1 { ij [ 1 ( kI ) 1 } 
= {i {i g {i {i g iP ,1 ,k ,i ,j' 

{2.40 } 

GAUSSIAN theorem 

{2.41} 
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Example: Application of the previous formulas to cylindrical coordinates 
Single-valued relations between Cartesian coordinates xi and cylindrical 
coordinates ei read as follows (see Fig. 2.5 ) : 

1 (1 (2 2 (1. (2 
X =., cos., , x =., SIn., , 

Position vector 

Covariant base vectors according to (2.25) 

Covariant metric components according to (2.4a) 

12.22 12 22 (12 
For example: g22 = g2 . g2 = (e ) sm e + (e ) cos e = e) . 
Covariant metric tensor 

According to (2.5c), because of 

---+ Orthogonal base 

Contravariant components from (2.5c) 

(ii) 
g g(ii) = 1 -+ 

( ii) 1 
g =-­

g( ii) 

for i =f. j 

(2.42a) 

(2.42b) 

(2.43) 

(2.44 ) 

Fig. 2.5: Presentation of a position vector 
in cylindrical coordinates 
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Contravariant metric tensor 

(2.45 ) 

Determinant g of the covariant metric tensor 

1 0 0 

I g I = I gij I = 0 U1 )2 0 = (,1)2 . (2.46) 

o o 1 

CHRISTOFFEL symbols of the first kind according to (2.30) 

CHRISTOFFEL symbols in matrix notation 

(rij') ~ [ ~ 
0 

~ 1 ' 
- (,1 

0 

(r",) ~ [ ~ 
e n, 

(2.47) 

0 

0 

(rij3 ) = O. 

CHRISTOFFEL symbols of the second kind according to (2.31) 

1 1k 1 (,1 For example: r22 =g r22k =1· (-(, )+0· 0+0· 0=- . 

CHRISTOFFEL symbols in matrix notation 

(2.48 ) 
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LAPLACE operator according to (2.39) 

l::. cP = ~ ( {i, gj k cP k ) J. = ~ [ rg ( gj 1 cP 1 + gj 2 cP 2 + gj 3 cP 3)] J. = 
yg " yg yo, , I " 

1 [ r;; 11 r;; 22 r;; 33 )] 
= {i, (ygg CP,l),l+(ygg CP,2),2+(ygg CP,3,3 = 

= ;1 [ U.l cP ,1) ,1 + ( ;1 cP ,2) ,2 + (~1 CP, 3 ),3] = 

1 [ 1 1 1] 
= 1 ~ cP 11 + cP 1 + 1 cP 22 + ~ cP 33 

~ , , ~' , 

1 1 
-----+ l::. cP = cP 11 + -1 cP 1 + -1-2 cP 22 + cP 33 . , ~' U), , 

(2.49) 

3 State of stress 

3.1 Stress vector 

The essential objective of structural analysis is the calculation of stresses 
and deformations of bodies. As shown in Fig. 3.1 we make a cut through the 
body, which is in equilibrium under external loads in the form of volume 
forces f i , surface tractions Pi and concentrated forces F k . A resulting force 
l::. F is transmitted at every element l::. A of the cut. 

n 

Fig. 3.1: Cut through a body Fig. 3.2: Resolution of the stress vector 
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LAPLACE operator according to (2.39) 

l::. cP = ~ ( {i, gj k cP k ) J. = ~ [ rg ( gj 1 cP 1 + gj 2 cP 2 + gj 3 cP 3)] J. = 
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= {i, (ygg CP,l),l+(ygg CP,2),2+(ygg CP,3,3 = 

= ;1 [ U.l cP ,1) ,1 + ( ;1 cP ,2) ,2 + (~1 CP, 3 ),3] = 

1 [ 1 1 1] 
= 1 ~ cP 11 + cP 1 + 1 cP 22 + ~ cP 33 

~ , , ~' , 

1 1 
-----+ l::. cP = cP 11 + -1 cP 1 + -1-2 cP 22 + cP 33 . , ~' U), , 

(2.49) 

3 State of stress 

3.1 Stress vector 

The essential objective of structural analysis is the calculation of stresses 
and deformations of bodies. As shown in Fig. 3.1 we make a cut through the 
body, which is in equilibrium under external loads in the form of volume 
forces f i , surface tractions Pi and concentrated forces F k . A resulting force 
l::. F is transmitted at every element l::. A of the cut. 

n 

Fig. 3.1: Cut through a body Fig. 3.2: Resolution of the stress vector 
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According to NEWTON's principle of "actio = reactio ", reaction of the 
resulting force L. F is found on the same plane of the opposite part of the 
body, in the form of an opposite directed force of the same magnitude. We 
assume that the relation L. F/ L. A in the limit of L. A --+ 0 tends to a finite 
value, and we call this limiting value 

stress vector . L.F dF 
t = L:.~~ oL.A = dA . (9.1) 

Here it is assumed that only forces (and no moments) are transmitted at 
any point of the cut. 
The stress vector t can be resolved into a part perpendicular to the surface 
of the cut, the so - called normal stress of the value (T, and into a part tan­
gential to the surface, the shear stress of the value T (Fig. 3.2). 

Sign convention: Stresses on cut planes with outward normals pointing 
in the positive (respective negative) coordinate direc­
tions, are taken positive in the positive (respective 
negative) coordinate directions (Fig. 3.3). 

Stress vectors on the positive cut planes of the cubic element in Cartesian 
coordinates: 

(3.2) 

In this context, (Tii (i = x, y , z) are normal stresses and Tij (i, j = x, y , z ) 
are shear stresses. 

y 

cut planes positive 
stresses 

negative 
stresses 

Fig. 3.3: Sign convention for the stresses 
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3.2 Stress tensor 

The stress vectors can be assembled in matrix notation as the so-called 
stress tensor S. In Cartesian coordinates it reads 

[ , , ] u xx ! "yx ! 'fzx T XI I Z I I 

S =[t:tY:t]= T !u !T . 
• I I xy : yy: zy 

'Txz ! Tyz 1 O"zz 

(:J.:J ) 

The superscript T indicates transpose of a matrix. 

The important CAUCHY's formula in arbitrary coordinates is written 

t = Sn 

or i ~i t = nj . 

( :JAa) 

(:JAb) 

In words: This formula gives the stress vector t at a given surface or cut 
plane in terms of the stress tensor S and the unit outward nor­
mal vector n for the surface or cut. 

The stress vector t acts on the infinitesimal area dA of the inclined cut 
plane characterized by the unit outward normal vector n (Fig. 3.4): 

[ 
nx] [COS Q] 

n = ny = cosf3 
nz cos 'Y 

(:J.5a,b) 

The remaining infinitesimal surfaces of the tetrahedron result from the pro­
jection of dA which can be written as follows in index notation with x = xl, 
y = x2, Z = x3 : 

x 

dAx = dA cos Q = dA nx } 

dAy = dAcosf3 = dA ny 

dAz = dA cos 'Y = dA nz 

dA = dAn .. 
1 1 

(:J.6 ) 

Fig. 3.4: Stress vector t at a tetrahedron in 
Cartesian coordinates 
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Relationships between Cartesian and other coordinates will be given later. 
In Cartesian coordinates there is no difference between a covariant and a 
contravariant base, and for this reason the indices can always be lowered. 

Component notation in Cartesian coordinates 

tx = O"xx nx + Tyx ny + Tzx n z ' 

ty = T n + O"yy ny + Tzy n z ' xy x 

t z = T n + Tyz ny + O"zz n z . xz x 

} (9.7) 

Note: Shear stresses are pairwise equal to one another, i.e., the stress tensor 
S is symmetric ~ 

(3.8) 

The symmetry reflects satisfaction of moment equilibrium conditions. 

3.3 Coordinate transformation - principal axes 

We consider a Cartesian coordinate system xi and a rotated system xi' (see 
Fig. 3.5). 

Stresses in a rotated system according to (2.14) 

i'j' i' j' kl 
T =i3k i3! T . 

Symbolic notation 

8' = B· 8· BT. 

Fig. 3.5: Stresses in a rotated coordinate system 

2' 
x 

(3.9) 
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Arrangement of transformation coefficients in a rotation matrix B 

l' 
f31 liz' l' 

f33 

B= 2' 
f31 

2' 
f32 

2' 
f33 (3.10) 

3' 
f31 

3' 
f32 

3' 
f33 

Principal stresses, principal axes 

Princi pal stresses (see (2.22) and (2.23) ) 

( T~ - ~ t. ) n* = 0 . 
J J 1 

(3.11) 

Characteristic equation 

(3.12) 

with the invariants for any direction and for the principal stresses ~i 

(i=I,II,III): 

(3.13a) 

;Z I + I :zz 
zz zx 

I = ~r O"n + ~n ~m + ~m O"r ' 

(3.13b) 

~xx Txy Txz 

I - Txy ~yy T = O"r O"n O"m . 3- yz (3.13c) 

T Tyz ~zz xz 

Note: It can be shown that the three roots of (3.12) comprise the maximum 
and the minimum normal stress appearing on all possible cut planes 
through a given point. That is where the name principal stresses is 
coming from. For the symmetrical stress tensor the principal stresses 
are always real. The directions of principal stresses of different mag­
nitudes are always unique and mutually orthogonal. 

State of plane stress in Cartesian coordinates 

Definition: (3.14) 

Stress tensor 

s = [ :xx 
xy 

:Xy ] . yy (3.15) 
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y 

y' 

x Fig. 3.6: Coordinate transformation 

Transformation coefficients according to Fig. 3.6 

l' f31 = cos a 
l' 7r f32 = cos ( '2 - a) = sin a , 

2' 7r f31 = cos ( '2 + a) = - sin a 
2' f32 = cos a . 

} (316) 

Formulas of transformation for any rotation a of the coordinate system 

O'x'x' = ; (O'xx + O'yy) + ; (O'xx - O'yy)cos2a + 1'Xy sin2a, 

) (3.17) 

Principal stresses 

(3.18) 

The directions of the principal stresses follow from the extremal condition 
to be 

tan 2 a* = __ 2_1'..,::XOLY_ 
O'xx - O'yy 

(3.19) 

and from this the principal directions 2 a* and 2 a* + 7r or a* and a* + ;. 
The principal directions are orthogonal to each other. 

Maximum shear stress 

l' = !( 0' xx - 0' yy )2 + i 
ma.x 2 xy (3.20) 

Direction a** = a* ± ~ . 
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Fig. 3.7: MOHR's stress circle 

MOHR's circle 
The formulas for transformation of the plane state of stress lead to the 
MOHR's circle (O"x'x' 90" , 7x'y' 97) 

( O"xx + 0" )2 2 2 2 2 
0" - 2 YY + 7 = (0" - 0"0) + 7 = r (3.21) 

with the distance of the centre M on the O"-axis 

(3.22a) 

and the radius of the circle 

(3.22b) 

3.4 Stress deviator 

Definition: (3.23) 

with the mean normal stress O"M 

(3.24) 

Physical interpretation: 
The stress deviator '71 expresses the deviation of the state of stress from the 
mean normal stress. 

Since '11 = 0, the principal values of the stress deviator follow in analogy to 
(3.12) from 

(3.25) 

with 
} (3.26) 
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3.5 Equilibrium conditions 

The conditions of force equilibrium are stated with regard to the unde­
formed configuration of the body in this section [ A.H, A.15, A.16, A.17]. 

x 

do 
o + --..2ili dx 

xx dx 

Fig. 3.8: Equilibrium for an infinitesimal volume element in Cartesian 
coordinates 

1) Cartesian coordinates (Fig. 3.8 ) 

O(J 07 07 
~+~+~+f =0 ox oy ClZ x ' 

07 O(J 07 
~+--.n..+~+f =0 ox oy OZ y , 

07 07 O(J 
~+~+ __ z_z +f =0. 
ox oy OZ z 

fi (i = x, y, z) are the components of the vector of volume forces. 

Abbreviated notation 

7j~j + fi = 0 . 

2) Curvilinear coordinates 

7jilj + fi = 0 

or DivS + f = 0 . 

3) Cylindrical coordinates (~1 e r, ~2 e cp, e e z) (Fig. 2.5) 

O(J 1 07 07 1 
---.!!.. + - ----'to!. + ---..!!.. + - ((J - (J ) + f = 0 
orr 0 cp 0 Z r rr <p<p r ' 

07 lO(J 07 2 
----'to!. + - --'£.'£.. + ~ + - 7 + f = 0 orr 0 cp 0 Z r <pr <p , 

07 107 OIJ 1 
---.!!. + -~ + ~ + - 7 + f = O. orr 0 cp 0 Z r rz z 

(3.27a) 

(3.27b) 

(3.28a) 

(3.28b) 

(3.29a) 
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Fig. 3.9: Spherical coordinates 

(~1 == r, ~2 == 'IJ, ~3 == cp) 

<p,w 

Two-dimensional case: Polar coordinates r, cp 

o crrr ~ ~ ~ _ ) _ 
or + r a cp + r (crrr cr <p<p + fr - 0 , 

~ ~~ ~ -a r + r 0 cp + r T <pr + f<p - 0 . 

} (329b) 

4) Spherical coordinates r, 'IJ, cp (Fig. 3.9) 

a crrr 1 a Tr" 1 a Tr<p 1 ar + r --aif" + r sin 'IJ ---a<j) + r Tr" cot 'IJ + 

1 
+ r ( 2 cr rr - cr "" - cr <p<p) + fr = 0 , 

OT", 1 ocr"" 1 aT" 3 -- + --- + __ ---..!I!E.. + -T + 
orr 0 'IJ r sin 'IJ a cp r <p" 

(9.90) 

1 
+ r cot'IJ ( cr "" - cr <p<p ) + f" = 0 , 

OT 1 OT 1 ocr 3 2 
---E£..+-~+--.............'e+-T + t'IJ+f 0 orr a 'IJ r sin 'IJ a cp r r<p r T <p" co <p = . 

4 State of strain 

4.1 Kinematics of a deformable body 

Description of the deformation of a body with LAGRANGE's notation: 

The displacement of a material point of a body B is observed as a 
function of the initial state. 

We distinguish between the initial state t = to (without ~) and the defor­
med state of the body t = t (with ~). 
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med state of the body t = t (with ~). 

H. Eschenauer et al., Applied Structural Mechanics
© Springer-Verlag Berlin Heidelberg 1997
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1 
X 

Fig. 4.1: Kinematics of a deformable body 

Position vector r of the material point P of the deformed body 13 (Fig. 4.1) 

(4.1) 

with the position vector r ( t i ) and the displacement vector v ( t i ) of the 
same material point P of the undeformed body B. 

Differential increase dv of the displacement vector v 

dv = dF - dr = V dr , (4.2) 

where V is the tensor of the displacement derivatives. 

According to (2.25) the base vectors gj and gi result from the total differen­
tial of the respective position vectors 

a r j j j 
dr = -. dt = r l' dt = g. dt , aC ' 1 

( 4.:Ja) 

d~ - a F dti _ ~ dti _ ~ dti r - . <, - r. <, - g. <, • ac ,1 1 
(4.:Jb) 

These infinitesimal changes of the position vectors lead to the points Q and 
Q adjacent to P and P (see Fig. 4.1). 

In accordance with the rules for the transformation behaviour of tensors 
(Sections 2.3, 2.4) the base vectors of the deformed body can be expressed 
by those of the un deformed body and vice versa: 

~ {3j 
gj = jgj' 

~j ~ 

gi={3jgj' 

(Ha) 

( Hb) 
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The displacement vector can be written as follows 

i _i_ _ 
v = v gi = v gi = r - r . {4.5a} 

Differentiation of {4.5a} with {2.SS} leads to 

jl ~ jll ~ ~ ~ v. = v . g. = v . g. = r . - r· = g. - g .. 
,1 1 J 1 J ,1 ,1 1 1 

{4.5b} 

Since the base of the un deformed body or the base of the deformed body 
can be used alternately in order to illustrate the displacement vector v, we 
have two different covariant derivatives of the displacement components as 
a result (according to (4.5b}). Here, one line stands for the covariant deri­
vative applied to the base of the undeformed body, a double line stands for 
the covariant derivative related to the base of the deformed body. With the 
KRONECKER symbol we obtain the relation between the base vectors of 
the deformed body and the undeformed body [A.7]: 

gi = U{ + vjjJ gj , {4.6a} 

{4.6b} 

The elements of the transformation tensor then read 

{4.7a} 

~j j ~jll {3 i = bi - vi' {4.7b} 

Corresponding transformation relations are valid for the line elements dr 
and dr in analogy with the base vectors. If we define a mixed tensor of or­
der two according to {2.12} 

F = (b{ + vjlJgjgi = I + V, 

F = (b{ - vjlUgjgi = I - V, 

for the line elements this results in 

dr = Fdr, 

dr = Fdr . 

{ 4.8a} 

{4.8b} 

{4.9a} 

{ 4.9b} 

By means of {4.2} and due to (4.5a) we obtain the following total differen­
tial of the displacement vector dv: 

dv = dr - dr = (F - I) dr = V dr . {4.10a} 

According to {4.2}, V is called the tensor of the displacement derivatives 
or the deformation gradient. 



4.2 Strain tensor 29 

Due to (4.l0a) , the total differential dv can be written in other notation by 
means of (E.36b) 

dv = Grad v . dr. ( 4.l0b) 

In Cartesian coordinates the relation ( 4.l0b) for a time independent dis-
placement vector 

[ .(x,y,.) 1 
v(x,y,z) = v(x,y,z) 

w(x,y,z) 

reads as follows in matrix notation 

ou ou ou 

dv~U:l~ 
ox oy oz 

[E 1 
ov ov ov ( 4.l0C) 
oX oy oz 
ow oW oW 
oX oy OZ 

4.2 Strain tensor 

The state of strain of an elastic body is obtained by subtraction of the 
squared line elements of a deformed and an undeformed body. Thus, we ob­
tain a measure of how the distances of single points have changed due to a 
load [A.7 ,A.S]. 
We write 

di . di - dr . dr = ds2 - ds2 = (gi . gj - gi . gj) ~i ~j = 

= (gij - gij)d~id~j = 2'Yij~id~j, 

where 'Yij are the components of the strain tensor. 
Accordingly, they can be determined as follows 

'Yij = ; (gij - gij) . 

( 4.lla) 

( 4.llb) 

Expressing the metric components of the deformed body by those of the 
undeformed body, we obtain the GREEN - LAGRANGE's components of 
strain [ A.G] : 

'Yij = ~ ( vilj + Vjli + vkli vklj ) . (4.1Ea) 

Linearized components of strain by neglecting the quadratic terms in 
(4.lEa) : 

l'Yij = i (vilj + vJ) I· (4.12b) 
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4.3 Strain-displacement relations 

- Cartesian coordinates 
From the tensor of the displacement derivatives V follows as the symmetric 
part the linear strain tensor. According to the rules (2.18), it becomes in 
Cartesian coordinates: 

cxx 
1 

2'Yxy 

1 T 
Vs = 2(V + V ) = Cyy 

where due to (4.12b) 

ou 
cxx = 0 x ' 

ov 
Cyy oy , 

oW 
C zz oZ , = oV + oW . 

'Yyz 0 Z 0 Y 

1 
2'Yxz 

1 
2'Yyz (4.13) 

czz 

(4.14 ) 

'Yij (i,j = x,y,z) are the so-called technical shears, and Cii (i = x,y,z) are 
the normal strains. 

Special cases: 

- Cylindrical coordinates (Fig. 2.5) (r, u; cp, v; z, w ) 

ou _lou+ov_v 
crr or , 'Yr<p -r~ ar- r' 

= ~ ov + ~ ou ow 
C cpcp 'Y--+-

rocp r' rz-oz or' 

ow = ov + ~ oW . czz oz , 'Y cpz oz r ocp 

- Spherical coordinates (Fig. 3.9 ) (r, u; rJ, v; cp, w ) 

OU 
crr 0 r ' 

= ~ ( ~ W + u sin rJ + v cos rJ ) , 
r sm"lf CJ cp 

_ ~ ov + ~ 
-rorJ r' 

1 ou ow w 
= r sin rJ ~ + ar- - r ' 
_ 1 cJU + ov v 
-rorJ ar--r' 

1 (OV ow. ) 
'Y cp..J = r sin rJ 0 cp + 0 rJ sm rJ - w cos rJ . 

(4.15) 

(4.16) 
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4.4 Transformation of principal axis 

The principal strains are determined in analogy to the principal stresses. 

Characteristic equation according to (2.22c): 

(4.17a) 

The first invariant corresponds to the so - called volume dilatation e: 

(4116) 

4.5 Compatibility conditions 

The linear strain - displacement relations (412b) form a system of six 
coupled, partial differential equations for the three components vi of the 
displacements for given values of the strain tensor. Thus, the system is 
kinematically redundant. In order that there will exist a displacement 
vector vi subject to given values of the six mutually independent compo­
nents of the strain tensor, it is necessary that the three components of the 
displacement vector satisfy the following compatibility conditions (DE 
SAINT VENANT): 

I I I I I jln ikm 
1'ij kl + 1'kl ij - 1'il kj - 1'kj il = 1'ij kl E: C = 0 . (418) 

Mechanical interpretation: 
The interior coherence of the body has to be preserved after the defor­
mation, i.e. material gaps or overlaps must not occur. 

For a two - dimensional state of stress or strain the compatibility condition 
in Cartesian coordinates reads as follows: 

5 Constitutive laws of linearly elastic bodies 

5.1 Basic concepts 

(419) 

In the following we are going to deal with bodies for which there exist re­
versibly unique relations between the components of the strain tensor and 
the stress tensor, and we furthermore assume that these relations are time 
independent. The behaviour of the bodies is denoted as elastic, i.e. there are 
no permanent strains cpl after removing the load of the body (Fig. 5.1). The 
bodies considered shall furthermore, as it is usual in the classical elasticity 
theory, be made of a linearly elastic material such that their constitutive 
law expresses linear relationship between the components of the stress ten­
sor and the strain tenso~ (range 0 - A - in Fig. 5.1). Such bodies are usually 
called HOOKEAN bodies. 
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called HOOKEAN bodies. 
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stress elastic 
partially ~astiC:::J 

F 

, 
O~--------------------~ 

Fig. 5.1: (T,e - diagram of a real 
material with a linear­
elastic range 

A == limit of proportionality 
B == elastic limit 
C == upper yield point 
D == lower yield point 
D - E == elastic - plastic state 
F == ultimate stress limit 

o £pl strain epl == plastic strain 

For a great number of problems in practice this assumption is feasible, even 
if we have to consider non - linear strain - displacement relations (e.g. geo­
metrical non - linearities for the post - buckling of plates and shells ). 

5.2 Generalized HOOKE-DUHAMEL's law for thermo­
elastic, isotropic materials 

Cartesian coordinates 

1 
'Yxy = G Txy , 

(5.1) 

with 

E YOUNG / S modulus , 

// POISSON / S ratio , 

shear modulus , 

one - dimensional thermal expansion coefficient, 

difference between final and initial temperature. 

Symbolic notation 

1+// // V =--S--sl+o 81 
8 E E T 

(5.2) 

with s = sum of normal stresses . 
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Solving (5.1) with respect to stresses yields 

(T =_E __ (e + 1/ e)- E a e T G-v 
xx 1 + 1/ xx 1 - 2 1/ 1 - 2 1/ T ' xy = , xy , 

(T =_E __ (e + 1/ e)- E a e T G-v 
yy 1 + II YY 1 - 2 II 1 - 2 II T ' xz = I xz ' 

(5.3) 

Symbolic notation 

I [ 1/ 1+1/ 1 S = 2 G VB + 1 _ 2 II e I - 1 _ 2 II aT e I (5.4) 

with e = volume dilatation. 

- Curvilinear coordinates in index notation 

According to (Sol) it follows that 

(5.5a) 

with the flexibility tensor of fourth order 

(5.5b) 

Solving (5.5a) with regard to stresses leads to 

ij _ C ijkl _ (.Iij 0 
T - Tkl f-' 17 (5.6a) 

with the elasticity tensor of fourth order 

djkl = G ( ik jl + il jk + 2 1/ ij kl) 
g!', gg 1-21/gg (5.6b) 

and the thermo - elastic tensor of second order 

(5.6c) 

Other notation of (5.6a) : 

T ij = C*ijkl ( Tkl - aT gkl e ) (5.7a) 

(5.7b ) 
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and the LAME constants 

A==G 2v 
1 - 2 v 

The relations between the different specific elasticity constants can be 
drawn from the following table: 

A= /-L=G= E= v= 

A,/-L A /-L(3A + 2/-L) A 
/-L A+/-L 2(A + /-L) 

A,V A A(1-2vl (1+vHl-2v}A v 
2v v 

/-L,E /-L(E-2/-Ll 
/-L E 

E - 2/-L 
3/-L - E 2/-L 

E, v 
Ev E 

E 
(1+v)(1-2v) 2(1+v) 

v 

Table 5.1: Elasticity properties 

The linearly elastic constitutive equations shall be augmented by another 
system of equations which allows a physical interpretation, and which is 
applied in elastoplastic structures. Therefore, we split both the strain and 
the stress tensor in a spherical-symmetrical and a deviatoric part accord­
ing to the following relations: 

m 10m ,m 
1'k = 3 e k + 1'k ' 

m l.em ,m 
7k = 3 S Uk + 7k . 

} (5.B) 

In (5.B) the known expressions for the sum of strains e = 1'~ or the sum of 
stresses s = 7~ occur which are the first invariants of the strain tensor or 
the stress tensor according to (4.17b). Substituting (5.B) in the generalized 
HOOKE's law leads to the following two equations 

m=fok -+ 

m= k -+ 

with 

E K 
3(1-2v) 

(}M = s/3 

,m 1, m 
1'k =2G 7k , 

1 
e = K (}M + 3 aT e 

compression modulus , 

mean value of the normal stresses , 

volumetric thermal expansion coefficient. 

(S.9a) 

(5.9b) 
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With (5.9a) a change of the shape without a change of volume '''Y~ 0 is 
described physically according to (5.8), whereas (5.9b) describes a change of 
volume without a change in shape ( '''Yk = ° ~ "Yk = 1/3 e ok'). Both re­
lations (5.9) give the proportionality between strains and stresses for lin­
early elastic materials. It has to be emphasized once again that an isotropic, 
linearly elastic body only possesses two mutually independent material pro­
perties, and most often E and v are chosen. 
POISSON's ratio v can be more closely limited from (5.9b) neglecting all 
effects of thermal stresses 

_3(1-2v) 
e - E O'M' (5.10 ) 

Since e and O'M always have the same sign, v must be smaller than 1/2. Ac­
cording to (5.10), e = ° for v = 1/2, which corresponds to an incompress­
ible medium (constant volume). v = 0,3 7 0,33 is valid for steel and light 
metals. 

5.3 Material law for plane states 

a) State of plane stress 

- Cartesian coordinates 

Definition: 0' zz = T xz = T yz = ° . 
Strain - stress relations 

1 ( 0 exx = E 0' xx - V 0' yy) + QT e 

1 ( 0 eyy = E 0' yy - V 0' xx) + QT e 

Stress - strain relations 

1 
, "Yxy = G'Txy , 

, "Yxz = 0 , 

, "Yyz = ° . 

O'xx= 1~v2[eXX+veyy-(1+V)QTOel, Txy=G"Yxy , 

CTyy = 1~v2[eyy+vexx-(1+V)QTOel, Txz=O, 

O'zz = ° , =0 

with 

Symbolic notation of (5.13) 

(5.11) 

( 5.12) 

(5.13 ) 

(5.14) 
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with 

[ ."'] [ 1 V a ] 
0' = i7 

E __ E_ II 1 
1;11 ' yy - 2 

Txy 
1-11 0 0 

[ '" ] ee ~~ oe[ n e = e yy 

"ixy 

- Curvilinear coordinates 

The equations (5.12) and (5.13) read in index notation 

(5.15a) 

(5.15b) 

with the plane elasticity and the plane flexibility tensors of fourth order 

b) State of plane strain in Cartesian coordinates 

Definitions: (5.16) 

Strain - stress relations 

1 + II [ ] 0 ( 5.17) 
Cyy = --E- (1 - II) i7yy - II i7xx + (1 + II) aT e , "ixz = 0 , 

Stress - strain relations 

'V = 0 . 'yz 

i7xx = (1 + v)(1- 211)[(1-II)Cxx + lICyy - (1 + lI)aT °e], 

E 0 1 
i7yy = (1 + 11)( 1 _ 211 ) [ ( 1 - v) Cyy + v c xx - (1 + II) aT e , 

Ell [ l+v 0] 
i7zz = (1 + v)( 1 - 2 II) c xx + Cyy - --11- aT e , 

(5.18) 



5.4 Material law for a UD-Iayer 37 

5.4 Material law for a unidirectional layer (UD - layer) of a 
fibre reinforced composite 

The material law for a UD -layer reads as follows according to (5.15) with­
out temperature terms 

Ol' {3' Ol' {3' "(' 5' 
7 = E 7"('5' . (5.19 ) 

Here, indices equipped with a dash refer to the material coordinate system 
in the UD - layer. 

Plane elasticity tensor of fourth order for a UD-Iayer in the e', e' - co­
ordinate system ( see Fig. 5.2 ) : 

0l'{3',,('5' E2'2'1'1' r 
1'1'1'1' 

(E ) = E 

E1'1'2'2' 

E2'2'2'2' 

E1'2'2'2' 

2'2' 1'2' 

E1'1'1'2' 1 
E = 

E1'2'1'1' E1'2'1'2' 

E1, 11 2 '1' E1, 
0 

1 - 111'2,112'1' 1 - 11 1'2,11 2'1' 

11 1'2' E2, E2, 
0 

1 - 11 1'2,11 2'1' 1 - 11 1'2,11 2'1' 

0 0 G1'2' 

where the material properties have the following meaning [ B.IO 1 : 

E1, YOUNG's modulus in {- direction parallel to the fibres, 

(5.20 ) 

E2, YOUNG's modulus in { - direction perpendicular to the fibres , 

11 1'2' POISSON's ratio perpendicular to the fibres in case of a loading pa­
rallel to the fibres, 

~------------------~ / 

~ 
2' 

l' 
~ 

fibre matrix 

Fig. 5.2: Material coordinate system for a UD -layer 
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112'1' POISSON's ratio parallel to the fibres in case of a loading perpendi­
cular to the fibres; it holds that 

GI '2' Shear modulus parallel and perpendicula.r to the fibres. 

Rotation of the UD -layer by an angle 0: ( see Fig. 5.3) is obtained by appli­
cation of the transformation formula for a tensor of fourth order (generali­
zation of {2.14) ) : 

ECl{3fJ.1I = f.lCl f.l{3 f.lfJ. f.lll E'Y' 6' fl' CI' 
fJ-y' ""0' !Je' fJu' 

Transformation coefficients according to {3.16} in matrix notation: 

sin 0: ] . 

cos 0: 

{ 5.21} 

{5.22} 

Substitution of the components of the elasticity tensor by simplifying the 
notation yields: 

[ Err,',' EI 'I'2'2' 

E""""] [ E"" 
EI '2' 

E""] E2'2'I'I' E2'2'2'2' 2'2'1'2' 2'1' E2'2' 2'3' {5.23} E -----+ E E . 
EI '2'I'I' EI '2'2'2' EI '2'I'2' E3'I' E3'2' E3'3' 

Components of the elasticity tensor for the rotated vector base read then as 
follows: 

Ell 1'1' 4 2'2' . 4 1 1'. 2 
= E cos 0: + E sm 0: + 2" A sm 2 0: , 

E22 2'2' 4 1'1' . 4 1 1'. 2 
= E cos 0: + E sm 0: + 2" A sm 20: , {5.24a} 

E33 _ E3'3' + 1 A 2' . 2 2 - 4" sm 0:, 

2' 
~ ~2 

Fig. 5.3: Rotation of a UD - layer 
by an angle 0: 
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Material values: E1, = 143000MPa, E2, = 5140MPa, 

G1'2' = 5280MPa, v1'2' = 0.28, v2'1' = 0.01. 

E13 31 1 [ 1'1' l' 2'. 2 ]. = E = 2" - E + A + A sm a sm 2 a , (S.24b) 

E23 32 1 2'2' l' 2'. 2 . 
= E = 2" [E - A - A sm a] sm 2 a 

with l' 2'1' 3'3' 2' 1'1' 2'2' l' 
A = E + 2E ,A = E + E - 2A 

6 Energy principles 
6.1 Basic terminology and assumptions 

Our consideration of solid bodies in this section is based on the following 
assumptions [ A.9, A.15, A.16, A.l8]: 

a) The processes produced in a stressed body are reversible, i.e. no dissipa­
tive effects (e.g. plastic deformations) occur. We limit ourselves to the 
scope of the classical elasticity theory. 

b) The deformation process takes an isothermal course, i.e. there is no in­
teraction between deformation and temperature. 
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6 Energy principles 
6.1 Basic terminology and assumptions 

Our consideration of solid bodies in this section is based on the following 
assumptions [ A.9, A.15, A.16, A.l8]: 

a) The processes produced in a stressed body are reversible, i.e. no dissipa­
tive effects (e.g. plastic deformations) occur. We limit ourselves to the 
scope of the classical elasticity theory. 

b) The deformation process takes an isothermal course, i.e. there is no in­
teraction between deformation and temperature. 
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c) The load process is quasi - static, i.e. the kinetic energy or the forces of 
inertia can be neglected. 

d) The state of displacement of a solid body is described according to a 
LAGRANGEAN approach. 

e) The theorem of mass conservation ( dV = dV) and the volume forces in 
the deformed and undeformed bodies (f == f) are equal. 

6.2 Energy expressions 

First, we consider the uniaxial state of stress of a rod subjected to a single 
force F. The relation between force and displacement can be assumed to be 
nonlinear as well as linear (Fig. 6.1). The external work done by the nor­
mal force F against the displacement 0 u is given by 

oW = Foil. (6.1) 

Here, we use the differential 0 for the changes of state, e.g. deformation dif­
ferentials, strain differentials. For these quantities it is assumed that they 
are virtual (not existing in reality), infinitesimally small and geometrically 
compatible. Eq. (6.1) illustrates the area of a thin strip with the width oil 
and the height F in a force-deformation diagram (Fig. 6.1), where terms of 
higher order have been neglected. The total work of the single force results 
from an integration over the deformation differentials 

u 

W = _5 Foil. 
u=o 

F4II( 

a) 

I~ 

I -4'k- IJ 
A7~dV 

dx 

F 

b) 

• F 

.... 

w* .. ::::::~)tm 

. .;: ::::~~: f~::W. ::~~~~~:::~~~ 
.. :::::~~~~j~~~~~~~~~~~~~i~~~~~~~~~~~i~~~~~~~~I~~~ 

(6.2) 

u U 

Fig. 6.1: Nonlinear and linear force - deformation curve of a rod subject to 
a single load 
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In Fig. 6.1, the area W* represents the complementary work, because Wand 
W* complement one another and their sum is represented by the rectangle 
F·u = W + W*. 
By analogy to (6.1) and (6.2) the following holds for the complementary 
work 

oW* = uoF (6.3) 

or 
F 

W* = -f uoF. 
F=O 

(6.4) 

In the case of a linear force - deformation curve F = c . U (Fig. 6.1b) an in­
tegration over the deformation differentials can be carried out. Thus, we ob­
tain 

1 
W=W*=2"F.u. (6.5) 

The external work is stored as so - called internal energy or deformation 
energy in the rod. Substituting the increase of deformation 0 u by 0 E: dx in 
(6.1) , we can write (u is denoted by u now, because it cannot be changed 
with the final value u ) : 

F oW = Fou = A AOE:dx = O"oE:Adx = O"oE:dV = oU . (6.6) 

If we divide by the volume element dV = A dx, we obtain the expression for 
the specific deformation energy 

oU=O"OE: 

and by analogy, for the specific complementary energy we obtain 

oU* = E:oO". 

(6.7) 

(6.8) 

The relation between the stress 0" and the stra~n E: is given by a non -linear 
curve similar to the one shown in Fig. 6.1a. If a linear 0", E: - curve exists, by 
analogy to (6.5) we obtain the following for the specific deformation energy 
and the specific complementary energy 

- - 1 
U = U* = -O"~ 2 ... (6.9) 

The expression is now extended to a three - dimensional elastic body sub­
jected to external forces (volume forces f, distributed surface tractions p, 
and concentrated forces F k) (Fig. 6.2). 
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z 

x Fig. 6.2: Elastic body subjected 
to external forces 

In vector notation, the external work can be written as follows 

JT JT T 0 oW = f ovdV + p ovdS + F ov 
v s 

with 

fT = (fx,fy,fz) 

T 
p = (Px' Py , Pz ) 

vector of volume forces , 

vector of surface tractions , 

(6.10) 

displacement vector of an elastic body , 

T T T T F = (Fl ,F2 , •.• ,Fi ) vector of concentrated forces 
T 

Fi = (F x ' F y , F z)i ' 

o v 
vector of displacement vectors for points 
of action of concentrated forces 

v~ 

Transition to isotropic, linearly elastic body 

Specific deformation energy and complementary energy 

ij = ij* = ~ (l e = ~ l tT . (6.11) 

Introduction of HOOKE's law 

- 1 T 
U = 2 e ee, (6.12a) 

- 1 T 
U* = 2tT DtT (6.12b) 
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with vectors for the strains and stresses in Cartesian coordinates defined by 

leads to the elasticity matrix 

1- v v 

v 1- v 

v v 

v I 
v I 

1- v I 
o 

-----------------
c= E 

(1+v)(1-2v) 

0 

and the flexibility matrix 

- v - v 

- v - v I 

D=1. 
E 

- v - v I 
I 2 (1 + v) 

o I 0 

I 0 

I~ 
I 2 

I 0 

I 
I 0 

0 

o 
2 (1 + v) 

o 

0 0 

l....=...1.L 0 
2 

1 - 2 v 
0 --2-

o 
2 (1 + v) 

CT (6.13a) 

(6.13b) 

The expressions (6.12) are bilinear forms which are positive definite be­
cause ij > 0 and ij* > o. 

In usual index notation 

- - 1 ij 
U = U* = 2"7 '"Yij (6.14) 

or 

-U 1 Cijkl 
= 2" '"Yij'"Ykl' (6.1Sa) 

-U* _ 1 ij kl 
- 2" Dijkl 7 7 . (6.1Sb) 

Consideration of thermal influences 

( 6.16a) 

-U* - 1 ij ( _ ) _ 1 ij kl i e 
- - 7 'Y.. + aT g . e - - D 'kl 7 7 + aT T . 2 I,] I] 2 I] I 

(6.16b) 

In (6.16), the quadratic temperature terms are neglected [B.l]. 
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6.3 Principle of virtual displacements (Pvd) 

The virtual work 6 W of external forces is equal to the increase of virtual 
strain energy 6 U according to (6.6) : 

6W = 6U = fTij6,.dV 
lJ 

(6.17 ) 

v 

With the strain energy U - internal potential IIi 

U = Ju dV = IIi (6.18a) 
v 

and the work of the external forces ( here without concentrated forces) of a 
conservative system equals the negative of the potential IIe of the external 
forces 

W = ffi vi dV + fpi vi dS = -IIe' (6.18b) 

v s 

the total potential of the elastic body reads as follows 

(6.19) 

Principle of stationarity of the virtual total potential 

6 II = 6 (IIi + IIe) = 0 . (6.20 ) 

This implies an extremum value of the total potential 

II = IIi + IIe = extremum. (6.21a) 

GREEN - DIRICHLET's principle of a minimum (valid for linearly elastic 
behaviour of material) [ A.8] 

II = IIi + IIe = minimum . (6.21b) 

6.4 Principle of virtual forces (Pvf) 

The complementary virtual work 6W* of the external forces is equal to the 
increase of the complementary virtual energy 6U*: 

6W* = 6U* = f,6Tij dV. 
lJ 

v 

Total complementary potential follows by analogy to (6.19) 

II* = IIt + II: 

(6.22) 

(6.23) 
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with internal complementary potential U* = fU*dV = lIt 
v 

(6.24.a) 

and external complementary potential II: defined as the negative of the 
external complementary work W* 

W* = fV/dV + fVipidS = -II:. (6.24.b) 

v Sv 

Principle of stationarity of the virtual total complementary potential 

b II* = b (lIt + II:) = 0 . (6.25) 

This implies an extremum value of the total complementary potential 

II* = lIt + II: = extremum . (6.26a) 

The CASTIGLIANO and MENABREA principle e valid for linear - elastic 
behaviour of material) [ A.9 J 

II* = lIt + II: = minimum . (6.26b) 

First theorem by CASTIGLIANO (6.27a) 

Theorem by MENABREA (6.28) 

where the index R refers to the reaction forces. 

Second theorem by CASTIGLIANO (6.27b) 

Generalized variational functional by HELLINGER and REISSNER [A.5, 
A.17, A.18, A.19 J : 

IIR = f{ U e rij) - fi vi + Tij [ ; e vil j + Vjl i ) - rij 1 } dV -
v 

-f p~vidS + feViO - vi)pi dS , 
St sd 

where p~, ViO are prescribed loads or displacements at the boundary. 

HELLINGER - REISSNER stationary principle: 

bIIR = 0 . 

(6.29) 

(6.30) 
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6.5 Reciprocity theorems and "Unit-Load" method 

Theorem by BETTI 

(6.31a) 

In words: If two sets of loads are acting on an elastic body, the work of 
loadset 1 against the displacements due to loadset 2 is equal to 
the work of loadset 2 against the displacements due to loadset 1. 

If displacements at points 1 and 2 are expressed by MAXWELL's influence 
coefficients 0ij' the Theorem by MAXWELL follows proving the symmetry 
of the coefficients: 

(6.31b) 

In words: The displacements at a point i due to a unit load at another 
point j is equal to the displacements at j due to a unit load at i. 
(It is assumed that the displacements of the points are measu­
red in the directions of the applied forces. ) 

Unit-Load method 
The Unit-Load method plays an important 
means of this method, the deformations of 
point can be calculated [ A.l8, A.l9 J: 

role in elasto -mechanics. By 
an elastic body at a certain 

virtual static group 

I. I. fl .. I (i~il Vi + Ml ',OJ = 'T1J Tij dV 

I I v I 
(6.32) 

real kinematic group 

6.6 Treatment of a variational problem 

A curve y = y ( x) is to be determined in such a way that an interal I 
depending on x, y = y (x), and the derivatives y' = y'( x) to y n) = 
y(n) (x), 

X 2 

1 - I( , (n») - IF( , (n»)d - x,y,y , ... ,y - x,y,y , ... ,y x (6.33) 

attains an extremum value. This implies stationarity of I 

X 2 

01 = 0 IF(x,y,y' , ... ,y(n»)dx = 0 (6.:34 ) 
xl 

For an integrand function F containing only derivatives up to the second 
order of the unknown function y = y (x), follows from partial integration: 
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IX2(oF d of d2 of ) 
51 = -~- - -d ~ + -2 ~ 5y dx + 

X "y X "y dx "y 
I ' v ' 

==> EULER's equation 

essential (geometric) 
boundary conditions 

6.7 Continuous approximation methods 

{6.35} 

The following approaches belong to the group of continuous methods [ A.3] 
(as opposed to discrete methods like the Finite Element Method, or the 
Boundary Element Method). 

1) Method by RAYLEIGH -RITZ [A.14] 
Point of reference --+ variational expression {6.33} 

x 2 

I = I F(x,y,y' , ... ,/n))dx ---* Extremum. 
xl 

Choice of a set of linearly independent approximation functions 
N 

y* ( x) = L:>n y: ( x) , 
n=O 

where the y: must at least satisfy the geometric boundary conditions. 

Demand of a minimum: 

~=o o an 
(n = 0, ... , N). 

{6.36 } 

{6.37 } 

Assuming a quadratic form of the functional, this leads to a linear system 
of equations for determination of the coefficients an . 

2) Method by GALERKIN [ A.6, A.l6] 
Point of reference --+ variational functional in the varied form according 

to {6.35}. 

Choice of a function y* ( x) in analogy to the RITZ approach {6.36}. Func­
tions y: (x) must fulfill all boundary conditions. 

Demand of a minimum: 
Fulfilling of the GALERKIN equations 

x 2 

I L ( y* )y: dx = 0, (n = 1,2,3, ... , N ) {6.38} 
xl 

with L ( y*) as the differential equation for the problem (see {6.35) ). 
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This leads to a system of linear equations with respect to the coefficients 
an if a quadratic form of the functional (e linear differential equation) is 
assumed. In the case of functionals of higher order than quadratic, we get a 
non - linear system of equations. 

7 Problem formulations in the theory of linear 
elasticity 

7.1 Basic equations and boundary-value problems 

- three equilibrium conditions (:J.28a) , 
- six strain - displacement relations {.I,.12} , 
- six equations of the material law (5.5) or {5.6} , 

i.e. altogether 15 equations for 15 unknown field quantities (6 stresses "fij , 6 
strains Tij , 3 displacements vi)' 

Problem of elasticity theory: solution of basic equations with given bound­
ary conditions 
~ boundary - value problems. 

We distinguish between three kinds of boundary-value problems: 

- First boundary-value problem 
On the total surface S of a body B, the tractions t j are given (Fig. 7.1a). 
The following is valid for the components of the stress vector 

{7.1a} 

- Second boundary-value problem 
The displacements of the total surface S of the body B are given (Fig. 
7.1b ). On the surface the following displacements are given: 

{7.2a} 

- Mixed boundary-value problem 
On one part S t of the surface S of the body B, the tractions are given, and 
on the remaining part Sd of the surface the displacements are given (Fig. 
7.1c). The boundary conditions then read 

Fig. 7.1: Illustration of boundary-value problems 
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~St) = (rijni)St' (7.1b) 

vi(Sd) = (vi )Sd . (7.2b) 

7.2 Solutions of basic equations 

LAME - NAVIER' s equations - solving with regard to the displacements 

(7.3 ) 

with the LAME constants Jl" ). according to (5.7b) and the volume dilata-
tion e according to (4.17b) . 
These are three coupled, partial differential equations of second order for 
the three unknown displacement components vi. 

BELTRAMI - MICHELL's equations - solving with regard to the stresses 

I
f:::. rij + _1_ slij - _//_gij f:::. s :0 I 

. 1+// 1+// -=-:J 
with s as the sum of the normal stresses according to (3.13a). 

(7.4) 

These are six coupled, partial differential equations of second order for the 
six unkown stress components r ij. 

7.3 Special equations for three-dimensional problems 

Solved with respect to displacements [ A.5, A.lO, A.H, A.12] 
Use of the LOVE function X leads to 

l:::.l:::.x=O. (7.5) 

This bipotential equation has an infinite number of solutions, e.g. feasible 
solutions in cylindrical coordinates are for the axisymmetric case [ A.9] 

2 2 2 3 1 R+z ( ) X = r ,In r, r In r ; z, z ,z ; z In r, R, R' In R-=-z ' z In z + R (7.6 ) 

All linear combinations of (7.6) with arbitrary constants are solutions of 
(7.5) as well. 
Displacements in the axisymmetric case 

1 r?x 
1-2// c'lrc'lz ' 

u (7.7a) 

(7.7b) 
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Stresses in the axisymmetrical case 
2 

(jrr- 2G 1/ _o_(~ _~~) 
- 1 - 2 1/ a Z X 1/ a r2 

(j =2G 1/ _o_(~ _~~ox) 
'P'P 1 - 2 1/ a Z X 1/ r a r 

2 
_ 2G 2 - 1/ _o_(~ __ 1_~) 

(jzz - 1 - 21/ a Z X 2 - 1/ a z2 ' 

2 
7"rz - 2G 1 - 1/ _O_(~ __ 1_~) 

- 1 - 2 1/ a r X 1 - 1/ a Z2 

7.4 Special equations for plane problems 

a) State of plane stress 

- Solved with regard to displacements 

NAVIER's equation 

(7.8a) 

(7.8b) 

(7.8c) 

(7.8d) 

(7.9 ) 

Coupled system of two partial differential equations for the two unknown 
displacement components va.. 
Introduction of a displacement function tJt 

(7.10 ) 

For vanishing volume forces fa. the POISSON's equation IS obtained from 
(7.9) 

where tJt is called the thermo - elastic displacement potential [ A.13]. 

- Solving with regard to stresses 

(7.11) 

(7.12) 

Introduction of AIRY's stress function in (7.12) assuming conservative vol­
ume forces (fa. = - Via.) [ AA, A.8] 

"10 "I(J 0'1" '"'I + V "10 7"=/':/':'¥(J'I" g (7.13) 

provides the bipotential equation 

I(J'I" 0 10 ( IE <p(J'I"=-EOT e o - l-I/)V E 
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or 

b) State of plane strain 

- Solved with regard to displacements 

Analogous to (7.11) 

16~=*a/el· 
- Solved with regard to the stresses 

In analogy to (7.14) 

[ 66P = __ E_ a 6 0e - 1-211 6V [. 
. 1-11 T 1-11 . 

(7.14) 

(7.15) 

(7.16) 

7.5 Comparison of state of plane stress and state of plane 
strain 

Since many problems can be described in Cartesian coordinates, we would 
like to list the notations for both two - dimensional states in these coordi­
nates again. 

State of plane stress State of plane strain 

The stresses must fulfill the equilibrium conditions by analogy to (3.27a) 

oa 07 
~+~+f =0 ox oy x ' 

~~ o x + 0 Y + fy = 0 . 

The boundary conditions (7.1b, 7.2b) can be given in a mixed form 

(axxcosa + 7 Xy sina)ls = txo ' 

(ayy sin a + 7 xy cos a )Is = tyO 

or 

(7.17) 

(7.18a) 

(7.18b) 

Here, equations (7.18a) are valid at points on S, where external loads are 
acting with the components txo and tyO per surface unit. For points on S at 
which boundary displacements are given by the components uo and v 0' 

(7.18b) is valid. These quantities, but also the tractions may equal zero. 
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For e = 0, the material laws (5.12) and (5.17) read 

eyy = i [ (1 - /1 2 ) lTyy - /I (1 + /I) lTxx J ' (7.19) 

1 
'Yxy = G Txy , 

and the corresponding compatibility condition according to (4.19) follows to 
be 

(7.20) 

One should pay attention to the fact that 'Yxy is the technical shear strain 
which differs from the tensorial quantity 'YOt/3 by a factor of 2 ! 
Substituting the material law (7.19) into (7.20) leads to 

( Of 0 f ) =-(1+/1) _x +..:......:.L oX oy 
1 ( ofx ~) =+ -+. (1-/1) oX oy 

(7.21) 

According to this, the sum of stresses as the first invariant of the stress 
state is a harmonic function. If the external load is known at the whole 
boundary, the stresses can be determined from (7.17), (7.18), and (7.21) 
without considering the displacement field. 
By introducing AIRY's stress function <l! according to (7.13) 

oX oy 

the equilibrium conditions (7.17) are identically fulfilled with 

oV =-f 
oX x 

From (7.21) result 

flfl<l! + (1 - /I) fl V = 0 flfl<l! + 1 - 2/1 fl V = 0 . 
1 - /I 

(7.22) 

(7.23) 

If no volume forces are present, the biharmonic equations (7.23) take the 
same form for both states 

(7.24) 



B Plane load-bearing structures 

B.l Definitions - Formulas -Concepts 

8 Disks 

8.1 Definitions - Assumptions - Basic Equations 

Disks are plane load-bearing structures the thicknesses t of which are 
small in comparison with the other dimensions (Fig. 8.1) and which are 
subjected to loads acting in the mid-plane. All stresses are assumed uni­
formly distributed over the thickness, i.e. they do not depend on z. We 
therefore have a State of Plane Stress for which the most important basic 
equations in Cartesian and in polar coordinates are summarized in the fol­
lowing, where the thickness of the disk is assumed to be constant. 

a) Isotropic disk in Cartesian coordinates 

Bipotential equation (disk equation) according to (7.14) : 

with 

y 

o Mil = -EaTL. e - (1-1I)L. V (8.1) 

ojox==(),x 

L. = ( ),xx + ( ),yy 

il = il(x,y) 

o 0 e = e(x,y) 

V = V(x,y) 

ojoy==(),y. 

LAPLACE operator due to (2.39) , 

AIRY's stress function due to (7.22) , 

Temperature difference relative to the initial 
stress-free state, 

Potential of volume forces . 

x 

Fig. 8.1: Dimensions and loads on a disk 
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Stresses from derivatives of AIRY's stress function due to (7.22) 

O'xx = iP,yy + V , O'yy = iP,xx + V , Txy = -iP,xy . (8.2) 

Strain - displacement equations 

exx = u,x ' eyy = V,y , 'Yxy = U,y + v,x • 

Material law due to (5.12) 

1 ( ° exx = E O'xx - vO'yy) + aT e, 

1 ° eyy = E ( 0' yy - V 0' xx) + aT e , 
1 

'Yxy = G Txy 

or due to (5.13) 

O'xx = ~ [ exx + veyy - (1 + v) aT °e 1 
I-v 

O'yy = 1 ~ v2 [eyy + vexx - (1 + v) aT °e 1 

(8.3) 

(8.-4) 

(8.5) 

with the YOUNG's modulus E, the shear modulus G, and the POISSON's 
ratio v. 

b) Isotropic disk in polar coordinates 

Bipotential equation using (2.49) with 0/0 r == ( ), r , 0/0 <p == ( ), 'P 

b.b.iP=iP +~iP -1...(iP -2iP )+ ,rrrr r ,rrr r2 ,rr ,rr'P'P 

1 1 
+ 7 ( iP ,r - 2 iP ,r'P'P ) + ? ( 4 iP, 'P'P + iP, 'P'P'P'P) = 

(8.6) 
= - E a (Oe + ~ °e + 1... °e ) -T ,rr r ,r r2 ,'P'P 

- ( 1 - II) ( V;rr + ; V,r + :2 V''P'P) . 

Stresses by (7.13) 

1 1 
O'rr = ?iP''P'P + riP,r + V(r,<p), 

0' 'P'P = iP ,rr + V ( r , <p) , (8.7) 

1 1 ( 1 ) T =-!P --iP =- -iP . 
rIP r2, 'P r ,r'P r' 'P ,r 
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Strain - displacement equations due to (4.15) 

1 u (8.8) 
e = -v +-'1''1' r ,'I' r 

1 
"Irtp = rU'tp + v,r 

v 
r 

} 
Material law due to (5.12) and (5.1:3) 

1 0 
err =E(<Trr - V<Ttptp) + aT e, 

1 0 
etptp = E(<Ttptp - V<Trr ) + aT e, 

1 
"Irtp = G T rtp 

) (8.9) 

or 

(8.10) 

8.2 Analytical solutions to the homogeneous bipotential 
equation 

a) Cartesian coordinates 

- Approach with power series expansion 

i k 
ip = ~ ~ a·kx y 

i k 1 
( 8.11) 

with the free coefficients aik and arbitrary integer exponents i and k 
( including zero ). 
Since according to (8.2) the stresses result from second derivatives of the 
stress function, terms with 

i + k < 2 

do not contribute. Power series with 

i + k < 4 

fulfill the basic equation for arbitrary constants aik , because only deriva­
tives of fourth order occur in the bipotential equation. The most important 
special cases are listed in Table 8.1. 
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4>(x,y) O"xx O"yy Txy comment 

2 
2 a02 0 0 constant tension in x - direction a02 y 

an xy 0 0 - an constant shear 

2 
0 2 a20 0 constant tension in y - direction a20 x 

3 
6 a03 y 0 0 pure bending moment Mx a03 y 

3 
0 6 a30 x 0 pure bending moment My a30 x 

Table 8.1: States of stress in power approaches 

For i + k ~ 4 

M4> = 0 is only fulfilled if single constants aik satisfy the necessary coup­
ling conditions. 

- Approach with FOURIER series expansion 

Periodic functions 
A load is given as a periodic function along a boundary, or it varies peri­
odically. 

FOURIER expansion of a boundary load q ( x), 0 ::; x ::; 1 

with 

q ( x) = ao + L an cos on X + L bn sin on x 
n n 

2n7l' 
On =-l-

1 I 
aO=TIq(x)dx, 

o 

(n = 1,2,3, ... ), 

2 I 
an = T I q ( x ) cos On X dx , 

o 

2 I 
bn = T I q ( x ) sin on x dx . 

o 

(8.12a) 

(8.12b) 

Expansion of a stress function in FOURIER series in case of an odd func­
tion 

4> ( x , y) = L 4> n ( y ) sin on x . (819) 
n 

Transformation of the homogeneous bipotential equation leads to an ordi­
nary differential equation with constant coefficients for every 4> n ( y ) : 

4> -2 24> 4c1-i -0 n,yyyy On n,yy + On n- , (d/dy:=: ,y) . (814) 
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Solutions to (8J4) : 

4 

!lin (y) = 2: Cmn eAmnY 
m=l 

or 

(8J5) 

Non - periodic functions 

Load described by the FOURIER integral formula 

1 00 +00 

q(x) = 7r f[ cosax f q(Ocosa(d(]da + 
o -00 

(8J6) 
1 00 +00 

+ 7r f [ sin a x f q ( 0 sin a ( d( j da . 
o -00 

- Approach with complex stress functions 

Instead of the real variables x and y, the complex variable z = x + i y and 
its complex conjugate z = x - i yare introduced. Because of 

1 (_) 1 . ( _) x="2 z+z , y=-"21 z-z , 

follow the derivatives 

_d_ = _d_ + _d_ 
dX dZ dZ' 

d .( d d) 
dy = 1 az - dZ ' 

and the LAPLACE operator 

d2 i 
!::,.=-+-

dX2 dy2 

Approach for a stress function in complex notation (cf. [ B.2, B.5] ) : 

!li(z,z) = ; [zrp(z) + z;;o(z) + f .,p(z)dz + f1J(z)dzj. 

(8.17) 

(8J8) 

Equations for determining states of plane stress and the displacements: 

O"xx + O"yy = 2(rp' +;;0') = 4Rerp'(z), 

} (819) 

2G(u + iv) = -z;;o' -1J + Krp 
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with 3 - v 
K=~ 

K=3-4v 

for state of plane stress , 

for state of plane strain . 

The superscript prime ' denotes derivatives with respect to z or z. c,o and .,p 
are two arbitrary analytical functions by means of which all stresses and 
displacements can be calculated. 

GOURSAT already presented this solution at the turn of the century, and 
KOLOSOV improved this procedure which was augmented and presented in 
detail by MUSKHELISHVILI [ B.6]. 

b) Polar coordinates 

- Axisymmetrical states of stress ~ = ~ (r ) 

Differential equation from (B.6) with d / dr ~ ( ) ,r , V = 0 , 0 e = 0 

2 1 1 
~ +-~ --~ +-3~r=O. ,nrr r ,rrr r2 ,rr r ' 

Solution: 2 r 2 r 
~ = Co + C1 r + C2ln - + C3 r In - , a a 

where a denotes the reference length. 

Stresses 

1 u = -~ u = ~ T = O. 
rr r ' r' CPf{J , rr ' rep 

- Radius -independent states of stress ~=~{c,o) 

Differential equation from (B.6) with d / dc,o ~ ( ) ,'P 

~ ''P'P'P'P + 4~, 'P'P = 0 . 

Solution: 

Stresses 

- Radiating states of stress 

Stress function ~ = rg(c,o) + h(r), 

(B.20) 

(B.£1) 

(B.££) 

(B.£8) 

(B.£4) 

(B.£5) 

(B.£6a) 

where h ( r) denotes an axisymmetric state of stress according to (B.20). 

Differential equation for g ( c,o ) 

(B.£6b) 
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Stresses due to (8.7) 
1 1 

a =-~ +-~ 
rr r' r r2, cpcp 

a =0 cpcp 

- Non -axisymmetric states of stress 

(8.28) 

Further solutions are obtained from (8.6) by means of separation a pproach­
es of the form rn cos n cp (n ~ 2) [ see Exercise B-8-4]. 

- Complex stress function 

Transformation of (8.19) into polar coordinates with z 
yields 

a rr + a"" = 4Recp'(z), 

2 · 2 (- " ./") 2i" a"" - arr + 1 'Tr" = Z cp + 'I" e , 

- -i" 2 G (u + i v) = ( - z;;o' - 'IjJ + It cp ) e 

x + iy i" = re 

} (8£9) 

where u, v are the components of the displacements in the r- and "l1-direc­
tion, respectively (see [B.5] ) . 

9 Plates 

9.1 Definitions - Assumptions - Basic equations 

A plate is a structure like a disk with small thickness t in comparison with 
other dimensions. The plane which halves the plate thickness is called the 
mid-plane. As shown in Fig. 9.1 a), the plate is subjected to surface loads p 
perpendicular to the mid - plane. An arbitrary load is resolved vertically 
and parallel to the surface. The in - plane forces can then be dealt with by 
means of the disk theory (Ch. 8). The interest in this chapter is restricted 
to the influence of the transverse loading on the plate. The thickness of the 
plate is assumed constant in the following. 

x,u 

y 

b) 

Fig. 9.1: a) Dimensions and loads of a plate 
b) Sign convention for stress resultants of a plate element 
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Stresses due to (8.7) 
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x,u 

y 

b) 

Fig. 9.1: a) Dimensions and loads of a plate 
b) Sign convention for stress resultants of a plate element 
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a) Plates in Cartesian coordinates 

- Shear -elastic, isotropic plate 

Displacements of an arbitrary point P at a distance z from the mid - plane 
( cross - sections remain plane, see Fig. 9.2): 

u(x,y,z) = z'l/1x (x,y), 

v(x,y,z) = z'l/1y(x,y), (9.1) 

w(x,y,z) ~ w(x,y,z = 0) 

with the bending angles 'I/1x and 'I/1y. 

Strain - displacement relations from ( 4.14) with (9.1) (0/ a x ~ (),x , 
a/ay~( ),y) 

'Yxy = ('I/1x,y + 'I/1y,x)z, 

'Yyz = 'I/1y + W,y , 

ezz = 0 , 'Yzx = w,x + 'I/1x . 
} (9.2) 

Stress resultants (defined per unit length of a line y = const or x = const 
in the plate mid - plane): 

+t/2 

Mxx = I O'xx zdz , 
-t/2 

+t/2 

+t/2 

Myy = I 0' yy z dz bending moments 
-t/2 

MXY = MyX = I Txyzdz 
-t/2 

torsional moments 

+t/2 

Qx = I Txzdz, 
-t/2 

+t/2 

Qy = I TYZdz 
-t/2 

transverse shear 
forces 

(9.3a) 

The sign convention consistent with (9.3a) for the stress resultants is shown 
in Fig. 9.1 b ). 

Definitions (9.3a) with the material law (5.12) and (9.2) lead to the stress 
resultant - deformation relations 

Mxx = K ( '1/1 x , x + II 'I/1y, y) , 

Myy = K ( 'I/1y. y + II '1/1 x , x) , 

I-II 
MXY = MyX = -2- K ( 'I/1y,x + 'I/1x,y) , 

Qx = Gt.( 'I/1x + w,x), 

Qy = Gt.( 'I/1y + W,y) 

(9.3b) 

Et3 
with the plate stiffness K = , the shear modulus G, and the 
shear thickness t. < t. 12 ( 1 - 112 ) 
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x M undeformed 

z 

Fig. 9.2: Deformation of a plate in 
a cut y = const 

Equilibrium conditions 

Qx ,x + Qy,y + P = 0 , 

Mxx,x + MXY,y - Qx = 0 , 

Myx,x + Myy,y - Qy = 0 . 

} (9 .• ) 

The relations (9.3a) and (9.4) result in eight equations for the eight un­
knowns (five stress resultants, three deformation quantities). 

Reduction of the equations 

The combinations 

tIt - ./. - 1/J 
'f'y,x x,y 

are the basis for the derivatives (see [B.S] ) : 

K ( I-v ) 
w,x = -1/Jx + Gt iP,x --2- tIt ,y , 

s 

K ( I-v ) 
W,y = -1/Jy + G t iP,y + -2- rJt,x . 

s 

(9.5) 

(9.6) 

This yields three equations for the three unknown functions w, iP and rJt: 

Kl::.iP=-p 

GK l::.iP-iP-l::.w= 0 
ts 

with the shear influence factor 
1 I-v K 

~2-Gt . 
s 

I (9.7) 
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By means of an additional auxiliary function 

K 
w.=w-Gt~ 

• 
two uncoupled equations are derived 

(9.8) 

} (9.9) 

Hereby, a partial differential problem of the sixth order is generated. Three 
quantities can be prescribed at each boundary [B.5j. 

- Shear-rigid, isotropic plates with temperature gradient 

For such plates the shear stiffness G t. ~ 00, i.e. the terms multiplied by 
K/G t. can be neglected. From (9.6) follows: 

1/Jx == - w,x , 'r/J = -w . y ,y 
(9.10) 

This means that after deformation a normal to the mid - plane remains a 
normal. Thus, no shear deformation occurs in cross direction ('"Yy• = '"Yxz = 
0) => KIRCHHOFF's Plate Theory. 

Material law - stress resultant - displacement equations due to (9.3) 

Mxx = - K[ w,xx + II W,yy + (1 + II) aT 1e 1 ' 

Myy = - K[ W,yy + II w,xx + (1 + II) aT 1e 1 ' 
M = -K(I- II)W xy ,xy 

(911) 

with the constant temperature gradient 1e ( x, y) through the thickness of 
the plate. 

Transverse shear forces from (9.4) 

Qx = -K(b.w),x - (1 + lI)aT K 1e,x' 

Qy = -K(b.w),y - (1 + lI)aT K 1e,y' 
} (91') 

Note: As the shear deformation vanishes, no law of elasticity for Qx and 
Qy as in (9.3b) exists. 

Basic equation of KIRCHHOFF's plate theory 

1 K b.b. w = p - aT (1 + II) K b. 1e I· (9.19) 

The above equation is a partial differential equation of fourth order. At 
each boundary only two boundary conditions can be fulfilled. 
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Boundary conditions at a boundary x = const: 

- Free boundary 

or 
1 

W +vw +(1+v)aT e=O, ,xx ,yy (9.14a) 

or 

ct = Qx + Mxy,y = 0 

w,xxx + ( 2 - v ) W,yyx + (1 + v ) aT le,x = 0 , 
} (9.14b) 

where <t = -K[w,xxx + (2 - v)w,yyx + (1 + v)aT1e,x] 

is one of the KIRCHHOFF's effective transverse shear forces. 

- Simply supported boundary 

w = 0 

or w = 0 L:::.w = o. 

Eqs. (9.15b) are called NAVIER's boundary conditions. 

- Clamped boundary 

w = 0 w,x = o. 

(9.14c) 

(9.15a) 

(9.15b) 

(9.16) 

Analogous boundary conditions can be formulated for a boundary y = const. 

- Corner force 

A = 2 MXY = - 2 K (1 - v) W,xy . (9.17) 

Determination of maximum stresses 

M 
(J = ± 6~ XXmax t2 

Mxy 
T =±6 2 . xYmax t 

(9.18) 

- Transversely vibrating isotropic plate 

Differential equation for free transverse vibrations 

(9.19) 

where T denotes time and J.L = g t denotes the mass per unit plate area (g = 
mass density of the plate material). 

Product approach due to D. BERNOULLI for the calculation of natural vi­
brations: 

w=w(x,y)· T(T). (9.20) 
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Differential equation for the time - independent vibration mode Vi ( x , y ) : 

(9.21) 

For an overall simply supported plate as example, the natural angular fre­
quencies wmn are calculated from 

2 
,\4 = f.t wmn 

mn K 

Refer to the shear-rigid plate (9.14) to (9.16) for the boundary conditions 
to (9.21). 

- Shear -rigid, orthotropic plate 

Material law - stress resultant - deformation equations according to (9.11) 

Mxx = -Kx(w,xx + //yW,yy) 

M - -2K w xy xy ,xy 
(9.22a) 

with the stiffnesses 

G t3 

K -~ 
xy - 12 

(9.22b) 

The equilibrium conditions are the same as in the case of the isotropic 
plate (see (9.4b)). 

HUBER's differential equation 

I Kx w,xxxx + 2 H W,xxyy + Ky W,yyyy = P (9.23) 

with the effective torsional stiffness 

(9.24) 

b) Plates in polar coordinates 

- Shear-rigid, isotropic circular plates ... ( ) 
(),,- /''' 

Differential equation due to (2.40) and (2.49) with 0/ or == ,r , 0/ oi.p == ,<p 'f 

b.b. w = (w +.l w + 12 W )2 = 
,fr r ,T r ,<PCP 

P (1 1 1 1 1 ) 
=--Q: (1+//) 8 +-8 +-8 . K T ,rr r ,r r2 ,<p<p 

(9.25) 
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Material law - stress resultant-displacement relations 

Mrr = - K [ w,rr + V ( ; w,r + :2 W,<p<p ) + (1 + v) aT Ie 1 ' 

[ 1 1 1 1 
M<p<p = - K r W,r + "7i W '<P<P + v W,rr + (1 + v) aT e , 

M =-(l-v)K(~w -~W ). 
rIP r ,rIP r2 ,<p 

Effective transverse shear forces 

- [ i-v (1 1) Q =-K (.6w) +-- -w --w + r ,r r r ,rIP r2 ,<p ,<p 

( 1 1 sin cp ) 1 + (1 + v) aT e,r cos cp - e,<p ~r- , 

- [1 (1 1) Q =-K-(.6w) +(1-v) -w --w + 
<p r ,<p r ,r<p r2 ,<p ,r 

( 1 . 1 cos cp ) 1 + (1 + v)aT e,r smcp - e,<p-r- . 

- Transversely vibrating circular plates 

(9.26) 

(9.27a) 

(9.27b) 

Differential equation for the time - independent vibration mode Vi ( r, cp ) ac­
cording to (9.21) [B.8, B.9] 

(_ 1- 1_)2,4_ 
W + - W + -W = 1\ W ,rr r ,r r2 ,<PCP 

with 

Separation of the vibration mode 

00 

Vi ( r ,cp ) = R ( r) . cP ( cp) = L Rn ( r ) cos n cp 
n=O 

--+ BESSEL's differential equations: 

d2 R dR 2 
__ n +~ __ n +(A2-~)R =0 

dr2 r dr r2 n 

d2 Rn 1 dRn (2 n 2 ) --+---- A +- R =0 dr2 r dr r2 n 

This type of differential equation is dealt with in [B.3]. 

c) Plates in curvilinear coordinates 

Equilibrium conditions 

Q't + p = 0, 

M"'.BI.B - Q'" = 0 . } 

(9.28) 

(9.29 ) 

(9.30a) 

(9.30b) 

(9.31) 
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Material law - stress resultant-displacement relations 

(9.32) 
with 

K plate stiffness, 

aOtfj , a Otfj components of the metric tensor in the mid - plane of the plate, 

Ie (tOt) d' .. temperature gra lent, 

E*Otfj"(6 1 - v ( Ot"( fj6 + Ot6 fj"() + Otfj "(6 = -2- a a a a va a plane elasticity tensor. 

Differential equation 

K l:::..l:::.. w = p - aT (1 + v ) K l:::.. Ie (9.13) 

with the LAPLACE operator l:::.. given by (2.39) in terms of the applied cur­
vilinear coordinates. 

Energy expressions 

- Cartesian coordinates (0/0 x:::: ( ),x , % Y :::: ( ).y) from (6.16a) [A.9] 

IIi = J J { ; K [ w,:x + w ,~y + 2 ( 1 - v ) w,:y + 2 v w,xx W,yy] + 

+ K aT (1 + v )( w + w ) Ie } dx dy ,xx ,yy 
or 

IIi = J J { ; K[ (w,xx + W,yy)2 - 2 (1 - v) (w,xx W,yy - W,;y)] + 

+ K aT (1 + v)( w + w y ) Ie } dx dy . ,xx , y 

- Polar coordinates (0/0 r :::: ( ),r , % cp :::: ( ),tp) 

II. = JJ{~K[W2 + 2v(w w + ~w w ) + 
1 2 trr ,rr ,cPcp r ,rr ,r 

+ (1 - v) (w,~tp - ; w,rtp w,tp + :2 w~tp) + 

+ (w~tptp + ; W,tptp W,r + :2 W~r) l} r dcp dr. 

- Curvilinear coordinates ( with a = I aOtfj I ) 

(9.33) 

(9.34) 



9.2 Analytical solutions for shear-rigid plates 107 

9.2 Analytical solutions for shear- rigid plates 

a) Cartesian coordinates 

- Simply supported plate strip (0/0 y = 0 , % x e (),x) 

Differential equation from (9.19) Mw e w = .£i..!l. ,xxxx K 
4 
a" Pn . n 7rX w = -~--- sm--
K n (n 7r)4 a 

Solution: 

for ( ) L . n7rX 
p x = p sm--

n a 
n 

a 

(9.96) 

with 2 f . n7rX Pn = a p(x)sm-a-dx (n = 1,3,5, ... ). 
o 

- Rectangular plate with simply supported boundaries (dimensions a, b; 
Fig. 9.3) 

Differential equation from (9.19) (a/ox e (),x ' a/aye W,y) 

Mw=w +2w +w =p(x,y). 
,xxxx ,xxyy ,yyyy K 

Solution: Double series expansion according to NAVIER 

( ) "" . m7rX . n7ry w x,y = ~~wmnsm-a-sm-b-
m n 

(m,n = 1,2,3, ... ). 

Load ( ) "" . m7rX . n7ry p x,y = ~~Pmnsm-a-sm-b-. 
m n 

(9.97) 

Expansion coefficients wmn 
Pmn (9.98a) 

b 

y 

,- - - - - - - - - - - - -

1+--- U z 
1+---- a ---~ 

y 

Fig. 9.3: Plate under a uniformly distributed load over a rectangular sub­
domain 
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A plate subjected to a uniformly distributed load Po over a rectangular sub­
domain as shown in Fig. 9.3 will be considered as an example of applica­
tion. 

We first expand the constant load Po in the y-direction 

with 
b v+d 

2 f . n1l"y d 2 f . ~d Pn = b Po sm -b- y = b Po sm b y = 
o v-d 

I
V +d 

2 b n1l"y 
= b n1l" Po( -cos-b-) v-d 

2 Po 2 . n 11" v . n 11" d = - sm--Sln--
n 11" b b 

(n = 1,2,3, ... ). 

Ensuing, this p ( y) is expanded in the x - direction 

( ) "" . m1l"x . n1l"y p x,y = L....,L....,Pmnsm--sm-b-
m n a 

a 

2 f . m1l"x with Pmn = it Pn sm -a- dx . 
o 

The calculation yields 

16 Po . m 11" u . m 11" c . n 11" v . n 11" d P = ---sm--sm--sm--sm--
mn mn1l"2 a a b b 

(m,n = 1,2,3, ... ). 

Herewith, we obtain with (9.38b) 

Two special cases: 

• Full load ~ c = u = a/2 d = v = b/2 

It follows that: P = 16 Po 
mn m n 11"2 

and 

W __ 16 POs "" 1 . m 11" x . n 11" y L....,L...., sm--sm--

(9.37) 

(9.38b) 

(9.39) 

K1I" mn mn[e:r+(~rr a b (m,n = 1,3,5, ... ). 
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Herewith, for a quadratric plate (b = a) the maximum deflection (found at 
the centre) becomes 

4 

( a a) 16 Po a (1 1 1 1 ) 
w max = W "2 '"2 = K 1f6 4" - 300 - 300 + 9 . 324 - ... . 

One can discern a fast convergence, particularly as the higher terms have 
alternating signs. 

• Single load F at the point u, v 

We extend the expansion coefficients 

sin m 1f c sin n 1f d 
4 4 d . m1fU . n1fV a b 

Pmn = abc Po sm -a- sm -b- --m-1f='c-n-1f-'d:---='---
-a--b-

in such a way that the rectangle can be reduced to a point. With the limit­
ing value 

1· sin ~ c 1 lm--- = 
c-+ 0 ~ c 

and lim 4 c d Po = F , 
c-+ 0 
d-+ 0 

lim sinJ.L d = 1 
d-+ 0 J.L d 

we obtain 
4F . m1fU . n1fV 

Pmn = ab sm-a-sm-b- (m,n = 1,2,3, ... ). 

- Plates with two parallel, simply supported boundaries and other bound­
aries arbitrary 

Differential equation -- (913). 

Solution approach according to LEVY: 

w ( x , y) = L w n ( y ) sin n 1f x . 
n a 

(9.4.0) 

Transformation of (913) into an ordinary differential equation with con­
stant coefficients (d/dy == ( ).y ): 

(9.1,1) 

Homogeneous solution: 

~( n1fy . n1l'"Y 
wh = L.. An cosh -a- + Bn smh -a- + 

n 

+ C n1fy h n1fy + D n1fy . h n1f Y). n1fX -- cos -- -- sm -- Sln -- . 
n a a n a a a 

(9.4.2) 
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- Plates with arbitrarily supported boundaries 

If the surface load can be considered as a product similar to (9.37), closed 
form solutions for plates with mixed supports can still be found. We are 
going to explain the solution approach by the example of an overall clamp­
ed plate according to Fig. 9.4. 

Since no solution is known for the overall clamped plate which fulfills both 
the differential equation and the boundary conditions, we separate the pro­
blem into the following three subproblems according to usual methods of 
structural engineering, and obtain the solution using the superposition prin­
ciple: 

"0" The overall simply supported plate under uniformly distributed load 
with the solution w 0 following from (9.39) . 

"1" An overall simply supported plate with a yet unknown moment distri­
bution MXXi --+ solution Wi· 

"2" An overall simply supported plate with a yet unknown moment distri­
bution MYY2 --+ solution w 2 . 

From the geometric boundary conditions - the bending angles have to van­
ish at the supported boundaries in the superposition, i.e., 

} (w) 

From (9.43) follow the previously unknown moment distributions, and from 

w = Wo + Wi + w 2 

we obtain the general solution. 

In case of non -symmetrical support the partial solutions become more 
complicated and the number of geometric boundary conditions increases. 
Herewith, a solution in closed form can be only theoretically established at 
the expense of more work. Thus, the use of an energy method would be 
more effective [ B.8 J. 

Po = canst "0" "I" "2" 

Fig. 9.4: Plate with all edges clamped 
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- Orthotropic plates [B.5, B.9] 

From the series expansion = 'C e Am Y sin m 7r x follows the char-wh L... m a 
acteristic equation m 

K ( m 7r )4 _ 2 H >,z ( m 7r )2 + K A 4 = 0 . 
x a maY m 

(9.44 ) 

With the four roots 

A = ± m 7r /_1 (H ± /H2 -K K ) 
ml 234 a K x Y , , , y 

(9.45) 

the solution procedure depends on the radicand. We distinguish between 
three types of plates: 

2 
1. Type: H > K K "" plate of high stiffness against torsion. 

x Y 

Since the bending stiffnesses are always positive, the inner root is less than 
H. Hence, all four roots are real. The solution is valid for Kx (or Ky) :=;:j o. 
This corresponds to a plate with a negligible bending stiffness in the x - ( or 
y - ) direction. This assumption is valid if the plate is of very high stiffness, 
which may be achieved by means of box-type ribs in the y- (or x-) direc­
tion (Fig. 9.5a). 

2 
2. Type: H = Kx Ky == approximation according to (9.35). 

We find the double roots 

This type occurs with a crosswise reinforced concrete plate as shown in Fig. 
9.5b. 

y 

x 

a) x 
b) c) 

Fig. 9.5: Orthotropic plate profiles 
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3. Type: H2 < Kx Ky ~ plate of low stiffness against torsion. 

In this case, the roots are complex conjugate 

>. = ± m 7r /_1_ (H ± i /K K _ H2 ) 
m12 3 4 a K . x y , , , y 

For negligibly low stiffness against torsion H ~ 0 we obtain 

This solution occurs, e.g. in cases of plates stiffened by bending profiles that 
have very low torsional stiffness (Fig. 9.5c). 

b) Polar coordinates 

- Axisymmetrical load case 

The loads and boundary conditions are independent of cp ~ p = p ( r ) , 
w=w(r). 

From (9.25) we obtain EULER's differential equation 

2 1 1_.EiD 
w + -w - -2 W + -3 w.r - K ,rrrr r ,rrr r ,rr r 

Homogeneous solution: 

with a suitable reference length a. 

- Non-symmetrical load case 

Load p ( r , cp) = g ( r ) 2: Pn cos n cp 
n 

(n integer) . 

(9.46) 

(9.47) 

(9.48) 

Expansion approach for deflection w ( r , cp ) = 2: w n ( r ) cos n cp . ( 9.49 ) 
n 

Transformation of (9.25) into an ordinary differential equation: 

( d2 1d n2)2 1 
dr2 + r dr -?' w n = K Pn g ( r) . 

n = 0: solution (9.47) for the axisymmetrical load case, 

n = 1: 
C2 3 r 

whl = Clr + r + C3r + C4rln -a' 
n ~ 2: 

n -n 2+n 2-n 
W hn = Cln r + C2n r + C3n r + C 4n r . 

(9.50) 

(9.51a) 

(9.51b) 
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10 Coupled disk-plate problems 

10.1 Isotropic, plane structures with large displacements 

- Basic equations 

In the previous chapters we considered elastic structures with small dis­
placements. This simplifying assumption is not always fulfilled; especially 
in cases of thin -walled structures subjected to larger compressive loads, the 
deformations may become large compared with the thickness. The equilibri­
um conditions must then be formulated for the deformed state of the struc­
ture and terms of higher order must be taken into account in the strain­
deformation relations. This corresponds to the geometrical non-linearity. 
Here, the material law is considered to be linear. Furthermore, the lemma 
of mass conservation (e dV = (! dV) is assumed to remain valid as well as 
equality of the volume forces in the deformed and undeformed state (f = 
f). The stress - free initial state (LAGRANGE formulation) is taken as a 
basis. With these assumptions, the equilibrium conditions read as follows 
[B.l, B.2, B.4]: 

( 10.1) 

The strain - displacement relations have been introduced in Chapter 4, and 
we obtain according to (4.12a) 

T'ij = ~ (vil j + Vjl i + vkli vkl j ) . (10.2) 

As the strains are assumed to be very small in comparison with the defor­
mations, non-linear terms can be neglected in the compatibility conditions. 
The six equations of the material law are adopted in their usual form (5.5a) 
or (5.6a) . 

1 
X 

Fig. 10.1: Plane load-bearing structure under temperature and surface loads 

H. Eschenauer et al., Applied Structural Mechanics
© Springer-Verlag Berlin Heidelberg 1997



114 10 Coupled Disk-Plate Problems 

In Chapters 8 and 9, disks and plates were considered separately because 
their loads were assumed to act either in the mid - plane or perpendicular 
to the mid - plane of the structure. Now, we extend our consideration to the 
coupled disk - plate problem. Besides, it will be assumed that the plane 
structure is subjected to an arbitrary temperature field (Fig. 10.1) 

e ( t , () = ° e Ua ) + (e1( t ) 

with °e(t)=4[e1(t)+e2 (t)], 

1e (t)= ~ [e1(t)-e2 (t)] 

(10.3) 

and an external surface load p ( t). At its boundaries, it must satisfy pre­
scribed boundary conditions. In the following, we will restrict ourselves to 
the shear - rigid plane structure, but assume large deformations. 

Treatment of the problem by means of the HELLINGER - REISSNER energy 
functional: 

- Stress resultants - tensors 

In addition to the moment tensor Ma,6, we introduce the tensor of in - plane 
forces N a,6 (membrane tensor). According to Fig. 10.1 with e == (, they 
read: 

+~ 
Na ,6 = f T 01,6 d( (10.4 ) 

t -"2 

- Strain-displacement equations 

A plane load - bearing structure is subjected to strains °'01,6 and distortions 
1'01,6 of the mid - plane. The total strains at an arbitrary point can be super­
posed from these two parts. According to (10.2), the following strain-dis­
placements relations are valid 

(10.Sa) 

Assuming VOl « w, only the non-linear term W,OI w,,6 is taken into considera­
tion in (10.Sa). 

The distortion of the mid -plane 1'01,6 is obtained from the relations of the 
shear - rigid plate, where the cross sectional rotations are expressed by the 
angles of the bending surface W,OI (KIRCHHOFF's normal hypothesis). The 
following relation is valid for the distortion of the shear - rigid plate 

(1Mb) 
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With °"(01/3 and 1"(01/3 we form the total strain "(01/3 

(10.5c) 

- Material law 

The material law is used in the form for a state of plane stress of the 
body (T 33 ~ 0). With the temperature field (10.3) and the strain tensor 
components (l0.5) we obtain the following relations for the stress resul­
tants 

(10.6a) 

(10.6b) 

where, after substitution of (10.5b), the equation (10.6b) becomes identical 
with (9.32) and with the elasticity tensor EOI/3'Y6 defined in connection with 
(9.32). 

Variational functional 

We shall now derive the differential equations and boundary conditions for 
the coupled disk - plate problem by means of an energy functional without 
work contributions from volume forces, boundary loads, and boundary dis­
placements [ET2]. If we substitute the deformation energy ij of (6.16a) into 
(6.29) for the three - dimensional body, then first follows 

(10.7a) 

and when regarding the plane structure as a two - dimensional body 

IIR = f { T OI/3 "(OI{J - ; T OI/3 ( "(01/3 + aT gOl{J e) } dV . (lO.7b) 
V 

In (10.7b) we have omitted all terms with T33 because of the thin - walled 
structure ( T33 ~ 0) and with "(013 because of the shear - rigid behaviour ( "(013 
~ 0) of the plane structure. By introducing into (10.7b) the stress resultants 
according to (10.4) and the temperature field according to (10.3), the func­
tional becomes 

(10.8) 
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With 

and the plate stiffness K defined by (9.3), the functional takes the form 

Abbreviated the functional (10.9a) has the form 

IIR = IF((;Va,val.B;w,w,a,wla.B;lPla.B)dA , 
A 

where the three functions Va' w, IP are unknown. 

(l0.9a) 

(10.9b) 

The external potential IIe in (6.18b) for the work of the surface loads p ( {a ) 
is given by 

IIe = - W = - I p w dA . 
A 

The total potential is now superposed from (10.9a) and (10.10) 

II = IIR + IIe = IIR - W . 

(10.10) 

(10.11) 

In Cartesian coordinates the total potential of the coupled disk-plate pro­
blem is expressed as 

II = II {t[ lP,xx(v,y + ; w,~) + lP,yy(u,x + ; w,:)-

- IP,Xy (u,y + v,x + W'XW,y)] + 

K[ 2 2 ) 2 ] +"2 w,xx + W,yy + 2 ( 1 - v W,xy + 2 v w,xx W,yy + 

+ KaT (1 + v )( w,xx + W,yy) Ie -
(10.12) 

- 2tE [ lP~xx + lP~yy - 2 v lP,xx lP,yy - 2 (1 + v) 1P,2XY]-

- taT(IP,xx + lP,yy)oe }dXdy - ff pwdxdy . 
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From the stationarity condition 0 IT = 0 (see (6.20)) in anology with (6.35) 
now, the equilibrium condition (10J3a) , the compatibility condition (10.13b) 
and the boundary conditions follow as : 

VON KARMAN's differential equations 

Kbbw=p-KaT(l +1I)b 1e+to4(w,4i) , (10.13a) 

o E ,,4 
M4i = -EaTb e -"2 V (w,w) (10.13b) 

or in index notation (see [Bl, B.2, B.8] ) 

K wl~~ = p - K a T ( 1 + 11) lel~ + t cal' Iv wlILv 4ila,6 , (10.14a) 

E o 1"1 E aIL I3v 1 1 = - aT e "I - "2 c E: W ILV W a,6 . (10J4b) 

(10J3a) ~ equilibrium condition of the forces in the z - direction in cases of 
large deformations, 

(10J3b) ~ compatibility condition of the coupled disk-plate problem. 

The operator 0 in (10J3) is defined in Cartesian coordinates by 

04(f,g) = f,xxg,yy - 2f,xyg,xy + f,yyg,xx· 

Boundary conditions for boundaries y = const or x = const: 

- Simply supported boundary 

w = 0 Mxx = 0 or 

- Clamped boundary 

w = 0 w = 0 or ,x 

- Free boundary 

or 

w = 0 

w = 0 w = o. ,y 

(10.15) 

(10J6a) 

(10J6b) 

(10.16c) 

Note: Due to the equilibrium considerations for the deformed element, the 
transverse force conditions contain additional contributions from in­
plane compressive and shear forces in (10J6c). 
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w 

stable unstable 

w= 0 Ncrit w=O N 

Fig. 10.2: Plate under in - plane com­
pressive and shear forces 

Fig. 10.3: Characteristics of a 
bifurcation problem 

Special case: Basic equation for plate buckling 

1 For p = 0, e = 0 and the operator fully written, the differential equation 
{10.13a} reads 

K.6.6w=t(tJi w +tJi w -2tJi w ) Iyy ,xx ,xx tYY ,xy IXY 
{10.17 } 

If we introduce, by means of {8.2}, the in-plane forces Nx = to'xx and Ny = 
t O'yy as well as the shearing force Nxy = t Txy for the derivatives of the 
stress function, and if we take the compressive forces to be positive, we ob­
tain the following differential equation for plate buckling: 

K.6.6 w + Nx (x,y) w'xx + Ny (x,y) w,yy + 2 Nxy (x,y) w,xy = 0 {10.18} 

The solution of this equation leads to a bifurcation at a critical load (Fig. 
10.3 ) 

10.2 Load-bearing structures made of composite materials 

The use of structures made of composite materials will be steadily increas­
ing because of the possibility of tailoring their characteristics. Thus, very 
demanding technical requirements can be specified for composites, which 
cannot be achieved with conventional single - com ponent materials. 

Our main interest here will be directed towards composite materials with 
glass and carbon fibres. It is characteristic for a composite material (Fig. 
10.4) that the fibre components of a single layer (lamina) are all oriented 
in the same direction and embedded in a matrix material. We call such a 
layer a unidirectional layer or, in short, a UD -layer. Characteristic parame­
ters of a UD -layer (Fig. 10.4) are 
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fibre orientation 

1 
2 

~l 
n 

! t=l:t.c 
k=l 

Fig. 10.4: Multilayer composite consisting of stacked single layers 

- layer thicknesses tk ' 
- fibre angles ok , 

- volume percentage of the fibres 'PF 

and all material data for matrix and fibre materials. 

Further to the orthotropic plate (Ch. 9.1) we shall now consider an aniso­
tropic, plane structure made up as a laminate consisting of several layers 
(Fig. 10.5). Here, strains 0'"Ya.{3 and distortions 1'"Ya.{3 are treated together as 
discussed in 10.1. 

Material law - stress resultant-strain relations 

For a plane structure made up of several layers, we assume a linear stress­
strain behaviour as was done for the previous isotropic plane structures. In 
case of a composite structure, however, the stress curve exhibits certain dis­
continuities at the boundaries between the single layers; here, the stress re-

Fig. 10.5: Plate made of several 
layers 
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suit ants in the single layers remain constant. For the laminate itself they 
depend on the thickness coordinate (, because the components of the tensor 
of elasticity differ from one layer to another. The stress resultants of the 
laminate follow from the equilibrium conditions by means of summation of 
the stress resultants of all single layers [ Rl1] : 

with A cxfJJ1.V = LkA cxfJJ1.V 

k 

K cxfJJ1.V = LkKcxfJJ1.V 

k 

(10.19 ) 

(10.20 ) 

For a physical interpretation of the relations between stress resultants and 
strains we write (10.19) with (10.20) in an appropriate symbolic notation: 

[~H: 
B 

~ 1 :;l-[~l K (10.21) 

0 

with 

r An 
A12 

A" 1 A- A22 A 23 
matrix of membrane stiffnesses 

sym. A33 
(Aij = A ji ), 

r Ku 
K12 K 13 

K- K22 K 23 
matrix of bending stiffnesses 

sym. K33 
(Kij = K ji ), 

r Bn 
B12 B 13 

B- B22 B 23 
matrix of couple stiffnesses 

sym. B33 
(Bij = BjJ, 
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s 

NT = [NU,N22,N12] 

MT = [MU,M22,M12] 

QT = [Ql'Q2] 

O..,T = [ eu ,e22 ' f:12 ] 

l..,T = [ "u '''22' "12] 

matrix of shear stiffnesses 

(Sij = Sji)' 

vector of in - plane disk (membrane) forces, 

vector of plate moments, 

vector of shear forces, 

vector of strains, 

vector of distortions, 

vector of shear deformations. 

For calculation of the matrix components we need the components of the 
elasticity matrix E for a single layer, which we obtain from a transforma­
tion according to (5.21) presented in matrix notation 

with 

2 2 
cos ok sin ok 

2 2 
sin ok cos Ok 
I . I . 2 --sm2o 2 sm ok 2 k 

o 

sin 20k 

-sin2ok 

cos 20k 

o 

o 

o 

(10.22a) 

(10.22b) 

Elasticity matrix of 
a UD -layer (5.20) . 

The material parameters can be determined by means of the relations by 
TSAI and HAHN [B.IO, B.n]. 
As (10.21) shows, disk and plate actions occur coupled in a plane structure 
made of composite material. In addition, as a result of the transformation, 
the single components of the stiffness matrix depend on the fibre angle Ok' 
The components of the submatrices in (10.21) therefore are based on the 
laminate design and the fibre orientation. 
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Strain-displacement equations according to (10.5e) 

with the strains 

and the distortions 

Shear deformation 

o 'Y 0I.{3 = ~ ( v 0I.1{3 + v (3101. ) 

1'Y0I.{3 = ~ (tPOI.I{3 + tP{3I01.)· 

and in-plane displacements of the mid-surface, 

tP 01. bending angles , 

w displacement perpendicular to the mid-surface. 

Equilibrium conditions for the undeformed state 

From (3.28a) NOI.{3I01. +l =0 , ( t TOI.{3 e NOI.(3) 

From (9.31) QOI. I 01. +p =0 

MOI.{3I{3 _ QOI. =0 

(10.23) 

} (10.,") 

(10.25) 

(10.26) 

} (10.27) 

In (10.21), (10.23) and (10.25) the strains are expressed by means of defor­
mations. Substituting these relations into (10.26) and (10.27) then leads to a 
system of five coupled differential equations for the unknown deformations 
vOl.' wand for the angles tP 01. of rotations of the cross section [B. 7, B.IO, 
B.l1l· 



C.2 Exercises 

Exercise C-ll-l: 

A circular conical surface constitutes a 
special case of an elliptic conical sur­
face, and belongs to those conical sur­
faces that can be described by moving 
a generatrix (parameter) along a di­
rectrix y ( 1'J) (circle with radius a) pa­
rallel to the xl, x2-plane (see Fig. C-l). 
The position vector r of a point P on 
the surface reads in parametric pre­
sentation: 

r = r ( s , 1'J) = s sin a cos 1'J e1 + 
+ s sin a sin 1'J e2 + 
+ s cos ae3 

Fig. C-l: Circular conical surface 

with 

Determine 

s,1'J 
a = const 

GAUSSIAN parameters , 
semi-angle of a cone . 

a) the fundamental quantities of first and second order, 

b) the equilibrium conditions for the membrane theory of a circular coni­
cal shell. 

Solution: 

a) Fundamental quantity of first order - surface tensors 

By means of the given parametric representation of a circular conical surface 

[ 
s sin ex cos .&] 

r (s , .&) = s sin ex sin .& 
s cos ex 

we determine from (11.10) the covariant base vectors: 

a =~=r 
CO< a ~CO< ,CO< 

It then follows 

[
sin ex cos.&] 

a 1 = r,B = sin ex sin .& 
cos ex 

where ~1 ---+ S , e ---+ .& 

[ 
- s sin ex sin .& 1 

' a 2 = r,,, = s sin oex cos.& 

(1 ) 

(2a,b) 
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By means of (2a,b ) and according to (llJ1), the covariant components of the sur­
face tensor (first fundamental form for the surface) are calculated as: 

all = a 1 . a1 = 1 , 

a22 = a2 . a 2 = s2 sin2 Q( , 

a 12 = a 1 . a 2 = 0 . 

The covariant surface tensor thus reads: 

(aaP) = [~ s2 s~n 2 Q( ] 
(3a ) 

and the determinant due to (11.12) 

a = I aap I = s2 sin2 Q( • (3b) 

The diagonal form of ( 3a) (a12 = 0 ) implies that the parametric lines are mutu­
ally perpendicular (orthogonal mesh). The contravariant surface tensor can be 
obtained by forming the reciprocal values of the elements of the principal 
diagonal, i.e. 

( a ap ) = (aaP r 1 = [~ ~ l· ( 4 ) 
s2sin 2Q( 

b) Fundamental quantity of second order - curvature tensor 

The curvature tensor constitutes the second fundamental form for the surface. 
The single components are calculated by means of (l1J8) : 

with the derivatives 

aa2 .. ( 
- s sin Q( cos 3 ) 

a 2 •2 = ~ = -ssm; sm3 , 

One obtains the components of the curvature tensor by formulating the scalar 
triple products: 

o o o 
1 

b = --- sin Q( cos 3 
11 s sin Q( 

cos Q( = 0 , sin ex sin 3 

- s sin ex sin 3 s sin Q( cos 3 o 
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- s sin 0( cos .a- - sin 0( sin .a- 0 
b =_1_ 

22 s sin ex sin 0( cos.a- sin 0( sin .a- cos 0( = s sin ex cos ex , 

- s sin 0( Bin .a- s Bin 0( COB .a- 0 

- s sin 0( sin .a- sin 0( cos.a- 0 
b =_1_ 

12 s sin 0( 
sin 0( cos.a- sin ex sin .a- cos 0( = 0 

- s sin 0( sin .a- s sin 0( COB .a- 0 

The curvature tensor thus reads 

(bap ) = [ 00 0 1 
s sin 0( cos ex 

(Sa ) 

with the determinant b = I bap I = 0 . (5b) 

The form of the fundamental quantities allows us to draw the following con­
clusions: 

a12 = 0 and b12 = 0 mean that the parametric lines are simul taneouBly lines 
of principal curvature. 

bu = 0 implies that the curvature is zero along the parametric line s . 

The curvature at a point P of the surface can be calculated according to (ll~O) 

1 bapd~a dF! 
~ -.l...=-.l... b11 

0 

} 
-=- =--- = R aapd~a d~ R1 R. all 

(6) 

1 1 b22 1 
R2 = R" 

= --- = -- cot 0( • a 22 s 

The two invariants describe the curvature properties of a surface (see (ll.22a,b)): 

mean curvature , 

GAUSSIAN curvature 

This yields 

H = - 1... scot 0( 
2 ' 

(7a) 

K = o. (7b ) 

Surfaces with an equal measure of GAUSSIAN curvature K = const can be 
mapped isometrically onto each other, i.e. they are developable on each other. 
Owing to the fact that K = 0 due to (7b), the circular conical surface can be 
developed on the plane, just as is the case with any cylindrical surface. 
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b ) Equilibrium conditions for the membrane theory of a circular conical shell 

We proceed from the equations (12J) 

N"'.BI", + p.B = 0 , 

N"'.Bb",.B + P = o. 

As an example, the first equilibrium condition (f3 = 1), i.e., 

NIl I + N21 1 + 1 - 0 1 2 P - , (Sa ) 

shall be written in expanded form. The resultant normal forces NIl, N21 are ten­
sors of the second order, and their covariant derivatives are to be formed accord­
ing to (2.3Sb) : 

(8b) 

In a first step, the CHRISTOFFEL symbols of the surface have to be determined, 
using (11.23a): 

'" _ 1 "'e( ) r .B.., - 2" a ae.B • .., + a..,e • .B - a.B-r.e . 

One thus obtains the following CHRISTOFFEL symbols: 

1/ s ] o . 

By substituting (9a,b ) into (8b ) one obtains: 

Nll + N 21 +.1.. Nll _ . 2 N22 + 1 - 0 .1 .2 S S 8m a p - . 

Finally, the physical components are introduced into (10) by (2.17): 

N*ll s N .. = Nll , 

N*12 s N." = N12 s sin ex , 

N*22 "'" N N22 2 • 2 - "" = s sm at 

From (10) and (11 ) now follows 

aN .. +_a_(~) +.l.N -.l.N + = 0 
a s a .a s sin ex 8.. S "" p. 

- aN •• 
sas- + N .. 

1 aN." 
+ sin ex ~ - N"" + sPa =0 

or (sN) +_I_N -N +s 
.... sin ex ."." "" p. 

= 0 
} 

( 9a,b ) 

(10 ) 

(l1a) 

(lIb) 

(l1c) 

(12 ) 

The above equation is identical with equilibrium condition (12.16a) where ( ) •• s 

a / as and ()." s a / a.a . 
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Finally, the equilibrium condition (12.16c) is checked, i.e., 

Using (llc) it follows that 

N 1 s sin ex cos ex + p = 0 
"" s2 sin 2 ex 

--+ N "" = - p s tan ex • 

Exercise C-12-1: 

A shell of revolution with an elliptic meridional shape (Fig. C-2) is subject­
ed to a constant internal overpressure Po . 

Determine the membrane forces in the shell. 

Solution: 

Fig. C - 2: Shell of revolution with 
elliptical meridional shape 

We take from analytical geometry the radius of curvature r1 for a point P of the 
ellipse 

and the distance r 2 5! PN to the axis of revolution 

a 2 

r 2 = (a 2 sin 2 cp + b2 cos2 cp )1/2 . 

Assuming that Ptp = 0, we obtain according to (12.7a) 
tp 

( a 2 sin 2 cp + b2 cos2 cp )1/2 J a 4 b2 - -N = - 2Pocoscpdcp 
tptp a 2 sin 2 cp ( a 2 sin 2 ip + b2 cos2 ip ) 

v;=o 
By means of the substitution 

• 2 _ b2 
sm cp = z - a 2 _ b2 

2 sin qi cos ip dip = d z , 

the integral can be transformed into a basic integral. 
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Fig. C-3: Equilibrium at large 

However, the above results can be obtained more easily if we consider the equili­
brium at large for a thin top section, cut symmetrically from the shell of revolu­
tion at arbitrary angles rp (see Fig. C-3). The vertical load F results from the 
pressure acting on the horizontal projection of the shell (circular surface of radius 
r (rp), since the horizontal components of Po counterbalance each other) : 

F = 1tf2 ( rp ) Po . 

From the equilibrium at large follows that 

2 7t r ( rp ) N rprp sin rp = F = 7t r2 ( rp ) Po ' 

and by assuming that r ( rp ) = r2 sin rp , one obtains the membrane force in the 
meridional direction 

N = Po r 2 
rprp 2 

and the membrane force in the latitudinal direction by (12. 7b) 

r 2 Po r2 r 2 
N66 = r2 P o - r-2- = P Or2 (1 - 2;") 

1 1 

. a 2 
At the top (rp = 0) holds wIth r1 = r2 = b that 

poa2 

Nrprp = N66 = ~ 

b2 
and at the equator (rp = ; ) follows with r1 = a ' r2 = a that 

poa a 2 
Nrprp = -2- N66 = poa(l - 2b2 ) 

For a > 12 b ,i.e. in cases of more shallow shells, a compressive stress occurs in 
the circumferential direction at the equator. An elliptic shell bottom reduces its 
diameter when subjected to overpressure. In the special case of a spherical shell 
with r 1 = r 2 = a = b, the boiler formula (12.13) is verified in the form: 

poa 
Nrp<p = N66 = -2-

A spherical shell subjected to internal overpressure only exhibits tensile stresses. 
The same applies for a cylinder. 
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Exercise C-12-2: 

A spherical boiler (radius a, wall 
thickness t) subjected to internal 
overpressure Po is supported in bear­
ings at its top and bottom points (Fig. 
C-4). The boiler rotates around the 
vertical axis A-A with a constant an­
gular velocity w. 

Determine the rotational speed for 
unset of yielding, assuming that only 
a membrane state of stress exists and 
that the deadweight can be neglected. 

Numerical values: Fig. C-4: Spherical boiler 

a=lm 
3 

Uy = 360 MPa. (yield stress) , Po = 0.8 MPa. , e = 7.86 kg/ m . 

Solution: 

Besides the internal overpressure, a centrifugal load occurs in this problem. With 
r = a sin rp, the resulting load components in the meridional and the normal di­
rection become: 

P<p = ptw2 asinrpcosrp . 

Substitution of (la,b) into (12.7a) yields 

'I' 'I' 

(la) 

(lb) 

N<p =~ J(pcosrp-p sinrp)sinrpdrp=~ Jpocosrpsinrpdrp. 
'I' sm rp _ 'I' sm rp_ 

'1'=0 '1'=0 

Fig. C - 5 : Components of the centri­
fugal load 
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All terms with w vanish so that the meridional resultant force NI{)l{) only depends 
on the internal pressure Po • After integration we obtain 

a ( Po cos 2 !p ) 
NI{)l{) = sin 2!p - 4 + c . (2 ) 

Since the meridional resultant force NI{)l{) has to be finite for !p = 0, we get 

N = ~2 (- Po cos 2!p + c)1 __ finite ===> C = Po 
I{) I{) SIR!p 4 I{) = 0 4 

Substitution of C into (2) yields: 

poa 
NI{)l{) =-2- (3a) 

The resultant forces in the latitudinal direction are calculated by means of equa­
tion (12.12c) and by superposing the two load cases: 

(3b) 

The stresses in the latitudinal and meridional direction then become: 

The maximum stress occurs at 1t / 2. Following the von MISES hypothesis, the 
maximum stress can be expressed as follows: 

d r = I d~ + d~ - d 1 d 2 ---+ 

drm&x = ( pa)2 2 pa 
_0_ + (pw2a2 ) + _0_pw2a2 < d . 
2t 2t - y 

( 4) 

With w = ~~ , relation ( 4 ) allows us to calculate the rotational speed n for un­

set of yielding: 

n =..!!Q... 
1ta 

_ 3 ( Po a)2 _ Po a) = 
4t 4t 

= 30 I 1. (/3602 _ 3. 100 2 _ 100) 
11"·1000 V 7.86.10-9 

n ~ 26.4 rev/sec 
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Exercise C-12-3: 

Calculate the membrane forces in a spherical shell (radius a) subjected to a 
wind pressure described by the approximate distribution 

p = - Po sin c,o cos 'I? . 

Tangential frictional forces occur in practice but will be neglected here. 

side view top view 

-p +p -p +p 

Fig. C- 6: Spherical shell subjected to wind pressure load 

Solution: 

Assuming that P", = P" = 0, the equilibrium conditions (12.12) read: 

sin cp (N",,,, ).'" + cos cp N",,,, + (N",,, )." - cos cp N"" = 0 , 

= 0, 

= - Po a sin cp cos .& 

By a product approach according to (12.9) 

(1 ) 

N "'''' = ell ( cp ) cos.& , N ",,, = '1' ( cp ) sin.& , N"" = e ( cp ) cos.& , ( 2 ) 

we transform the system of partial differential equations (1) into a system of or-

dinary differential equations ( ~ ( )' ) : 
.", 

sin cp ell' + cos cp ell + '1' - cos cp e = 0 , 

sin cp '1" + 2 cos cp '1' - e 

ell+e 

By eliminating from ( 3c ) 

e = - ell - Po a sin cp , 

we obtain 

= 0, 

= - Po a sin cp 

sin cp ell' + 2 cos cp ell + '1' + Po a sin cp cos cp = 0 

sin cp '1" + 2 cos cp '1' + ell + Po a sin cp = 0 } 

(3a) 

(3b) 

( 3c) 

(4) 
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The form of ( 4) suggests introduction of the sum and the difference of the un­
known functions as new functions : 

(5) 

If we now divide ( 4) by sincp, (5) yields by addition and subtraction, respective­
ly, of the two equations (4) 

( 6 ) 

with 1 Al 2 = 2 cot cp ± -. -, SIn cp P1,2 = Po a ( cos cp ± 1) , (7 ) 

where the index 1 implies "+ " and the index 2 implies " - " . 

The ordinary inhomogeneous differential equations of the first order with variable 
coefficients ( 6) have the following solutions according to (12.27) : 

F - (c - Jp fAl,2d<p d ) - fAl,2d<p 1,2 - 1,2 1,2 e cp e 

The integrals are evaluated by means of ( 7) : 

J Al dcp = J ( 2 cot cp + si~ cp ) d cp = 2 In sin cp + In tan f ' 
f Al dIP 21n .in <p + In ta.n <p /2 

e = e 

In a similar way we determine 

= sin 2 cp tan I£. 
2 

cp 

f A2 dIP . 2 cp e-fA2 dIP __ tan "2 
, e = SIn cp cot - , 

2 sin 2 cp 

For F 1 we then obtain 

F 1 = [ C1 - J Po a ( COS cp 

By means of 

1 + cos cp = 2 cos2 I£. 
2 

cot .2-
+ 1) sin 2 cp tan .2.2 dcp ] --:-;- . 

SIn cp 

sin 2 cp = 4 sin 2 I£. cos2 I£. 
2 2' 

the integral can be determined as follows: 

J(coscp + 1) sin2 cp tan fdcp = Jscos3 fSin 3 fdcp = JSin3cp dcp = 

= - cos cp + ~ cos3 cp 

If we substitute 
2 cp 

2 cos "2 
cot.2. = ----!:...-

2 2 sin .2- cos .2-
2 2 

1 + cos cp 
sin cp 

( s ) 

(9) 
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we obtain from ( 9 ) 

[ ( 1 3)]1 + cos cp F 1 = C1 + Po a cos cp - -3 cos cp . 3 
sm cp 

and analogously 

[ ( 1 3)]1 - COB cp F 2 = C2 - Po a cos cp - -3 cos cp . 3 
sm cp 

Substitution into (5) and solving leads, after introduction of two new integration 
constants Dl = C1 + C2 and D2 = C1 - C2, to 

(P=~(Fl+F2)= 

= ~ [ Dl + D2 cos cp + 2 Po a cos cp ( cos cp - ~ cos3 cp ) ] si:3 cp , ( 10 ) 

'Y = ~ (F 1 - F 2) = ~ [ D2 + Dl cos cp + 2 Po a ( cos cp - 1 cos3 cp )] si:3 cp . 

In order to ensure finiteness of the resultant forces at the top (cp = 0), we de­
mand that 

(11) 

Since sin 3 cp occurs in the denominator, not only the numerator but also its first 
and second derivative have to vanish at the point cp = o. We obtain, from the 
second equation (10), for the first derivative of the term in square brackets 

[ - Dl sin cp + 2 Po a ( - sin cp + cos 2 cp sin cp ) ]1 = 0 
",=0 

and for the second derivative 

[ - Dl cos cp + 2 Po a ( - cos cp - 2 cos cp sin 2 cp + cos3 cp ) ]1", = 0 O. 

Whereas the first condition is fulfilled directly for cp 
for cp = 0 yields: 

o , the second derivative 

- Dl + 2 Po a ( - 1 + 1) = 0 ---? Dl = 0 

and thus, according to (11) , 

With (10) and (2) the following expressions for the membrane forces are ob­
tained: 

N",,,, = poa( - ~ + coscp - i cos 3 cp) :~:3CPcp cos-S 

Nm •• = p a (_1... + coscp _.1.cos3cp)-.-1-sin-S 
,..v 0 3 3 sm3 cp 

(12 ) 
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Fig. C-7: Support of the spherical shell at the ground 

The wind load p ( cp ,.l)) possesses a resultant F in the x-direction which can be 
equilibrated by the resultant of the shear forces N'I''' at the cut cp = 1t /2. At 
other cuts defined by cp, components of N'I''I' contribute to the equilibrium at 
large. However, since the shear forces at the two semi-spheres act in the same di­
rection and therefore add up, their resulting force has to be provided by the 
ground through a stiffening ring (Fig. C-7). Without this or a similar type of 
support, the spherical shell would be blown away. Thus, the support disturbes 
the membrane state of the shell which can therefore only be considered as an ap­
proximation. 

Exercise C-12-4: 

A hanging conical shell (height h, conical semi-angle a) supported as de­
picted in Fig. C-8 is filled with liquid of mass density (!. 

Determine expressions for the membrane forces in the ranges I and II 
shown in Fig. C-8. The deadweight of the shell can be disregarded. 

Solution: 

Fig. C-8: Hanging conical shell 
filled with liquid 

The loads are axisymmetrical, and can be written as follows for the two ranges: 

Range I: p = 0, 

Range II: p = p g z = p g (hI - S cos ex ) , 

ps = 0 

ps = 0 

(1a) 

(1b) 
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The expressions for the membrane forces can be determined by means of the 
equilibrium conditions (12.16) for the axisymmetrical load case 

= p s tan a: 

Range I: 

(2a) 

(2b) 

(2c) 

In order to determine the constant C, we proceed from the "equilibrium at 
large" at the transition between range I and II. We demand according to Fig. C-9 
that 

() 1 2 2 1 h2 sin a: 
Nsscosa: 27th1tana:=Tpg7t(h1 tan a:)h1 -+ N88 ="6 Pg 1cos2a:' 

( 3 ) 

We determine the constant C from the boundary conditions for s = sl = h1/ cos a 
with (3) as follows: 

N (s ) = cos a: C = .1. P g h 2 sin a: -+ 
88 1 h1 6 1 cos2 a: 

C 1 h 3 sin a: = -6 pg 1--3- . 
cos a: 

Substitution into (2c) then yields the following expression for the membrane force 
Nss in range I: 

3 
N 1 h1 sin a: 

ss = "6 pg cos3a: -s-

Range II: By including (lb ), we obtain from (2b) 

N "" = s P g ( h 1 - s cos a: ) tan a: 

and from (2a) after integration 

_ P g ( s2 s3 ) 
Nss - -s- hl2" - "3 cos a: + C tan a: . 

( 4) 

(5a) 

Fig. C-9: Equilibrium at large for 
range II of the conical shell 
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At the boundary 8 = 8} we have 

N ( ) P g 8in ex [h~ h~] C 1 h2 sin ex s = - + tan ex = - p g ---
88} h} 2 sin 2 ex 3 sin 2 ex 6} cos2 ex 

-+ C = 0 

Thus, we determine the following expression for the membrane force N as in range 
II: 

N 88 = P ~ s ( 3 h} tan ex - 2 s sin ex) • (5b) 

Exercise C-12-5: 

A section of a casing has the shape of a circular toroidal shell as shown in 
Fig. C-IO (radius of the circular section a, radius from centre point ro ' wall 
thickness t). 

At the boundary cP = CPo the shell is subjected to a uniformly distributed 
boundary load No acting in the tangential direction. 

y~------------------------~.I 

fO 

Fig. C-IO: Section of a casing with toroidal shell shape 

a) Determine the membrane forces and the stresses in the shell. 

b) State the basic equations for determining the displacements u and w for 
the section of the casing. 

Solution: 

a) We proceed from the equilibrium conditions for shells of revolution with arbi­

trary contours (12.6) subject to an axisymmetrical loading (p" = 0 ; o°{7 = 0): 

(rN<p<p),<p - r}coscpN"" + rr}p<p = 0 , (la) 

(lb) 
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With the angle rp relative to the axis of rotational symmetry, the radius of curva­
ture r1 = a, the distance r = a sin rp + ro from the centre line, and the auxiliary 
radius r2 = a + rol sin rp resulting from the projection onto the centre line, the 
following system of equations is obtained: 

[ ( a sin rp + r 0) N 'P'P L'P - a cos rp N "" = 0 , (2a) 

~ + sinrp N - 0 
a r 0 + a sin rp "" - . 

(2b) 

Differentiation of ( 2a) and transformation of ( 2b ) yield 

N'P'Pa cos rp + N'I''P''P (a sin rp + ro ) - N""a cos rp = 0 

N + a cos rp ( N - N ) - 0 
'P'P.'P ro + a sin rp 'P'I' "" - , 

(3a) 

ro + a sin rp 
N =- N 

"" a sin rp '1''1'' 
(3b) 

If we substitute (3b ) into ( 3a ) , we get 

a cos rp ( r 0 + a sin rp ) 
N'P'I"'P + ro + a sin rp 1 + ------asr~ N 'P'I' = 0 

N + [ a cos rp cot m 1 N'M" = 0 
'P'P.'P ro + a sin rp + .....,...,.. . 

, 

The general solution of the differential equation of type N 'P'P.'I' + p ( rp ) N 'P'P = 0 
reads 

N = C -Jp('P)d'P 
'P'P e . 

Evaluation of the integral leads to: 

or 

= J r cos rp drp + f cot rp drp = In ( :. + sin rp ) + In ( sin rp ) 

--i:- + sin rp 

C e - [In( ~ + sin'P) + In(sin '1')] 
---+ N 'P'P = 

1 _1_] = C* 1 
. sin rp sin rp ( r 0 + a sin rp) . + Sill rp 

Boundary condition : 

(4) 

(5) 

( 6) 
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From ( 5) follows that _ N - C. 1 
0- sin CPo (ro + a sin cpo) 

~ C· = -sinCPo(ro + asinCPo)No 
Thus we obtain 

sinCPo(ro + a sin cpo) 

sin cp ( r 0 + a sin cp) No 

and by including ( 3b ) ; 

N = sin CPo (ro + a sin cpo) 
"" a sin 2 cp No· 

The stresses are given by 

N "" 0"" = -t-

(7 ) 

(8 ) 

( 9 ) 

b) With axisymmetrical loading and support conditions, we apply the following 

strain-displacement relations (12.21) with 0/ 0.& !: ( ) ," = 0 and v = 0 ; 

- ...1.. ( ) - a u,rp + w , 

u cos cp + w sin cp 
E"" = r 

u cos cp + w sin cp 
a sin cp + r 0 

According to (12.26) the constitutive equations read; 

Solution of ( 10 ) with respect to w yields; 

(lOa) -+ 

(lOb) -+ w= 

By comparing we obtain 

e"" ( a sin cp + r 0) - u cos cp 
sin cp 

Erprp a sin cp - u,rp sin cp = E"" (a sin cp + ro) - u cos cp 

~ u,rp - u cot cp = "rprp a - e"" ( a + s:: cp ) 

(lOa) 

(lOb) 

(10c) 

(lla) 

(llb) 

(12 ) 
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We now substitute (11 ) into ( 12) and get 

u ,cp - u cot tp = it [ (N cpcp - \I N"" ) a - (N"" - \I N cpcp ) ( a + Si~ tp )] = 

Finally, substitution of the membrane forces (7) and ( 8) into (13 ) yields: 

N sin tpo (ro + a sin tpo) [a (1 + \I ) + \I s~~ tp ] 
u - u cot tp = ..::Q. [ - ---------r--=---:--____ -----'-~ 

,cp E t sin tp (r 0 + a sin tp ) 

sin tpo (ro + a sin tpo) [ a (1 + \I) + ~ )]] 
a sin2 tp 

The linear, first order differential equation (14) reads in abbreviated form 

U'IO + p ( tp ) u = Q ( tp ) 

with P ( tp ) = - cot tp and Q ( tp ) = right-hand side of ( 14) . 

With (12.27), the general solution is 

Calculation of the integrals: 

= e-lnsin I" 

= elnsinlO 

_1_ 
sin tp 

= sin tp , 

(14 ) 

(15 ) 

In order to determine the constants of integration , we write the boundary condi­
tions at point A 

u(tp=~)=O . (16 ) 

Thus we obtain the meridional displacement u ( tp ) by means of which we can de­
termine the normal displacement w ( tp) from (lOa). For reasons of brevity, the 
integrals will not be determined here. 
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Exercise C-12-6: 

A thin-walled circular cylindrical shell with one end clamped as shown in 
Fig. C-ll is subjected to a sinusoidal distribution of tangential membrane 
forces at its free end with the shown vertical force F R as resultant. 

J r llllllll 
. - ~. -t~l~~ 

A f4z----...!....-----......... . Fig. C-ll: Circular cylindrical shell 
subjected to an end load 

a) How large are the membrane forces? 

b) Determine the vertical displacement w of the bottom point A of the 
free end of the shell. 

c) Check this displacement by means of the first theorem of CASTIG­
LlANO. 

Solution: 

a) We assume that the vertical force FRat the free end of the shell stems from 
the following sinusoidal distribution (see Fig. C-12): 

Then 

- N x" = k sin ~ 

~/2 

4 J -N x" sin ~ a d~ = 
o 

~/2 

4 k a J sin 2 ~ d~ = 
o 

4ka K 
4 

(1 ) 

must hold. From (1) follows that k = Fit / 11" a, and according to (12.14) with 
P" = Px = P = 0 we obtain the resultant forces as follows 

N"" = 0 

Owing to the boundary condition Nxx (x = 
nishes. Thus, the final result reads 

FR . 
N"" = 0 N x" = - 1t a sm ~ 

F 
N = ..1. ~ x cos ~ + C1 ( ~) . 

xx a 1ta 

0) = 0 , the constant C1 ( ~ ) va-

(2 ) 

z 

Fig. C-12: Relationship between vertical load F R 
and tangential membrane forces Nx" 
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This corresponds to the solution that would be obtained by the elementary beam 
theorj. By defining the moment of inertia for a thin-walled circular section as Iy 
= 7l"a t and the bending moment of the cantilever beam M = - F R x, the nor-
mal stress at sections x = const is y 

M FRx F 1 N 
::::L z = --- a cos S- = --.!L x - cos S- = ~ 
Iy 1ta3 t 1ta2 t t 

b) The deformations are calculated by means of the equations of the constitutive 
equations (12.26) after substituting the strain-displacement relations of the circu­
lar cylindrical shell (12.23) : 

u,x = it (Nxx - v N",,) , (3a) 

(3b) 

1 _2(1+V)N aU,,, + v,x - Et x" (3c) 

After substituting the resultant forces (2) into equations (3), we calculate the 
axial displacement u by integrating (3a), the tangential displacement from ( 3c ) 
and, finally, by a simple transformation the radial displacement w from ( 3b). We 
then obtain 

( 4a ) 

( 4b) 

( 4c ) 

The two arbitrary functions C2 ( S- ) and C3 ( S- ) only allow the fulfillment of two 
boundary conditions, e.g. u ( I) = v ( I) = 0 , instead of the four boundary condi­
tions for the clamped boundary u ( 1) = v ( I) = w ( I) = w,x ( I) = o. Thus, 

( 4a ) yields u(l) = 0 ---+ ( 5a ) 

( 4b ) yields v(l)=o ---+ 

FR FR 13 • I FR Z2 • 
C3 ( S- ) = 2 (1 + v) -I sin S- - -- - sm S- + - --- sm S-

1ta 1ta3 6 a 1ta2 2 

( 5b ) 

We then obtain the radial displacement w from ( 4c) with (5a,b ) 

FR [ x x3 X 12 13 I 1 w = --cosS- (2 + v ) - - - + - -- - -- - 2 (1 + v ) - . (5c) 
Et1t a 6a3 a 2a2 3a3 a 
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Since no function is available to fulfill w ( I) = 0, this condition cannot be com­
plied with. It holds that 

\I FR I 
w{l) = - Etlt ~COS~:f 0 Similarly, w,x(l):f 0 

The membrane theory cannot meet these essential boundary conditions and there­
fore only yields an approximate solution as we have already seen in various exam­
ples. In order to fulfill the essential boundary conditions w (I) = w,x (I) = 0, a 
bending solution has to be superposed onto the approximate solution. 

From ( 5c ) we obtain for the displacement of point A : 

FR [ 13 I ] w(x=O,~=lt)=w =-E --3 +2(1+\I)-a 
max t It 3a 

( 6) 

When compared to TIMOSHENKO beam theory, the first term represents the 
contribution from bending, and the second term the contribution from shear de­
formation. 

c) Comparison by means of the Theorem of CASTIGUANO 

The displacement of the point of load application can be calculated by means of 
the first theorem of CASTIGLIA NO (6.27a) as follows: 

_ () U* ( Fj) _ () U ( Fj ) 
v i - ()F i - ()F i . (7) 

Equation (7) applies to a linearly elastic structure. In the present case, the defor­
mation energy according to (12.28b) can be employed. For the circular cylindrical 
shell x !9 cp, so: 

U = 21 t f[ N;x + N ~11 - 2 v N xx N 1111 + 2 (1 + \I ) N;11 ] d A . ( 8a ) 

According to (2), NI1I1 = 0 holds in the present case, i.e. ( 8a) reduces to : 

U=21tf[N;x+ 2 (1+\I)N;I1]dA. 
A 

We then obtain the displacement w by (7) with (8b ) as 

I 2,.-

1 J J [ () N xx ( ) () N xl1 ] w = Et Nxx ()FR + 2 1 + \I Nx" ()FR ad~dx 
x=OI1=O 

( 8b ) 

( 9 ) 

We now substitute into (9) the resultant forces Nxx and Nxl1 from (2) and their 
derivatives: 

I 2,.-

w = ; t J J [ It;! 4 x2 cos2 ~ + 2 (1 + \I) It;!2 sin 2 ~ ] dx d~ 
x=o 11=0 

After integration we obtain the same result as given in ( 6 ) 
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Exercise C-12-7: 

A type of shell often found in civil and mechanical engineering is a ruled 
shell as shown in Fig. C-13. Its mid-surface has the form of a special hy­
perbolical paraboloid which is generated by moving a straight line g along 
a rectangle ABCD. The rectangle lies in the xl, x2-plane and has the side 
lengths 11, 12 , The straight line moves along the line AD and along the hy­
potenuse of the triangle BEe. This so-called skew hyperbolical paraboloid 
shell is also termed a hypar shell and its parametric description is given 
by 

( x :::: (1 "" (2 _ h 12) 
.. , Y -.. , c - 13 . 

Fig. C -13: Coordinates of a hyper­
bolical paraboloid shell 

a) Set up the equilibrium conditions of this shell according to membrane 
theory. 

b) Determine the resultant forces and moments for a shell subjected to 
the deadweight g per unit surface area, i.e. its physical load compo­
nents in the global Cartesian coordinate system xi (i = 1, 2 , 3) are 
given as: 

Solution 

a) Equilibrium conditions 

First, the fundamental quantities of first and second order as well as the CHRI­
STOFFEL-symbols have to be determined. Proceeding from the given parameter 
description 

r ( x , y ) = x e 1 + y e 2 + :y e 3 , 

the base vectors are determined as : 

- y a 1 = r,x - e 1 + C e 3 , 

x aa = r,y = e2 + C e 3 

(la) 

(lb) 
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Similarly, the metric tensors are calculated according to (11.11), the determinant 
according to (11.12), and the covariant tensor of curvature according to (11.18): 

(2a) 

(2b) 

[ 
(X)2 1 + -

a{J -1 1 c 
( a ) = (aa{J) = -

a xy 
72 

xy ] -72 

1 + (~y 
(2c) 

bafJ =[~ 
cl« 

'~ ] (3) 

From (11.23a), the CHRISTOFFEL-symbols of the second kind result as 

,:a] (4) 

In order to formulate the equilibrium conditions (12.1) 

111 211 1 N l+ N 2+ P =0, 

N1211 + N2212 + p2 = 0 , 

11 12 22 
N b11 + 2N b12 + N b22 + P = 0 , 

} (5) 

the covariant derivatives of the stress resultants are required. With the relations 
( 2.35b) and ( 4) they become 

N111 = Nll + ~ N12 
1 ,1 c2 a 

(6) 



Exercise C-12-7 269 

Substitution of the derivatives ( 6) into (5 ) yields: 

Nll + N21 + ~ N12 + _x_ Nll + pI = 0 
,1 ,2 c2a c2a 

N12 + N22 3 X N12 Y N22 2 0 ,2 + -- + -- + p = 
,1 c2a c2 a 

(7) 

2 N12 --- +p era = 0 

The solution of this system of equations requires a transformation into physical 
components. Owing to the occuring non-orthogonal surface coordinate system (me­
tric (2a) is fully occupied), the relations (2.17) cannot be used for determining the 
physical components. On the basis of [C.6 , c.n J we therefore define, as physical 
components of a stress vector t ij, the components of the stress vector in the di­
rection of the unit vectors that are parallel to the base vectors and that are thus 
not perpendicular to a tetrahedron cut plane. We obtain from the equilibrium of 
the tetrahedron 

t* = -- t J ij ,pj-GJ) i" 

g(ii) 
(Sa) 

In transition to the shell, (Sa) yields the physical components of the membrane 
forces 

(Sb) 

Substitution of ( Sb ) into ( 7) requires formation of the following derivatives: 

o r:f1 x ax V a;;- = - -c-=2-a--ra-a-

By introducing the physical components of the surface loads 

*a ~ a * p =""1 a(aa) p ,p = p , 

and by denoting the physical components of the membrane forces by subscripts 

N*22 == N 
yy 

N*12 == N 
xy 

Eqs. (7) finally yield the equilibrium conditions of the skew hyperbolic parabo­
loid shell (%x == ,x , %y == ,y): 

N ra:::: + N ..ra::: + x N + 2 Y ra:;; N + p*l f3 = 0 , (9a) xx ,x --~2 xy ,y ~1 2 ____ xx C 2a xy 
C ""I a22 
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Y Y ra::::. 2 
N ra:::: + N -ra:::l + --N + 2 __ 2_2 Nx + p* -ra = 0 , (9b) xy,x --C~ yy,y --1 2 ~ yy 2 y 

CYllu ca. 

_2_ N + p* = 0 ( 9c ) 
ca. xy 

Eqs. (9a.,b ) a.re a. system of first order pa.rtia.l differentia.l equa.tions with va.ria.ble 
coefficients. Eq. (9c) yields the membra.ne shea.r force 

Nxy = -ta.p* 

By formula.ting the deriva.tives (note (2b ) ) 

Nxy,x =-fp* - ta.p*, Nxy,y = -fp* - ~a.p* , 

a.nd by substituting them together with the metric (2a.) into (9a.,b), we obta.in 
a.fter re-formula.tion two uncoupled differentia.l equa.tions for the two unknown 
membra.ne forces: 

( lOa. ) 

(lOb) 

b) Resultant membrane forces 

F~rst, the physica.l loa.d components in the globa.l Ca.rtesia.n coordina.te system 
x' (i = 1,2,3) ha.ve to be decomposed into components both in the direction of 
the loca.l surfa.ce pa.ra.meters a.nd perpendicula.r to them. 

a 3 is ca.lcula.ted from a l a.nd a 2 (la.,b ) by forming the vector product a.ccording 
to (11.16): 

a --Le -~e +e 3- c 1 C 2 3 

( lla. ) 

(llb) 

(llc) 

The a.bove vector equa.tions constitute the tra.nsforma.tion between the loca.l ba.se 
vectors a.nd the ba.se vectors in the Ca.rtesia.n coordina.te system. The la.tter vec­
tors ca.n be written in a.bbrevia.ted form a.s 

j 
ai' = ~ i' e j 

Correspondingly, the vector ca.n be written in different ba.ses. The cova.ria.nt com­
ponents of the loa.d vector with (2.9a) rea.d, for insta.nce, 

i' i' k 
P = ~k P 

With (2.8) 

i' j j 
~k ~i' = Ilk 

the tra.nsforma.tion coefficients ~~' a.re determined by inverting ( ~ ji' ): 
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2 _9.. L 1+~ 
c 2 c 2 c 

( f3~' ) == ; _9.. 2 x 1+ ..L. (12 ) 
c 2 c 2 c 

_L x 1 c -c 

By substituting the load components we obtain with (2.10) the physical compo­
nents of the load vectors: 

1 
p* == -g fa (13 ) 

Substitution of these transformed loads into (lOa) yields after re-formulation 

By integration we obtain 

N ==-~y xx 2 
/1 + (fY 
/1 + (~Y 

(14 ) 

From the boundary condition N xx ( x , 0) == 0, the integration function C ( y) fol­
lows as 

and thus (16a) 

From (lOb) with the boundary condition N ( x , 0) = 0, one analogously ob­
tains the membrane force in the y-direction: YY 

Eq. (9c) finally yields the membrane shear force 

N =~ia 
XY 2 

(16b) 

(16c) 

TIMOSHENKO [C.24] and other authors have treated the same problem by pro­
jecting the forces onto the x, y-plane, and then formulating the equilibrium. Their 
results can be transformed, by respective measures (e.g. Nxx == -I all! a22 NllT1M) 
into eq. (16). Given the prescribed boundary conditions, the load at the bounda­
ries x == 0 and y == 0 only acts via shear. Thus, boundary stiffeners are required, a 
fact that leads to incompatibilities between the deformations of the stiffeners and 
of the shell boundaries. For this reason, the membrane solution has to be augmen­
ted by a solution from bending theory. Further examples are treated in [C.2 , C.S]. 
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Exercise C-13-1: 

A circular water tank (radius a, height h) has a linearly varying wall thick­
ness (to = maximum wall thickness) 

t ( x) = to (1 - * ) 
as shown in Fig. C-14. 

~,x 

pg 

h 

Fig. C-14: Water tank clamped at 
the bottom 

Given values: a = 4.0 m , h = 5.0 m , to = 0.35 m , /I = 0.3 

E = 2.1 . 105 M Pa. , (! g = 1 . 104 N / m 3 

a) Derive the differential equation and the boundary conditions for the 
circular water tank by means of a variational principle. 

b) Determine the radial displacement w by a RITZ approach. For this pur­
pose, 

shall be chosen as coordinate functions for the approximation of w, and 
the calculation shall be performed using a two-term approach. 

Note: The deadweight of the tank can be disregarded. The assumptions of 
the technical shell theory are valid. 

Solution: 

a) The total potential energy is composed of the deformation energy of the shell 
and t~e potential energy of the external loads (see [c.n]). With the approxima­
tion Nal3 ~ Nal3 , we obtain the total potential energy expression 

II = ~ J( N"13 (Xal3 + M al3 wa13 ) dA - J( pOI va + p W ) dA (1) 
A A 
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For a cylindrical shell we write in physical components: 

II = ~ J(NxxExx + N""E"" + 2N x"E x" + Mxxwxx + 
A 

+ M"" W,," + 2 Mx" wx" ) dA - J ( Px u + P" v + p w ) dA ( 2 ) 
A 

An axisymmetrical load case is given in the present problem, and the longitudinal 
force N xx vanishes. Thus, (2) reduces to 

II = ~ J(N""E"" + Mxxwxx)dA - J pwdA (3 ) 
A A 

With (13.14) 

w.ee ---

and 

(4a) 

M -~w xx = a2 .ee ( 4b) 

From ( 3 ) follows that 

2.. h/a 

II=II(~,w,w.ee)= J J{~[Et(:r+K(:;erl-pw}dA .(5) 

"=0 e=o 
By (5) we have determined a variational functional for which we now have to 
find an extremum according to (6.34). Therefore, we formulate 

I) II = I) J L( ~,w, w.ee) dA = 0 . 

We then obtain an EULER differential equation in accordance with (6.35) as a 
necessary condition: 

:2 (~2 w.ee Le + E t :2 -p = 0 

For a constant wall thickness t follows 

M 2 _~ 
w.we + K a ,w - K 

4~4 

as the differential equation of a circular cylindrical boiler (13.16 a) . 

We obtain as boundary conditions 

~ I)w I = 0 ---+ K 0 or o w.ee .e e = const ---;;:2 w.ee = 

(6) 

(7a) 
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- -- bw - 0 ( 0 L) I 
o w,ee ,e e = const -

or l)w o. (7b) 

b) In order to calculate the radial displacement w by means of the RITZ me­
thod, we employ the energy expression (5). For this purpose, we introduce the 
linearly increasing pressure 

p=gph(l-~O 

and the varying bending stiffness 
3 

E to a 3 
K = 12 (1 _ \)2) (1 - 11 ~) 

'-v----' 
Ko 

With dA = 27tadx = 27ta 2d~ we obtain 

h/a 

IT = 27t J [ ~ E to (1 - ~ 0 w3 + ~~ (1 - ~ 0 3 ( w,(( )2 -

e=o 

- g ph (1 - ~ 0 a 2 w 1 d~ 
(8) 

The application of the RITZ method (cf. Section 6.7) requires that we choose an 
approximation to w with linearly independent coordinate functions in such a way 
that the essential, i.e. geometrical, boundary conditions are fulfilled. According to 
(6.36) we choose an approximation 

N 

w* = L cn fn (n (n = 1,2, ... , N) , ( 9a ) 
n=1 

where the coordinate functions in the problem formulation are given as 

( 9b ) 

The coefficients cn are the free, yet unknown coefficients. 

The approximation (9) obviously fulfills the geometrical boundary conditions 
( w ( 0) = w,( ( 0) = 0). In addition, the dynamic boundary conditions are also 
satisfied since K (x = h) = o. 

Based upon (6.37) 

, n = 1,2, ... ,N , 

we derive a linear system of equations for determination of the coefficients Cn 
with 

N h/a 

L ck J [ E to (1 - ~ n fk ~ + ~~ (1 - ~ ~)3 fk ,e( fn ,(( 1 d~ -
k =1 (=0 

h/a 

- gpha2 J (1 - ~nfnd~ = 0 

(10 ) 

(=0 
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For a two-termed approximation n = 1 ,2 , this system of equations reads: 

h/a. 

n = 1: 

n = 2: 

x 
h 

1\ 
0.5 

I 
o 

c1 f [ Eto (1 - t ~) f; + ~g (1 - t ~)3 f: ,{{ 1 d~ + 
{=o 

h/a. 

+ C2 f [ Eto (1 - t ~ ) f2 fl + ~~ (1 - t ~ )3 f2 ,{{ fl ,{{ 1 d~ = 
{=o 

h/a. 

= g e h a 2 f (1 - I- 0 fl d~ , 
{=o 

h/a. 

c 1 f [ Eto (1 - to f} f2 + ~g (1 - t ~ / fLee f2 ,{{ 1 d~ + 
{=o 

h/a. 

+ C2 f [Eto(1 - tOf~ + ~g (1 - to3 f~,ee ld~ = 

I) 

e=o 

2 w* 

[10·s m] 

x 
h 

0.5 

I 
I 

o 

h/a. 

= g ph a 2 f (1 - to f2 d~ 

2 N~ 

[105 N/m] 

x 
h 

0.5 

e=o 

'" 1'--.-
o -0.5 

Fig. C-15: Approximate displacement w*, membrane force N~", and bending 
moment M~x of a cylindrical tank with variable thickness 
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After integration and solution of the linear system of equations we obtain the fol­
lowing coefficients: 

g p (1 - v 2 ) h 5 1008 
c1 = E t 3 -4-6-8-+-----"'8.:...7:...:A~+-A-.,,-2' 

o 

c _ _ g p (1 - V 2 ) h 5 21 (36 - A) 
2 - Et3 468 + 87 A + A2 o 

with 2 ( h2 )2 A=(l-v) - . 
a to 

By (9a) we thus approximate the radial displacement w* as 

Finally, the curves for N~" and M:x are calculated by means of ( 4a,b ). Fig. C-15 
presents the w*-curve and the approximations for the resultant forces of the 
numerical example. 

Exercise C-13-2: 

A reinforcing ring 2 (cross-section b . 3 t, b « l) is to be positioned in the 
middle of a thin-walled, long pressure tube 1 made of sheet steel (radius a, 
wall thickness t). For this purpose, the ring is warmed up in such a way 
that it can be slided into its position on the unloaded tube (see Fig. C-16). 

At a temperature T2 = 50·C the ring just fits the tube in stress-free contact. 
Cooling of the ring to the tube temperature of Tl = 20·C leads to shrinking 
of the ring. 

I 
b 

p 

Fig. C16: Pressurized tube with shrinked reinforcing ring 
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Determine the resultant quantities N"" and Mxx in the tube as well as the 
stresses in the tube and the ring, when the tube is subjected to a constant 
internal overpressure p. 

Numerical values: 
-2 

a = 1 m , b = 1 m , t = 1.5 . 10 m , 

p = 1.5 MPa , 0T2 = 1.1 .10-5 JOG, II = 0.3 

El = E2 = E = 2.1 . 105 MPa . 

Solution: 
The problem will be solved by means of the well-known, so-called Method of 
Theory of Structures (Section 13.1.4). For this purpose, we partition the pressu­
re tube and the reinforcing ring into three subsystems (" 0"-, "1 "- and" 2 "-sy­
stem) according to Fig. C-17. We can now formulate the compatibility conditions: 

(1a) 

X(O) + X(I) + X(2) _ X(O) + X(I) + X(2) 
1 1 1 - 2 2 2 (lb) 

Here, the subscript denotes tube 1 or ring 2, respectively, (including tube ele­
ment). The parenthesized superscript refers to the" 0 "-, "1 "- and" 2 "-system. 

We can now compile the values of deformation for the tube and the ring, where 
the membrane solution follows from {12.14}, {12.23} and {12.26}. The values for 
the partitioned tube subjected to the boundary force and boundary moment Mare 
derived from Fig. 13.2: 

V 
"0" - system 

"I" - system "2" - system 

Fig. C-17: Partitioning of the pressure tube in single subsystems 
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Tube 1: 

Ring 2: 

(0) _~ 
wI - Et 

W(l)_ Ra3 
1 - - 2 K 11: 3 

/11)- Ra2 
- - 2 K 11: 2 

W(2) _ M a 2 

1 - 2 K 11: 2 

(0) _ (01) + (02) p b a 2 p a 2 
W2 - W2 W2 = I:::. + EA = I:::. + 4Et ' 

W(l)- 2Ra2 _~ W(2)-0 
2 - EA - 2Etb' 2 - , 

I:::. in (3a) denotes the shrinking measure. 

( 2a ) 

(2b) 

( 3a ) 

( 3b ) 

We now substitute (2) and (3) into (1), and obtain a system of linear equa­
tions by means of which we can determine the unknown boundary loads: 

~_~ Ma2 _ ~ ~ 
Et 2KII: 3 + 2KII:2 -1:::.+ 4Et + 2Etb +0, ( 4a ) 

Eq. ( 4b) leads to 

and ( 4a) correspondingly to 

o 

R =~M 
a 

M 

I:::. _ ~ p a 2 

4 Et 

( 4b) 

(5a) 

(5b) 

The shrinking measure I:::. has to be determined by an additional calculation. For 
this purpose, we separate ring 2 from tube element 1 according to Fig. C-18 and 
insert the forces acting on the single parts. Then, the following circumferential 
strains are determined: 

0""1 p. a 
=~= -ET ( 6a ) 

0""2 ) = ~ - Cl T2 (T2 - T1 = 

p. (a + 2 t) 
3 E t - Cl T2 e, ( 6b ) 

Fig. C-18: Free-body-diagram of ring and tube 
element 
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where p. denotes the shrinking pressure and e = T 2 - TIthe temperature 
difference. After the ring has been mounted and cooled to T1 , the circumferential 
extensions and hence strains in ( 6a,b ) must be equal, i.e., 

E ""1 = E ""2 
Substitution of ( 6a,b ) into (7) yields with ~ » 1: 

- 3 Et 
P = --cx e • 4 a T2 

We then calculate the circumferential strain from (6a) with ( 8 ) as 

3 E"" 1 = - 4" cx T2 9 , 

and with E""1 = ~, the shrinking measure b,. is determined as 

b,. = - ! a cx T2 9 

By substituting ( 9 ) into (5b) we obtain the boundary moment: 

~ Et + a cx T2 9 

a 2 a K, 
2K,2K + E tb 

(7) 

(8) 

(9 ) 

We are now able to calculate the circumferential membrane force N"" and the 
bending moment Mxx from (13.17c). For this purpose, the membrane solution wp 
of a circular cylindrical shell subjected to internal pressure has to be superposed. 
The total deformation then reads as follows: 

w = PEa: + 2::K [-: RcosK,~ + M(cosK,~ - SinK,O]e-l<e (10) 

M"" 
[N] 

600 

400 

200 

o 

-200 o 

\ 

'-,." 

0.2 0.4 

,........... 

/ 
/ 

V 

1000 

500 

- ~ 
o 

~ 

-500 
0.6 0.8 0 0.2 0.4 0.6 0.8 

Fig. C -19: Bending moment M xx a.nd circumferentia.l force N"" in the 
pressure tube 
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Now we replace R by (5a) and substitute it into the relation for the circumferen­
tial force N "" : 

N Et 21t2 ( . )-1« "" = a w = p a - -a- M cos It ~ + sm It ~ e (lla) 

From (13J7c) we obtain for the bending moment Mxx with R = - 2alt M (here 
opposite to the assumed direction of R) 

(llb) 

Fig. C-19 depicts the curves of the resultant moments and forces for the given 
numerical values. 

Finally, we calculate the stresses in the tube and the ring: 

- Tube 1 

Longitudinal stress: _ ± 6Mxx + ~ 
°XX!- t2 2t (12a) 

The second term in (12a) only applies for a tube closed at both ends, since in 
this case an additional longitudinal load occurs. 

Equation (llb ) substituted into ( 12a) yields the maximum stress 

o 
XXmax 

- 6 Mxx (~ = 0) + ~ = 6 M + ~ 
t 2 2 t t 2 2 t 

Circumferential stress: 

6 MXXl pa 21t2 ( .) -1« 
V -t-2- = -t- - at M cos It ~ + sm It ~ e ± 

From 

do",,! 
~=O 

we obtain 

Numerical values: 

- Ring 2 

Circumferential stress: 

Numerical value: 

± v 6 ~ (cos It ~ - sin It ~ ) e - I< ( 

t 

--+ ~ = 0.35 

Clxxma.x ~ 156 MPa , 

ClMma.x ~ 102 MPa . 

(12b) 



Exercise C-13-3: 

A pressure boiler made of steel 
consists of a circular cylindrical 
shell (radius a, wall thickness 
t) closed at each end by two 
semi-spherical shells (Fig. C-20). 
The boiler is subjected to a 
constant internal overpressure p 
(the deadweight of the boiler 
can be neglected). 

Determine the curves for the 
stress resultants both in the cy­
lindrical shell and the semi­
spherical shells. 
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Fig. C-20: Pressure boiler 

Numerical values: p = 10 MPa , a = 2 m , t = 0.1 m , 
5 1 

E = 2.1' 10 M Pa , v = "3 

Solution: 

Owing to the symmetry we only consider one half of the pressure boiler. As in 
the previous exercise C13-2, we partition the spherical shell from the cylindrical 
shell and mark the single loads according to the" 0 "-, "1 "- and" 2 "-systems in 
Fig. C-21. 

(0) (0) 
Ws we 

// iN..~~~TTl 
I . . 

........ __ -p-r----~----.P---.l + 
"0" - system 

(1) (1) 
Ws We (j-' ~t ---- I 
~-, I I 

,," 1 R 1 i 
-----!----! --------+ 

(2) (2) 
W .. ,We 

tJ"~~ ) (!--r-~----;i I. • M' . 
I I I 

+ -----l--)---------l 
"1" - system "2" - system 

Fig. C-21: Partitioning of the pressure boiler in subsystems 
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Here, the compatibility conditions for displacements and rotations at the interface 
become: 

(la) 

)( 0) + )(1) + )(2) (0) + (1) + (2) 
S S S )(c )(c )(c (lb) 

We substitute the single deformation values for the boundary loads (see Fig. 
C-21); the deformations of the" 0 "-system are membrane solutions of the cylin­
drical and the spherical shell: 

pa2 ( ) Ra3 Ma2 pa2 ( ) Ra3 Ma2 , (2a) 
2Et 1-'J -2K/l:3+ 2 K/l:2 = 2Et 2-'J +2K/l:3 +2K/l:2 

Eq. (2b ) immediately yields 

M = 0 

(2b) 

( 3a) 

Owing to the fact that the semi-sphere and the cylindrical shell exhibit the same 
deformation behaviour at their boundaries when subjected to boundary forces, 
and because no twisting angle )( of the boundaries occurs subject to internal 
compression, the compatibility of the deformations can be introduced by the 
transverse boundary forces alone. Eq. (2a) then leads to: 

R = _ pa 
8/1: 

(3b) 

The curves for the resultant forces as a function of ~ = x / a can be determined by 
means of the relations (13.17): 

N"" = pa(l- ! e-KecosKO Qx = ~: e-Ke(coSK~ - sinKO, 

pa 
Nxx = -2-

We then calculate the resultant forces in the semi-spheres by means of (13.18): 

N P a ( 1 -KW ) "" = -2- 1 +"2 e lcOSKW 1 ' 

Q __ pa - KWl( _. ) 
cp - 8)( e cos /I: WI sm K WI ' 

2 
M,nM = ~ e - K WI sin K W 

TT 8/1:2 1 ' 

pa 
Ncpcp ~ -2-

Fig. C-22 shows the behaviour of the stress resultants around the transition 
between the cylindrical and the semi-spherical shell. 
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0.2 
x[m] 

2 
x[m] 

membrane solution 

o 0.1 0.2 x[m] 
3 

NqICp N"" [10 N/mm] 

10000 

o x[m] 

Fig. C-22: Resultant forces and moments in cylindrical and semi-spherical shell 

Exercise C-13-4: 

A thin-walled circular cylindrical tube made of steel (radius a, wall thick­
ness t) as shown in Fig. C-23 is horizontally supported between two rigid 
walls in such a way that the cross-sections at both ends of the tube are 
completely clamped. 

Determine the stresses in the tube due to its specific deadweight (! g, after 
removal of the mounting equipment which ensures an initial stress-free 
state of the tube. Use the following numerical values: 

1 = 10 m , a = 1 m , t 
-2 

= 1·10 m , 

E = 2.1 . 105 MPa. II = 0.3 , 
4 3 

(! g = 8 . 10 N / m 



284 13 Bending theory of shells of revolution 

x, ~= i 
0-----'::": .......... +t .:.:.:.:.: . 

. :.:.: ... : .. : ..•.. :~:: .. :. . ......... . 
~::::::::: 

:::::::::: a t :tt~: 
:~:~:~:~:~ .......... . 

Illir·"-· _. -. -. _. - ~IIIII 
I 

Fig. C-23: Circular cylindrical tube clamped horizontally at both ends 

Solution: 

The complete solution is determined by superposition of a membrane solution 
(Ch. 12) and the solution of the boundary disturbance problem (Ch. 13). 

Membrane solution (denoted by superscript 0) 

Using the abbreviated notation y for the 
deadweight p g t per unit area of the mid­
surface, the following surface loads are act­
ing on the shell (see Fig. C-24). 

px = 0 

p" = y sin -& , 

p = -ycos-& Fig. C-24: Components of the dead­
weight within the shell 

We obtain the following resultant forces by substituting the loads into the equili­
brium conditions (12.14) and by defining ~ = ~ 

o N"" =-yacos-& , 

N~" = - ( 2 y a ~ + D1 ) sin -& , 

N~x = ( 'Y a ~2 + Dl ~ + D2 ) cos -& 

Based on {12.23} and (12.26) , we write 

u.e = ;t (Nxx - \I N"" ) 

v." + w = ;t (N"" - \I Nxx ) , 

_2(1+\I)a N 
- Et x" 

(la) 

(lb) 

(lc) 

(2a ) 

(2b) 

(2c) 
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Substituting (1 ) into ( 2 ) and integrating, we obtain the membrane displacements 

° a[ (e ) e ] u = ET 'Ya "3 + ,,~ + Dl 2" + Da ~ + D3 cos 3 (3a ) 

o a [ ( ~4 ~2 ) ( ~3 ) ~2 
v = E t 'Ya 12 - 2" ( 4 + 3,,) + D1 ""6 - 2 (1 + ,,) ~ + D2 2" + 

+ D3~ + D4 ]Sin3 

(3b) 

wo = _ ;t [ 'Y a (;; - ;2 ( 4 + ,,) + 1) + D1 (~3 - (2 + " ) ~) + 

+ Da (; +,,) + D3 ~ + D.] COB 3 
(3c ) 

The integration constants Di (i = 1, ... , 4) can only be determined from the 
complete solution of the problem. 

Bending solution (denoted by superscript 1 ) 

Since the membrane solution depends on the circumferential coordinate 3 via cos 3 
or sin 3, respectively, the bending solution of a shell clamped at its boundaries 
possesses terms with m = 1 only. The eigenvalue equation thus reduces to the fol­
lowing characteristic equation dealt with in detail in [ET2111.3.2 1 : 

A8 _2(2_,,)A6 +¥A4 =O (4) 

with the shell parameter k defined by (13.31d) . 

The characteristic equation has the roots 

2 /()2 1 _ ,,2 ./1 _ ,,2 ( )2 
A1,2 = 2 - " ± 2 -" - -r = 2 - " ± 1 -k- - 2 - " 

Since 1 k ,,2 » (2 - " )2, these roots may be approximated by 

(5) 

The characteristic equation (4) has four additional eigenvalues As, 6.7,8 = 0 . 
The corresponding solutions are already included in the membrane solution (3), 
and therefore they do not need to be considered in the homogeneous solution. 

The shell shall have a sufficient length so that no mutual influence of the boun­
dary disturbances occurs. We therefore exclusively consider the boundary ~ = 0, 
and by including (5 ) we obtain the following homogeneous solution: 

u1 - (A ei l'1e + A e-iI'1e)e-1'1ecoS3 
- 1 2 ' 

VI = (Bl ei l'le + B2e-il'le)e-l'lesin3 , 

wI = ( C1 ei 1'1 e + Ca e - i 1'1 e ) e -1'1 e cos 3 

(6) 
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The complex constants Aj, Bj, Cj (j = 1, 2) are coupled to each other via a ho­
mogeneous system of equations. The first equation (for m = 1, k « 1) yields 

( A~_1-\I)A.+ 1+\1 A.B. + \I AJ.CJ. = 0 
J 2 J 2 J J 

1 +\1 A.A. + (1 _ 1-\1 A~)B. + 
2 J J 2 J J 

and for j = 1 with Al = - tLl + i tLl' we obtain the following dependencies of the 
constants: 

Al = -4 [- 1 + 2 \I tL~ + i (1 + 2 \I tL~ ) 1 Cl = (Xl + i (X2 ) Cl ' 
4tLl 

Since A2 = - tLl - i tLl ' the conjugate complex relations for j = 2 follow as 

(7) 

(8) 

If we substitute (7) and (8) into (6), all displacements depend on Cl and C2 
only. 

Boundary conditions 

If we consider the boundary ~ = 0 only in the case of the membrane solution, 
the two boundary conditions for ~ = 0 and ~ = l/ a have to be replaced by two 
symmetry conditions for ~ = l/ 2a. We thus obtain from 

N~"C~) = 0 und uoC~) = 0 

with (1b ) and (3a) 

Dl = - '( 1 

The remaining four constants CI , C2 , D2 and D4 result from the four boundary 
conditions 

u(O) = uO ( 0) + ul ( 0 ) =0 

v(O) = vO ( 0) + vI ( 0 ) =0 

w (0) = wO ( 0) + wI ( 0 ) =0 

w,e( 0) = w ~e ( 0) + w ~e ( 0 ) =0 

After carrying out the numerical calculation with the given values we obtain the 
circumferential force as 

N"" = N~" + N~" = [ - 8 + ( 47.3 cos 12.9 ~ + 5.02 sin 12.9 0 e- 12.ge 1 cos.& . 
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Fif· C-25 shows the membrane forces according to (1) and the bending moments 
Mxx und M~~ acting along the top longitudinal line ~ = 0 of the shell. One can 
see how fast the bending disturbance has decayed already at a distance of '" 0.4 
m from the boundary. The stresses are calculated from 

N"" 6M"" 
Cl~~ = -t- ± t"2 

... ~ It I ~ .. 
[--- ]a- - - t -------j 

.... of / ' .. ... 

I 
o 

~------~------~----~------~150 Nxx 

100 [N/m] 
50 
o 

~~::t~~::::::::~e::s;t -50 :--+- -80 

Ml 
xx 

[N] 5 

o I ~ 
Ml 

~ 

70il 
0.2 0.3 0.4 0.5 x 

I 
[m] 

-5 

-10 

-15 
1 

MiH} 
[N] 

40'~~~--~----~--~---

20~--~----~--~----+---~ 

0~--4-~~=-~--~---+---
0.1 0.2 0.3 0.4 0.5 x [m] 

-20~--~----~--~--~--~ 

(9) 

Fig. C-25: Membrane forces and bending moments along the top longitudinal line 
of the cylindrical tube under deadweight 



288 13 Bending theory of shells of revolution 

The maximum stresses at the boundary are due to (9 ) 

dXxmax = 1.31 (±) 0.92 = 2.23 MPa , 

d""max = 0.39 (±) 0.28 = 0.67 MPa 

The numerical values show that both the longitudinal and the circumferential 
stresses due to the boundary disturbances are of similar magnitude as the mem­
brane stresses. 

Exercise C-13-5: 

A circular cylindrical shell (a, I = 4 a , 
t = a / 400) is subjected to a constant 
external pressure p (Fig. C-26). 

Formulate the basic equation for shell 
buckling in analogy with the basic 
equation of plate buckling ( see 
(1017)). 

Determine then the critical load for 
the special case of a shell which IS 

simply supported at both ends. 

Solution: 

a 

p 

: ~= ~i 
~MI· ..... t 

:.:.:.:.: 

Fig. C-26: Circular cylindrical shell 
under external pressure 

We proceed from the simplified basic equations for a shear-rigid shell (DON­
NELL's theory). Before buckling the initial stress state prevails within the shell 

Nyy = -pa (1 ) 

At buckling the component Nyy w."" must be included in the equilibrium condi­
tion in the radial direction of the deformed shell . Then, u and v can be eliminat­
ed, and we obtain in analogy with (13.39) 

(2) 

as the basic equation of shell buckling under external pressure. 

In order to determine the critical load, we put the coordinate x in the centre of 
the cylinder. The approximation 

w = Wcos~cos; (m,n = 1,2,3 ... ) (3) 
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fulfills the boundary conditions of the simply supported shell in the longitudinal 
direction 

and the condition of periodicity in the circumferential direction 

w(27ta) = w(O) (4) 

By substituting (3) into (2) and by defining A = T' we obtain the relation 
for the critical load as 

or with - pa 
P=l) 

(5a) 

(5b) 

We now have to determine that combination of m and n for which p has the 
smallest value. We can immediately see from (5b) that A will attain its smallest 
value for m = 1. The shell therefore buckles with one wave in the longitudinal 
direction. 

Assuming that 

we obtain 

_ A2 _ ( 7ta )2 
ex-~- fir 

- 2 2 2 ex2 
p=kn (1+ex) +(1-\1) 2( )2 = 

n 1+ex 

(6a) 

Assuming that many waves occur in the circumferential direction (n» 1 ), then it 
is valid for long shells I » a that 

ex«1, 

and ( Sa) then reduces to 

_ 1-\l2( kA4 1 3) 
P = ~ 1-\12 a + ex (6b) 

The minimum value follows by differentiating p 

(7) 

Substituting ( 7) into (6b ) yields after elementary re-transformations : 

( 2 )3/4 
Perit = p (ex·) = ~.1..3 7tl V 3 (1 - \1 2) ~ 

1-\1 ~a 
(8a) 

or with \I = 0.3 

( t )5/2 
Perit ~ 0.92 Eta (8b) 
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Eq. (7) delivers the corresponding number of waves as 

_. -~ - ~ V k 2 '" 7 3 a fa 
... - n2 - A 3(1-v2) - n '" . TV t 

Using the given numerical values l = 4 a and t = 80/400, we obtain 

n2 ~ 7.3i/400 = 36.5 n = 6.04 and Perit ~ 7.19 E· 10-8 MPa 

Owing to the necessary periodicity in the circumferential direction, the following 
adjacent integer number at buckling is n = 6 j in the numerical example follows 
ct· ~ 0.017 and therefore « 1. 

Exercise C-13-6: 

Determine the eigenfrequencies of the free vibrations of a circular cylindri­
cal shell with simply supported ends as shown in Fig. C-26 (without exter­
nal pressure p). Assume small vibration amplitudes (linear theory) and 
solve the exercise using DONNELL's theory. 

Note: The coordinate system has in this case been moved to the lower 
boundary. 

Solution: 

In order to treat the circular cylindrical shell, the basic equations (13.31) are sim­
plified in accordance with DONNELL's theory (see (13.38)) : 

802 Px I-v 1 +v 
u.{{ + -2- u."" + -2- v.{" + vw.{ = --D-- (180 ) 

l+v I-v 
-2- u.{" + v."" + -2- v .{{ + w." (lb) 

v u.{ + v." + w + k L::. L::. w ~ 
D 

(lc) 

As "loadings" we write D'ALEMBERT's inertia forces: 

a 2 u a 2 v a 2 w p =-pt-- p =-pt-- p=-pt--
x at2 y at2 at2 

(2 ) 

where p denotes the mass density and t the time (t is introduced in order to 
avoid confusion with the wall-thickness t). This approximate theory neglects the 
rotational inertia of the shell; its consideration would result in additional, very 
high frequencies, whereas its influence on the lower frequencies considered here is 
negligible (see [C.21, C.22 , C.23j ) . 

The eigenfrequencies are determined via separation of variables: 

u = u(x,rp )sinllH , 

v = V ( x , rp ) sin w t , 

w = w ( x , rp ) sin w t . 

} (3 ) 
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Substitution of (3) into (1 a, b , c) and (2) yields elimination of time, and we 
obtain the equations 

A- - I-v- 1+v- -
u + u,ee + -2- u + -2-v,e + vW,e = 0 , 

1+v- ,- 1-v- -­
-2- u,e + "v + -2- v,ee + v + w 

vii + v,e - AW + k!:::,.!:::,.w 

with the frequency parameter 

A = pa2 (1 - v 2 ) (,)2 
E 

=0 

=0 
} (4) 

(5) 

In (4), il, v, Vi are position functions il( x , cp ), etc. The following assumption 
regarding the form of these functions 

- U -x u = cos n cp cos m a; , 

v = V sin n cp sin iii ~ , } (6) 

- W . - x ·th - m 7t a w= cosncpsmma; Wl m=--l-

fulfills all boundary conditions for a shell with simply supported ends 
( Vii = V = Mx = N x = 0 for x = 0 and x = l). Substitution into ( 4) yields a ho­
mogeneous system of equations for the unknown amplitudes U, V, W. By setting 
the determinant of the coefficients equal to zero, one obtains the characteristic 
equation of an eigenvalue problem 

A 3 - AA 2 + BA - C = 0 , (7) 

where the coefficients A, B, and C depend on the dimensions of the shell as well 
asonmandn. 

Numerical evaluation of ( 7) shows that each pair of values of m and n defines 
one lower and two higher eigenvalues which exceed the lower ones by powers of 
ten. The technically relevant lower eigenvalue can thus be approximated from ( 7): 

Al = ~ (8) 

The numerical values additionally show that Al is associated with a pronounced 
transverse vibration (W » U, V ), while longitudinal vibrations are associated 
with A2 and A3 (U,V» W). Based upon this observation, the lowest frequency 
can be governed by a single formula. 

If the amplitudes U and V are very small, the terms of inertia forces in the lon­
gitudinal and circumferential direction can be neglected in equation (4). Conse­
quently, the displacements u and v can be eliminated from the first two equations, 
using the same procedure as in (13.38). Thereby, (13.39) is augmented by the w­
inertia term, and we obtain considering the vibration approach 

k !:::"!:::"!:::"!:::"Vi + (1 - v 2 ) Vi IV - A!:::,.!:::,. Vi = 0 (9 ) 

With (6) this yields an approximation for the lowest eigenfrequency: 

( 2) iii 4 (-2 2)2 Al = 1 - v ( _ 2 2) 2 + k m + n 
m + n 

(10 ) 

The results according to ( 8) and (10) are numerically almost identical. 
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The eigenfrequency equation (10) consists of two termes, where the first stems 
from extensional vibrations and the second from bending vibrations. Fig. C-27 
presents a numerica.l example, where both terms are drawn separately in depen­
dence on n. The curves clearly illustrate that for a sma.ll number n of circumfe­
rential waves extensional vibrations predominantly occur, and for large n ben­
ding vibrations, respectively. Close to the minimum, the two terms are approxi­
mately equal. Therefore, no further simplifica.tions must be performed for the 
simply supported shell. Elimination of the first term in (9), for instance, ca.nnot 
be admitted since this would correspond to an inextensiona.l vibration. If defor­
mations which are incompatible with the assumption of inextensiona.l bending are 
prescribed at the boundary, bending and extension will act jointly, and thus have 
to be considered by a complete shell theory. 

The minimum of Al ca.n be ca.lculated by a formula. Eq. (10) implies that Al in­
creases with m. It attains its smallest value for m = 1, i.e. the shell vibrates 
with one wave in the longitudinal direction. Al then only depends on n. If the 
actually discrete number of waves n is assumed to be continuous, (10) ca.n be 
differentiated with respect to n: 

dAl 2 ffi 4 

d(ffi2+ n2)2 = -(1- v ) (ffi2+ n 2)4 + k = 0 

It follows that 

(ffi2 + n 2)2 = ffi2 ~ 

A 
1.6 

1.4 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 
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~ 
\ 
\ , 

\ 

~ 
~ kAl=As+~ ---:::: ~ 

At, = k(m2 + n2~ ....". 
~~ (1_V2)m4 

-' I VP ............... ~(m+n2)2 
-1 I' 

5 6 7 8 9 10 11 12 13 n 

Fig. C-27: Lowest eigenfrequency of a simply supported cylindrica.l shell 

(11 ) 
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Substitution yields (the two terms in (10) result in the same value) 

or, with the frequency parameter 

(12 ) 

This proves that the lowest frequency depends on all dimensions and on the ma­
terial data. From (11) we determine the number of waves n assigned to the mini­
mum. In practice, the adjacent integer value of n would occur. In our example, 
the shell vibrates with nine circumferential waves; using the given numerical 
values, (11) would give the value n = 9.22. 

For a shell with free boundaries, inextensional bending may be assumed as a pos­
sible vibration mode. For this case, Lord RAYLEIGH determined, by equalling ki­
netic and elastic energy, that 

n2 (n2 _ 1)2 
A = k --'-;:------<-­

n 2 + 1 
(13 ) 

We obtain the same result by defining m __ 0 in (10). Here, the differences in 
dependence on n are a result of the DONNELL simplifications. For larger n, 
these differences are unimportant (A = k . n 4) . 

Exercise C-14-1: 

A spherical cap (Fig. C-28) is extended over a circular base (radius ro ' 
ro« a), and is assumed to be subjected to a constant surface pressure 
load p. The height of the cap is given as f. 

z 
F 

Fig. C-28: Spherical cap over a circular base 
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As ro « a, the mid-surface of the spherical cap can be approximated by 

2 + 2 2 
z(r)~f-~ = f- _r_ (1) 

2a 2a ' 
. l' h . 1 Imp ymg constant curvatures everyw ere, l.e. K, = K, = - -

x Y a 

a) State the differential equation and obtain the solution of the homo­
geneous equation for an axisymmetrical problem. 

b) Calculate the deflection of the shallow spherical cap when subjected to 
a concentrated force F at the top point and assuming that r ~ o. 

Solution: 

a) With the given assumptions, the system of differential equations {14.9} reads 

!:::,.!:::,. w + _1 !:::,.(J) = E. 
Ka K 

Et !:::,.!:::,.(J)--!:::,.w=O 
a 

We now multiply ( 2b ) by a factor ).. and add it to (2a). We thus obtain 

!:::,.!:::,. (w + )..(J») - ~ ).. !:::,. (w - _1 - (J») = E-
- a )..EtK K 

(2a) 

(2b) 

(3) 

If the underscored terms in (3) are equal, one can formulate a differential equa­
tion for 

Introducing i as the imaginary unit, we write 

).. = ~ /12 (1 - V 2 ) 
Et 

With the abbreviation k we obtain 

Et . 
-).. = _1_ /12 (1 _ v2 ) = i k2 
a ta 

By (5b ) and (4), (3) transforms into 

I . 

( 4) 

(5a) 

(5b) 

(6) 

Here, our considerations will be restricted to the homogeneous solution of ( 6 ). 
Then, the differential equation can be split as follows: 

(7 ) 

In the present case it is sensible to use polar coordinates owing to the axisym­
metry of shell and load. The LAPLACE-operator is then independent of the 
angular coordinate 3 and hence 
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b. = ~ + .!...i_ 
dr2 r dr 

We can thus determine partial solutions from the two differential equations: 

b.F =0 

b.F - ik2 F = 0 

The solution to (8a) can be stated immediately as 

F 1 = Cl + C2 ln r , 

while (8b ) is a BESSEL differential equation [B.3] of the form 

d2F + ! dF _ ik2 F = 0 
dr2 r dr 

(8a) 

(8b) 

(9a) 

(10 ) 

Solutions to (10) are modified cylinder functions of first and second type, 

10 ( k r Ii ) and Ko ( k r Ii ), respectively, that are linearly independent [B.3j: 

(9b) 

where C3 and C. are complex constants. 

According to KELVIN, two new functions ber ( k r) and bei ( k r) can be 
introduced that correspond to the real and the imaginary part of 10 ( k r Ii ), 
respectively, as well as the functions ker (k r) and kei (k r) which are equal to 
the real and imaginary part of Ko ( k r Ii ) [B.3j: 

10 ( k r Ii ) = ber ( k r ) + i bei ( k r) '. } 
(11 ) 

Ko(krli) = ker(kr) + ikei(kr) 

The reader is referred to standard tables, e.g. [B.3j, for graphs of the KELVIN 
functions. 

The general solution to (6) then consists of a linear combination of F 1 according 
to (9a) and of F 2 according to (9b ). If we substitute the solution into (4) and 
compare the coefficients, considering the complex constants, we obtain from (11) 
the following terms for the bending wand for AIRY's stress function ell: 

w = Bl ber ( k r) + B2 bei ( k r ) + B3 ker ( k r ) + 

+ B4 kei (k r ) + Bs + B6ln r , 

2 

ell = E t [ _ Bl bei ( k r) + B2 ber ( k r ) - B3 kei ( k r) + 
/12(1 - \)2) 

(12a) 

+ B4 ker (k r ) + B7 + Bsln r 1 ' (12b ) 

where B1 .•• Bs are real constants. 
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b} In the following, the deformation in the middle of the shallow spherica.l ca.p 
shall be considered. For this purpose it is assumed that the bounda.ry of the 
shell is very remote from the top point (r -+ 00 ), and that the displacement w 
and its higher derivatives vanish at the boundary. 
Under the given assumptions we write for r -+ 00 (d / dr S! ( ) ,r ) : 

w=w =w =0. ,r ,rr ( 13a ) 

In a.ddition, for r = 0 , i.e. at the top point 

W, w,r ' Nrr , N'P'P have to be finite. (13b) 

The concentrated force F at the top point ( r = 0) is equilibrated by a tota.l verti­
ca.l shear force V z along any circle of radius r. Thus, 

F Vz = -2- , (14) 
7rr 

where 

After evalua.tion of all conditions, we obta.in the consta.nts as follows: 

B _ Fa b2 (1 - v 2 ) 

8 - 27r E t 2 

The deflection function then reads 

Fa b2 (1 - v 2 ) k' (k ) w=-- el r 
27r E t 2 

( 15a ) 

The maximum deflection occurs at the top point where the load acts. For r = 0 
we have kei ( 0) = - 7r /4. This yields: 

_ 11 ( 2) Fa wmax - - -4 3 1 - v -2-
Et 

(15b) 

In his fundamenta.l papers, REISSNER has treated problems of shallow spherica.l 
shells with a number of load ca.ses. For further deta.ils refer to [C.20 1 . 

Exercise C-14-2: 

The eigenfrequencies of a hypar shell projected against a rectangular base 
(Fig. C -29) shall be determined. The distance f between base and shell is 
assumed to be small. 

a) Set up the fundamental equations for the eigenfrequencies. 

b) Which eigenfrequencies appear for the special case of a simply sup­
ported shell? Derive an approximate formula for the lowest frequency. 



C Curved load-bearing structures 

C.l Definitions - Formulas - Concepts 

11 General fundamentals of shells 

11.1 Surface theory - description of shells 

11.1.1 Representation of surfaces 

We assume that there exist one-to-one relationships between the curvilinear 
coordinates (GAUSSIAN surface parameters) ~ (a == 1, 2) and the Cartesi­
an coordinates xi (i == 1, 2 , 3) of the points P of a surface (Fig. 11.1). This 
correlation is expressed by 

(l1Ja) 
or, in vector notation with the position vector r of a point on the surface 
[C.5,C.n] as 

(l1Jb) 

Differentiability with continuous first derivatives is assumed along with 
non-singularity of the JACOBIAN matrix ( functional matrix) : 

oX 
1 

ox 2 ox 
3 

oxi oe oe oe 
(11.2) J==-== at: ox 1 ox 2 ox 3 

oe oe oe 
3 x 

Fig. 11.1: Definition of the parametric representation of a surface 

H. Eschenauer et al., Applied Structural Mechanics
© Springer-Verlag Berlin Heidelberg 1997
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If e = const for variable e, (11.1b) describes space curves embedded on 
the surface, and these curves are called e-lines. In analogy, with e = 
const, one obtains e-lines. These e- and e-lines constitute a curvilinear 
coordinate mesh on the surface (Fig. 11.1). 

a) Surfaces of revolution 

Definition 1: One obtains a surface of revolution (Fig. 11.2), if a two-di­
mensional curve m positioned in the xl, x3 - plane (x2 = 0) 

1 2 3 3) x=r,x=O,x=x(r 

is rotated around the x3_ axis as axis of revolution. 

Using the polar coordinates {l == r , {2 == {} as GAUSSIAN parameters, the 
vector r reads: 

r =r (r, {}) = r cos {} el + r sin {} e 2 + x3 (r ) e 3 

or according to (l1.1b) 

1 
= r cos {} x 

} 2 = r sin {} x 
3 = x3 (r) x 

(l1.~a) 

(ll.~b) 

Note: In (11.~ a,b), r describes the projection of r and not its value. The 
r -lines ( {} = const) are called meridional curves; for {} = 0 we ob­
tain the zero-meridian m. The {} - lines (r = const) are called pa­
rallels of latitude. Both types of lines cover the surface with an 
orthogonal parametrical mesh (Fig.11.2). 

Special case: 

- Spherical surface 

If the meridional curve {} = 0 of a surface of revolution is chosen as a 
circle with the radius a and centre point in the origin (Fig. 11.3), a sphere 
is described. After introducing an angle cp, one obtains 

1 . 
X = asmcp 3 

X = a cos cp . (11.4 a) 

The position vector r of the spherical surface then reads: 

r = r ( cp , {}) = (a sin cp ) cos {} e 1 + (a sin cp ) sin {} e 2 + a cos cp e 3 ( 11.4 b) 

with the components 

Xl = (a sin cp ) cos {} , x2 = (a sin cp ) sin {} , x3 = a cos cp . (11..1,. c) 
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I 
X ~ 

Fig. 11.2: Generation of a surface 
of revolution 

Xl 

3 
X 

Fig. 11.3: Parameters of a 
spherical surface 

On the surface of the earth, the geographical 'P, -6-coordinate system is ge­

nerally applied, where cp = ; - cp denotes the latitude and -6 the longitude 

of a respective point. The circle of latitude 'P = 0 describes the equator. 

b) Ruled surfaces 

Definition 2: The term ruled surface (derived from "surface n~glee" = 
linear surface) or radial surface denotes each surface generat­
ed by moving a straight line g along a guide-line d (direc­
trix) (Fig. 11.4). The single positions of the straight line are 
called the generatrices g of the ruled surface. 

generatrix g 

Fig. 11.4: Generation of a ruled 
surface 

Fig. 11.5: Skew hyperbolical 
paraboloid surface 
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Such a movement can be described by defining the path y = y ( e) of a 
point Po of the straight line, and a unit vector z ( {1) which points in the 
direction of the straight line. The ruled surface is then formulated as 

(11.5 ) 

where e is the distance of a point P on the surface (Fig. 11.4) to the point 
Po of intersection of the inherent generatrix g and the directrix d. 

For this purpose, it is assumed that 

~1 xz= y 1 xz i= 0, 
d{ , 

i.e. the generatrix must not point into the direction of the directrix. The 
e -lines (e = const ) are the linear generatrices of the surface. According to 
( 11.5) the directrix r ( e , 0) = y ( e ) occurs for e = 0 in the family of the 
e -lines ( e = const ). 

Special cases: 

- Cylindrical surfaces 

We obtain a special type of a ruled surface if all generatrices are parallel to 
each other, and if thus the vector z is constant. In this case equation (11.5) 
reads: 

(11.6 ) 

Surfaces of this type are called cylindrical surfaces. Depending on the form of 
the directrices we obtain different types of cylinder surfaces, e.g. elliptical cy­
linder surface: 

y ( .,') ) = a cos.,') e 1 + b sin.,') e 2 and z = e 3 . (11.7 ) 

- Skew hyperbolical paraboloid surface 

A so-called skew hyperbolic paraboloid is generated according to Fig. 11.5 by 
moving the straight line g along the x1- or x2 -axis, respectively, as genera­
trices. Here, one also uses the term conoid surface, the explicit representation 
of which reads: 

3 f 1 2 
X =--x x 

ab 

The parametrical representation of this surface is 

'" 1 2 f 12 r=r(e )=e e 1 + e e 2 + ab e e e 3 

with the dimensions a, b and the height f ( Fig. 11.5). 

(11.8 a) 

(11.8 b) 
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Fig. U6: Generation of a. translation 
surface 

c) Translation or sliding surfaces 

Definition 9: A translation or sliding surface is generated by a parallel dis­
placement of one curve g along a second, a so-called guide 
curve or directrix d. This surface can be described as follows: 

r = r ((") = y ( e1 ) + z ( e) , {11.9a} 

where the curves shifted in parallel are called the generatric­
es g or sliding curves of the translation surface (Fig. 11.6). 
In a more extended definition (e ---+ ("). translation surfaces 
are represented by 

r = r (t') = y ( e1 ) + z ( (" ) {11.9b} 

11.1.2 Fundamental quantities of first and second order 

Base vectors on the surface 

or a =--=r Ct o~ ,Ct {11.10} 

The base vectors aCt are lying in the tangential plane which touches the 
surface at a point with the position vector r ((") (Fig. 11.7a). From the 
base vectors (covariant surface tensors of order one) one obtains, in analo­
gy to {2.1 a}, the components of the covariant metric tensor or surface ten-
sor. 

Components of the covariant metric or surface tensor 

Fundamental quantities of first order - first fundamental form of surface 
theory -

{1111} 



204 11 General fundamentals of shells 

a) 

Fig. 117: Covariant and contravariant base vectors 

Determinant of the surface tensor 

Length of an arc element 

ds = / ao:f3 eO: ef3 dt 

(t = curve parameter, (') == d / d t ) . 

Area of a surface element 

Contravariant components of the surface tensor from (2.Sc) 

a a 'Yf3 = 6f3 
0:"1 0: 

Contravariant base vectors (Fig. 11. 7b ) 

af3 = af3 "I a 
"I 

Unit vector perpendicular to the surface (Fig. 11.8) 

a1 x ~ 

a 3 = i a 1 x a 2 i 

~1 

b) 

(11.12) 

(11.13) 

(11.14) 

(11.1Sa) 

(11.1Sb) 

(11.16) 

Fundamental quantities of second order (Fig. 11.8) - tensor of curvature 

(11.17) 

with the curvature components (11.18) 
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Fig. 1L8: Curvature of a surface 

Determinant of the tensor of curvature 

Curvature in a point of a curve of the surface 

ba,B dt dt 
a a/3 dt' d~/3 

Characteristic equation for principal curvatures I\,i (i = 1,2) 

1\,2 - b a/3 at> I\, + ~ = 1\,2 - 2 H I\, + K = 0 
af' a 

Invariants 

H - ~ a/3 b - ~ b a/3 - ba 
- 2 a a/3 - 2 aa/3 - a mean curvature , 

(11.19 ) 

(11.20 ) 

(11.21) 

(11.22a) 

GAUSSIAN curvature . (11.22b) 

CHRISTOFFEL symbols in surface theory 

Special cases: r;3 = - b; , 
3 

r a/3 = ba /3 ' 

GAUSS-WEINGARTEN derivative equations 

or 

aa,/3 = r:/3 a'Y + ba/3 a 3 

aal/3 = b a/3 a 3 ' 

a 3,a = - b~a/3 

(11.23a) 

I (11.23b) 

} (11.24) 
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Example: Application to surfaces of revolution 

Referring to Fig. 11.9, the arc length s and the angle f} are chosen as 

GAUSSIAN surface parameters ---+ {l ~ S {2 ~ f} . 

According to (ll.Sa) the parametric representation of the surfaces of revo­
lution then reads: 

r ( s , f}) = r ( s ) cos f} e 1 + r ( s ) sin f} e 2 + Z ( S ) e 3 

With (11.10) the covariant base vectors result as 

} 

(11.25) 

(11.26) 

where the derivatives with respect to s are denoted by a/as "'" ( ) ,s and 
a / of} ~ () ,-6. Accordingly, ~ is parallel to the Xl, x2 - plane. 

With 

222 
( dr) + (dz) = (ds) 

2 2 
or r,s + z,s = 1 

the derivative of z is 

(11.27) 

With the chosen measuring direction of s , z decreases with increasing s, 
i.e., z ,s < 0 . Thus, the negative sign is valid for z. 

meridian 
'6 =const 

2 
X Fig. 119: Coordinates at a surface of 

revolution 
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The components of the covariant metric tensor then become 

2 2 2.2 2 2 2 
au = 8 1 . 8 1 = r,8 cos '19 + r,8 SIn '19 + Z,B = r,8 + Z,8 = 1 , 

a12 = 8 1 ' 8 2 = r,.cos'l9(-rsin'l9) + r,8sin'l9(rcos'l9) = a21 = 0 , 

2.2 2 2 2 
a22 = 8 2 . 8 2 = r sm '19 + r cos '19 = r 

Thus, one obtains 

(11.28 ) 

Due to a12 = a21 = 0, the coordinate lines intersect each other perpendicu­
larly; i.e. sand '19 form an orthogonal system. 

By means of the determinant 

2 
=r 

the contravariant metric tensor can be calculated by inversion 

(11.29) 

(11.30 ) 

In order to determine the curvature tensor, the derivatives of the base vec­
tors are required: 

We obtain from the scalar triple product (11.18) 

r ,88 cos '19 r ,88 sin '19 Z,S8 
1 

r,8 cos '19 r,. sin '19 bu =- Z,8 r 
- rsin '19 r cos '19 0 
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or after differentiation of {11.£7} with 

z ,sa 
r,a r,u 

2 

= r /1 _ 2 + r,a r,sa 
,88 r,8 / 1 - r 2 

,a / 1 - r 2 
,a 

r 
,88 

The other components are analogously determined as: 

r/BI o 
{I1.SIa} 

-r /1 -r~a 

or the mixed tensor of curvature 

r ,aa o 
{II.SIb} 

o r 

and 

b=lbfJl=-r r Q' ,88 
{I1.S2} 

Since a12 = a21 as well as b12 = b21 vanish, the coordinate lines are also 

curvature lines, i.e. lines with extremal curvature. 

The mean curvature results from (11'£2a) as 

rr +r2-1 
,88,S {l1.33a} 

2r!l-r 2 
,s 

and the GAUSSIAN curvature follows from {II.22b} 

{I1.33b} 

The CHRISTOFFEL symbols are determined by means of {II.2Sa}. We ob­
tain for instance: 

111>. III r 22 = "2 a (a2),,2 + a>'2,2 - a22 ,>.) = - 2 a a22 ,1 = 

1 d 2 
= -"2 ds (r ) = - r r,B 



11.2 Basic theory of shells 209 

The further values are written without detailed calculation using (11.£3a): 

1 [ 0 
-:, 1 (r;') = [: :] , (raP) = 0 

,8 -L! 
r 

(11.34a) 

[ ',. 0 

(r a ) = /1 - r2 ap ,8 

0 -r /1 - r2 
,8 

r , .. 0 
(11.34b) 

(r;a) = /1 - r2 
,I 

/1 - r2 
0 

,I 

r 

11.2 Basic theory of shells [C.9, C.lO, C.11, C.12, C.14, C.17 ,C.18, C.19] 

Geometry of shells 

The shell continuum according to Fig. 11.10 is described by means of the 
mid-surface of the shell which halves the shell thickness t at each point. 
The shell space is presented by the GAUSSIAN surface parameters t.'" of 
the mid-surface, and by a coordinate ( perpendicular to the mid-surface. 

Position vector rp of an arbitrary point P of the shell space: 

Covariant base in the three-dimensional space: 

Eq. (11.36) with (11.35) and (11.24) yields: 

fl' =(op -l'bP)a =II. P a 
Oat a .. a P t"'a fJ ' 

ga=aa' 
} 

(11.35) 

(11.36) 

(11.37) 

The three-dimensional base gi is transformed into the base aa of the mid­
surface by means of the shell tensor or shell shifter J.L! introduced by 
NAGHDI [C.17]. 
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1 
X 

mid-surface 

~1 

Fig. lL10: Coordinates and base vectors 

Contravariant base in the three-dimensional space: 

'" (-1)'" (3 g = J.L (3a , } 3 3 
g = a 

Determinant J.L of the shell tensor: 

=1-2H(+K(2, 

(lUJ8) 

(11.39a) 

where H is the mean curvature, and K is the GAUSSIAN measure of cur­
vature (l1.22a,b). The latter expression also denotes the ratio between the 
space metric g and the surface metric a [ET 1,2] , i.e., 

(11.39b) 
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Kinematics of a shell continuum 

According to Fig. 11.11, the base point Po on the mid-surface of the shell 
allocated to P is transformed into Po (the state of deformation is denoted 
by ~). 

The position vector r;, consists of the following parts: 

fp(e~,() = rp(e~,() + vp(e~,() 

with the vector of displacement v p 

v p ( e~ ,() = v ( e~) + (w ( e~ ) 

(11.40a) 

(11.40b) 

The total distortion (normal rotation and shear deformation) is described 
by the vector w ( e~ ) . 
The following assumptions are made: 

a) Plane cross sections remain plane after loading (see (11.40b)). 

b) Normal stresses 7 33 in the (- direction are neglected (thin-walled 
shell), i.e. 'Y 33 = o. 

Displacements of a shear-elastic shell are described by five independent 
components v ~, w, and w ~: 

v = (v~ + (w~)a~ + wa3 . ( 11.41) 

This relation ~enotes a spa.ce tensor. Its components Vi are referred to the 
spa.tial base g 1 at the point P of the undeformed shell. 

Fig. 11.11: Kinematics of the shell continuum 
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Strain tensor 

CAUCHY -GREEN's strain tensor according to (4.12b) limited to small 
strains (linear theory): 

~.. = 21 (~·I· + ~ ·1· ) ( 11.42 ) 1J 1J J1 

After transformation to the mid-surface of the shell we obtain 

cxO/f3 = ; (v 0/1f3 + v f310/ - 2 bO/f3 w ) 

co Normal and shear strains of the mid-surface of the shell i 

(30/f3 = ; (w 0/1f3 + w f310/ - b! velf3 - b~ velO/ + 2b! bef3 w) 

co Alterations of curvature and torsion i 

l' 30/ = ; (w 0/ + w,O/ + b~ ve ) 

co Shear strains . 

Stress Resultants 

(11.43) 

(11.44) 

(11.45) 

In analogy to the plate problem, the three-dimensional shell problem is re­
duced to a two-dimensional problem of the mid-surface of the shell. Resul­
tant forces and moments are introduced instead of the stresses which are 
obtained by integrating the stresses over the shell thickness. 

Memb<ano fo"" N"" ~ 7: ": ," d( , (11.,60) 

- t/2 

T,an...,,,e ,heac fo,,", Q' ~7: ,a' d( , (It,6b) 

- t/2 

Moments if' ~7:": ,a, (<I( (11.46c) 

- t/2 

NO/f3 d 0/f3 . f3 an Mare nonsymmetncal because of J.L e . 

In the theory of shallow shells one can approximate J.L: ~ 8: ' i.e., 

if' ~+ I: ,"(d( , (11~70) 
- t/2 

+ 12 N 0/f3 = J.L rO/f3 de (11.47b ) 

- t/2 
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'" OIfJ N is called the symmetrical "pseudo" tensor of resultant membrane 
forces, and it is valid that 

N OIfJ = NOIfJ + bfJ MOl e {11.48 } 
e 

Equilibrium conditions [ET 2] 

N0I/l- QOIb~ + I = 0 (11.48a) 

- two equilibrium conditions of the resultant forces in the mid-surface; 

(11.48b) 

~ equilibrium conditions of forces perpendicular to the mid-surface; 

~ two equilibrium conditions of the resultant moments. 

Constitutive equations for isotropic shells [G5] 

N OIfJ = D HOIfJ-yo a 0 -y , 

QOI G t OIfJ 
= a 'YfJ ' 

MOIfJ = K Ho:fJ-yo f3-yo 

with strain stiffness D 
Et 

1="7 

bending stiffness K 
E t3 

12 ( 1 _ /1 2 ) 
, 

shear stiffness Gt = Et 
2(1+/1) , 

and the elasticity tensor 

HOIfJ-YO 1 - /I ( OI-y fJo + 010 fJ-y + 2 /I OIfJ -yo) = -- a a a a --a a 
2 1 - /I 

11.3 Shear-rigid shells with weak curvature 

Here, the following additional assumption is made: 

(11.48c) 

(11.49a) 

(11.49b) 

(11.49c) 

(11.49d) 

(11.4ge) 

The shear deformation due to transverse forces is neglected. This 
means that points lying on a normal to the undeformed mid-surface 
after deformation lie on a normal to the deformed mid-surface (nor­
mal hypothesis). 
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This is one of the principle assumptions behind BERNOULLI's beam the­
ory and KIRCHHOFF's plate theory (see Chapters 9, 10). It follows that 

"fOt3 = ; (WOt + W,Ot + b~ ve ) = 0 -+ WOt = -W,Ot - b~ ve· {11.50a} 

Furthermore, for thin shells NOtP is substituted by NOt.B, that means 

(11.50b) 

A similar simplification is valid for the curvatures according to {11.44}: 

{3Ot.B ;::; ; ( w OtI.B + w plJ = - [ WIOt.B + ; (b~ ve )Ip + ; (b~ ve )IOt]:::: KOt.B· 

( 11.51) 

Neglecting the terms with b~ in (11.48a) and (11.51) leads to the basic 
equations: 

- Equilibrium conditions (11.48a,b,c) 

NOt.BIOt + l = 0 , 

Otl Ot.B Q Ot + N bOt.B + p = 0 , 

MOt.BIOt - qP = 0 

- Strain-displacement relations (11.43, 11.44) 

CiOt.B = ; (v Otlp + v.BIOt - 2 bOtP w) , 

KOtp = f! Ot.B ;::; - WIOt.B . 

- Constitutive equations (11.49 a,c) 

NOt.B = D HOt.B10 Ci c 

'Yu ' } 

( 11.52) 

} (11.53 ) 

(11.54 ) 

Equations (11.52), (11.53) and (11.54) for the shear-rigid shell provide 3 + 
3 + 3 + 6 = 15 relations for the determination of the 3 NOt/9 + 3 MOt.B + 
3 CiOt.B + 3 f! Ot.B + 2 v Ot + w = 15 unknowns. 

12 Membrane theory of shells 

12.1 General basic equations 

Assumption: The stresses rOt.B are uniformly distributed over the thick­
ness, i.e. only so-called membrane forces occur, but no bend­
ing moments and no shear forces are found. 
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ory and KIRCHHOFF's plate theory (see Chapters 9, 10). It follows that 

"fOt3 = ; (WOt + W,Ot + b~ ve ) = 0 -+ WOt = -W,Ot - b~ ve· {11.50a} 

Furthermore, for thin shells NOtP is substituted by NOt.B, that means 
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NOt.BIOt + l = 0 , 
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MOt.BIOt - qP = 0 
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( 11.52) 
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Equations (11.52), (11.53) and (11.54) for the shear-rigid shell provide 3 + 
3 + 3 + 6 = 15 relations for the determination of the 3 NOt/9 + 3 MOt.B + 
3 CiOt.B + 3 f! Ot.B + 2 v Ot + w = 15 unknowns. 

12 Membrane theory of shells 

12.1 General basic equations 

Assumption: The stresses rOt.B are uniformly distributed over the thick­
ness, i.e. only so-called membrane forces occur, but no bend­
ing moments and no shear forces are found. 
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- Equilibrium conditions 

wrPla + l = 0 , 

ap 
N bap + p = 0 

} {12.1} 

These are three equations for three unknown resultant forces NaP, i.e. the 
membrane theory is statically determinate. The resultant forces Nap can 
be calculated from the equilibrium conditions {12.1} alone and the defor­
mations from {12.2} and {12.9}. 

- Strain-displacement relations 

Clap = ~ (valp + vpla - 2bapw) 

- Constitutive equations 

Nap = D Hap,,6 Cl,,6 

with HaP'Y6 defined by {11.4ge} or, alternatively, 

1 D N'Y6 = Et aP'Y6 

- Specific deformation energy according to {6J4} or {6.15b} 

U = 1- Nap = _1_ D NaP N'Y6 
2 Clap 2 E t ap,,6 

} 

12.2 Equilibrium conditions of shells of revolution 

Coordinates: in meridional direction, 

{12.2} 

{12.9a} 

{12.9b} 

{12.4} 

s or cp 
f} in circumferential (latitudinal) direction. 

Derivatives: 0/ os == (),. , 0/ of} == (),,, . 

- Equilibrium conditions 

+ N.",,, - cos cp N"" + r p. = 0 {12.5a} 

+ rp" = 0 {12.5b} 

{12.5c} 
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Fig. 12.1: Auxiliary quantities for a shell 
of revolution 
Kl :::: centre point of curvature 

Case 1: Axisymmetrical loading 

O a...... 0 P" = a 1'J = ,,, == 

Introducing ds = r1 dtp , one obtains 

(rNtptp),tp - r1costpN"" + rr1Ptp = 0 , 

~ + N"" = P 
r 1 r2 

After elimination and integration, {12.6} leads to 
tp 

} 

N tptp = ~ 2 J r 1 r 2 ( P cos ~ - P sin ~ ) sin ~ d~ , 
~~n tp tp 

ip=o 

Case 2: Non-symmetrical loading 

{12.6} 

{12.7a} 

{12.7b} 

Expansion of loads in circumferential direction by means of FOURIER 
series: 

00 

p. (s, 1'J) = L p. (s) cos m 1'J 
m=l m 

00 

P" ( s, 1'J) = L P" (s) sin m 1'J {12.8} 
m=l m 

00 

P (s, 1'J) = L Pm ( S ) cos m 1'J 
m=l 
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A similar product expansion is chosen for the resultant forces: 

00 

N •• = L: N.. (s) cos m 11 , 
m=l m 

00 

= L: N"" (s) cos m 11 
m=l m 

(12.9 ) 

00 

L: N." (s) sin m 11 
m=l m 

Substitution into (12.5) then yield the following set of ordinary differential 
equations: 

(rN •• ) + mN.o - coscpN.o.o + rp = 0 
m ,8 8Vm vVm 8m 

(rN." ) - mN"" + coscpN" + rp" m ,8 m 8 m m 
=0 (12.10 ) 

Introduction of angle cp and elimination of N"" in (12.10) yield two ordi-
nary differential equations: m 

( r) r1 N<p" ( N ) + 1 + -l cot cp N + m - ~ = r1 p cot cp - r1 p.o 
<P<Pm ,<P r2 <P<Pm r2 Slncp m Vm 

Special shells: 

1) Spherical shell (r1 = r2 = a, r = a sin cp ) 

(sin cp N<p<p ),<p + (N<p" ),,, - cos cp N"" + a sin cp PIP = 0 , 

(sin cp N<p" ),<p + (N"" ),,, + cos cp N<p" + a sin cp P" = 0 

N<p<p + N"" = p a 

(12.11) 

(12.12a) 

(12.12b) 

(12.12c) 

Boiler Formula: Spherical shell subjected to internal pressure Po = const 

Stresses N <PIP N "" Po a 
(J <PIP = -t- = (J "" = -t- = 2t (12.13 ) 
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2) Circular cylindrical shell (r = r2 = a, r} d4' = dx) 

1 
Nxx ,x + a Nx" ,,, + Px = 0 

1 
Nx" ,x + aN"" ,,,+ P" = 0 

N"" = p a 

{1214.a} 

{1214.b} 

{12.14.c} 

Boiler formula: Cylindrical shell with closed ends subjected to internal 
pressure Po = const 

Stresses N"" Po a (J'"" = -t- = -t- { 1215} 

3) Circular conical shell with semi-angle a (r s sin a, cos 4' sin a , 
ds = r 1 d4' j see Fig. 13.3) 

1 
(s Na• ),. + sin aN." ," - N"" + s p. = 0 , {12.16a} 

1 
(s N.,,) ,. + sin aN"" ,,,+ N." + s P" = 0 , {12.16b} 

N"" = s p tan a {12.16c} 

12.3 Equilibrium conditions of translation shells 

Hyperbolical shell 

Considering the class of translation shells we restrict our treatment to the 
special case of a hyperbolic shell. This type of shell has a wide-spread appli­
cation especially in the design of cooling towers. Due to their negative 
(hyperbolic) curvature, these shells display a bearing behaviour that differs 
decisively from that of shells with a positive (elliptical) curvature (e.g. spheri­
cal shells, elliptical shells of revolution). 

Fig. 12.2: Coordinates of an axisym­
metrical hyperbolical shell 
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In order to illustrate this difference, we will proceed from the equilibrium 
conditions of the shell of revolution {12.5}. If we solve {12.5c} in terms of 
the resultant force Nt1t1 and substitute the solution into {12.5a,b} , we obtain 
a system of two first order partial differential equations in terms of the 
force resultants N<p<p and N<pt1. With ds = r1 dcp this system reads: 

(r2sincpN<p<p),<p + r2coscpN<p<p + r1N<pt1.t1 = r1r2 (pcoscp - p<psincp) , 

{12.17} 

(r2 sin cp N<pt1 ).<P + r1 cos cp N<pt1 - r2 N<p<p ,t1 = - r1 r2 (Pt1 sin cp + P,t1) . 

By introducing the following substitutions 

U = r2 sin2 cp N<p<p , 

V 2. 2 N = r 2 sm cp <pt1 , } 
the equations are transformed into the simple form 

2 

V r 2 • U 3 • 2 ( • ) .t1 + ~smcp .<p = r2sm cp pcoscp - p<psmcp , 

V,<p + 
r 2 
-U sin cp ,t1 

2. (. ) = -r1 r2 sm cp Pt1 sm cp + P,t1 

{12.18 } 

{12.19a} 

{12.19b} 

We now consider only the homogeneous part of the two differential equa­
tions {12.19}. V can be eliminated by differentiating {12.19a} with respect 
to cp and {12.19b} with respect to ~,and subtracting the equations. We 
then have 

2 
2 . 2 U U . (r2 . ) U 0 r2 sm cp .<p<p + r1 r2 .t1t1+ r1 sm cp ~ sm cp.rp .rp = {12.20a} 

Within the classification of linear partial differential equations of second 
order we write 

A U,<p<p + C U,t1t1 + a U.<P = 0 , {12.20b} 

where A, C, a are functions of cpo Depending on the sign of the discrimi­
nant 

eq. {12.20b} exhibits a different solution behaviour, where the decisive fac­
tor is whether the product of the radii of curvature r1 r2 is positive or ne­
gative. The following cases shall be considered: 

a) r1 r2 > 0 - Differential equation of an elliptical type (spherical 
shell, elliptical shell of revolution, etc.) 

b) r1 r2 < 0 - Differential equation of the hyperbolical type (hyper­
bolical shell) 
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Mechanical interpretation: 

A principle way of solving this problem is to re-transform the partial diffe­
rential equation into two ordinary differential equations by using a separa­
tion approach ( see [ C.18 , C.19] ): 

- Solutions of differential equations of the elliptical type with r l r 2 > 0 
(spherical shell, elliptical shells of revolution) are such that discontinu­
ities of the boundary values occuring in the case of point supports do not 
propagate into the inner regions but are confined to a narrow boundary 
zone. 

- Solutions of differential equations of the hyperbolical type with r l r 2 < 0 
display a completely different behaviour. These solutions are associated 
with curves on the shell surface, so-called characteristics, along which dis­
continuities of boundary conditions propagate over the entire shell [ C.2 ] . 
This problem occurs in particular with hyperbolical shells with single sup­
ports. In this case, the membrane theory is not sufficient for determining 
the state of stress; bending deformations and resultant moments must then 
be considered by an extended theory. 

12.4 Deformations of shells of revolution 

Strain-displacement relations due to (12.2) 

el{)I{) = + (u,1{) + w) , 
I 

= 1. (v .Q + u cos IP + w sin IP) , r 'v 

1 1 v 
'Y I{) " = - U " + - v - - cos IP r, r l ,I{) r 

Special shells: 

1) Spherica.l shell 

= ! (u,1{) + w) , 

= 1. (-. 1_ v " + u cot cp + w) , 
a SlnlP ' 

'Y,,,,, = 1. (-. 1_ u " + v on - v cot IP ) 
..- a SIn IP' '..-

2) Circular cylindrical shell 

e"" = ! ( v," + w) , 
1 

'Yx"=-u .. +v v a IV ,x 

(12.21a) 

(12.21b) 

(12.21c) 

(12.22a) 

(12.22b) 

(12.22c) 

(12.23a) 

(12.23b) 

(12.2&) 
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3) Circular conical shell 

e"" =.!. (-. 1_ v " + u + w cot 0 ) , s slno ' 

1 v 
"Y." = s sin 0 u." + v •• - S 

12.5 Constitutive equations - material law 

(12.240.) 

( 12.24b) 

(12.£4c) 

Regarding temperature fields °e (tp, 'I'J) constant over the thickness 

Nrprp = D[erprp + lie"" - (1 + lI)oT °e] , 

(12.25) 

with 

or 

(12.26) 

Substitution of (12.21) into (12.26) generally leads to ordinary inhomogeneous 
differential equations of first order with variable coefficients. These equations 
have the general form: 

~~ + P(x)y + Q(x) = 0 

with the general solution: 

y = e-fP(X)dX[ - f Q(x)efP(x)dX dx + C] 

12.6 Specific deformation energy 

General expression in membrane theory according to (12.4) 

- 1 
U = "2 (N"" e"" + Nrprp erprp + Nrp" erp,,) 

or 

(12.27) 

(t2.2Ba) 

. (12.2Bb) 
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13 Bending theory of shells of revolution 

13.1 Basic equations for arbitrary loads 

Derivatives: 0/ o'P ==.<P or a / as == .1, a / a1'J == ." 

- Equilibrium conditions according to {11.52} and Fig. 13.1: 

{lSlb} 

{lS.lc} 

{lSld} 

{lSle} 

Fig. 13.1: Surface parameters and sign convention for load components 
and stress resultants of a shell element 

H. Eschenauer et al., Applied Structural Mechanics
© Springer-Verlag Berlin Heidelberg 1997
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- Strain -displacement relations due to (11.51) 

K,as = X,a ' (1!J.2a) 

K,.u = J... ./. + cos cp X 
vv r If' ,., r ' (1!J.2b) 

( 1!J.2c) 

with the two angular distortions (X == Ws , 'IjJ == W.,) according to (11.50a) 

u-w 
X = ,tp 

r 1 
in meridional direction , (1!J.3a) 

v sin cp - w,., 
'IjJ = r 

in circumferential direction . (1!J.3b) 

Special relations for weakly curved shells of revolution with (11.53) [ C.4] : 

= -.!.. ( .!.. w + J... w cos cp ) r r ,.,., r 1 ,tp , 

- Material law 

withD=~ 
1 - 1/ 

Et3 
K - according to (11.50a) 

- 12 (1 _ 1/2 ) 

(1!JAa) 

(13Ab) 

(13Ac) 

(13.5a) 

(13.5b) 

( 1!J.5c) 

(1!J.5d) 

( 1!J.5e) 

( 13.5/) 
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Equations {12.21}, {13.1}, {13.2}, {13.3} and {13.5} altogether define a system 
of 19 equations for 19 unknowns (8 resultant forces, 6 strains and curvatu­
res, 2 angular distortions, 3 displacements). They allow to calculate the 
stress and deformation states of shells of revolution. 

Case 1: Axisymmetric loads 

Assumptions: N." = M." = Q" = 0 

- Equilibrium conditions from {13.1}: 

- Strain-displacement relations from {12.21}, {13.2} and {13.3} 

with 

e"" = +( u cos if' + w sin if') , 

1 
/\'.8 = X,. or /\'tptp = r X,tp , 

1 

_ cos if' 
/\'"" - -r- X 

X 

- Material law from {13.5a,b,d,e} 

Ntptp = D[e tptp + II e"" - (1 + II) aT °e 1 

N"" = D[ e"" + II etptp - (1 + II) aT °e 1 

Mtptp = K[ /\, cpcp + II /\'"" 
- (1 + /I) aT Ie 1 

M"" = K[ /\'"" + II /\'tpcp - (1 + II) aT Ie 1 

, 

, 

, 

{13.6} 

{13.7a} 

{13.7b} 

{13.7c} 

{1S.Ba} 

{13.Bb} 

{13.9a} 

{13.9b} 

{13.10 } 

{13.11a} 

{13.11b} 

{ 1S.11c} 

{13.11d} 
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Special shells: 

1) Circular cylindrical shell subjected to axisymmetrical loads 

Derivative: d / de ~,e with e = ~ 
a 

- Equilibrium conditions 

=0 

=0 

{13.12a} 

{13.12b} 

{13.12c} 

Elimination of the transverse force from {13.12c} and substitution into 
{13.12b} : 

- Strain-displacement relations 

1 
exx = a:u,e 

1 
lexx = a: X,e 

Bending angle 

- Material law 

Nxx = D[ exx + ve"" 

N"" = D[ e"" + vexx 

Mxx = K[ lexx + V Ie"" 

M"" = K [ Ie"" + V lexx 

w 
a 

- (1 + v)aT De] 

- (1 + v) aT De] 

- (1 + v) aT Ie] 

- (1 + v) aT Ie] 

, 

, 

, 

{13.13} 

{13.14a} 

{13.14b} 

{13.14C} 

{13.15} 

Eqs. {13.14} together with {13.15} in {13.13} yield the boiler equation: 

4 
4 ap )2 1 4 D w,me + 4 Ie W = -r - (1 + v a aT e ,ee + 4 Ie a aT e {13.16a} 

with 4 2 (a)2 Ie =3(I-v) t (Ie = decay factor) {13.16b} 
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Solution for a cylindrical shell with semi-infinite length subjected to 
boundary loads M, R (see Fig. 13.2): 

2 
[ : R COSIC { + M ( COSIC { - sin" {) ] e - Ie { 

a w = 2,,2K 
{1317a} 

N"" 
2 ,,2 

[ : R COSIC { + M ( COSIC { - sin" {) ] e - Ie { = a 
{1317b} 

{1317c} 

- [R(coSICe - sin,,{) - 2a" Msin"e]e- le
{ • {1317d} 

2) Spherical shell - Method by GECKELER 

This method utilizes the fast decay of boundary disturbances in a circular 
cylindrical shell (X ~ e - p.rp). The essential MEISSNER equations are the 
starting relations for the approximation method [C.7j. 

The following two uncoupled differential equations for the bending angle X 

and the transverse force Qrp are obtained (d / dcp == ( ) ,rp ) : 

{1318a} 

{1318b} 

v2 can be neglected in the case of thin-walled shells ~» 1. Then, the 
decay factor given by {1316b} can be used. 

3 ) Circular conical shell - Method by GECKELER 

In this case, it is also assumed that a fast decay of the disturbances from the 

boundaries occurs. The corresponding differential equation reads ( d / ds == 'I): 

{1319} 

2 

with ~: = 3 (1 - v2 ) co2t 2C1. 
s t 
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Cy lindrical shell Spherical shell 

X _-1.- _ 
_ --- I - __ 

I 

Me : a 

!r---~ 
R"- ..... R 
M~ ~M 

(13.20a,b) 
2 

woc=~[~R+Ml 
2K II: II: 

Ra3 . 2 Ma2 . 
= ---3 sm 'PI + ---2 sm 'PI 

2KII: 2KII: 

Ra2 . Ma 
XOs = - -- sm 'P - -- (l:J.21a,b) 

2KII:2 1 KII: 

Fig. 13.2: Displacements of the boundaries for cylindrical and spherical 
shells in dependence on the boundary loads Rand M 

Here, the decay factor depends on the variable s . Owing to the limitation to 
narrow boundary zones (r 2 ::::; const), we can a.ssume the decay factor to be 
a.pproxima.tely consta.nt in these a.reas. Thus, we obtain the same solution as 
when considering spherical shells. 

2&.."-----'<---,I,~----,,s 

Fig. 13.3: Substitute of a conical shell by spherical shells at the boundaries 
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4) Combined shell structures - Solution by Method of Theory of Struc-
tures [B.4, C.4 , C.24] 

The force-quantity procedure, the so-called Method of Theory of Structures 
for the analytical layout of combined structures can also be used successfully 
in shell statics. After a partitioning into single substructures (" 0 "-, "1 "-, 
"2 "-System etc .. ), compatibility conditions have to be formulated at the loca­
tions of transition between the subsystems. 

Approximate determination of boundary disturbances for conical shells: 

Cone-shaped joint units can be replaced by spherical shells with tangential 
joining. The wall thickness t of the substituting spherical shell is equal to 
that of the conical shell, and the radius a of the substituting shell is equal 
to the distance r 2i = si tan a at the boundary of the conical shell (frustum) 
(i = 1 or 2) (Fig. 13.3). 

13.2 Shells of revolution with arbitrary meridional shape -
Transfer Matrix Method 

Shells of revolution with arbitrarily variable meridional contours constitute 
an important group of components (casings, compensators, turbine disks, 
car wheels, etc. ). 

The structural behaviour of this type of shells can only be calculated ite­
ratively. One way of solving the problem is to assume the shell to be as­
sembled of single elements of shells of revolution, in the following abbrevi­
ated as shell elements. Here, a transfer procedure shall be introduced pro­
ceeding from the basic equations (1:3.7) to (1:3.11) of a shell subjected to 
axisymmetrical loading. These equations can be written as a system of dif­
ferential equations of first order, i.e. the state equations. 

If, on the right-hand side, we substitute into this system of differential 
equations N "", M"", c and K via the law of elasticity (1:3.11 b J d) and 
the strain-displacement''' relation~'I' (1:3.8), then we obtain six differential 
equations of first order with six unknown state quantities: 

D [ : ( u cos cp + w sin cp ) cos cp + 

+ 1/ (u''I' + w) cos cp] - r Q'I' - r r1 P'l' ' 

= D [ :1 ( u cos cp + w sin cp ) sin cp + (1:3.22) 

+ l/(u,'I' + w)sincp] + rN'I''I' - rriP , 
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r r 
u = _1_ N - -1 v ( u cos cp + w sin cp ) - w , 

,CP D cpcp r 

X,cP 

r r 1 
= _1_ M - -r v X cos cp K CPcP 

If we assemble the state quantities in a state vector 

we obtain the following symbolic notation for (1:3.22): 

y,cp = Ay + By,,!, + p , 

where the matrices A, Band p are given below: 

o 

1 

1 r1 2 
-1 OlD ~cos cp 

1 

D(; sincp + v)coscp 

o o : D; coscp sincp D C sin cp + v) sin cp 
1 

o 

o 

1 
1 r1 2 

r1 0 1 0 0 K- cos cp 
1 r 

(1:3.22) 

(1:3.2:3) 

(1:3.24) 

A= ---------~-----------------------------

o 

o 

1 

o o : - i vcoscp 
1 r 
1 o o 1 

1 

1 r1 1 o --I 
K r 1 

1 

o 

Ii . -1--V smcp 
r 

o 

o 

o 

-2 vcoscp 
r 

In the 6 x 6-matrix B only the following terms do not vanish: 

b 14 = Dvcoscp b24 = D v sincp b 36 = K v cos cp . 
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The load vector p reads: 

pT = [-rr1 Ptp' -rr1 P, 0, 0, 0, 0] 

The shell is now subdivided into the above-mentioned shell elements with 
small angles !:lipi in such a way that the elements of the matrices within 
each single element are assumed to be constant (Fig. 13.4). 

This task can be solved by substituting the first derivative for the i-th 
twill by the difference quotient: 

1 
(Yi-1),tp ~ --;:--(Yi - Yi-1) 

llipi 

All quantities at point i are expressed by values at point (i - 1). Equation 
( 19.24) then reads 

(19.25 a) 

Owing to the suitable structure of matrix Bi (bl4' b 24, b 36 =fo 0, all remain­
ing bij = 0), a potential series expansion of the inverse of (I - Bi ) yields 
the following identity: 

r· I 

(I - B;)-l = I + Bi 

n 

Fig. 13.4: Shell element for the transfer procedure 
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Equation (13.25 a) then takes the form 

Yj = Yj-I + l:.cPj( I - BJ ( Aj Yj-I + pJ (13.25 b) 

The state vector y. still contains the radius r· of the i-th subelement. As 
1 1 

the radius may differ from one subelement to another, it must be elimina-
ted from the vector when using the transfer matrix procedure. In addition, 
the load quantities must be included into the vector, and we therefore re­
place Yj by a new state vector Zj defined as 

(13.26) 

From (13.25b) we then obtain the transformation for the i-th subelement: 

(13.27 a) 

The transfer matrix C j shall not be written explicitly here as it can be deriv­
ed from (13.25 b) . 

The conditions of continuity and compatibility expressing that at the point of 
transition between two elements equal forces and moments are transferred 
and that equal deformations must occur, finally yields the transfer procedure 
between the boundaries i = 0 and i = n: 

(13.28) 

The above matrix equation represents a set of linear equations containing six 
equations with 2 x 6 unknown state quantities at both boundaries. By giving 
2 x 3 = 6 boundary conditions at the beginning and at the end of the shell, 
one obtains a solvable set of equations for the boundary quantities. 

Extension to shells with large deflections 

If large deformations are to be treated by a purely linear method, the sin­
gle step procedure proves to be very suitable. Here, the load is applied in­
crementally, and the total transfer matrix is recalculated after each incre­
ment. When using the transfer matrix procedure, one proceeds from the 
equilibrium conditions of the undeformed structure, where the position vec­
tor rj for the i-th shell element is assumed to be constant, but shall be tre­
ated as a function of the displacements u and w. Since the position vec­
tors r i of the deformed structure cannot be determined analytically, matrix 
C can only be calculated for an undeformed structure. Thus, equation 
(13.27a) becomes: 

'" 0 CO (0 0 ) '" 0 Zj= j rj,L.p Zj_1 

Thus, we obtain as a transfer rule (Fig. 13.5): 

",k 
Z· 

1 
_ C k ( k-I + L. k-I A k ) '" k 
- i r i r i , up Z i-I 

'--.----' 
k 

r· 1 

(13.27b) 
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with 

k k( k k) D.r·=D.r. U·,W. 
1 1 1 1 

The incremental procedure comprises the following steps: 

Step 1: The structure is considered unloaded and is subjected to the load 
increment D. p (index 0). 

Step 2: The resultant forces and moments as well as the deformations 
are calculated according to the linear theory. 

Step 3: Forces and moments are summed up, and the contour subjected 
to the load is determined on the basis of the deformations. The 
deformed contour is then taken as the starting point for the next 
load step 

---+ Step 1 (index 0 ~ 1, 2 , ... , k in (2)) . 

This procedure is repeated until the sum of the load steps D. pk equals the 
total load to be applied. Thus, the nonlinear load-deformation-curve is ap­
proximated by piecewise linear sections as shown in Fig. 13.6. 

Since the equilibrium is established by the deformed structure, a correction 
is not carried out, and thus this procedure has the disadvantage that the 
approximated solution deviates from the exact solution with increasing 
loading. On the other hand, this procedure is characterized by numerical 
stability and by a simple realization since the structural analysis program 
does not require any manipulation. 

2 x 

I 
X 

Fig. 13.5: Shell element of two 
successive load steps 

u 

U 

U 

nonlinear 
k+1 

k ~u 
k+1 

pk ~pk pk+1 P 

Fig. 13.6: Linear and nonlinear 
incremental procedure 
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13.3 Bending theory of a circular cylindrical shell 

Derivatives: 0/ o( :=0 ,e with ( = ~ , 0/0'11:=0 ,,, 

a) General shear-rigid theory for an isotropic shell by FLUEGGE [C.4l 

- Equilibrium conditions from (11.52) after elimination of QOI 

= -apx ' 

= -ap" ' 

- Resultant forces - displacement relations from (11.53) and (11.54.) 

D 
=a;-[u,e+v(v,,,+w)] , 

_Dl-v( ) K(I-v) ) 
Nx" - a;- -2- u," + v,e - a3 (w,e" - v,e ' 

D K 
N"" = a;-(v,,, + w + vU,e) - 7 (w,,,,, - 2 v," - w + vw,ee) ' 

K 
Mxx = -~ [ w,ee + v (w,,,,, - 2 v,,, - w)] , 

K 
Mx" = M"x = - -2 (1 - v)( w," - v ,) , a '~Ie,. 

K 
M"" = - -2 (w "" - 2 v" - w + w u) a' , ,\c" 

(13.29) 

(13.30 ) 

On the basis of (13.29) and (13.30) we obtain within the general bending 
theory of shear-rigid circular cylindrical shells the following coupled sy­
stem of three partial differential equations for the displacements u, v, w: 

2 
I-v l+v 

u,ee + -2-u,"" + -2- v,e" + v w,e 
a Px -----n- (13.31a) 

l+v I-v [ ] 
-2- u,e" + v,,,,, + -2-v,ee + 2k (1- v)v,ee + 2v,,,,, + 

2 
a P" 

(13.31b) 

-----n-
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v u,e + v,,, - 2 k (v,,,,,,, - v,,, + v,ee,,) + w + 
2 

+ k ( ~ w - 2 w,,,,, + w - 2 v w,ee ) -~ - D 

with 

Boundary conditions using principle of total potential [ET 2] 

- Clamped boundary at x = const: 

u = v = W = w,e = 0 . 

- Free boundary at x = const : 

Nxx = Nx"= Mxx = Qx = 0 

- Clamped boundary at 1'J = const: 

u = v = W = w,,, = 0 . 

- Free boundary at 1'J = const : 

N"" = N"x = M"" = Q" = 0 

{13.31c} 

{13.31d} 

{13.32 a} 

{13.32b} 

{13.33a} 

{13.33b} 

In cases of shear-rigid shells, only four boundary conditions (the differen­
tial equation is of the eighth order) can be fulfilled. Three of the existing 
five boundary stress resultants are re-defined as effective ones (similar to 
KIRCHHOFF's plate theory), namely the effective transverse shear forces 

Q = Q + Mx",,, 
x x a or 

and the effective in-plane shear force 

- Mx" 
Nx" = Nx" + -a-

Q" = Q" + M:.x,e 

b) Simplified DONNELL's theory [C.3, C.l5] 

- Equilibrium conditions without external loads: 

{13.34} 

{13.35} 

} {13.36} 
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- Resultant force - displacement relations 

D 
N xx = a [ u ,E + II (v,,, + W ) 1 ' 

D 
N "" = - ( v" + W + II U .) , a ' ,~ 

D 1- II 
= N"x = a -2-(u,,, + v,E) , 

{19.97} 
K 

M xx = - ~ (w,EE + II W,",,) , 

K M"" =--2(w",,+IIW .. ), a' I~\ 

K 
M x" = M"x = - -2 (1 - II) W ." 

a " 

From {19.96} we obtain, by substituting {19.97}, a simplified, coupled set of 
three differential equations for the displacements: 

1-11 1+11 
u,EE + -2- u,,,,, + -2- v,E" + IIw,E = 0 

1+11 1-11 
-2-u,E" + v,,,,, + -2-v,<E + w," = 0 

{19.98} 

II u,~ + v,,, + W + k f::,f::, W =0 

Solution with respect to W yields one differential equation of eighth order: 

{19.99} 

or a coupled system of two differential equations of fourth order for the dis­
placement wand AIRY's stress function ~ (similarly to the coupled disk­
plate problem) : 

{19.40a} 

{19.40b} 

The corresponding boundary conditions are analogous to {19.92} - {19.95}. 
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c) Solution of closed shells under boundary loads 

- Complete theory 

With Px = P" = P = 0, {19.91a,b,c} are transformed into a system of ho­
mogeneous differential equations. In the case of a closed shell, all displace­
ments must be functions of the circumferential angle f}, since after one 
rotation at f} = 211" the same values as in the initial point f} must occur. 
The separation approach using FOURIER expansion series 

00 00 

u = L u m cos m f} , v = L v m sin m f} , w = 
m=l m=l 

00 

L wm cosmf} 
m=l 

yields from {19.91} a coupled system of ordinary differential equations with 
constant coefficients for the unknown functions umU), vm( 0, wm( 0 (e = 
x / a ). The given problem is then treated further by applying exponential 
approximations: 

u = U e Ae 
m wm = WeAe 

This leads to a homogeneous system of equations which only possesses 
non-trivial solutions provided that the determinant of the coefficients va­
nishes. If higher order terms (k« 1) are neglected, one obtains the charac­
teristic equation for the unknown eigenvalues >.: 

8 2 6 [1_11 2 2 2 l4 >. -2(2m -II». + -k-+6m (m -1) >. -
{19·49} 

- 2m2[2m4 - (4 + lI)m2 + (2 + 11)]>.2 + m4(m2 _1)2 = 0 . 

This fourth order equation in >.2 has four complex roots. We thus obtain 
solutions for 

m ~ 2 

m = 0 and m = 1 

{19.44a} 

{19·44 b) 

The total solution consists of the single solutions of {19.44a} and {19.44b} 
(see [ET 2] for more details) . 

- Simplified theory 

Here, we use the eighth order differential equation (19.99) . 

With 

we obtain the characteristic equation 
2 

>. 8 _ 4 m 2 >.6 + ( 1 ~ II + 6 m 4 ) >. 4 _ 4m 6 >.2 + m 8 = 0 (19.46 ) 

Comparison of the eigenvalue equation {19.46} with {19.49} shows that in 
the simplified theory only the highest terms in the coefficients are retain­
ed. The two theories yield the same results for m = 0 and m ~ 2. For the 
case of m = 1, however, there is no agreement. MORLEY has solved this 
problem according to {19.90} by introducing higher order constitutive laws 
[C.16]. 
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d) Theory for fast decaying boundary disturbances 

If an arbitrary loading is given at the boundary, one has to calculate all 
partial amplitudes by means of the total solution, simultaneously consider­
ing the boundary conditions. The fast decaying partial solution (large A) is 
predominantly removed via the circumferential force N"" and the bending 
moment Mxx' and one thus obtains an approximative theory with respect 
to the large roots. Here, the following simplifying assumptions are valid: 

Mx" = M"" = 0 is set in the equilibrium conditions. Thus, (13. 29) re­
duces to 

Nxx ,e + N"x ," = 0 

Nx" ,e + N"" ," = 0 
1 a Mxx ,ee - N"" = 0 

The strain exx (12. 23 a) and the shear strain -y x" (12. 23 c) are set 
zero. It then holds for the derivatives of the displacements that 

u = 0 ,x , (13.48) 
u," + v,e = 0 

If the influence of POISSON's ratio is neglected (v = 0) for the mem­
brane force, the simplified material law (13. 37) reads 

Et 
N""=a:-(v,,,+w) , 

K 
Mxx = --w« 

a 2 '" 

(13.49 ) 

The seven equations (13.47) to (13.49) allow calculation of the seven un­
knowns 

u v w 

Owing to (13.48), no material law can be given for N xx and N x". These two 
membrane forces are obtained from (13.47) . 

Substitution of (13.49) into (13.47) yields after some re-calculation the 
sixth order differential equation 

1 - v2 

w,mm + -k--w,ee = 0 

Introducing (13.45) leads to the eigenvalue equation 

2 
A4+~=O 

k 

(13.50) 

(13.51) 
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with the roots 

with /1 / 1 _ 1/ 2 
1(;1 = 11-1 = 2" -k-- (19.52) 

In the scope of this approximation the boundary disturbances thus decay 
independently of the number of circumferential waves, i.e. in the same 
manner as in the axisymmetric case (see Case 1 in Section 13.1). 

e) Theory for slowly decaying boundary disturbances 

This theory plays an important role in the case of small roots in the ei­
genvalue equation, since these roots extend over a large area of the shell. 
In this context, a special approximation theory has been developed which 
is called Theory of Flexible Shells or Semi-Membrane Theory [C.1]. As 
the theory omits the bending forces, it should more suitably be termed 
Semi-Bending Theory. In the total solution we have shown that, in the ca­
se of small roots, the moment M"" gains a decisive influence. A 
corresponding approximation theory can thus be determined on the basis 
of the following assumptions: 

For the conditions of equilibrium, Mxx = Mx" = 0 is set. Hence, 
(19.29) becomes 

(19.59) 

The strain e:"" and the shear strain 'Y x" vanish. This requires state­
ment of the following couplings between the displacements: 

v .. ~ + w = 0 , 

u,,, + v,{ = 0 } (13.54) 

Considering (19.54) and neglecting 1/ in the membrane force, the mate­
rial law (19.30) reduces to 

N =~u 
xx a IX' 

} (19 .. 55) 
K M"" = - (w "" + w) a 2 ' 

The seven equations (19.53) to (13.55) allow calculation of the seven un­
knowns 

u v w 

Solution then leads to 
1 _ 1/2 
-k-- w, {{{{ + w,,,,,,,,,,,,,,,,, + 2 w ,,,,,,,,,,,,, + w ,,,,,,,,, = 0 (19.56) 
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With (13.45) , the eigenvalue equation follows from (13.56) 
2 

1 ~ v ,\4 + m 4 ( m 2 _ 1)2 = 0 (13.57) 

If, in accordance with DONNELL's approximation, w is neglected against 
w,{}{} , we obtain from 

2 

~,\4 + mS = 0 (13.58a) 
k 

the small roots as: 

(13.58b) 

The semi-bending theory can be further simplified if the bending-stiff shell 
(bending moments are transferred in circumferential direction only) is re­
placed by a membrane shell stiffened by discretely positioned ring stiffe­
ners (Fig. 13.7) . 

Eqs. (13.53) to (13.55) then yield for each shell field (the bending stiffness 
K of the membrane shell is assumed to be zero) : 

Et 
u,x = -a- Nxx ' 

(13.59 ) 

According to that, the in-plane shear Nx{} has to be constant in each field 
(shear field theory), while Nxx is linear with respect to x. The shear in 
the longitudinal direction is then changed at the stiffener ring. If the ring 
is also considered as a shell with the length I r' we obtain from the second 
equation of (13.53) with (13.54) and (13.55) 

((NX{})i+l-(Nx{})Ja K 
N x{},x :::::: --'-----'----....:....:..- = -3- ( v,{){}{}{}{}{} + 2 v,{}{}{}{} + v,{}{}) 

lr a 
(13.60 ) 

~ Elr 

-- ------ -------- f---------
a 

t'. ~ 1 i + 1 

tt - ~ 
Fig. 13.7: Stiffened Shell 
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or, with the bending stiffness of a ring E I = 1 K ,the step condition at r r r 

the transition from the i-th to the (i + 1 )-th field 

EIR 
NXt1i + 1 = Nxt1. - --4- (v,t1t1t1t1t1t1 + 2 v,t1t1t1t1 + v,t1t1) 

I a 
(19.61) 

Equations (19.59) and (19.61) suggest assemblage of the essential field 
quantities u, v, Nxx ' Nxt1 in a state vector, and to solve the problem by 
means of the transfer matrix procedure as described in Section 13.2 [ET2 J . 

f) Orthotropic cylindrical shells 

In analogy with the orthotropic plates considered in Section 9.1, the corre­
sponding material laws can also be stated for orthotropic shells. Here, the 
principal stiffness directions are perpendicular to each other (e.g. sandwich 
shell, shells made of fibre composite materials, stiffened shells). Assuming 
DONNELL's simplifications, the material law reads as follows: 

D D 
=_X_u +_II_(V +w) 

a ,{ a ,t1 ' 

Nt1t1 
D D 

=_t1 (v + w) +_11 u 
a ,t1 a ,e' 

D 
Nx'. =~(u .• +v<) 

v a 'v,.' 
(13.62) 

K KII 
Mxx = _x_w« - -2- W t1t1 

a 2 '" a ' 

M _ Kt1 KII 
t1t1 -7w ,t1t1 -7w,{{ , 

K 
M =~w xt1 a 2 ,{t1 

Depending on the given material or on the considered construction, the 
strain stiffnesses Dx ' D t1 , D II , the shear stiffness Dxt1 ' the bending stiff­
nesses Kx ' K t1 , K II , as well as the torsional stiffness Kxt1 have to be calcu­
lated or to be determined by experiments. 

Substitution of (19.62) into (13.29) yields a system of equations that is ana­
logous with (19.91) and which contains eight independent characteristic va­
lues for the stiffness as parameters: Dx ' D t1 , D II , Dxt1 ' Kx ' K t1 , KII , Kxt1 ' 
Depending on the problem formulation, the system can be solved by means 
of approximations of the type (13.45). Further details concerning stiffened 
shells can be found in [B.7, B.9, C.6, ET2 J . 
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14 Theory of shallow shells 

14.1 Characteristics of shallow shells 

Shallow shells possess a very large characteristic shell radius or, in other 
words, a very small, non-vanishing shell curvature. Therefore, a typical beha­
viour of such shells also occurs, namely the support of transverse loads on 
the mid-surface by means of membrane forces. This effect has already been 
described within the scope of membrane theory in Chapter 12. 

In addition, the theory of shallow shells does not neglect completely the 
transverse forces and bending moments, but considers them in the equa­
tions of equilibrium of forces perpendicular to the mid-surface, as well as 
in the equilibrium of moments. Thus, we are no longer dealing with a sta­
tically determinate system, as was the case in the membrane theory, and 
the computational effort for solving the shell problem therefore increases. 
In the following, however, it will be shown that the effort does not exceed 
an acceptable limit in comparison with a treatment by the complete shell 
theory [C.7 ,C.8, C.20]. 

a) z 

2b 

b) c) 

x 

Fig. 14.1: Typical forms of shallow shells 

a) Elliptical paraboloid over a rectangular base 

b) Hyperbolical paraboloid 

c) Shells with horizontal boundaries over a rectangular base 
(soap-film shells) 

H. Eschenauer et al., Applied Structural Mechanics
© Springer-Verlag Berlin Heidelberg 1997
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Typical examples of important shapes of shallow shells (Fig. 14.1) 

Let an elliptical paraboloid surface be extended over a rectangular base 
(Fig. 14.1a). The explicit form can be derived from [ET 2 J and by a coordi­
nate transformation as 

2 2 

Z = f (1 - ..!. ) + f (1 - .L) 
1 a2 2 b2 

Fig. 14.1b presents the form of a hyperbolical paraboloid. In Section 11.1. 
this type of surface has already been treated under the heading of surfa­
ces. In explicit notation these surfaces can be described as follows: 

z = f ~ i 
Finally, Fig. 14.1c illustrates a so-called soap-film shell, I.e. a shell with 
horizontal boundaries extended over a rectangular base. 

14.2 Basic equations and boundary conditions 

The following notations of approximation are valid (projections onto the 
plane are denoted by -) [ c.n J : 

Na,B :::;j Na,B Ma,B :::;j M',B 

a -a p :::;j p p :::;j p 

va = Va + wzla w :::;jW 

- Equilibrium conditions according to (11.52) 

Na,Bla + l =0 

al a,B 1 Q a+ N za,B+P =0 

Ma,Bla - q.B =0 

- Strain-displacement relations due to (11.53) and (14.1), (14.2) 

Qa,B = ~ (val,B + v,Bla + zlawl,B +zl,Bwla ) , 

e a,B = - wla,B 

- Constitutive equations due to (11.54) 

Na,B - D Ha ,B-y6 - Q-y5 , 

Ma,B - K Ha,B-y{j 
- e-y{j 

} 

} 

} 

( 14.1) 

(14.2) 

(14.3) 

(14.4) 

(14.5a) 

(14.5b) 
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Fig. 14.2: Projection of a mid-surface onto the x\ x2 -plane E of the three­
dimensional space 

Reduction of the number of basic equations follows in analogy with (7.13) 

and 

(14.6) 

(14.7) 

We obtain two coupled differential equations with w and ~ for a curvI­
linear system of coordinates: 

0I{3 76 I 017 f36 I I 0I{3 I K a a w 0I{376 - e e z 0I{3 ~ 76 - P + P Z 0/{3 =0 
(14.8) 

0/{3 76 A; I E 0/6 f37 I I 0I{3 76 IJ.V I a a ~ 0I{376 + tee Z 0I{3 W 6-y - e e D0I7IJ.V P (36 =0 

Eqs. (14.8) expressed in Cartesian coordinates (0/0 x === ( ),x , 0/ oy === ( ),y) 
read as follows: 

with 

KM1w - 04(z,~) = F1(x,y) 

M1~ + Et04(Z,w) = F2 (x,y) (14.9 ) 

M1 - () + 2 () + () bipotential operator, - ,xxxx ,xxyy ,yyyy 
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04(fg)=f g +f g -2f ll' 
, ,xx 'YY '1Y ,xx IXY o,xy , 

{14.10} 

Special cases: 

1) Curvature and distortion vanish in one direction 

--+ Z.xx = z.xy = 0 Z Y = I\, = finite . .y y 

The differential equation {14.9} can be simplified with Px = Py = 0: 

KMw-1\, iP =p, y .xx 

M iP + E t I\,y w.xx = 0 

{14.11a} 

{14.11b} 

The above equations correspond to the differential equations of a cylindri­
cal shell (see {1.l40a,b) ) . 

2) No curvature or distortion occur in both directions 

--+ Z.xx = z.yy = z.xy = 0 

The system of differential equations then splits into the two uncoupled 
differential equations 

K.6.6w = p , 

.6.6iP = 0 

{14.12a} 

{14.12b} 

The first relation {14.12a} is the differential equation of KIRCHHOFF's pla­
te theory {9.13} while (14.12b) is a special case of the differential equations 
of the theory of disks {8.1} following from the compatibility condition. 

Boundary conditions 

At each of the four boundaries of the reference plane, boundary stress re­
sultants (Nxx , Nxy , Mxx, M xy , Qx, or Nyy , Nxy , M yy , M xy , Qy) or boun­
dary displacements or -slopes (u, v, w, w , w ) can be described. Howe-,x ,y 
ver, since the order of the system of differential equations only possesses 
four boundary conditions, so-called effective transverse shear forces {13.34} 
and one effective in-plane shear force have to be introduced in analogy 
with KIRCHHOFF's plate theory (see 9.1). The effective forces read as fol­
lows: 
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} (1413) 

In ca.se of a shallow shell, the effective in-plane shear force NXYe can be 
replaced by the shear force Nx . In order to avoid confusion with projected 
forces according to (lid) , the ~ffective forces are here indicated by ( ) e • 

The following boundary conditions may be formulated for a boundary x = 
const: 

- Clamped edge 

u=v=w=w =0 ,x 

- Simply supported 

N xx = Mxx = v = w = 0 

- Free edge 

N =N =M =Q =0 xx xy xx Xe 

(1414a) 

(1414b) 

(14.14c) 

14.3 Shallow shell over a rectangular base with constant principal 
curvatures 

This tye of shell can often be found in civil engineering applications, e.g. 
as a typical roof construction extended over a rectangula.r base (length 230, 
width 2b). The mid-surface of the shell is defined by z = z ( x , y ), where 
the following characteristical values are assumed: 

z = K, = const ,xx x z = K, = const , Z,xy = 0 . ,yy y (1415) 

The shell is simply supported at all boundaries, and is subjected to a ver­
tical surface load p ( x , y) (px = Py = 0). 

From the system (14.9) we obtain with (14.15) 

Kbb w - K, P - K, p x ,yy y ,xx = p , 

bbP+Et(K, w +K, w )=0 x ,yy y ,xx 

Using an auxiliary function 1/J ( x , y) and the approaches 

w=bb1/J , 

P = - Et 04 (Z, 1/J ) = - Et ("x 1/J,yy + "y 1/J,xx) = 0 , 

(14·16a) 

(14.16b) 

(14.17a) 

(14.17b ) 
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{14.16} is now transformed into a partial differential equation of eighth 
order. The differential operator 04 transforms into a modified LAPLACE­
operator with constant coefficients 6. * 1/J =" 1/J + "y 1/J xx' The appro­
aches for wand iP {14.17} identically fulfiil fl'4.16b}. S~bstitution into 
{14.16a} then yields 

I 6. 6. 6. 6.1/J + ¥ 6. * 6. * 1/J = -t I . {14.18 } 

The approaches for the auxiliary functions 1/J {14.18} are also substituted 
into the relations for the stress resultants {14.6} and {14.5b}, and we thus 
obtain in Cartesian coordinates 

iP,yy = -Et("y1/J,yyxx + "x1/J,yyyy) = -Et6.*1/J,yy , } 

IV 
iP,xx = - Et ("y 1/J + "x 1/J,yyxx) = - Et 6. * 1/J,xx ' 

N = - iP = E t (" .1. + ".1. ) - E t 6. * .1. xy ,xy Y o/,yxxx x o/,yyyx - o/,xy , 

M = - K 6. 6. ( .1. + .1. ) yy o/,yy o/,xx } 
Mxy = - K (1 - v) 6. 6.1/J ,xy 

{14.19 } 

{14.20 } 

In the follwoing, a solution shall be given for a shell that is simply 
supported at all edges. For this purpose we draw on the treatment of the 
simply supported, shear-rigid plate (see Section 9.2). This problem was sol­
ved using a FOURIER double series expansion that strictly fulfilled both 
the KIRCHHOFF plate equation and the boundary conditions. The shallow 
shell is treated analogously by choosing a FOURIER double series expan­
sion for the auxiliary function 1/J: 

00 00 

.1. ( ) "" .1. • m 7r x . n 7r x 0/ x, Y = L.. L.. o/mn sm --a- sm --b-
m=l n=l 

where 1/Jmn are free FOURIER-coefficients (m, n = 1,2,3, ... ). 

It can be shown that the above approach fulfills the boundary conditions 
of the simply supported shell according to {14.14b}. 
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Exercise C-ll-l: 

A circular conical surface constitutes a 
special case of an elliptic conical sur­
face, and belongs to those conical sur­
faces that can be described by moving 
a generatrix (parameter) along a di­
rectrix y ( 1'J) (circle with radius a) pa­
rallel to the xl, x2-plane (see Fig. C-l). 
The position vector r of a point P on 
the surface reads in parametric pre­
sentation: 

r = r ( s , 1'J) = s sin a cos 1'J e1 + 
+ s sin a sin 1'J e2 + 
+ s cos ae3 

Fig. C-l: Circular conical surface 

with 

Determine 

s,1'J 
a = const 

GAUSSIAN parameters , 
semi-angle of a cone . 

a) the fundamental quantities of first and second order, 

b) the equilibrium conditions for the membrane theory of a circular coni­
cal shell. 

Solution: 

a) Fundamental quantity of first order - surface tensors 

By means of the given parametric representation of a circular conical surface 

[ 
s sin ex cos .&] 

r (s , .&) = s sin ex sin .& 
s cos ex 

we determine from (11.10) the covariant base vectors: 

a =~=r 
CO< a ~CO< ,CO< 

It then follows 

[
sin ex cos.&] 

a 1 = r,B = sin ex sin .& 
cos ex 

where ~1 ---+ S , e ---+ .& 

[ 
- s sin ex sin .& 1 

' a 2 = r,,, = s sin oex cos.& 

(1 ) 

(2a,b) 
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By means of (2a,b ) and according to (llJ1), the covariant components of the sur­
face tensor (first fundamental form for the surface) are calculated as: 

all = a 1 . a1 = 1 , 

a22 = a2 . a 2 = s2 sin2 Q( , 

a 12 = a 1 . a 2 = 0 . 

The covariant surface tensor thus reads: 

(aaP) = [~ s2 s~n 2 Q( ] 
(3a ) 

and the determinant due to (11.12) 

a = I aap I = s2 sin2 Q( • (3b) 

The diagonal form of ( 3a) (a12 = 0 ) implies that the parametric lines are mutu­
ally perpendicular (orthogonal mesh). The contravariant surface tensor can be 
obtained by forming the reciprocal values of the elements of the principal 
diagonal, i.e. 

( a ap ) = (aaP r 1 = [~ ~ l· ( 4 ) 
s2sin 2Q( 

b) Fundamental quantity of second order - curvature tensor 

The curvature tensor constitutes the second fundamental form for the surface. 
The single components are calculated by means of (l1J8) : 

with the derivatives 

aa2 .. ( 
- s sin Q( cos 3 ) 

a 2 •2 = ~ = -ssm; sm3 , 

One obtains the components of the curvature tensor by formulating the scalar 
triple products: 

o o o 
1 

b = --- sin Q( cos 3 
11 s sin Q( 

cos Q( = 0 , sin ex sin 3 

- s sin ex sin 3 s sin Q( cos 3 o 



Exercise C-ll-1 249 

- s sin 0( cos .a- - sin 0( sin .a- 0 
b =_1_ 

22 s sin ex sin 0( cos.a- sin 0( sin .a- cos 0( = s sin ex cos ex , 

- s sin 0( Bin .a- s Bin 0( COB .a- 0 

- s sin 0( sin .a- sin 0( cos.a- 0 
b =_1_ 

12 s sin 0( 
sin 0( cos.a- sin ex sin .a- cos 0( = 0 

- s sin 0( sin .a- s sin 0( COB .a- 0 

The curvature tensor thus reads 

(bap ) = [ 00 0 1 
s sin 0( cos ex 

(Sa ) 

with the determinant b = I bap I = 0 . (5b) 

The form of the fundamental quantities allows us to draw the following con­
clusions: 

a12 = 0 and b12 = 0 mean that the parametric lines are simul taneouBly lines 
of principal curvature. 

bu = 0 implies that the curvature is zero along the parametric line s . 

The curvature at a point P of the surface can be calculated according to (ll~O) 

1 bapd~a dF! 
~ -.l...=-.l... b11 

0 

} 
-=- =--- = R aapd~a d~ R1 R. all 

(6) 

1 1 b22 1 
R2 = R" 

= --- = -- cot 0( • a 22 s 

The two invariants describe the curvature properties of a surface (see (ll.22a,b)): 

mean curvature , 

GAUSSIAN curvature 

This yields 

H = - 1... scot 0( 
2 ' 

(7a) 

K = o. (7b ) 

Surfaces with an equal measure of GAUSSIAN curvature K = const can be 
mapped isometrically onto each other, i.e. they are developable on each other. 
Owing to the fact that K = 0 due to (7b), the circular conical surface can be 
developed on the plane, just as is the case with any cylindrical surface. 
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b ) Equilibrium conditions for the membrane theory of a circular conical shell 

We proceed from the equations (12J) 

N"'.BI", + p.B = 0 , 

N"'.Bb",.B + P = o. 

As an example, the first equilibrium condition (f3 = 1), i.e., 

NIl I + N21 1 + 1 - 0 1 2 P - , (Sa ) 

shall be written in expanded form. The resultant normal forces NIl, N21 are ten­
sors of the second order, and their covariant derivatives are to be formed accord­
ing to (2.3Sb) : 

(8b) 

In a first step, the CHRISTOFFEL symbols of the surface have to be determined, 
using (11.23a): 

'" _ 1 "'e( ) r .B.., - 2" a ae.B • .., + a..,e • .B - a.B-r.e . 

One thus obtains the following CHRISTOFFEL symbols: 

1/ s ] o . 

By substituting (9a,b ) into (8b ) one obtains: 

Nll + N 21 +.1.. Nll _ . 2 N22 + 1 - 0 .1 .2 S S 8m a p - . 

Finally, the physical components are introduced into (10) by (2.17): 

N*ll s N .. = Nll , 

N*12 s N." = N12 s sin ex , 

N*22 "'" N N22 2 • 2 - "" = s sm at 

From (10) and (11 ) now follows 

aN .. +_a_(~) +.l.N -.l.N + = 0 
a s a .a s sin ex 8.. S "" p. 

- aN •• 
sas- + N .. 

1 aN." 
+ sin ex ~ - N"" + sPa =0 

or (sN) +_I_N -N +s 
.... sin ex ."." "" p. 

= 0 
} 

( 9a,b ) 

(10 ) 

(l1a) 

(lIb) 

(l1c) 

(12 ) 

The above equation is identical with equilibrium condition (12.16a) where ( ) •• s 

a / as and ()." s a / a.a . 
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Finally, the equilibrium condition (12.16c) is checked, i.e., 

Using (llc) it follows that 

N 1 s sin ex cos ex + p = 0 
"" s2 sin 2 ex 

--+ N "" = - p s tan ex • 

Exercise C-12-1: 

A shell of revolution with an elliptic meridional shape (Fig. C-2) is subject­
ed to a constant internal overpressure Po . 

Determine the membrane forces in the shell. 

Solution: 

Fig. C - 2: Shell of revolution with 
elliptical meridional shape 

We take from analytical geometry the radius of curvature r1 for a point P of the 
ellipse 

and the distance r 2 5! PN to the axis of revolution 

a 2 

r 2 = (a 2 sin 2 cp + b2 cos2 cp )1/2 . 

Assuming that Ptp = 0, we obtain according to (12.7a) 
tp 

( a 2 sin 2 cp + b2 cos2 cp )1/2 J a 4 b2 - -N = - 2Pocoscpdcp 
tptp a 2 sin 2 cp ( a 2 sin 2 ip + b2 cos2 ip ) 

v;=o 
By means of the substitution 

• 2 _ b2 
sm cp = z - a 2 _ b2 

2 sin qi cos ip dip = d z , 

the integral can be transformed into a basic integral. 
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Fig. C-3: Equilibrium at large 

However, the above results can be obtained more easily if we consider the equili­
brium at large for a thin top section, cut symmetrically from the shell of revolu­
tion at arbitrary angles rp (see Fig. C-3). The vertical load F results from the 
pressure acting on the horizontal projection of the shell (circular surface of radius 
r (rp), since the horizontal components of Po counterbalance each other) : 

F = 1tf2 ( rp ) Po . 

From the equilibrium at large follows that 

2 7t r ( rp ) N rprp sin rp = F = 7t r2 ( rp ) Po ' 

and by assuming that r ( rp ) = r2 sin rp , one obtains the membrane force in the 
meridional direction 

N = Po r 2 
rprp 2 

and the membrane force in the latitudinal direction by (12. 7b) 

r 2 Po r2 r 2 
N66 = r2 P o - r-2- = P Or2 (1 - 2;") 

1 1 

. a 2 
At the top (rp = 0) holds wIth r1 = r2 = b that 

poa2 

Nrprp = N66 = ~ 

b2 
and at the equator (rp = ; ) follows with r1 = a ' r2 = a that 

poa a 2 
Nrprp = -2- N66 = poa(l - 2b2 ) 

For a > 12 b ,i.e. in cases of more shallow shells, a compressive stress occurs in 
the circumferential direction at the equator. An elliptic shell bottom reduces its 
diameter when subjected to overpressure. In the special case of a spherical shell 
with r 1 = r 2 = a = b, the boiler formula (12.13) is verified in the form: 

poa 
Nrp<p = N66 = -2-

A spherical shell subjected to internal overpressure only exhibits tensile stresses. 
The same applies for a cylinder. 
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Exercise C-12-2: 

A spherical boiler (radius a, wall 
thickness t) subjected to internal 
overpressure Po is supported in bear­
ings at its top and bottom points (Fig. 
C-4). The boiler rotates around the 
vertical axis A-A with a constant an­
gular velocity w. 

Determine the rotational speed for 
unset of yielding, assuming that only 
a membrane state of stress exists and 
that the deadweight can be neglected. 

Numerical values: Fig. C-4: Spherical boiler 

a=lm 
3 

Uy = 360 MPa. (yield stress) , Po = 0.8 MPa. , e = 7.86 kg/ m . 

Solution: 

Besides the internal overpressure, a centrifugal load occurs in this problem. With 
r = a sin rp, the resulting load components in the meridional and the normal di­
rection become: 

P<p = ptw2 asinrpcosrp . 

Substitution of (la,b) into (12.7a) yields 

'I' 'I' 

(la) 

(lb) 

N<p =~ J(pcosrp-p sinrp)sinrpdrp=~ Jpocosrpsinrpdrp. 
'I' sm rp _ 'I' sm rp_ 

'1'=0 '1'=0 

Fig. C - 5 : Components of the centri­
fugal load 
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All terms with w vanish so that the meridional resultant force NI{)l{) only depends 
on the internal pressure Po • After integration we obtain 

a ( Po cos 2 !p ) 
NI{)l{) = sin 2!p - 4 + c . (2 ) 

Since the meridional resultant force NI{)l{) has to be finite for !p = 0, we get 

N = ~2 (- Po cos 2!p + c)1 __ finite ===> C = Po 
I{) I{) SIR!p 4 I{) = 0 4 

Substitution of C into (2) yields: 

poa 
NI{)l{) =-2- (3a) 

The resultant forces in the latitudinal direction are calculated by means of equa­
tion (12.12c) and by superposing the two load cases: 

(3b) 

The stresses in the latitudinal and meridional direction then become: 

The maximum stress occurs at 1t / 2. Following the von MISES hypothesis, the 
maximum stress can be expressed as follows: 

d r = I d~ + d~ - d 1 d 2 ---+ 

drm&x = ( pa)2 2 pa 
_0_ + (pw2a2 ) + _0_pw2a2 < d . 
2t 2t - y 

( 4) 

With w = ~~ , relation ( 4 ) allows us to calculate the rotational speed n for un­

set of yielding: 

n =..!!Q... 
1ta 

_ 3 ( Po a)2 _ Po a) = 
4t 4t 

= 30 I 1. (/3602 _ 3. 100 2 _ 100) 
11"·1000 V 7.86.10-9 

n ~ 26.4 rev/sec 
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Exercise C-12-3: 

Calculate the membrane forces in a spherical shell (radius a) subjected to a 
wind pressure described by the approximate distribution 

p = - Po sin c,o cos 'I? . 

Tangential frictional forces occur in practice but will be neglected here. 

side view top view 

-p +p -p +p 

Fig. C- 6: Spherical shell subjected to wind pressure load 

Solution: 

Assuming that P", = P" = 0, the equilibrium conditions (12.12) read: 

sin cp (N",,,, ).'" + cos cp N",,,, + (N",,, )." - cos cp N"" = 0 , 

= 0, 

= - Po a sin cp cos .& 

By a product approach according to (12.9) 

(1 ) 

N "'''' = ell ( cp ) cos.& , N ",,, = '1' ( cp ) sin.& , N"" = e ( cp ) cos.& , ( 2 ) 

we transform the system of partial differential equations (1) into a system of or-

dinary differential equations ( ~ ( )' ) : 
.", 

sin cp ell' + cos cp ell + '1' - cos cp e = 0 , 

sin cp '1" + 2 cos cp '1' - e 

ell+e 

By eliminating from ( 3c ) 

e = - ell - Po a sin cp , 

we obtain 

= 0, 

= - Po a sin cp 

sin cp ell' + 2 cos cp ell + '1' + Po a sin cp cos cp = 0 

sin cp '1" + 2 cos cp '1' + ell + Po a sin cp = 0 } 

(3a) 

(3b) 

( 3c) 

(4) 
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The form of ( 4) suggests introduction of the sum and the difference of the un­
known functions as new functions : 

(5) 

If we now divide ( 4) by sincp, (5) yields by addition and subtraction, respective­
ly, of the two equations (4) 

( 6 ) 

with 1 Al 2 = 2 cot cp ± -. -, SIn cp P1,2 = Po a ( cos cp ± 1) , (7 ) 

where the index 1 implies "+ " and the index 2 implies " - " . 

The ordinary inhomogeneous differential equations of the first order with variable 
coefficients ( 6) have the following solutions according to (12.27) : 

F - (c - Jp fAl,2d<p d ) - fAl,2d<p 1,2 - 1,2 1,2 e cp e 

The integrals are evaluated by means of ( 7) : 

J Al dcp = J ( 2 cot cp + si~ cp ) d cp = 2 In sin cp + In tan f ' 
f Al dIP 21n .in <p + In ta.n <p /2 

e = e 

In a similar way we determine 

= sin 2 cp tan I£. 
2 

cp 

f A2 dIP . 2 cp e-fA2 dIP __ tan "2 
, e = SIn cp cot - , 

2 sin 2 cp 

For F 1 we then obtain 

F 1 = [ C1 - J Po a ( COS cp 

By means of 

1 + cos cp = 2 cos2 I£. 
2 

cot .2-
+ 1) sin 2 cp tan .2.2 dcp ] --:-;- . 

SIn cp 

sin 2 cp = 4 sin 2 I£. cos2 I£. 
2 2' 

the integral can be determined as follows: 

J(coscp + 1) sin2 cp tan fdcp = Jscos3 fSin 3 fdcp = JSin3cp dcp = 

= - cos cp + ~ cos3 cp 

If we substitute 
2 cp 

2 cos "2 
cot.2. = ----!:...-

2 2 sin .2- cos .2-
2 2 

1 + cos cp 
sin cp 

( s ) 

(9) 
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we obtain from ( 9 ) 

[ ( 1 3)]1 + cos cp F 1 = C1 + Po a cos cp - -3 cos cp . 3 
sm cp 

and analogously 

[ ( 1 3)]1 - COB cp F 2 = C2 - Po a cos cp - -3 cos cp . 3 
sm cp 

Substitution into (5) and solving leads, after introduction of two new integration 
constants Dl = C1 + C2 and D2 = C1 - C2, to 

(P=~(Fl+F2)= 

= ~ [ Dl + D2 cos cp + 2 Po a cos cp ( cos cp - ~ cos3 cp ) ] si:3 cp , ( 10 ) 

'Y = ~ (F 1 - F 2) = ~ [ D2 + Dl cos cp + 2 Po a ( cos cp - 1 cos3 cp )] si:3 cp . 

In order to ensure finiteness of the resultant forces at the top (cp = 0), we de­
mand that 

(11) 

Since sin 3 cp occurs in the denominator, not only the numerator but also its first 
and second derivative have to vanish at the point cp = o. We obtain, from the 
second equation (10), for the first derivative of the term in square brackets 

[ - Dl sin cp + 2 Po a ( - sin cp + cos 2 cp sin cp ) ]1 = 0 
",=0 

and for the second derivative 

[ - Dl cos cp + 2 Po a ( - cos cp - 2 cos cp sin 2 cp + cos3 cp ) ]1", = 0 O. 

Whereas the first condition is fulfilled directly for cp 
for cp = 0 yields: 

o , the second derivative 

- Dl + 2 Po a ( - 1 + 1) = 0 ---? Dl = 0 

and thus, according to (11) , 

With (10) and (2) the following expressions for the membrane forces are ob­
tained: 

N",,,, = poa( - ~ + coscp - i cos 3 cp) :~:3CPcp cos-S 

Nm •• = p a (_1... + coscp _.1.cos3cp)-.-1-sin-S 
,..v 0 3 3 sm3 cp 

(12 ) 
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Fig. C-7: Support of the spherical shell at the ground 

The wind load p ( cp ,.l)) possesses a resultant F in the x-direction which can be 
equilibrated by the resultant of the shear forces N'I''' at the cut cp = 1t /2. At 
other cuts defined by cp, components of N'I''I' contribute to the equilibrium at 
large. However, since the shear forces at the two semi-spheres act in the same di­
rection and therefore add up, their resulting force has to be provided by the 
ground through a stiffening ring (Fig. C-7). Without this or a similar type of 
support, the spherical shell would be blown away. Thus, the support disturbes 
the membrane state of the shell which can therefore only be considered as an ap­
proximation. 

Exercise C-12-4: 

A hanging conical shell (height h, conical semi-angle a) supported as de­
picted in Fig. C-8 is filled with liquid of mass density (!. 

Determine expressions for the membrane forces in the ranges I and II 
shown in Fig. C-8. The deadweight of the shell can be disregarded. 

Solution: 

Fig. C-8: Hanging conical shell 
filled with liquid 

The loads are axisymmetrical, and can be written as follows for the two ranges: 

Range I: p = 0, 

Range II: p = p g z = p g (hI - S cos ex ) , 

ps = 0 

ps = 0 

(1a) 

(1b) 
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The expressions for the membrane forces can be determined by means of the 
equilibrium conditions (12.16) for the axisymmetrical load case 

= p s tan a: 

Range I: 

(2a) 

(2b) 

(2c) 

In order to determine the constant C, we proceed from the "equilibrium at 
large" at the transition between range I and II. We demand according to Fig. C-9 
that 

() 1 2 2 1 h2 sin a: 
Nsscosa: 27th1tana:=Tpg7t(h1 tan a:)h1 -+ N88 ="6 Pg 1cos2a:' 

( 3 ) 

We determine the constant C from the boundary conditions for s = sl = h1/ cos a 
with (3) as follows: 

N (s ) = cos a: C = .1. P g h 2 sin a: -+ 
88 1 h1 6 1 cos2 a: 

C 1 h 3 sin a: = -6 pg 1--3- . 
cos a: 

Substitution into (2c) then yields the following expression for the membrane force 
Nss in range I: 

3 
N 1 h1 sin a: 

ss = "6 pg cos3a: -s-

Range II: By including (lb ), we obtain from (2b) 

N "" = s P g ( h 1 - s cos a: ) tan a: 

and from (2a) after integration 

_ P g ( s2 s3 ) 
Nss - -s- hl2" - "3 cos a: + C tan a: . 

( 4) 

(5a) 

Fig. C-9: Equilibrium at large for 
range II of the conical shell 
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At the boundary 8 = 8} we have 

N ( ) P g 8in ex [h~ h~] C 1 h2 sin ex s = - + tan ex = - p g ---
88} h} 2 sin 2 ex 3 sin 2 ex 6} cos2 ex 

-+ C = 0 

Thus, we determine the following expression for the membrane force N as in range 
II: 

N 88 = P ~ s ( 3 h} tan ex - 2 s sin ex) • (5b) 

Exercise C-12-5: 

A section of a casing has the shape of a circular toroidal shell as shown in 
Fig. C-IO (radius of the circular section a, radius from centre point ro ' wall 
thickness t). 

At the boundary cP = CPo the shell is subjected to a uniformly distributed 
boundary load No acting in the tangential direction. 

y~------------------------~.I 

fO 

Fig. C-IO: Section of a casing with toroidal shell shape 

a) Determine the membrane forces and the stresses in the shell. 

b) State the basic equations for determining the displacements u and w for 
the section of the casing. 

Solution: 

a) We proceed from the equilibrium conditions for shells of revolution with arbi­

trary contours (12.6) subject to an axisymmetrical loading (p" = 0 ; o°{7 = 0): 

(rN<p<p),<p - r}coscpN"" + rr}p<p = 0 , (la) 

(lb) 
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With the angle rp relative to the axis of rotational symmetry, the radius of curva­
ture r1 = a, the distance r = a sin rp + ro from the centre line, and the auxiliary 
radius r2 = a + rol sin rp resulting from the projection onto the centre line, the 
following system of equations is obtained: 

[ ( a sin rp + r 0) N 'P'P L'P - a cos rp N "" = 0 , (2a) 

~ + sinrp N - 0 
a r 0 + a sin rp "" - . 

(2b) 

Differentiation of ( 2a) and transformation of ( 2b ) yield 

N'P'Pa cos rp + N'I''P''P (a sin rp + ro ) - N""a cos rp = 0 

N + a cos rp ( N - N ) - 0 
'P'P.'P ro + a sin rp 'P'I' "" - , 

(3a) 

ro + a sin rp 
N =- N 

"" a sin rp '1''1'' 
(3b) 

If we substitute (3b ) into ( 3a ) , we get 

a cos rp ( r 0 + a sin rp ) 
N'P'I"'P + ro + a sin rp 1 + ------asr~ N 'P'I' = 0 

N + [ a cos rp cot m 1 N'M" = 0 
'P'P.'P ro + a sin rp + .....,...,.. . 

, 

The general solution of the differential equation of type N 'P'P.'I' + p ( rp ) N 'P'P = 0 
reads 

N = C -Jp('P)d'P 
'P'P e . 

Evaluation of the integral leads to: 

or 

= J r cos rp drp + f cot rp drp = In ( :. + sin rp ) + In ( sin rp ) 

--i:- + sin rp 

C e - [In( ~ + sin'P) + In(sin '1')] 
---+ N 'P'P = 

1 _1_] = C* 1 
. sin rp sin rp ( r 0 + a sin rp) . + Sill rp 

Boundary condition : 

(4) 

(5) 

( 6) 
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From ( 5) follows that _ N - C. 1 
0- sin CPo (ro + a sin cpo) 

~ C· = -sinCPo(ro + asinCPo)No 
Thus we obtain 

sinCPo(ro + a sin cpo) 

sin cp ( r 0 + a sin cp) No 

and by including ( 3b ) ; 

N = sin CPo (ro + a sin cpo) 
"" a sin 2 cp No· 

The stresses are given by 

N "" 0"" = -t-

(7 ) 

(8 ) 

( 9 ) 

b) With axisymmetrical loading and support conditions, we apply the following 

strain-displacement relations (12.21) with 0/ 0.& !: ( ) ," = 0 and v = 0 ; 

- ...1.. ( ) - a u,rp + w , 

u cos cp + w sin cp 
E"" = r 

u cos cp + w sin cp 
a sin cp + r 0 

According to (12.26) the constitutive equations read; 

Solution of ( 10 ) with respect to w yields; 

(lOa) -+ 

(lOb) -+ w= 

By comparing we obtain 

e"" ( a sin cp + r 0) - u cos cp 
sin cp 

Erprp a sin cp - u,rp sin cp = E"" (a sin cp + ro) - u cos cp 

~ u,rp - u cot cp = "rprp a - e"" ( a + s:: cp ) 

(lOa) 

(lOb) 

(10c) 

(lla) 

(llb) 

(12 ) 
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We now substitute (11 ) into ( 12) and get 

u ,cp - u cot tp = it [ (N cpcp - \I N"" ) a - (N"" - \I N cpcp ) ( a + Si~ tp )] = 

Finally, substitution of the membrane forces (7) and ( 8) into (13 ) yields: 

N sin tpo (ro + a sin tpo) [a (1 + \I ) + \I s~~ tp ] 
u - u cot tp = ..::Q. [ - ---------r--=---:--____ -----'-~ 

,cp E t sin tp (r 0 + a sin tp ) 

sin tpo (ro + a sin tpo) [ a (1 + \I) + ~ )]] 
a sin2 tp 

The linear, first order differential equation (14) reads in abbreviated form 

U'IO + p ( tp ) u = Q ( tp ) 

with P ( tp ) = - cot tp and Q ( tp ) = right-hand side of ( 14) . 

With (12.27), the general solution is 

Calculation of the integrals: 

= e-lnsin I" 

= elnsinlO 

_1_ 
sin tp 

= sin tp , 

(14 ) 

(15 ) 

In order to determine the constants of integration , we write the boundary condi­
tions at point A 

u(tp=~)=O . (16 ) 

Thus we obtain the meridional displacement u ( tp ) by means of which we can de­
termine the normal displacement w ( tp) from (lOa). For reasons of brevity, the 
integrals will not be determined here. 
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Exercise C-12-6: 

A thin-walled circular cylindrical shell with one end clamped as shown in 
Fig. C-ll is subjected to a sinusoidal distribution of tangential membrane 
forces at its free end with the shown vertical force F R as resultant. 

J r llllllll 
. - ~. -t~l~~ 

A f4z----...!....-----......... . Fig. C-ll: Circular cylindrical shell 
subjected to an end load 

a) How large are the membrane forces? 

b) Determine the vertical displacement w of the bottom point A of the 
free end of the shell. 

c) Check this displacement by means of the first theorem of CASTIG­
LlANO. 

Solution: 

a) We assume that the vertical force FRat the free end of the shell stems from 
the following sinusoidal distribution (see Fig. C-12): 

Then 

- N x" = k sin ~ 

~/2 

4 J -N x" sin ~ a d~ = 
o 

~/2 

4 k a J sin 2 ~ d~ = 
o 

4ka K 
4 

(1 ) 

must hold. From (1) follows that k = Fit / 11" a, and according to (12.14) with 
P" = Px = P = 0 we obtain the resultant forces as follows 

N"" = 0 

Owing to the boundary condition Nxx (x = 
nishes. Thus, the final result reads 

FR . 
N"" = 0 N x" = - 1t a sm ~ 

F 
N = ..1. ~ x cos ~ + C1 ( ~) . 

xx a 1ta 

0) = 0 , the constant C1 ( ~ ) va-

(2 ) 

z 

Fig. C-12: Relationship between vertical load F R 
and tangential membrane forces Nx" 
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This corresponds to the solution that would be obtained by the elementary beam 
theorj. By defining the moment of inertia for a thin-walled circular section as Iy 
= 7l"a t and the bending moment of the cantilever beam M = - F R x, the nor-
mal stress at sections x = const is y 

M FRx F 1 N 
::::L z = --- a cos S- = --.!L x - cos S- = ~ 
Iy 1ta3 t 1ta2 t t 

b) The deformations are calculated by means of the equations of the constitutive 
equations (12.26) after substituting the strain-displacement relations of the circu­
lar cylindrical shell (12.23) : 

u,x = it (Nxx - v N",,) , (3a) 

(3b) 

1 _2(1+V)N aU,,, + v,x - Et x" (3c) 

After substituting the resultant forces (2) into equations (3), we calculate the 
axial displacement u by integrating (3a), the tangential displacement from ( 3c ) 
and, finally, by a simple transformation the radial displacement w from ( 3b). We 
then obtain 

( 4a ) 

( 4b) 

( 4c ) 

The two arbitrary functions C2 ( S- ) and C3 ( S- ) only allow the fulfillment of two 
boundary conditions, e.g. u ( I) = v ( I) = 0 , instead of the four boundary condi­
tions for the clamped boundary u ( 1) = v ( I) = w ( I) = w,x ( I) = o. Thus, 

( 4a ) yields u(l) = 0 ---+ ( 5a ) 

( 4b ) yields v(l)=o ---+ 

FR FR 13 • I FR Z2 • 
C3 ( S- ) = 2 (1 + v) -I sin S- - -- - sm S- + - --- sm S-

1ta 1ta3 6 a 1ta2 2 

( 5b ) 

We then obtain the radial displacement w from ( 4c) with (5a,b ) 

FR [ x x3 X 12 13 I 1 w = --cosS- (2 + v ) - - - + - -- - -- - 2 (1 + v ) - . (5c) 
Et1t a 6a3 a 2a2 3a3 a 
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Since no function is available to fulfill w ( I) = 0, this condition cannot be com­
plied with. It holds that 

\I FR I 
w{l) = - Etlt ~COS~:f 0 Similarly, w,x(l):f 0 

The membrane theory cannot meet these essential boundary conditions and there­
fore only yields an approximate solution as we have already seen in various exam­
ples. In order to fulfill the essential boundary conditions w (I) = w,x (I) = 0, a 
bending solution has to be superposed onto the approximate solution. 

From ( 5c ) we obtain for the displacement of point A : 

FR [ 13 I ] w(x=O,~=lt)=w =-E --3 +2(1+\I)-a 
max t It 3a 

( 6) 

When compared to TIMOSHENKO beam theory, the first term represents the 
contribution from bending, and the second term the contribution from shear de­
formation. 

c) Comparison by means of the Theorem of CASTIGUANO 

The displacement of the point of load application can be calculated by means of 
the first theorem of CASTIGLIA NO (6.27a) as follows: 

_ () U* ( Fj) _ () U ( Fj ) 
v i - ()F i - ()F i . (7) 

Equation (7) applies to a linearly elastic structure. In the present case, the defor­
mation energy according to (12.28b) can be employed. For the circular cylindrical 
shell x !9 cp, so: 

U = 21 t f[ N;x + N ~11 - 2 v N xx N 1111 + 2 (1 + \I ) N;11 ] d A . ( 8a ) 

According to (2), NI1I1 = 0 holds in the present case, i.e. ( 8a) reduces to : 

U=21tf[N;x+ 2 (1+\I)N;I1]dA. 
A 

We then obtain the displacement w by (7) with (8b ) as 

I 2,.-

1 J J [ () N xx ( ) () N xl1 ] w = Et Nxx ()FR + 2 1 + \I Nx" ()FR ad~dx 
x=OI1=O 

( 8b ) 

( 9 ) 

We now substitute into (9) the resultant forces Nxx and Nxl1 from (2) and their 
derivatives: 

I 2,.-

w = ; t J J [ It;! 4 x2 cos2 ~ + 2 (1 + \I) It;!2 sin 2 ~ ] dx d~ 
x=o 11=0 

After integration we obtain the same result as given in ( 6 ) 
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Exercise C-12-7: 

A type of shell often found in civil and mechanical engineering is a ruled 
shell as shown in Fig. C-13. Its mid-surface has the form of a special hy­
perbolical paraboloid which is generated by moving a straight line g along 
a rectangle ABCD. The rectangle lies in the xl, x2-plane and has the side 
lengths 11, 12 , The straight line moves along the line AD and along the hy­
potenuse of the triangle BEe. This so-called skew hyperbolical paraboloid 
shell is also termed a hypar shell and its parametric description is given 
by 

( x :::: (1 "" (2 _ h 12) 
.. , Y -.. , c - 13 . 

Fig. C -13: Coordinates of a hyper­
bolical paraboloid shell 

a) Set up the equilibrium conditions of this shell according to membrane 
theory. 

b) Determine the resultant forces and moments for a shell subjected to 
the deadweight g per unit surface area, i.e. its physical load compo­
nents in the global Cartesian coordinate system xi (i = 1, 2 , 3) are 
given as: 

Solution 

a) Equilibrium conditions 

First, the fundamental quantities of first and second order as well as the CHRI­
STOFFEL-symbols have to be determined. Proceeding from the given parameter 
description 

r ( x , y ) = x e 1 + y e 2 + :y e 3 , 

the base vectors are determined as : 

- y a 1 = r,x - e 1 + C e 3 , 

x aa = r,y = e2 + C e 3 

(la) 

(lb) 
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Similarly, the metric tensors are calculated according to (11.11), the determinant 
according to (11.12), and the covariant tensor of curvature according to (11.18): 

(2a) 

(2b) 

[ 
(X)2 1 + -

a{J -1 1 c 
( a ) = (aa{J) = -

a xy 
72 

xy ] -72 

1 + (~y 
(2c) 

bafJ =[~ 
cl« 

'~ ] (3) 

From (11.23a), the CHRISTOFFEL-symbols of the second kind result as 

,:a] (4) 

In order to formulate the equilibrium conditions (12.1) 

111 211 1 N l+ N 2+ P =0, 

N1211 + N2212 + p2 = 0 , 

11 12 22 
N b11 + 2N b12 + N b22 + P = 0 , 

} (5) 

the covariant derivatives of the stress resultants are required. With the relations 
( 2.35b) and ( 4) they become 

N111 = Nll + ~ N12 
1 ,1 c2 a 

(6) 
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Substitution of the derivatives ( 6) into (5 ) yields: 

Nll + N21 + ~ N12 + _x_ Nll + pI = 0 
,1 ,2 c2a c2a 

N12 + N22 3 X N12 Y N22 2 0 ,2 + -- + -- + p = 
,1 c2a c2 a 

(7) 

2 N12 --- +p era = 0 

The solution of this system of equations requires a transformation into physical 
components. Owing to the occuring non-orthogonal surface coordinate system (me­
tric (2a) is fully occupied), the relations (2.17) cannot be used for determining the 
physical components. On the basis of [C.6 , c.n J we therefore define, as physical 
components of a stress vector t ij, the components of the stress vector in the di­
rection of the unit vectors that are parallel to the base vectors and that are thus 
not perpendicular to a tetrahedron cut plane. We obtain from the equilibrium of 
the tetrahedron 

t* = -- t J ij ,pj-GJ) i" 

g(ii) 
(Sa) 

In transition to the shell, (Sa) yields the physical components of the membrane 
forces 

(Sb) 

Substitution of ( Sb ) into ( 7) requires formation of the following derivatives: 

o r:f1 x ax V a;;- = - -c-=2-a--ra-a-

By introducing the physical components of the surface loads 

*a ~ a * p =""1 a(aa) p ,p = p , 

and by denoting the physical components of the membrane forces by subscripts 

N*22 == N 
yy 

N*12 == N 
xy 

Eqs. (7) finally yield the equilibrium conditions of the skew hyperbolic parabo­
loid shell (%x == ,x , %y == ,y): 

N ra:::: + N ..ra::: + x N + 2 Y ra:;; N + p*l f3 = 0 , (9a) xx ,x --~2 xy ,y ~1 2 ____ xx C 2a xy 
C ""I a22 
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Y Y ra::::. 2 
N ra:::: + N -ra:::l + --N + 2 __ 2_2 Nx + p* -ra = 0 , (9b) xy,x --C~ yy,y --1 2 ~ yy 2 y 

CYllu ca. 

_2_ N + p* = 0 ( 9c ) 
ca. xy 

Eqs. (9a.,b ) a.re a. system of first order pa.rtia.l differentia.l equa.tions with va.ria.ble 
coefficients. Eq. (9c) yields the membra.ne shea.r force 

Nxy = -ta.p* 

By formula.ting the deriva.tives (note (2b ) ) 

Nxy,x =-fp* - ta.p*, Nxy,y = -fp* - ~a.p* , 

a.nd by substituting them together with the metric (2a.) into (9a.,b), we obta.in 
a.fter re-formula.tion two uncoupled differentia.l equa.tions for the two unknown 
membra.ne forces: 

( lOa. ) 

(lOb) 

b) Resultant membrane forces 

F~rst, the physica.l loa.d components in the globa.l Ca.rtesia.n coordina.te system 
x' (i = 1,2,3) ha.ve to be decomposed into components both in the direction of 
the loca.l surfa.ce pa.ra.meters a.nd perpendicula.r to them. 

a 3 is ca.lcula.ted from a l a.nd a 2 (la.,b ) by forming the vector product a.ccording 
to (11.16): 

a --Le -~e +e 3- c 1 C 2 3 

( lla. ) 

(llb) 

(llc) 

The a.bove vector equa.tions constitute the tra.nsforma.tion between the loca.l ba.se 
vectors a.nd the ba.se vectors in the Ca.rtesia.n coordina.te system. The la.tter vec­
tors ca.n be written in a.bbrevia.ted form a.s 

j 
ai' = ~ i' e j 

Correspondingly, the vector ca.n be written in different ba.ses. The cova.ria.nt com­
ponents of the loa.d vector with (2.9a) rea.d, for insta.nce, 

i' i' k 
P = ~k P 

With (2.8) 

i' j j 
~k ~i' = Ilk 

the tra.nsforma.tion coefficients ~~' a.re determined by inverting ( ~ ji' ): 



Exercise C-12-7 271 

2 _9.. L 1+~ 
c 2 c 2 c 

( f3~' ) == ; _9.. 2 x 1+ ..L. (12 ) 
c 2 c 2 c 

_L x 1 c -c 

By substituting the load components we obtain with (2.10) the physical compo­
nents of the load vectors: 

1 
p* == -g fa (13 ) 

Substitution of these transformed loads into (lOa) yields after re-formulation 

By integration we obtain 

N ==-~y xx 2 
/1 + (fY 
/1 + (~Y 

(14 ) 

From the boundary condition N xx ( x , 0) == 0, the integration function C ( y) fol­
lows as 

and thus (16a) 

From (lOb) with the boundary condition N ( x , 0) = 0, one analogously ob­
tains the membrane force in the y-direction: YY 

Eq. (9c) finally yields the membrane shear force 

N =~ia 
XY 2 

(16b) 

(16c) 

TIMOSHENKO [C.24] and other authors have treated the same problem by pro­
jecting the forces onto the x, y-plane, and then formulating the equilibrium. Their 
results can be transformed, by respective measures (e.g. Nxx == -I all! a22 NllT1M) 
into eq. (16). Given the prescribed boundary conditions, the load at the bounda­
ries x == 0 and y == 0 only acts via shear. Thus, boundary stiffeners are required, a 
fact that leads to incompatibilities between the deformations of the stiffeners and 
of the shell boundaries. For this reason, the membrane solution has to be augmen­
ted by a solution from bending theory. Further examples are treated in [C.2 , C.S]. 
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Exercise C-13-1: 

A circular water tank (radius a, height h) has a linearly varying wall thick­
ness (to = maximum wall thickness) 

t ( x) = to (1 - * ) 
as shown in Fig. C-14. 

~,x 

pg 

h 

Fig. C-14: Water tank clamped at 
the bottom 

Given values: a = 4.0 m , h = 5.0 m , to = 0.35 m , /I = 0.3 

E = 2.1 . 105 M Pa. , (! g = 1 . 104 N / m 3 

a) Derive the differential equation and the boundary conditions for the 
circular water tank by means of a variational principle. 

b) Determine the radial displacement w by a RITZ approach. For this pur­
pose, 

shall be chosen as coordinate functions for the approximation of w, and 
the calculation shall be performed using a two-term approach. 

Note: The deadweight of the tank can be disregarded. The assumptions of 
the technical shell theory are valid. 

Solution: 

a) The total potential energy is composed of the deformation energy of the shell 
and t~e potential energy of the external loads (see [c.n]). With the approxima­
tion Nal3 ~ Nal3 , we obtain the total potential energy expression 

II = ~ J( N"13 (Xal3 + M al3 wa13 ) dA - J( pOI va + p W ) dA (1) 
A A 
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For a cylindrical shell we write in physical components: 

II = ~ J(NxxExx + N""E"" + 2N x"E x" + Mxxwxx + 
A 

+ M"" W,," + 2 Mx" wx" ) dA - J ( Px u + P" v + p w ) dA ( 2 ) 
A 

An axisymmetrical load case is given in the present problem, and the longitudinal 
force N xx vanishes. Thus, (2) reduces to 

II = ~ J(N""E"" + Mxxwxx)dA - J pwdA (3 ) 
A A 

With (13.14) 

w.ee ---

and 

(4a) 

M -~w xx = a2 .ee ( 4b) 

From ( 3 ) follows that 

2.. h/a 

II=II(~,w,w.ee)= J J{~[Et(:r+K(:;erl-pw}dA .(5) 

"=0 e=o 
By (5) we have determined a variational functional for which we now have to 
find an extremum according to (6.34). Therefore, we formulate 

I) II = I) J L( ~,w, w.ee) dA = 0 . 

We then obtain an EULER differential equation in accordance with (6.35) as a 
necessary condition: 

:2 (~2 w.ee Le + E t :2 -p = 0 

For a constant wall thickness t follows 

M 2 _~ 
w.we + K a ,w - K 

4~4 

as the differential equation of a circular cylindrical boiler (13.16 a) . 

We obtain as boundary conditions 

~ I)w I = 0 ---+ K 0 or o w.ee .e e = const ---;;:2 w.ee = 

(6) 

(7a) 
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- -- bw - 0 ( 0 L) I 
o w,ee ,e e = const -

or l)w o. (7b) 

b) In order to calculate the radial displacement w by means of the RITZ me­
thod, we employ the energy expression (5). For this purpose, we introduce the 
linearly increasing pressure 

p=gph(l-~O 

and the varying bending stiffness 
3 

E to a 3 
K = 12 (1 _ \)2) (1 - 11 ~) 

'-v----' 
Ko 

With dA = 27tadx = 27ta 2d~ we obtain 

h/a 

IT = 27t J [ ~ E to (1 - ~ 0 w3 + ~~ (1 - ~ 0 3 ( w,(( )2 -

e=o 

- g ph (1 - ~ 0 a 2 w 1 d~ 
(8) 

The application of the RITZ method (cf. Section 6.7) requires that we choose an 
approximation to w with linearly independent coordinate functions in such a way 
that the essential, i.e. geometrical, boundary conditions are fulfilled. According to 
(6.36) we choose an approximation 

N 

w* = L cn fn (n (n = 1,2, ... , N) , ( 9a ) 
n=1 

where the coordinate functions in the problem formulation are given as 

( 9b ) 

The coefficients cn are the free, yet unknown coefficients. 

The approximation (9) obviously fulfills the geometrical boundary conditions 
( w ( 0) = w,( ( 0) = 0). In addition, the dynamic boundary conditions are also 
satisfied since K (x = h) = o. 

Based upon (6.37) 

, n = 1,2, ... ,N , 

we derive a linear system of equations for determination of the coefficients Cn 
with 

N h/a 

L ck J [ E to (1 - ~ n fk ~ + ~~ (1 - ~ ~)3 fk ,e( fn ,(( 1 d~ -
k =1 (=0 

h/a 

- gpha2 J (1 - ~nfnd~ = 0 

(10 ) 

(=0 
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For a two-termed approximation n = 1 ,2 , this system of equations reads: 

h/a. 

n = 1: 

n = 2: 

x 
h 

1\ 
0.5 

I 
o 

c1 f [ Eto (1 - t ~) f; + ~g (1 - t ~)3 f: ,{{ 1 d~ + 
{=o 

h/a. 

+ C2 f [ Eto (1 - t ~ ) f2 fl + ~~ (1 - t ~ )3 f2 ,{{ fl ,{{ 1 d~ = 
{=o 

h/a. 

= g e h a 2 f (1 - I- 0 fl d~ , 
{=o 

h/a. 

c 1 f [ Eto (1 - to f} f2 + ~g (1 - t ~ / fLee f2 ,{{ 1 d~ + 
{=o 

h/a. 

+ C2 f [Eto(1 - tOf~ + ~g (1 - to3 f~,ee ld~ = 

I) 

e=o 

2 w* 

[10·s m] 

x 
h 

0.5 

I 
I 

o 

h/a. 

= g ph a 2 f (1 - to f2 d~ 

2 N~ 

[105 N/m] 

x 
h 

0.5 

e=o 

'" 1'--.-
o -0.5 

Fig. C-15: Approximate displacement w*, membrane force N~", and bending 
moment M~x of a cylindrical tank with variable thickness 
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After integration and solution of the linear system of equations we obtain the fol­
lowing coefficients: 

g p (1 - v 2 ) h 5 1008 
c1 = E t 3 -4-6-8-+-----"'8.:...7:...:A~+-A-.,,-2' 

o 

c _ _ g p (1 - V 2 ) h 5 21 (36 - A) 
2 - Et3 468 + 87 A + A2 o 

with 2 ( h2 )2 A=(l-v) - . 
a to 

By (9a) we thus approximate the radial displacement w* as 

Finally, the curves for N~" and M:x are calculated by means of ( 4a,b ). Fig. C-15 
presents the w*-curve and the approximations for the resultant forces of the 
numerical example. 

Exercise C-13-2: 

A reinforcing ring 2 (cross-section b . 3 t, b « l) is to be positioned in the 
middle of a thin-walled, long pressure tube 1 made of sheet steel (radius a, 
wall thickness t). For this purpose, the ring is warmed up in such a way 
that it can be slided into its position on the unloaded tube (see Fig. C-16). 

At a temperature T2 = 50·C the ring just fits the tube in stress-free contact. 
Cooling of the ring to the tube temperature of Tl = 20·C leads to shrinking 
of the ring. 

I 
b 

p 

Fig. C16: Pressurized tube with shrinked reinforcing ring 
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Determine the resultant quantities N"" and Mxx in the tube as well as the 
stresses in the tube and the ring, when the tube is subjected to a constant 
internal overpressure p. 

Numerical values: 
-2 

a = 1 m , b = 1 m , t = 1.5 . 10 m , 

p = 1.5 MPa , 0T2 = 1.1 .10-5 JOG, II = 0.3 

El = E2 = E = 2.1 . 105 MPa . 

Solution: 
The problem will be solved by means of the well-known, so-called Method of 
Theory of Structures (Section 13.1.4). For this purpose, we partition the pressu­
re tube and the reinforcing ring into three subsystems (" 0"-, "1 "- and" 2 "-sy­
stem) according to Fig. C-17. We can now formulate the compatibility conditions: 

(1a) 

X(O) + X(I) + X(2) _ X(O) + X(I) + X(2) 
1 1 1 - 2 2 2 (lb) 

Here, the subscript denotes tube 1 or ring 2, respectively, (including tube ele­
ment). The parenthesized superscript refers to the" 0 "-, "1 "- and" 2 "-system. 

We can now compile the values of deformation for the tube and the ring, where 
the membrane solution follows from {12.14}, {12.23} and {12.26}. The values for 
the partitioned tube subjected to the boundary force and boundary moment Mare 
derived from Fig. 13.2: 

V 
"0" - system 

"I" - system "2" - system 

Fig. C-17: Partitioning of the pressure tube in single subsystems 
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Tube 1: 

Ring 2: 

(0) _~ 
wI - Et 

W(l)_ Ra3 
1 - - 2 K 11: 3 

/11)- Ra2 
- - 2 K 11: 2 

W(2) _ M a 2 

1 - 2 K 11: 2 

(0) _ (01) + (02) p b a 2 p a 2 
W2 - W2 W2 = I:::. + EA = I:::. + 4Et ' 

W(l)- 2Ra2 _~ W(2)-0 
2 - EA - 2Etb' 2 - , 

I:::. in (3a) denotes the shrinking measure. 

( 2a ) 

(2b) 

( 3a ) 

( 3b ) 

We now substitute (2) and (3) into (1), and obtain a system of linear equa­
tions by means of which we can determine the unknown boundary loads: 

~_~ Ma2 _ ~ ~ 
Et 2KII: 3 + 2KII:2 -1:::.+ 4Et + 2Etb +0, ( 4a ) 

Eq. ( 4b) leads to 

and ( 4a) correspondingly to 

o 

R =~M 
a 

M 

I:::. _ ~ p a 2 

4 Et 

( 4b) 

(5a) 

(5b) 

The shrinking measure I:::. has to be determined by an additional calculation. For 
this purpose, we separate ring 2 from tube element 1 according to Fig. C-18 and 
insert the forces acting on the single parts. Then, the following circumferential 
strains are determined: 

0""1 p. a 
=~= -ET ( 6a ) 

0""2 ) = ~ - Cl T2 (T2 - T1 = 

p. (a + 2 t) 
3 E t - Cl T2 e, ( 6b ) 

Fig. C-18: Free-body-diagram of ring and tube 
element 
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where p. denotes the shrinking pressure and e = T 2 - TIthe temperature 
difference. After the ring has been mounted and cooled to T1 , the circumferential 
extensions and hence strains in ( 6a,b ) must be equal, i.e., 

E ""1 = E ""2 
Substitution of ( 6a,b ) into (7) yields with ~ » 1: 

- 3 Et 
P = --cx e • 4 a T2 

We then calculate the circumferential strain from (6a) with ( 8 ) as 

3 E"" 1 = - 4" cx T2 9 , 

and with E""1 = ~, the shrinking measure b,. is determined as 

b,. = - ! a cx T2 9 

By substituting ( 9 ) into (5b) we obtain the boundary moment: 

~ Et + a cx T2 9 

a 2 a K, 
2K,2K + E tb 

(7) 

(8) 

(9 ) 

We are now able to calculate the circumferential membrane force N"" and the 
bending moment Mxx from (13.17c). For this purpose, the membrane solution wp 
of a circular cylindrical shell subjected to internal pressure has to be superposed. 
The total deformation then reads as follows: 

w = PEa: + 2::K [-: RcosK,~ + M(cosK,~ - SinK,O]e-l<e (10) 

M"" 
[N] 

600 

400 

200 

o 

-200 o 

\ 

'-,." 

0.2 0.4 

,........... 

/ 
/ 

V 

1000 

500 

- ~ 
o 

~ 

-500 
0.6 0.8 0 0.2 0.4 0.6 0.8 

Fig. C -19: Bending moment M xx a.nd circumferentia.l force N"" in the 
pressure tube 
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Now we replace R by (5a) and substitute it into the relation for the circumferen­
tial force N "" : 

N Et 21t2 ( . )-1« "" = a w = p a - -a- M cos It ~ + sm It ~ e (lla) 

From (13J7c) we obtain for the bending moment Mxx with R = - 2alt M (here 
opposite to the assumed direction of R) 

(llb) 

Fig. C-19 depicts the curves of the resultant moments and forces for the given 
numerical values. 

Finally, we calculate the stresses in the tube and the ring: 

- Tube 1 

Longitudinal stress: _ ± 6Mxx + ~ 
°XX!- t2 2t (12a) 

The second term in (12a) only applies for a tube closed at both ends, since in 
this case an additional longitudinal load occurs. 

Equation (llb ) substituted into ( 12a) yields the maximum stress 

o 
XXmax 

- 6 Mxx (~ = 0) + ~ = 6 M + ~ 
t 2 2 t t 2 2 t 

Circumferential stress: 

6 MXXl pa 21t2 ( .) -1« 
V -t-2- = -t- - at M cos It ~ + sm It ~ e ± 

From 

do",,! 
~=O 

we obtain 

Numerical values: 

- Ring 2 

Circumferential stress: 

Numerical value: 

± v 6 ~ (cos It ~ - sin It ~ ) e - I< ( 

t 

--+ ~ = 0.35 

Clxxma.x ~ 156 MPa , 

ClMma.x ~ 102 MPa . 

(12b) 



Exercise C-13-3: 

A pressure boiler made of steel 
consists of a circular cylindrical 
shell (radius a, wall thickness 
t) closed at each end by two 
semi-spherical shells (Fig. C-20). 
The boiler is subjected to a 
constant internal overpressure p 
(the deadweight of the boiler 
can be neglected). 

Determine the curves for the 
stress resultants both in the cy­
lindrical shell and the semi­
spherical shells. 
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Fig. C-20: Pressure boiler 

Numerical values: p = 10 MPa , a = 2 m , t = 0.1 m , 
5 1 

E = 2.1' 10 M Pa , v = "3 

Solution: 

Owing to the symmetry we only consider one half of the pressure boiler. As in 
the previous exercise C13-2, we partition the spherical shell from the cylindrical 
shell and mark the single loads according to the" 0 "-, "1 "- and" 2 "-systems in 
Fig. C-21. 

(0) (0) 
Ws we 

// iN..~~~TTl 
I . . 

........ __ -p-r----~----.P---.l + 
"0" - system 

(1) (1) 
Ws We (j-' ~t ---- I 
~-, I I 

,," 1 R 1 i 
-----!----! --------+ 

(2) (2) 
W .. ,We 

tJ"~~ ) (!--r-~----;i I. • M' . 
I I I 

+ -----l--)---------l 
"1" - system "2" - system 

Fig. C-21: Partitioning of the pressure boiler in subsystems 
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Here, the compatibility conditions for displacements and rotations at the interface 
become: 

(la) 

)( 0) + )(1) + )(2) (0) + (1) + (2) 
S S S )(c )(c )(c (lb) 

We substitute the single deformation values for the boundary loads (see Fig. 
C-21); the deformations of the" 0 "-system are membrane solutions of the cylin­
drical and the spherical shell: 

pa2 ( ) Ra3 Ma2 pa2 ( ) Ra3 Ma2 , (2a) 
2Et 1-'J -2K/l:3+ 2 K/l:2 = 2Et 2-'J +2K/l:3 +2K/l:2 

Eq. (2b ) immediately yields 

M = 0 

(2b) 

( 3a) 

Owing to the fact that the semi-sphere and the cylindrical shell exhibit the same 
deformation behaviour at their boundaries when subjected to boundary forces, 
and because no twisting angle )( of the boundaries occurs subject to internal 
compression, the compatibility of the deformations can be introduced by the 
transverse boundary forces alone. Eq. (2a) then leads to: 

R = _ pa 
8/1: 

(3b) 

The curves for the resultant forces as a function of ~ = x / a can be determined by 
means of the relations (13.17): 

N"" = pa(l- ! e-KecosKO Qx = ~: e-Ke(coSK~ - sinKO, 

pa 
Nxx = -2-

We then calculate the resultant forces in the semi-spheres by means of (13.18): 

N P a ( 1 -KW ) "" = -2- 1 +"2 e lcOSKW 1 ' 

Q __ pa - KWl( _. ) 
cp - 8)( e cos /I: WI sm K WI ' 

2 
M,nM = ~ e - K WI sin K W 

TT 8/1:2 1 ' 

pa 
Ncpcp ~ -2-

Fig. C-22 shows the behaviour of the stress resultants around the transition 
between the cylindrical and the semi-spherical shell. 
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0.2 
x[m] 

2 
x[m] 

membrane solution 

o 0.1 0.2 x[m] 
3 

NqICp N"" [10 N/mm] 

10000 

o x[m] 

Fig. C-22: Resultant forces and moments in cylindrical and semi-spherical shell 

Exercise C-13-4: 

A thin-walled circular cylindrical tube made of steel (radius a, wall thick­
ness t) as shown in Fig. C-23 is horizontally supported between two rigid 
walls in such a way that the cross-sections at both ends of the tube are 
completely clamped. 

Determine the stresses in the tube due to its specific deadweight (! g, after 
removal of the mounting equipment which ensures an initial stress-free 
state of the tube. Use the following numerical values: 

1 = 10 m , a = 1 m , t 
-2 

= 1·10 m , 

E = 2.1 . 105 MPa. II = 0.3 , 
4 3 

(! g = 8 . 10 N / m 
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x, ~= i 
0-----'::": .......... +t .:.:.:.:.: . 

. :.:.: ... : .. : ..•.. :~:: .. :. . ......... . 
~::::::::: 

:::::::::: a t :tt~: 
:~:~:~:~:~ .......... . 

Illir·"-· _. -. -. _. - ~IIIII 
I 

Fig. C-23: Circular cylindrical tube clamped horizontally at both ends 

Solution: 

The complete solution is determined by superposition of a membrane solution 
(Ch. 12) and the solution of the boundary disturbance problem (Ch. 13). 

Membrane solution (denoted by superscript 0) 

Using the abbreviated notation y for the 
deadweight p g t per unit area of the mid­
surface, the following surface loads are act­
ing on the shell (see Fig. C-24). 

px = 0 

p" = y sin -& , 

p = -ycos-& Fig. C-24: Components of the dead­
weight within the shell 

We obtain the following resultant forces by substituting the loads into the equili­
brium conditions (12.14) and by defining ~ = ~ 

o N"" =-yacos-& , 

N~" = - ( 2 y a ~ + D1 ) sin -& , 

N~x = ( 'Y a ~2 + Dl ~ + D2 ) cos -& 

Based on {12.23} and (12.26) , we write 

u.e = ;t (Nxx - \I N"" ) 

v." + w = ;t (N"" - \I Nxx ) , 

_2(1+\I)a N 
- Et x" 

(la) 

(lb) 

(lc) 

(2a ) 

(2b) 

(2c) 
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Substituting (1 ) into ( 2 ) and integrating, we obtain the membrane displacements 

° a[ (e ) e ] u = ET 'Ya "3 + ,,~ + Dl 2" + Da ~ + D3 cos 3 (3a ) 

o a [ ( ~4 ~2 ) ( ~3 ) ~2 
v = E t 'Ya 12 - 2" ( 4 + 3,,) + D1 ""6 - 2 (1 + ,,) ~ + D2 2" + 

+ D3~ + D4 ]Sin3 

(3b) 

wo = _ ;t [ 'Y a (;; - ;2 ( 4 + ,,) + 1) + D1 (~3 - (2 + " ) ~) + 

+ Da (; +,,) + D3 ~ + D.] COB 3 
(3c ) 

The integration constants Di (i = 1, ... , 4) can only be determined from the 
complete solution of the problem. 

Bending solution (denoted by superscript 1 ) 

Since the membrane solution depends on the circumferential coordinate 3 via cos 3 
or sin 3, respectively, the bending solution of a shell clamped at its boundaries 
possesses terms with m = 1 only. The eigenvalue equation thus reduces to the fol­
lowing characteristic equation dealt with in detail in [ET2111.3.2 1 : 

A8 _2(2_,,)A6 +¥A4 =O (4) 

with the shell parameter k defined by (13.31d) . 

The characteristic equation has the roots 

2 /()2 1 _ ,,2 ./1 _ ,,2 ( )2 
A1,2 = 2 - " ± 2 -" - -r = 2 - " ± 1 -k- - 2 - " 

Since 1 k ,,2 » (2 - " )2, these roots may be approximated by 

(5) 

The characteristic equation (4) has four additional eigenvalues As, 6.7,8 = 0 . 
The corresponding solutions are already included in the membrane solution (3), 
and therefore they do not need to be considered in the homogeneous solution. 

The shell shall have a sufficient length so that no mutual influence of the boun­
dary disturbances occurs. We therefore exclusively consider the boundary ~ = 0, 
and by including (5 ) we obtain the following homogeneous solution: 

u1 - (A ei l'1e + A e-iI'1e)e-1'1ecoS3 
- 1 2 ' 

VI = (Bl ei l'le + B2e-il'le)e-l'lesin3 , 

wI = ( C1 ei 1'1 e + Ca e - i 1'1 e ) e -1'1 e cos 3 

(6) 
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The complex constants Aj, Bj, Cj (j = 1, 2) are coupled to each other via a ho­
mogeneous system of equations. The first equation (for m = 1, k « 1) yields 

( A~_1-\I)A.+ 1+\1 A.B. + \I AJ.CJ. = 0 
J 2 J 2 J J 

1 +\1 A.A. + (1 _ 1-\1 A~)B. + 
2 J J 2 J J 

and for j = 1 with Al = - tLl + i tLl' we obtain the following dependencies of the 
constants: 

Al = -4 [- 1 + 2 \I tL~ + i (1 + 2 \I tL~ ) 1 Cl = (Xl + i (X2 ) Cl ' 
4tLl 

Since A2 = - tLl - i tLl ' the conjugate complex relations for j = 2 follow as 

(7) 

(8) 

If we substitute (7) and (8) into (6), all displacements depend on Cl and C2 
only. 

Boundary conditions 

If we consider the boundary ~ = 0 only in the case of the membrane solution, 
the two boundary conditions for ~ = 0 and ~ = l/ a have to be replaced by two 
symmetry conditions for ~ = l/ 2a. We thus obtain from 

N~"C~) = 0 und uoC~) = 0 

with (1b ) and (3a) 

Dl = - '( 1 

The remaining four constants CI , C2 , D2 and D4 result from the four boundary 
conditions 

u(O) = uO ( 0) + ul ( 0 ) =0 

v(O) = vO ( 0) + vI ( 0 ) =0 

w (0) = wO ( 0) + wI ( 0 ) =0 

w,e( 0) = w ~e ( 0) + w ~e ( 0 ) =0 

After carrying out the numerical calculation with the given values we obtain the 
circumferential force as 

N"" = N~" + N~" = [ - 8 + ( 47.3 cos 12.9 ~ + 5.02 sin 12.9 0 e- 12.ge 1 cos.& . 
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Fif· C-25 shows the membrane forces according to (1) and the bending moments 
Mxx und M~~ acting along the top longitudinal line ~ = 0 of the shell. One can 
see how fast the bending disturbance has decayed already at a distance of '" 0.4 
m from the boundary. The stresses are calculated from 

N"" 6M"" 
Cl~~ = -t- ± t"2 

... ~ It I ~ .. 
[--- ]a- - - t -------j 

.... of / ' .. ... 

I 
o 

~------~------~----~------~150 Nxx 

100 [N/m] 
50 
o 

~~::t~~::::::::~e::s;t -50 :--+- -80 

Ml 
xx 

[N] 5 

o I ~ 
Ml 

~ 

70il 
0.2 0.3 0.4 0.5 x 

I 
[m] 

-5 

-10 

-15 
1 

MiH} 
[N] 

40'~~~--~----~--~---

20~--~----~--~----+---~ 

0~--4-~~=-~--~---+---
0.1 0.2 0.3 0.4 0.5 x [m] 

-20~--~----~--~--~--~ 

(9) 

Fig. C-25: Membrane forces and bending moments along the top longitudinal line 
of the cylindrical tube under deadweight 
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The maximum stresses at the boundary are due to (9 ) 

dXxmax = 1.31 (±) 0.92 = 2.23 MPa , 

d""max = 0.39 (±) 0.28 = 0.67 MPa 

The numerical values show that both the longitudinal and the circumferential 
stresses due to the boundary disturbances are of similar magnitude as the mem­
brane stresses. 

Exercise C-13-5: 

A circular cylindrical shell (a, I = 4 a , 
t = a / 400) is subjected to a constant 
external pressure p (Fig. C-26). 

Formulate the basic equation for shell 
buckling in analogy with the basic 
equation of plate buckling ( see 
(1017)). 

Determine then the critical load for 
the special case of a shell which IS 

simply supported at both ends. 

Solution: 

a 

p 

: ~= ~i 
~MI· ..... t 

:.:.:.:.: 

Fig. C-26: Circular cylindrical shell 
under external pressure 

We proceed from the simplified basic equations for a shear-rigid shell (DON­
NELL's theory). Before buckling the initial stress state prevails within the shell 

Nyy = -pa (1 ) 

At buckling the component Nyy w."" must be included in the equilibrium condi­
tion in the radial direction of the deformed shell . Then, u and v can be eliminat­
ed, and we obtain in analogy with (13.39) 

(2) 

as the basic equation of shell buckling under external pressure. 

In order to determine the critical load, we put the coordinate x in the centre of 
the cylinder. The approximation 

w = Wcos~cos; (m,n = 1,2,3 ... ) (3) 
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fulfills the boundary conditions of the simply supported shell in the longitudinal 
direction 

and the condition of periodicity in the circumferential direction 

w(27ta) = w(O) (4) 

By substituting (3) into (2) and by defining A = T' we obtain the relation 
for the critical load as 

or with - pa 
P=l) 

(5a) 

(5b) 

We now have to determine that combination of m and n for which p has the 
smallest value. We can immediately see from (5b) that A will attain its smallest 
value for m = 1. The shell therefore buckles with one wave in the longitudinal 
direction. 

Assuming that 

we obtain 

_ A2 _ ( 7ta )2 
ex-~- fir 

- 2 2 2 ex2 
p=kn (1+ex) +(1-\1) 2( )2 = 

n 1+ex 

(6a) 

Assuming that many waves occur in the circumferential direction (n» 1 ), then it 
is valid for long shells I » a that 

ex«1, 

and ( Sa) then reduces to 

_ 1-\l2( kA4 1 3) 
P = ~ 1-\12 a + ex (6b) 

The minimum value follows by differentiating p 

(7) 

Substituting ( 7) into (6b ) yields after elementary re-transformations : 

( 2 )3/4 
Perit = p (ex·) = ~.1..3 7tl V 3 (1 - \1 2) ~ 

1-\1 ~a 
(8a) 

or with \I = 0.3 

( t )5/2 
Perit ~ 0.92 Eta (8b) 
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Eq. (7) delivers the corresponding number of waves as 

_. -~ - ~ V k 2 '" 7 3 a fa 
... - n2 - A 3(1-v2) - n '" . TV t 

Using the given numerical values l = 4 a and t = 80/400, we obtain 

n2 ~ 7.3i/400 = 36.5 n = 6.04 and Perit ~ 7.19 E· 10-8 MPa 

Owing to the necessary periodicity in the circumferential direction, the following 
adjacent integer number at buckling is n = 6 j in the numerical example follows 
ct· ~ 0.017 and therefore « 1. 

Exercise C-13-6: 

Determine the eigenfrequencies of the free vibrations of a circular cylindri­
cal shell with simply supported ends as shown in Fig. C-26 (without exter­
nal pressure p). Assume small vibration amplitudes (linear theory) and 
solve the exercise using DONNELL's theory. 

Note: The coordinate system has in this case been moved to the lower 
boundary. 

Solution: 

In order to treat the circular cylindrical shell, the basic equations (13.31) are sim­
plified in accordance with DONNELL's theory (see (13.38)) : 

802 Px I-v 1 +v 
u.{{ + -2- u."" + -2- v.{" + vw.{ = --D-- (180 ) 

l+v I-v 
-2- u.{" + v."" + -2- v .{{ + w." (lb) 

v u.{ + v." + w + k L::. L::. w ~ 
D 

(lc) 

As "loadings" we write D'ALEMBERT's inertia forces: 

a 2 u a 2 v a 2 w p =-pt-- p =-pt-- p=-pt--
x at2 y at2 at2 

(2 ) 

where p denotes the mass density and t the time (t is introduced in order to 
avoid confusion with the wall-thickness t). This approximate theory neglects the 
rotational inertia of the shell; its consideration would result in additional, very 
high frequencies, whereas its influence on the lower frequencies considered here is 
negligible (see [C.21, C.22 , C.23j ) . 

The eigenfrequencies are determined via separation of variables: 

u = u(x,rp )sinllH , 

v = V ( x , rp ) sin w t , 

w = w ( x , rp ) sin w t . 

} (3 ) 
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Substitution of (3) into (1 a, b , c) and (2) yields elimination of time, and we 
obtain the equations 

A- - I-v- 1+v- -
u + u,ee + -2- u + -2-v,e + vW,e = 0 , 

1+v- ,- 1-v- -­
-2- u,e + "v + -2- v,ee + v + w 

vii + v,e - AW + k!:::,.!:::,.w 

with the frequency parameter 

A = pa2 (1 - v 2 ) (,)2 
E 

=0 

=0 
} (4) 

(5) 

In (4), il, v, Vi are position functions il( x , cp ), etc. The following assumption 
regarding the form of these functions 

- U -x u = cos n cp cos m a; , 

v = V sin n cp sin iii ~ , } (6) 

- W . - x ·th - m 7t a w= cosncpsmma; Wl m=--l-

fulfills all boundary conditions for a shell with simply supported ends 
( Vii = V = Mx = N x = 0 for x = 0 and x = l). Substitution into ( 4) yields a ho­
mogeneous system of equations for the unknown amplitudes U, V, W. By setting 
the determinant of the coefficients equal to zero, one obtains the characteristic 
equation of an eigenvalue problem 

A 3 - AA 2 + BA - C = 0 , (7) 

where the coefficients A, B, and C depend on the dimensions of the shell as well 
asonmandn. 

Numerical evaluation of ( 7) shows that each pair of values of m and n defines 
one lower and two higher eigenvalues which exceed the lower ones by powers of 
ten. The technically relevant lower eigenvalue can thus be approximated from ( 7): 

Al = ~ (8) 

The numerical values additionally show that Al is associated with a pronounced 
transverse vibration (W » U, V ), while longitudinal vibrations are associated 
with A2 and A3 (U,V» W). Based upon this observation, the lowest frequency 
can be governed by a single formula. 

If the amplitudes U and V are very small, the terms of inertia forces in the lon­
gitudinal and circumferential direction can be neglected in equation (4). Conse­
quently, the displacements u and v can be eliminated from the first two equations, 
using the same procedure as in (13.38). Thereby, (13.39) is augmented by the w­
inertia term, and we obtain considering the vibration approach 

k !:::"!:::"!:::"!:::"Vi + (1 - v 2 ) Vi IV - A!:::,.!:::,. Vi = 0 (9 ) 

With (6) this yields an approximation for the lowest eigenfrequency: 

( 2) iii 4 (-2 2)2 Al = 1 - v ( _ 2 2) 2 + k m + n 
m + n 

(10 ) 

The results according to ( 8) and (10) are numerically almost identical. 
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The eigenfrequency equation (10) consists of two termes, where the first stems 
from extensional vibrations and the second from bending vibrations. Fig. C-27 
presents a numerica.l example, where both terms are drawn separately in depen­
dence on n. The curves clearly illustrate that for a sma.ll number n of circumfe­
rential waves extensional vibrations predominantly occur, and for large n ben­
ding vibrations, respectively. Close to the minimum, the two terms are approxi­
mately equal. Therefore, no further simplifica.tions must be performed for the 
simply supported shell. Elimination of the first term in (9), for instance, ca.nnot 
be admitted since this would correspond to an inextensiona.l vibration. If defor­
mations which are incompatible with the assumption of inextensiona.l bending are 
prescribed at the boundary, bending and extension will act jointly, and thus have 
to be considered by a complete shell theory. 

The minimum of Al ca.n be ca.lculated by a formula. Eq. (10) implies that Al in­
creases with m. It attains its smallest value for m = 1, i.e. the shell vibrates 
with one wave in the longitudinal direction. Al then only depends on n. If the 
actually discrete number of waves n is assumed to be continuous, (10) ca.n be 
differentiated with respect to n: 

dAl 2 ffi 4 

d(ffi2+ n2)2 = -(1- v ) (ffi2+ n 2)4 + k = 0 

It follows that 

(ffi2 + n 2)2 = ffi2 ~ 

A 
1.6 

1.4 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 

o 

~ 
\ 
\ , 

\ 

~ 
~ kAl=As+~ ---:::: ~ 

At, = k(m2 + n2~ ....". 
~~ (1_V2)m4 

-' I VP ............... ~(m+n2)2 
-1 I' 

5 6 7 8 9 10 11 12 13 n 

Fig. C-27: Lowest eigenfrequency of a simply supported cylindrica.l shell 

(11 ) 
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Substitution yields (the two terms in (10) result in the same value) 

or, with the frequency parameter 

(12 ) 

This proves that the lowest frequency depends on all dimensions and on the ma­
terial data. From (11) we determine the number of waves n assigned to the mini­
mum. In practice, the adjacent integer value of n would occur. In our example, 
the shell vibrates with nine circumferential waves; using the given numerical 
values, (11) would give the value n = 9.22. 

For a shell with free boundaries, inextensional bending may be assumed as a pos­
sible vibration mode. For this case, Lord RAYLEIGH determined, by equalling ki­
netic and elastic energy, that 

n2 (n2 _ 1)2 
A = k --'-;:------<-­

n 2 + 1 
(13 ) 

We obtain the same result by defining m __ 0 in (10). Here, the differences in 
dependence on n are a result of the DONNELL simplifications. For larger n, 
these differences are unimportant (A = k . n 4) . 

Exercise C-14-1: 

A spherical cap (Fig. C-28) is extended over a circular base (radius ro ' 
ro« a), and is assumed to be subjected to a constant surface pressure 
load p. The height of the cap is given as f. 

z 
F 

Fig. C-28: Spherical cap over a circular base 
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As ro « a, the mid-surface of the spherical cap can be approximated by 

2 + 2 2 
z(r)~f-~ = f- _r_ (1) 

2a 2a ' 
. l' h . 1 Imp ymg constant curvatures everyw ere, l.e. K, = K, = - -

x Y a 

a) State the differential equation and obtain the solution of the homo­
geneous equation for an axisymmetrical problem. 

b) Calculate the deflection of the shallow spherical cap when subjected to 
a concentrated force F at the top point and assuming that r ~ o. 

Solution: 

a) With the given assumptions, the system of differential equations {14.9} reads 

!:::,.!:::,. w + _1 !:::,.(J) = E. 
Ka K 

Et !:::,.!:::,.(J)--!:::,.w=O 
a 

We now multiply ( 2b ) by a factor ).. and add it to (2a). We thus obtain 

!:::,.!:::,. (w + )..(J») - ~ ).. !:::,. (w - _1 - (J») = E-
- a )..EtK K 

(2a) 

(2b) 

(3) 

If the underscored terms in (3) are equal, one can formulate a differential equa­
tion for 

Introducing i as the imaginary unit, we write 

).. = ~ /12 (1 - V 2 ) 
Et 

With the abbreviation k we obtain 

Et . 
-).. = _1_ /12 (1 _ v2 ) = i k2 
a ta 

By (5b ) and (4), (3) transforms into 

I . 

( 4) 

(5a) 

(5b) 

(6) 

Here, our considerations will be restricted to the homogeneous solution of ( 6 ). 
Then, the differential equation can be split as follows: 

(7 ) 

In the present case it is sensible to use polar coordinates owing to the axisym­
metry of shell and load. The LAPLACE-operator is then independent of the 
angular coordinate 3 and hence 
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b. = ~ + .!...i_ 
dr2 r dr 

We can thus determine partial solutions from the two differential equations: 

b.F =0 

b.F - ik2 F = 0 

The solution to (8a) can be stated immediately as 

F 1 = Cl + C2 ln r , 

while (8b ) is a BESSEL differential equation [B.3] of the form 

d2F + ! dF _ ik2 F = 0 
dr2 r dr 

(8a) 

(8b) 

(9a) 

(10 ) 

Solutions to (10) are modified cylinder functions of first and second type, 

10 ( k r Ii ) and Ko ( k r Ii ), respectively, that are linearly independent [B.3j: 

(9b) 

where C3 and C. are complex constants. 

According to KELVIN, two new functions ber ( k r) and bei ( k r) can be 
introduced that correspond to the real and the imaginary part of 10 ( k r Ii ), 
respectively, as well as the functions ker (k r) and kei (k r) which are equal to 
the real and imaginary part of Ko ( k r Ii ) [B.3j: 

10 ( k r Ii ) = ber ( k r ) + i bei ( k r) '. } 
(11 ) 

Ko(krli) = ker(kr) + ikei(kr) 

The reader is referred to standard tables, e.g. [B.3j, for graphs of the KELVIN 
functions. 

The general solution to (6) then consists of a linear combination of F 1 according 
to (9a) and of F 2 according to (9b ). If we substitute the solution into (4) and 
compare the coefficients, considering the complex constants, we obtain from (11) 
the following terms for the bending wand for AIRY's stress function ell: 

w = Bl ber ( k r) + B2 bei ( k r ) + B3 ker ( k r ) + 

+ B4 kei (k r ) + Bs + B6ln r , 

2 

ell = E t [ _ Bl bei ( k r) + B2 ber ( k r ) - B3 kei ( k r) + 
/12(1 - \)2) 

(12a) 

+ B4 ker (k r ) + B7 + Bsln r 1 ' (12b ) 

where B1 .•• Bs are real constants. 
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b} In the following, the deformation in the middle of the shallow spherica.l ca.p 
shall be considered. For this purpose it is assumed that the bounda.ry of the 
shell is very remote from the top point (r -+ 00 ), and that the displacement w 
and its higher derivatives vanish at the boundary. 
Under the given assumptions we write for r -+ 00 (d / dr S! ( ) ,r ) : 

w=w =w =0. ,r ,rr ( 13a ) 

In a.ddition, for r = 0 , i.e. at the top point 

W, w,r ' Nrr , N'P'P have to be finite. (13b) 

The concentrated force F at the top point ( r = 0) is equilibrated by a tota.l verti­
ca.l shear force V z along any circle of radius r. Thus, 

F Vz = -2- , (14) 
7rr 

where 

After evalua.tion of all conditions, we obta.in the consta.nts as follows: 

B _ Fa b2 (1 - v 2 ) 

8 - 27r E t 2 

The deflection function then reads 

Fa b2 (1 - v 2 ) k' (k ) w=-- el r 
27r E t 2 

( 15a ) 

The maximum deflection occurs at the top point where the load acts. For r = 0 
we have kei ( 0) = - 7r /4. This yields: 

_ 11 ( 2) Fa wmax - - -4 3 1 - v -2-
Et 

(15b) 

In his fundamenta.l papers, REISSNER has treated problems of shallow spherica.l 
shells with a number of load ca.ses. For further deta.ils refer to [C.20 1 . 

Exercise C-14-2: 

The eigenfrequencies of a hypar shell projected against a rectangular base 
(Fig. C -29) shall be determined. The distance f between base and shell is 
assumed to be small. 

a) Set up the fundamental equations for the eigenfrequencies. 

b) Which eigenfrequencies appear for the special case of a simply sup­
ported shell? Derive an approximate formula for the lowest frequency. 
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Fig. C-29: Hypar shell against a rectangular base 

Solution: 

a) For f « a, b we can apply the fundamental equations from the theory of 
shallow shells. In this example, we replace the external loads in the equilibrium 
conditions (14.3) by D'ALEMBERT's forces of inertia (density p, time t). 
Neglecting the rotational inertia, we obtain 

(1) 

Here, the only difference relative to the equilibrium conditions for the shallow cy­
lindrical shell (13.96) is that instead of the circumferential force a component of 
the shear force occurs perpendicular to the shell. 

The kinematic relations are obtained from (14.4). By transforming the first equa­
tion of (14.4) by means of (14.2) we write 

(2) 

The relations between the resultant forces, moments, and the strains are described 
by the material law (14.5) 

(3) 

We assume that the boundaries of the hypar shell belong to the linear generatri­
ces. The mid-surface can then be described in Cartesian coordinates as 

(4) 

When expressed in Cartesian coordinates, all covariant derivatives simply become 
partial derivatives. By introducing the dimensionless coordinates ~ = x/a and 
1] = y / b , and denoting the derivatives by 
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/7) ( ) == ( )," 

we obtain with zlxx = Zlyy = 0 

the fundamental equations (1) through ( 3 ) as 

2 
1..N + 1 N - th a xx,€ o"xy,,, - p ot2 

2 
1N +1N =pt OV a xy,€ 0 yy,,, 0 t 2 

1 1 4f o2w 
a:-Qx,e + 1) Qy,,, + ab Nxy = pt ot2 

E - 1.. (1.. u + 1.. v _ 4 f w) 
xy - 2 b ," a ,€ aD 

N xx = D ( Exx + V Eyy) , N yy = D (Eyy + V Exx) , 

N xy = D (1 - v) Exy 

Mxx = K (pxx + V Pyy) , Myy = K (Pyy + v Pxx) , 

MyX = K (1 - v ) Pxy 

(5) 

( 6) 

(7) 

Here, the physical components of the originally tensorial quantities are denoted by 
the usual indices x, y. The displacements of the mid-surface of the shell are de­
noted by u and v. 

The kinematic relations (6) differ from the kinematic relations of the shallow cy­
lindrical shell (see (13.37)) by two terms only: 

1 ) In the case of the cylindrical shell the radial displacement is a part of the 
circumferential strain Eyy , and 

2) in the case of the hypar shell the deflection w contributes to the shear strain 

Exy 



Exercise C-14-2 299 

By eliminating the transverse forces and by substituting (6) and (7) into (5), 
we obtain the following three partial differential equations for the three displace­
ments from the 17 equations (8 resultant forces and moments, 6 strain quantities, 
3 displacements) : 

Q u +1+'V v 1-'V~(u _4f. W )_ptaba2u 
a ,ee 2 ,e.., + 2 b ,..,.., a ,.., - D a ,2 ' 

(8) 

b) The following boundary conditions have to be fulfilled for a shell with all sides 
simply supported: 

u=w=o 

v=w=o 

N xy = Mx = 0 for ~ = 0 and ~ = 1 , 

N xy = My = 0 for 1J = 0 and 1J = 1 

These conditions are satisfied if we assume displacement functions u, v , w of the 
form 

u = U sin m7t~ cos n7t1J sin w t , 

v = Vcosm7t~sinn7t1J sinwt , 

w = Wsinm7t~sinn7t1Jsinwt (m,n integer) 
} (10 ) 

Substitution of (10) into ( 8) then yields a homogeneous, linear algebraic system 
of equations for the unknown amplitudes U, V, and W. Vanishing of the determi­
nant of the coefficients leads to a cubic equation for the eigenvalue 

A? - ptab w2 
- D 

where the solutions depend on the dimensions and the integers m and n . Numeri­
cal evaluation shows that there exist one lower and two substantially higher ei­
genvalues for each pair of values of m and n. The numerical values clearly show 
that the lowest frequency corresponds to pronounced transverse vibration (W » 
U , V ), and we therefore obtain a good approximation to the smallest eigenvalue 
provided that the terms of inertia forces tangential to the mid-surface of the shell 
are neglected in (8) : 

2 2 
pt~~O pt~~O 

at 2 at 2 

After substitution of ( 10) into (8), we can determine the amplitude ratios U / W 
and V / W by means of the first two equations (8). Substitution of the ratios in­
to the third equation of (8) finally allows us to approximate analytically the 
smallest eigenvalue as 

2 t 2 7t4 (1 2 2)2 2 f 2 a: 2 m2 n2 
Al = 12 b IX m + a: n + 16 (1 - v) (2 2 2) 2 

mn a ab m + a: n 
(11 ) 
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where ex = a / b denotes the side aspect ratio. Multiplying (11) by ex, and intra-
d . - 2 pt&2 2 . 

ucmg the scaled frequency w = n-w then ytelds: 

-2 7t4 ( t )2 (2 2 2)2 ( 2) ( f)2 ex4 m2 n 2 
Wmn = 12 a m + ex n + 16 1 - 'V a (m2+ex2n2)2 (12 ) 

We now need to determine that combination of m and n for the given dimen­
sions which provides the smallest values of wmn • 

If we, at this point, limit our considerations to values ex < 1 (all solutions for 
ex > 1 can be obtained by suitably exchanging the sides), we can deduce from 
(12) that n always has to take the value 1. Calculations show that m > 2 is 
always valid for the lowest frequencies. We can therefore approximately assume 
m 2 »ex2 n 2 ,and we thus obtain from (12) 

-2 7t4 ( t)2 4 2 (f)2 ex 4 
Wm1 ~ 12 a m + 16 (1 - \I ) a m 2 (13 ) 

In order to determine the dependence on m of the smallest value of wm1 , we as­
sume the number of waves to vary continuously and differentiate: 

-- 2 _[96(1_\l2)]1/3(i)2/3 4/3 
mmin - 7t 4 t IX 

Substitution into (13) and re-formulation yield: 

- 2 2tf24 [ 
1/3 

W min = 12 7t (1 - \I ) a ( a) IX ] (14 ) 

Thus we have obtained the desired approximate formula for the lowest frequency 
in dependence on the dimensions. 



D. 2 Exercises 
Exercise D-15/16-1: 

An unconstrained optimization problem is given by the objective function 

f(JS'~) = 12x~ + 4~ -12JSx2 + 2xl -- Min xl'x2 ERn. 

a) Determine the minimum of this function using the necessary and the 
sufficient conditions. 

b) Check the exact result by mea.ns of the POWELL-method, sta.rting with 
xo = ( -1 , - 2 ) T as initia.l point. 

c) Apply also the algorithm of conjuga.te gra.dients a.ccording to FLET­
CHER-REEVES to obta.in the result. Let a.ga.in Xo = ( -1, - 2)T be the 
sta.rting point. 

Solution: 

a) We are confronted with an unconstrained optimization problem with a conti­
nuously differentiable objective function possessing an exact solution. 

According to (15.7) the candidate minimum point is obtained from the necessary 
conditions 

af ! 
~ = 24 Xl - 12 x2 + 2 = 0 
uXl 

! 0 

By substituting x2 into the first equation one obtains: 

24 Xl - 18 Xl + 2 = 0 --
The corresponding function value becomes 

f* =--1-
The HESSIAN matrix is calculated from (15.8) 

H(x) = [ 
24 

-12 

-12 ] 
=48 

8 

X • - _.1 • - 1 
1 - 3 ' x2 --'2 

This proves positive definiteness, i.e. a minimum solution has been found. 

b) The starting vector for the POWELL-method is given as : 

T xo =(-I,-2) --
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First cycle 

For the first search direction we choose 80 = (1, 0 ) T. Thus, we obtain according 
to (16.1a): 

By substituting ( 1 ) into the given function 

f( ex) = 12 ( -1 + ex)2 + 4 ( - 2)2 - 12 ( -1 + ex)( - 2) + 2 ( -1 + ex) 

Of 
Gex = 24 ( - 1 + ex) + 24 + 2 = 0 

which yields 

and 

ex=_.l.. 
12 

(1 ) 

As second search direction we choose 8 1 = (0,1) T, which, in accordance with 
( 1 ), leads to 

X2=X1+ex81=(-i~)+ex(o)=( -~) 
-2 1 -2+ex 

Substitution of (2) into the given function: 

f ( ex) = 12 ( - ~~ y + 4 ( - 2 + ex)2 - 12 ( - ~~ ) ( - 2 + ex) + 2 ( - g ) 
= 8 ( - 2 + ex) + 13 = 0 

One thus obtains 

and 

ex=l. 
8 

An additional search direction is determined by means of (16.1d) 

., ~ x, - xo ~ ( ~ :;) - ( J ~ ( -i~ ) 
Then it follows 

( ) ( 1) ( ex ) 
-1 -12 -1 - 12 

x3 = + ex = 
-2 ~ -2+~ex 

(2) 

(3) 

( 4) 
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Substitution into f ( xl ' x2 ) and re-formulation yields 

f(ex)=-(1+ ~)(14- ~ex)+4(-2+texy 

:! = - 1~ (14 - ~ ex) - (1 + ~)( -~ ) + 8( -2 + tex)t ~ 0 

-- ex = ..1Q. 
49 

From ( 4) one determines 

147 
x3 = ( 

_ 157 ) 

-.§;!. 
49 

This concludes the first cycle. 

Second cycle 

and f( x3 ) = 1.319728 . 

The second cycle also proceeds from the search direction So = (1, 0 ) T. We get 

(5) 

f ( ex) = 12 (_ 157 + ex)2 + 4 ( _ .M)2 _ 12 (_ 157 + ex) ( _ .M) + 
147 49 147 49 

+ 2 (- 157 + ex) 
147 

~ = 24 (- 157 + ex) + 12 . .M + 2 ! 0 -- ex = 0.1377552 
aex 147 49 

and finally from (5 ) 

_ ( - 0.9302720 ) 
x4 -

-1.6938775 

We then formulate 

and 

Xs = x
4 

+ ex s2 = ( - 0.9302720 ) + ex ( - 0.0833333) , 

- 1.6938775 0.375 

f ( ex ) = 12 ( - 0.9302720 - 0.083333 ex)2 + 4 ( - 1.6938775 + 0.375 ex)2 -

- 12 ( - 0.9302720 - 0.083333 ex ) ( - 1.6938775 + 0.375 ex) + 

+ 2 ( - 0.9302720 - 0.083333 ex ) 

=0 -- ex = 0.438567 . 

(6) 
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From ( 6) follows 

( 
- 0.9668191 ) 

Xs = 
-1.5294147 

and f ( xs) = 0.89566164 

The course of the optimization process clearly shows a very slow convergence to­
wards the solution point. We therefore stop the treatment at this point and pro­
ceed to c). 

c) Algorithm of conjugate gradients according to FLETCHER-REEVES 

We again proceed from the starting point Xo = ( - 1 , - 2 ) T. The starting direc­
tion is calculated from the gradient 

The steepest descent direction is 

Eq. (16.6) yields for the end of the first step 

and thus 

( -1) (-2) (-1-2 txo ) Xl = Xo + 0:0 8 0 = + 0:0 = 
- 2 4 - 2 + 40:0 

f ( 0:0 ) = 12 ( - 1 - 2 0:0 )2 + 4 ( - 2 + 4 0:0 )2 -

df 
diX = 0 

o 

- 12 ( - 1 - 2 0:0 )( - 2 + 4 0:0 ) + 2 ( - 1 - 2 0:0 ) , 

0:0 = 0.048077 

The new point Xl reads 

X = (-1.0961) 
I -1.8077 

and ( 
- 2.6140 ) 

V'f(xI ) = 
-1.3084 

The next search direction is calculated with (16.7) 

8 = ( 2.6140 ) + (-2.6140 )2+ (-1.3084)2 ( - 2 ) = 
I 1.3084 (_2)2+42 4 

( 2.6140 ) ( -2) (1.7596) - + 04272 -
1.3084 4 3.0172 
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The next point is determined from 

( -1.0961 ) ( 1.7596 ) x- +(x8- +(X 
2 - ~ 1 1 - _ 1.8077 1 3.0172 

and correspondingly f ( (Xl ). The minimum condition 

J!L = 0 yields (Xl = 0.4334 
d(X1 

One obtains 

_ (- 0.3334 ) x2 -
-0.5 

and 

Thus, the condition 

T , 4 (24 - 12 ) ( 1.7596 ) "'" 0 8 0 H 8 1 = ( - 2 ) ,_ 
-12 8 3.0172 

is fulfilled. 

Fig. D-l illustrates the single search steps for the FLETCHER-REEVES-method. 
It is obvious that this method converges much faster than the POWELL-method. 
By suitable modifications, however, convergence of the latter method can be im­
proved. 

\ 
\ 

\ 
\ 

Xl 

-1 

S '. xo--------.J'-------2,-+-------' 
Vf(x l ) \ 

Fig. D-l: Search steps for the FLETCHER-REEVES-method 



342 15 Fundamentals of structural optimization / 16 MP-algorithms 

Exercise D-15/16-2: 

The truss structure shown in Fig. D-2 consists of 13 steel bars with the 
cross-sectional areas Ai (i = 1, ... , 13) and 10 nodal points. A vertical force 
F = 100 leN acts at node 3. 

Determine the cross-sectional areas in such a way that the weight of the 
structure is minimized. The stresses in the single bars must not exceed an 
admissible tensile stress of u. = + 150 MPa, and an admissible com-

'&dm 
pressive stress of u = -100 M Pa . 

C&dm 

As further values are given: 

1 = 1.0 m , E = 2.1· 105 MPa. 

r!:f 
I 

f-1~~3 
I y,v 

f-i~-x'u 
I 

f-r .;x::t--------l>5 

Fig. D-2: Plane truss structure 

a) Formulate the structural model, and determine the solutions for dis­
placements and stresses. 

b) In order to formulate the optimization problem, define the objective 
function and the constraints when the cross-sectional areas are used as 
design variables x : = A = (Ai)T (i = 1, ... ,13) . 

c) Determine the optimal solution of the constrained optimization problem 
by means of an external penalty function approach. 
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Solution: 

a) The relation between the nodal forces and nodal displacements is established 
by means of the displacement method. This will be demonstrated for the forces F 3 

and F 4 acting at node 2 and the corresponding displacements u2 and v 2 . 

Equilibrium conditions: 

Equilibrium conditions give the external forces 
in terms of the bar forces at node 2: 

s~ 

F3 =S6+t/2S7-t/2SSt 

F4 =t/2S7+t/2SS } (1) 

Elasticity law: 

Kinematics: 

6'r---sE~--~ 

1::.17 = ~ /2 u2 ' 6'r--~ 

1::.15 = -~ /2 u2 

Substitution of ( 2 ) and (3) into (1) yields 

with the element stiffness matrix 

E [As + 2/2 ~ + A7 
~---

- 2121 -A + A 
5 7 

Analogous relations ca.n be derived for the other nodes. 

(2) 

1::.17 = ~ /2 v2 ' 

1::.15 = ~ /2 v2 

(3 ) 

( 4) 

The total stiffness matrix K consists of the single stiffness matrices of the bars; 
it relates the external forces to the displacements in the following linear equation: 

f=Kv (5a) 

with the displacement vector 
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the force vector consisting of the 10 nodal forces 
T 

f = (F 1 ' F 2 ' ... , FlO) , 

and the symmetric total stiffness matrix 

with 

E 
K = 2/21 

K u ' K 12 , K13 ' ~4 ' K IS _____ ..1 _______ 1 _______ .L ______ J _____ _ 

K 2l : K 22 : K 23 : ~4: K 2S 
-----~-------·-------r------~------

K 3l : K 32 : K33 : Ka4 : K3S 
_____ ..1 _______ , _______ .L ______ .1 _____ _ 

K 41 : K 42 : K 43 : K44 : K 4S 
-K~l- ~ --K~; -~ --K~~ -: --~~ -~ --i<;s-

[ 

2/2 A + ~ + A + 
Ku = 1 + As + A:o 

- A2 + A4 + As - ~O 

- A2 + A4 + As - AlO 1 
~ + A4 + As + AlO 

Ka2 = see ( 4) , 

[
-A 

Ka3 = K32 = S 
As 

-AlO + Au 1 ' 
~o + Au 

All remaining ~j vanish. 

(5b) 
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Assuming non-singularity of the stiffness matrix, (5a) allows us to calculate the 
displacements of the nodal points uj , Vj (i = 1, ... ,5): 

-1 
v= K r (6) 

Thus, the displacements of the end-point of each single bar is established, and we 
can now, on the basis of the element stiffness matrices, determine the stresses 
within the bars by means of the matrix relation between stresses and displace-
ments: 

d= Rv ( 7) 

Here, R is a (13 x 10 )-matrix of the form 

0 0 0 0 0 0 0 0 0 13 x 10 

1 1 
0 0 0 0 0 0 0 0 2 -2 

0 0 0 0 
1 

0 0 0 0 0 2 
1 1 0 0 

1 1 0 0 0 0 -2 -2 2 2 
0 0 1 1 1 1 

0 0 0 0 -2 2 2 -2 

E 0 0 0 0 0 0 0 0 0 

R=T 1 1 
(8) 

0 0 2 2 0 0 0 0 0 0 

1 1 
0 0 0 0 0 0 0 0 2 2 

0 0 0 0 0 0 0 0 
1 0 2 

1 1 
0 0 0 0 0 0 

1 1 
-2 2 2 -2 

0 0 0 0 0 0 
1 1 1 1 

-2 -2 2 2 
0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 0 0 2 -2 

Substitution of (6) into (7) then yields the relation required for calculating the 
stresses: 

IT = RK- 1r (9) 

The equations for the structural model that is required for the optimization have 
now beeen established. 

b) In the following, the equations of the optimization problem shall be set up. In 
accordance with the problem formulation, the cross-sectional areas of the bars 
shall serve as design variables, i.e. we derme 

x:=A 
According to (5b), K depends on the design variables, i.e. K = K ( x). Given the 
same bar material, weight minimization is equal to volume minimizationj the ob­
jective function of the structural volume is thus a linear function with respect to 
the design variables: 

13 

f{x):= V{x) = IT . x = LIjxj 
i=1 

with Ij denoting the bar lengths. 

(10 ) 
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For the bar stresses we formulate the following constraints 

(i = 1 , ... , 13) , 

(j = 1, ... ,13) 

Finally, we demand non-negativity for the cross-sectional areas of the bars: 

x. > 0 
1- for all i = 1 , ... , 13 

(l1a) 

(l1b) 

(12 ) 

c) The constrained optimization problem is solved 
function by means of which the task is transformed 
blem. With (16.11b) we state 

using an external penalty 
into an unconstrained pro-

26 ( )2 
<J)i ( x, Ri ) : = V ( x) + Ri L max [ 0 , g/ x ) 1 (i = 1,2,3 ... ), (13) 

j=l 

where { 
g?( x) in the infeasible domain , 

max[O,gj(x)l= l 

o in the feasible domain 

Here, the choice of a suitable initial value for the penalty parameter Ri is crucial; 
for the present task we choose: 

Rl = 10 
-5 

The unconstrained problem (13) can 
be solved by means of suitable algo­
rithms; in the present case, the 
POWELL-method of conjugate gra­
dients has been used, where a qua­
dratic polynomium (LAGRANGE­
interpolation) has proved sufficient 
for a one-dimensional minimization. 
In addition it could be shown that 
different initial designs (A. = 100 , ... , 
1000mm 2) virtually lead to the same 
optimal solution. 

The calculation, the scale of which re­
quires the use of a computer, yields 
the result that the force F is mostly 
carried via bars 4 to 8 into the sup­
ports 7, 8, 9 (denoted by bold lines in 
Fig. D-3). Consequently, the remai­
ning bars need very small cross-sec­
tional areas only. 

~~----~----~3 

I"""'.::t:~-------------b 5 

Fig. D-3: Optimized truss structure by 
changing the cross-sections of 
the bars 
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Exercise D-15/16-3: 

Fig. D-4 shows a section of a circular cylindrical shell C with a ring stiffe­
ner S. The considered part of a boiler is subjected to a constant internal 
pressure p and has a constant inner temperature eiC' 

The temperature distribution within boiler and stiffener has been determi­
ned by measurements; for the cylindrical section C we assume a linear tem­
perature distribution over the thickness with the gradient lec = const in 
the longitudinal direction 

) 0 1 ec (z = ec + z ec 

with 

The temperature distribution in the ring stiffener is assumed to be constant 
over the thickness, and is approximated in the mid-plane by a second-order 
polynomium in r with the following form : 

0e (r)=e. [1+(r-l)(r+1-2w)(1_ eOS)] 
S lC (1 _ W)2 e iC 

with r = ea / b , w = a / b 

Choosing as two design variables the half thickness h of the ring stiffener 
and the boiler thickness t, the section is to be dimensioned with respect to 
minimum weight, subject to the condition that the maximum reference 
stresses in the ring and the stiffener must not exceed a prescribed value. 

s 

b b 
~c x= -
b 

Fig. D-4: Section of a ring stiffened circular cylindrical boiler under 
pressure und thermal load 

a) Determine the stress curves by means of the Theory of Structures. 

b) Formulate the expressions required for the optimization (objective func­
tions and constraints), and determine the design domain. The design va­
riables xl = hand x 2 = t are restricted by upper bound values of 20 and 
40 mm, respectively. State the wall-thicknesses of the optimal design. 
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Numerical values: 

Geometry: b = 0.5 m a = 0.65m 

Loads: 

e iC = 170°C, eos = 50°C , lec = 1 °c / mm , p = 2 MPa 

Material: 

-5/0 aTC = a TS = aT = 1.11 . 10 'C, 
5 Ec = Es = E = 2.1 . 10 MPa 

4 3 
f!c = f!s = f! = 0.785 . 10 kg/ m , v = 0.3, erc s = 200 M Pa 

, adm 

Solution: 

a) - Structural model and structural analysis 

The stress state of the given stiffened boiler structure can be most conveniently 
calculated by applying the compatibility between the single parts. Since the re­
spective steps for establishing the structural equations have already been described 
in detail (see C.13.1/2), only the most important aspects will be treated here. 

In a first step, we separate the two semi-infinite cylindrical shells from the ring 
stiffener. Owing to the different deformations of boiler and stiffener at the interfa­
ce point, the required compatibility is induced by yet unknown boundary forces R 
and boundary moments M. Each of the substructures shows deformations caused 
by temperature and pressure loads (state" 0 "), and by the forces R acting at the 
boundaries (state" 1 "), and the moments M (state" 2 "). In the present case, the 
parts of the boiler can be idealized as circular cylindrical shells subject to axi­
symmetric loads (pressure, temperature, boundary force R, and boundary moment 
M), and the ring stiffener can be treated as a circular disk subject to internal 
pressure, temperature and the radial force R. The boundary moment M of the cir­
cular cylindrical shell does not effect the stiffener. 

The deformations are calculated from the basic equations for the circular cylindri­
cal vessel and for the circular disk (see C-13-2). After determination of the defor­
mations at the points of the substructures, we formulate the compatibility condi­
tions 

(la) 

, 
':"0 (lb) 

where w C and Us denote the expansions of the vessel and the radial displace­
ments of the stiffener, respectively; Xc are the corresponding angles of rotation. 
Conditions (la,b) constitute a linear system of equations for determining the un­
known boundary quantities Rand M. After some calculation one obtains: 

(2a) 
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(2b) 

with 

oS ( r) = _1_ I r °8 (r) dr = r2 [ 6 + 3r2 - 8wr + 12 w - 6 ( 1 _ 80S )] 
8iC S 12 (l-w)2 8 iC 

oS(w)=w2 _W2 (5W2 -12W2+6)(I_ 80S ) , 

2 12 (1 - w) E\c 

oS(I)=l+ 4w-3 (I_80S ) 
2 12(1 - w)2 E\c ' 

Refer to C-13-2 for further details of determining the curves of stress resultants 
and deformations. 

- Stresses within the parts of the boiler 

Cylindrical shell C 

- Longitudinal stresses 

0xx (x) = ± t~ {[ % R sin x; x + ( M + (1 + v) cx,.c Kc l8c ) . 

. (sin x; x + cos x; x) ] e -It x - (1 + v) cxTC Kc l8c } 

- Circumferential stresses 

Orprp(x) = b~c {~ Rcosx;x + [M + (1 + v)cxTcKC l8c ]' 
2x; Kc 

. (cos x; x - sin x; x ) } e - It X + ~ p 

- Reference stress according to VON MISES' hypothesis 

Ring stiffener S (disk) 

- Radial stresses 

p -], 2 

Orr ( r ) = ~ ( 1 - ~ ) + 
w -1 r 

( 3a) 

(3b) 

( 3c) 

(4a) 
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- Circumferential stresses 

(4b) 

- Reference stresses 

(4c ) 

The reference stresses provide the basis for defining the constraints for the 
optimization. 

b) Definition of the Optimization model 

In order to illustrate the design domain, only two design variables are considered 
in the following: the half thickness of the stiffener ring Xl =: h and the shell 
thickness x2 =: t, both of which are combined in the design variable vector: 

x = (xl' x2 )T ( 5 ) 

As stated in the problem formulation, a pure weight minimization problem is to 
be solved. We thus require the objective function to be the sum of the weights 
of the two parts of the boiler: 

with the volumes of cylinder and ring stiffener given by 

Vc(x) = 47tb(b - xI )x2 

V S ( x) ~ 2 7t Xl [ a 2 - b 2] for x2 « b 

(6) 

We now consider the constraints that at each point X or r of the two boiler 
parts, the reference stresses or have to be smaller than the maximum admissible 
stress values: 

Cylinder C 

Stiffener S 

~OrC(x,x) 
-150 

0rS := max 0rs(r,x) < Os d max r - a m 

(7a) 

(7b ) 
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The two design variables are restricted to the intervals 

(8 ) 

Now, the following structural optimization problem (15.4) with the scalar objective 
function ( 6) and the inequality constraints (7a,b ) shall be solved: 

Min {f(x)lg(x)~O} 
zeRn 

In order to solve this constrained problem, an algorithm can be chosen from MP­
algorithms of zeroth, first, and second order. In the case of the actual non-convex 
problem (Fig. D-5), the algorithm should perform as simply and robust as possi­
ble; here, one of the penalty function methods (e.g. internal penalty function) or 
the COMPLEX algorithm by BOX are very suitable zero-order methods (see 
[D.24]). 

Since only two design variables are considered, the determination of the optimal 
design of the current problem can be carried out analytically. As shown in Fig. 
D-5, the feasible domain X of the design domain is determined by the active con­
straints of the reference stresses in the vessel and the stiffener ring (7a,b), and 
by bounding the wall-thicknesses of vessel and stiffener ( 8). In addition, the iso­
lines of the objective function f ( x) (== total weight W of the considered parts of 
the boiler) are depicted in the diagram. 

Fig. D-5 displays the optimal values for the design variables as 
T 

x opt = ( 4.2, 11.8 ) , 

t [mm] 
40 ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: W 

:{ 11000 [N] 

l~l~ 10000 
30 I--~:::.......-=::+---+--=t:{ 9000 

o 10 

fsooo 
,'.-:':' :.:: ..... 

20 

7000 

6000 

5000 

4000 

3000 

2000 

h[mm] 
Fig. D-5: Design domain of the 

ring-stiffened boiler 
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which according to equation ( 6 ) allows us to determine the optimal weight as: 

Wopt = 3185.5 N . 

The inequality constraint functions gl ( x) and g2 ( X ), i.e the reference stresses 
O"re and O"rS, respectively, become equal to the admissible value (O"adm = 
200 M Pa) at the optimal point, and thus the material is utilized optimally. If we 
start the optimization calculation with an initial design 

Xo = (h, t ) T = (10, 20 l [ mm 1 ' 
we obtain a weight reduction of approximately 43% at the optimum point. 

Exercise D-18-l: 

Perform a mapping into the criteria space for a vector of the two objective 
functions (criteria) 

a ) Show the graphs of the individual objective functions in the design 
space, and determine the domain of the functional-efficient set of solu­
tions in the design space. 

b) Determine the curves of the functional-efficient solutions in the crite­
ria space, using a constraint-oriented transformation (trade-off method). 

Solution: 

a) Presentation of the objective functions in the design space: 

f(x) 

25 

20 

15 

10 

5 

o 2 3 4 5 6 7 X 

Fig. D-6: Objective functions and domain of the functional-efficient set of solutions 
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Fig. D-6 shows that the curves have slopes of opposite signs in the dotted area; 
according to Def. 1 in Section 18.1 there exist functional-efficient (or PARETO­
optimal) solutions of the two functions. 

b) Functional-efficient set of solutions in the criteria space 

The Vector Optimization Problem (18.1) can be transformed into a scalar, con­
strained optimization problem by minimizing only one of the objective functions, 
for instance fl (x), and by imposing upper bounds on the remaining ones (18.7), 
e.g. 

v x EX, 
subject to ( 1 ) 

V j=2, ... ,m, 

where fl is denoted the main objective, and f2 , ... , fm secondary objectives. The 
present task can be interpreted in such a way that, when minimizing fI , all re­
maining components of the objective function are to attain prescribed values 
Y2"'" Ym · These constraint levels illustrate the preference behaviour. 

If one is to precisely achieve the constraint levels in (1), the given task corre­
sponds to a minimization of the respective LAGRANGE-function (15.9) : 

m 

L ( x , ~) : = fl ( x) + L ~j [ fj ( x) - Yj 1 ~ Min (2) 
j= 2 

with the necessary optimality conditions (15.10) 

aL = ()fI + ~ A. ()fj :1:: 0 ( ) 
ox. oX. L.,f'J oX. i = 1, ... ,n , 

1 1 j = 2 1 

( 3a) 

aL f ( ) -! a ~j = j x - Yj = 0 (j = 2, ... ,m) (3b) 

The optimal values for Xl"'" xn and the corresponding LAGRANGEAN multi­
pliers ~2"'" ~m are then calculated from ( 3a,b ) . 

For the present problem holds that 

[
fI(X)] [ X

2
-4X+5] 

f(x)= = , 
f2 ( X ) ~ i - 5 x + ~ 

and we thus choose according to (1) 

fl ( X ) --+ Min , 

subject to 

f2 ( x) = Yj (j = 2, ... , 6 ) 

Using the LAGRANGE-function (2) 

L (x, ~) = fl (x) + ~J f2 (x) - Yj 1 --+ Min , 
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by means of (3a,b), the optimal values are determined as 

Q1. =2x-4+/3.(x-S)=0 ox J 

2X"'1 2 - 4 f3 * - ---=J'-'--',' 0---

j 1.2 - S -X!t.2 ' 
(4) 

x'" = S ± /i y. - 4 
J 1.2 J 

(S) 

Finally, results are listed for different values of Yj: 

Y2 = 8 -- x; = S ± 2 f3 , (3; = , f( x*) = , {
- 3.73 ( 42.78/1.22 ) 

1,2 1.2 - 0.27 8.0 

{-4.0 ( 37.0/1.0) 
Y3 = 6.S-- x* =S±3 , (3* - f( x*) = 31.2 31.2 - 0 6.S 

Y4 = 4.0-- x* 41•2 
=S±2 , {-S.O (3* -

41.2 - 10 f( x*) = 
(26.0/2.0 ) 

4.0 

Ys = 2,0-- x: = S , (3: = 00 , f(x*) = c:) 
Ys = 1.0 -- x* =S±i{2 s 1.2 no real solution 

This proves that only the constraint level of 2 ~ y. ~ 6.S leads to unique functio­
nal-efficient solutions. Fig. D-7 presents the (3~-vaiues belonging to the different 
constraint levels y. in the criteria space. The ~fficient boundary 0 y* (solid line) 
of Y is valid for n~n-negative values of (31'. 

f2 

9 
8 
7 
6 
5 
4 
3 
2 
1 

o 

criteria space 
p; = -0.27 _ 
--z_ ------------------------------------ y 2 = 8.0 
p; = 0.00 Y = f(X) P;l = -3.73 _ __ 2_______________________________ -------------- Y3 =6.5 

• • ay P3 = -4.00 
• 1 

~~ _~ _1:~ _____________ _ 

Ys =2.0 
----------------------------------------- Y 6 = 1.0 

4 8 12 16 20 24 28 32 36 40 44 48 

Fig. 0..7: Functional-efficient boundary in the criteria space 

The reader should check whether use of f2 as the main objective and f1 ( x ) = Yj 
as a constraint leads to similar results. 
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Exercise D-18-2: 

A simply supported column as shown in Fig. 
D-8 has variable, circular cross-sections (radius 
r ( x )) and is subjected to buckling. The length l 
and the total volume V 0 are given. 

a) Set up a functional which governs the pro­
blem of maximizing the buckling load F crit . 

~~~l ~ F,i' 
.. . 

b) Derive the optimality criterion for the pro­
blem. 

Vo= const 

c) Maximize the buckling load for the given 
volume V o. Derive an equation for the opti­
mal cross-section law r = r ( x ) . 

d) Compare the optimal buckling load for a 
column with variable cross-section with the 
buckling load of a column with the same 
volume and constant cross-section. 

A(x) 

Fig. D-8: Simply support­
ed column 

Solution: 

a) In order to establish a functional, we start with the following expressions des­
cribing the problem: 

I 

Volume --+ V = f Tt [ r ( x ) ]2 dx = V 0 = const (1) 
0 

Differential equation F 
(2) --+ w + c w =0 for column buckling ,xx EIJX) 

y 

Iy ( x) = Tt[ r ~ x) t 4F w 
(3 ) With follows w +_c __ =0 ,xx TtE r(x)4 

Geometrical boundary conditions: w(O)=O w (l) =0 (4) 

The relations (1) to ( 3) are transformed into an integral expression of the form 

1= fF(x)dx ~ Extremum 

with F ( x) as the basic function (see (6.33) ) . 

Eq. (3 ) yields 

[ ]4 2 W 
r(x) = -(.1 W--,xx 

2 w 
w,xx + (.1 r(x)4 = 0 

with 
2 4Fc 

(.1 TtE 

(5) 

(6) 
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Substituting ( 6 ) into (1 ) and considering that 11 is independent of x, we can write 

I 

J I-v!!- dx ,xx 
(7) 

x=o 

Due to V 0 = const, minimization of the left-hand-side term yields the maximum 
value for the force F: 

Vo 1 _--- -
1t1l 

I 

J 
x=o 

1- WW dx---+ 
,xx 

Min. (8a) 

With (8a) we have established an unconstrained mathematical form of our 
originally constrained optimization problem. 

b) The basic function according to ( 8b ) reads: 

F(x,w,w,xJ = /-: . 
,xx 

(8b) 

In accordance with the rules of the calculus of variation one obtains EULER's 
differential equation as the necessary condition: 

of + (~) = 0 ow ow ,xx ,xx 
(9 ) 

With 

Multiplication by w leads to 

-j -;:xx + ( / - w}x tx W = 0 ( lOa) 

Augmentation of the first term of ( lOa) by ( w,xx ) yields 

-w j- w +(j_ W ) w=o ,xx W 3 W 3 
,xx ,xx ,xx 

(lOb) 

Eq. (lOb) constitutes the optimality criterion for the present problem. 
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c) Based on (lOb), the optimal cross-sectional radius function r = r ( x) shall 
now be determined. 

Using the abbreviation v = /- ~ we obtain from (lOb ): 
w,xx 

- w ,xx V + V ,xx w = 0 ( v,x w - v w,x ) ,x = 0 

Taking into consideration that w ( 0) = v ( 0) = 0, (11) can be written 

v w-vw =0 
IX IX --

After integration of ( 12 ) we have 

j- wW3 = cw 
,xx 

(.!.) =0 w ,x 

C2 W 2 =-~ 
w,xx 

(11 ) 

(12 ) 

(13a) 

Since w ( x) can only be determined up to a multiplying factor ( w ( x) "'" eigen­
mode ), one can choose c = 1, and thus 

w = - w \x ( 13b ) 

For the subsequent calculations (13b ) is reformulated in the following way: 

w = _w- 1/ 3 
,xx 

or (w 2 ) __ 3(w2/ 3 ) ,x ,x - ,x 

-1/3 
2w,x w,xx = -2w,x w 

Integration of (14) with the integration constant a2 yields: 

--
After transformation of ( 15 ) we obtain: 

I d J dw 
X= ra/a2 _w 2 / 3 

Now, introducing 

3 
w=u dw=3u2 du 

and integrating (16a), we get 

x = raJ u2 du + c /a2 _ u2 

Solution of the right-hand-side integral yields 

x = ra[~arcsin..l!. _..l!. /a2 - u2 ] + C 
2 a 2 

(14 ) 

(16a) 

(16b) 
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Re-substitution and factoring out leads to 

x = ~ a 2 { arcsin vy -vy /1 - ( Vf / } + C 

The boundary conditions ( 4 ) provide the constants a2 , C: 

x = 0: w = 0 - C =0 

x = 1: w = 0 - lia2 = ~ 
2 7t 

According to ( 6) we have 

Eq. (13b) leads to or W =-w ,xx 

Decreasing the power of r in (18 ) to 3, one obtains 

3U 
r=yllW 

-1/3 

(17 ) 

(18 ) 

(19 ) 

Substitution of (19 ) into (17) then yields the implicit form of the equation for the 
optimal cross-sectional radius function 

x = 1. { arcsin'!" _ .!.. /1 _ (..!.. )2 } 
7t ro ro ro 

with 
2 

4 16 I Ferit 
ro = 3~-E- . (20) 

ro is the largest radius at x = l/ 2. If we solve the transcendental equation (20) 
with respect to r, we obtain 

r=rof(x) 

For the given volume V 0' one obtains ro from (21) and (1) 

Eq. (20) finally gives the buckling load 

3 4 
F _ 37t Ero 

erit - 1612 

(21 ) 

(22 ) 

(23 ) 

d) Comparison of the optimal buckling load according to (23) with the buckl­
ing load of a column with the same volume but uniform circular cross-section. 

Proceeding from (22) we obtain 

4 2 ( I 2 )-2 
r 0 = V 0 7t f f (x) dx ( 24 ) 

o 
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With (24) we obtain from (23) 

(25 ) 

It is demanded that the volume Vo be identical for both the column with constant 
and with variable cross-section. Thus, V 0 = 7t r~ I be valid for the column with 
constant cross-section. 

7t 4 
The area moment of inertia for rk = const -- Iy ="4 rk 

Thus, we can write 
2 2 

Vo =47tIy l (26 ) 

By substituting (26) into ( 25 ), we determine the critical load as follows 

EI 7t2 
--y- F l2 = rp' critconst 

-----­F. cntconst 

If the cross-sectional radius function is chosen according to (20) or (21), respec­
tively, the buckling load increases by 36 % in comparison to the critical load with 
constant cross-section. Fig. D-9 shows the column designs. 

IF. + cntconst 

,'-r-' 

! 1.36 F """"_ 

Maximum 
buckling load 

Fig. D-9: Comparison of buckling loads for simply supported columns with the 
same volume and circular cross-section 
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Exercise D-18-3: 

The essential components of a conveyor belt drum are the belt, the suppor­
ting rollers, as well as the drive and guide drum (Fig. D-lOa,b). The single 
drums consist of a drum casing (1) and a drum bottom (2). For the pre­
sent type of construction, the bottom is connected with the shaft ( 4) via a 
tension pulley (3 ). 

b) 

a) 

t(x) 

p(x;tl) 
p(~=O) = Pmax 

(4) 

(3) 
(2) 

c) 

Fig. D-IO: Belt conveyor a) integrate system 
b) conveyor belt drum 
c) surface load 

The drum forces F d of the conveyor belt induce a surface load p ( 1J) (see 
Fig. D-IOc), where the pressure in the direction of the drum axis is assum­
ed to be constant as a first approximation. The pressure distribution in the 
circumferential direction is defined as a load depending on the circumfe­
rential angle 1J. The maximum pressure occurs at 1J = 0, and smaller 
values occur at the points 1J = ± 7r /2. 
The coefficients of the chosen pressure distribution 

p ( 1J) = Po + PI cos 1J + P2 cos 2 1J 

result from the conditions that the resulting pressure forces In the guide 
area correspond to the drum forces, i.e., 

7r /2 
Fd =ra.1Jp(1J)cos1Jd1J 

o 
(la) 
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and from the condition that the load for the remaining area attains a mini­
mum via a root mean square formulation. 

Thus, the drum force F d = 650 kN leads to the load: 

p('I7) = (0.2117 + 0.3326 cos '17 + 0.1411 cos 2'11) [MPa] (lb) 

The shape of the mid-surface of the drum consists of portions of the drum 
bottom with constant thickness (idealized as a circular ring plate) and of 
the drum casing (circular cylindrical shell). The unknown wall thickness 
distribution t ( cp) at the transitions is defined by section-wise linear and 
constant approximation functions, using the design variables t1 , t2 , t3 ' t4 
(see Fig. D-ll): 

(2) 

We also have to consider upper and lower bounds for the wall-thicknesses: 

10 mm ::; tl ::; 200 mm 

10 mm ::; t3 ::; 150 mm 

10 mm ::; t2 ::; 150 mm , 

10 mm ::; t4 ::; 100 mm 

(3a) 

(3b) 

2 0 

'~~_X ____ -l:------t-=~I f ~ 
Fig. D-11: Shape function for a conveyor belt drum 
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a) Establish the optimization modeling relations for the task of designing 
a conveyor belt drum, when this task is treated as a multicriteria op­
timization problem with the objectives of minimizing the weight W 
and the maximum reference stress (J'r ( d d = 30 M Pa) . J' ma.x r a. m 

b) Determine the optimal wall-thickness distribution of the conveyor belt 
drum according to Fig. D-ll. 

Solution: 

a) The objective functionals read as follows: 

Fl(rp) = f pgdV ~ W , 
v 

F 2 ( rp ) = max [ dr ( rp , .& ) ] 

( 480) 

(4b) 

where the reference stress is calculated by means of the VON MISES hypothesis: 

(5) 

The scalarized objectives dead-weight and ma:cimum reference stress result 
from (4a.,b) as vector functions of the variable shape parameters x = 
( tl , t2 ' t3 ' t 4 ) : 

fl ( x) = W ( x) = p g V ( x) 

f2 ( x) = max [ d r ( X , rp , .& ) ] 
'PI :S 'P :S 7t/2 

O:S":S" 

( 680) 

(6b) 

The present multicriteria optimization problem is treated by means of the con­
straint-oriented transformation according to (18.7). For this purpose, the seconda­
ry optimization objective (minimization of the maximum reference stresses) is 
substituted by the following constra.ints : 

max [dr(X),tp,.&] - dradm ~ 0 , 
'1'1 ~ 'I' ~ '1'2 

o ~ ~ ~ 'II" 

max [dr(X),cp,.&] - dradm ~ 0 , 
'1'2 ~ 'I' ~ '1'3 

(7) 

o ~ ~ ~ 'II" 

with dr adm = 30 MPa 

In the structural analysis, the drum bottom is treated as an uncoupled disk-pla.te 
problem, and the drum casing is considered as a circular cylindrical shell. For this 
purpose, a special transfer matrix procedure has been used according to Section 
13.2. The results were additionally verified by control computations by means of 
an FE-software system [A.21j. 
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b) The present shape optimization problem has been solved by means of the opti­
mization algorithms SLP and LPNLP (see 16.2.2 a,b). Fig. D-12 a,b illustrates the 
efficiency of the above algorithms when using the constraint-oriented transforma­
tion as optimization strategy for the treatment of multicriteria optimization pro­
blems. Sequential linearization shows fast convergence; if active constraint limits 
are imposed, about six to ten linearization steps are necessary, where the gradient 
evaluations require the highest computational effort. Fig. D-12 b shows that the 
rate of convergence of the LPNLP-algorithm is lower than that of the SLP-algo­
rithm. 

W , CJrmax 

100 [kN] [MPa] 

80 

60 W* 

40 
* CJrmax 

20 

0 
a) 0 20 40 60 80 100 120 140 I1rot 

W , CJrmax 

100 [kN] [MPa] 

80 

60 W* 

40 
* CJrmax 

20 

0 
b) 0 20 40 60 80 100 120 140 I1rot 

Fig. D-12: Optimization graphs in dependence on the number of function evalu-
ations 
a) Sequential Linearization SLP 
b) LAGRANGE-multiplier-method LPNLP 
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70 

60 +-----''----Oi'=-

50 +----\----f 

40 +-----+---1t--~ 

20 

10 

o r----+----~----~----~----+_----+_-. VV 
90 100 [kN] 

Fig. D-13: Functional-efficient solutions for a conveyor belt drum 

Fig. D-13 illustrates the functional-efficient solutions which clearly show the influ­
ence of different admissible stresses on the shape of the optimized conveyor belt 
drums. Proceeding from the weight-optimal design characterized by active stress 
constraints, the increase of the variables tl and t2 leads to a substantial decrease 
of the maximum reference stress with only a small increase of weight. Only in 
those cases where the range of tl has been used to its full potential, the remain­
ing variables gain influence on further stress reductions. Variable t4 in particular 
causes a strong increase of weight without reducing the stresses in a decisive 
manner. 

Exercise D-18-4: 

Component optimization plays an important role especially in space tech­
nology. As a typical example, a satellite that is to be brought into its orbi­
tal position should have an extreme lightweight design for saving transpor­
tation costs; even small weight savings for single components result in a 
substantial cost reduction. One of these components is the fuel tank of the 
satellite which stores the fuel for the position control rockets over the ent­
ire life-time of the satellite. 

In the present example, the calculation and optimization of a thin-walled, 
satellite tank subjected to constant internal pressure shall be dealt with (a 
quarter section of the components can be considered for reasons of symme­
try (Fig. D-14) ). 
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i[mm] t 500 

:':'1-1 
400 

{{:}}} {{{{:} }~{{« :}}}}} {{::::::: 
............. 

300 r-__ -+ ____ ~~~._~~~~lllj~lll~ 
200 r----+----+---~~~rH~~ 

100 r----+----+---~--~~~~ 

I} ••••••• a ~ __ ~ ____ -L ____ ~ __ ~~~~ 

100 200 300 

~------------rrn~--------~ 

Fig_ D-14: Principle sketch of the contour of a satellite tank with boundary 
conditions 

The following design specifications and strength verifications are given: 

The construction space allows for a maximum outer radius of rmax 
436.9 mm. The tank height hmax must not exceed a value of 433 mm. 

- The tank is subjected to an internal pressure p = 34.4 bar. The dead­
weight is to be disregarded. 

- The half-tank must be able to store a volume V which is larger than a 
minimum value V min = V 0 = 215.2 liter. The following volume con­
straint is specified: 

V g =1--<0 
1 Vo -

- The tank is made of titanium alloy with specified material characteri­
stics: 

Density 

YOUNG's modulus 

POISSON's ration 

Breaking strength 

{! = 4.5. 103 kg/ m 3 , 

E=1.1·10 5 MPa 

1/ = 0.3 , 

0" B = 1080 M P a 
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The strength verification is performed depending on the sign of the 
principal stresses in meridional and circumferential direction and in ac­
cordance with the following stress hypotheses of the state of plane 
stress: 

1) If the principal stresses 0"1,0"2 have the same sign, the reference 
stress is calculated from the maximum stress: 

Max (0"1,0"2) ~ O"radm . 

2) If the principal stresses have different signs, the VON MISES equal 
stress hypothesis is to be used: 

The required thickness t r can be calculated from the resultants and from 
the admissible reference stress O"ndm. For this purpose we define the follo­
wing thickness constraint: 

t 
g2=1--~O 

t r 

The task is to minimize the weight of the satellite tank subject to the given 
constraints by simultaneously determining a suitable meridional contour 
and a thickness distribution of the tank. 

Solution: 

Structural Analysis 

In the following, some general remarks shall be made concerning the structural 
analysis. The minimum volume of the tank already occupies more than 80% of 
the given construction space. This fact demands tank contours that smoothly fol­
low their boundaries both at the poles and at the equator. At the equator, the 
shape of the tank approaches a cylindrical shell curved in the circumferential di­
rection; at the pole, the radii of curvature increase to such a degree during optimi­
zation that a very shallow shell emerges. It appears that linear calculations pro­
duce large displacements in proximity of the pole, exceeding the wall-thickness by 
far. As the displacements do not occur constantly over the arc length, the radii of 
curvature of the deformed structure change substantially. According to the above 
theory, the pole area shows a decisively larger curvature in the state of deforma­
tion, which results in a violation of the conditions of equilibrium that were origi­
nally formulated for the undeformed element. Thus, we used an augmented ap­
proach for the structural analysis according to Section 13.2. 

Shape Optimization 

The following shape optimization requires a mathematical description of the tank 
shape as a function of free parameters by means of shape functions. The descrip­
tion should be characterized in such a way that a large number of admissible 
shapes can be achieved with a relatively small amount of parameters. The shape 
functions have to comply with the following requirements: 
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The tank shape should not exceed the specified fitting space. 

The meridional contour of the curve must be determined in such a way that 
the given minimum volume is attained. 

The tangent at the pole must be perpendicular to the axis of rotational 
symmetry; the tangent at the equator must be parallel to the axis of rota­
tional symmetry. 

A curvature undercut ( change of sign) is not admissible. 

Simple shape functions can be achieved by using a circle or an ellipse as meridio­
nal contour. These functions are, however, not suitable for the present problem 
because the required tank capacity cannot be fulfilled, and because the equator 
curve remains arched. A further disadvantage is the invariability of the curve 
shape. The same applies if a so-called CASSINI-curve is used since it does not 
possess any free parameters either. The shape is uniquely determined by the vo­
lume, and thus optimization calculations for finding a more suitable contour can­
not be carried out. Further investigations were carried out using cubic spline-func­
tions as shape functions. These third order polynomials define a continuous curve 
up to the second derivative, i.e. the derivative conditions at the pole and the 
equator are fulfilled. The splines, however, are disadvantageous in· as far as chan­
ges of curvature can easily occur, and because the prescribed dimensions of the 
construction space cannot be complied with. In addition, they often cause pro­
blems in the structural analysis. 

In order to avoid the above difficulties, we here choose a modified ellipse function 
according to (18.22a) as shape function (see Fig. 18.5). The use of a modified 
ellipse has the advantage that meridional shapes always exist for 11:1 > 1 and 
11:2 > 2 which satisfy the demands made with respect to the curvature shape and to 
the tangent position. In the pole area, the ellipse function is replaced by a poly­
nomium of fourth order. 

Treatment as a Multicriteria Optimization Problem 

In the following, some results shall be presented for a pure shape optimization 
and for a simultaneous shape and thickness optimization. When optimizing the 
tank, one has to address two conflicting objectives: The weight W of the tank 
shall be minimized, and the internal storage volume V shall be maximized. This 
multicriteria optimization problem, too, can efficiently be solved by using the con­
straint-oriented transformation according to (18.7). For the present problem, the 
volume is introduced into the optimization model (g1) as an additional constraint 
(secondary objective). For various desired volumes V 0' a scalar weight optimiza­
tion is carried out, and thus the functional-efficient boundary is determined. The 
following design variables will be considered: 

or 

x2 = x2 

x3 = t 
x3i = tj 

1st ellipse parameter , 

2nd ellipse parameter , 

thickness of the shell 

thickness of the i-th shell element 

The thicknesses ti of the shell elements are used as additional design variables in 
the transfer matrix procedure. Since the computational effort increases substanti­
ally with the number of design variables (> 200) , only the geometry variables are 
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tra.nsferred to the optimiza.tion a.lgorithm. The optimal thickness distribution is 
determined within ea.ch functiona.l ca.ll, i.e. for ea.ch shape design, employing a. 
Fully-Stressed-Design (FSD)-strategy, the use of which fulfills a priori the 
stress constraints and thus the thickness constraints. By this, the problem ca.n be 
reduced to the following design variables a.nd constraints: 

1st ellipse pa.rameter , 

2nd ellipse pa.ra.meter , 

v 
g =1--<0 

1 Vo -
volume constraint 

The procedure of the Generalized Reduced Gradients was used as optimization al­
gorithm according to [D.1]. 

Fig. D-15 compares the functiona.l-efficient boundaries of the simultaneous optimi­
za.tion to those of a. pure sha.pe optimization (without va.ria.tion of the thickness). 
It ca.n be shown that the integra.tion of an FSD-stra.tegy into the structural analy­
sis leads to a substantial improvement of the designs. Three functional-efficient 
solutions (I: V 0 = 2001; II: V 0 = 215.21; III: Vo = 2301) are depicted separate­
ly, and Fig. D-16 shows the corresponding designs of the shape and the cross-sec­
tions, of the ra.dia.l displacements, of the membra.ne forces, and of the meridional 
bending moments. It is in the responsibility of the decision-ma.ker to choose the 
most appropriate design. 

240 

225 

210 

195 

180 

f2 :;: volume Y [1] 

III 

..0--

.. :.::. -Y min = 215.21 

A . feasible 6. } simultaneous shape and 
A - )!).f~l!~!ble_ - 6. thickness 0 timization 

fI------I--o feaslble 0 . . . 

Do _ jDf~l!sible __ 0 } pure shape optlIlllzatlon 

5 10 15 20 25 
f1 :;: mass m [kg] 

Fig. D-15: Functional-efficient boundaries for a pure shape optimization 
a.nd for a. simultaneous shape-thickness-optimization 
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Fig. D-16: Optimal meridional contours and their respective displacements, 
membrane forces, and meridional bending moments (so = entire 
meridional arc length) 
(For the shapes I and III only the maximwn membrane forces are 
shown) 
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Exercise D-18-5: 

Fig. D-17 shows a spatial sketch of a parabolic radiotelescope reflector with 
circular aperture. The reflector is assembled from single panels with sand­
wich structure, each of which consists of an aluminium honeycomb core and 
top layers made of Carbon Fibre Reinforced Plastics CFRP (see Fig. D-18) . 

Fig. D-17: Sketch of a parabolic reflector with circular aperture and panel 
structure 

The panel treated in the following is assumed to be plane and rectangular, 
and at several points it is supported at the rear truss structure by means of 
adjusting devices (see Fig. D-18). The number n of point-supports predo­
minantly depends on the desired panel accuracy, i.e., on the maximum 
transverse displacement. 

Fig. D-18: Point-supported, rectangular sandwich panel made of CFRP 
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- Chapter 15 to 18 -

D.l Definitions - Formulas - Concepts 

15 Fundamentals of structural optimization 

15.1 Motivation - aim - development 

The previous chapters have introduced fundamentals for determining the 
structural behaviour required for the dimensioning and design of a structu­
re, i.e. calculation of deformations, stresses, natural vibration frequencies, 
buckling loads, etc. In view of the development and construction of machin­
es and system components the question arises which measures must be ta­
ken in order to reduce costs and to improve quality and reliability; in other 
words this means that an optimization of the properties is being aimed at. 
In terms of this demand, the topic Structural Optimization has emerged, 
over the past years, an extensive field of research that can be described by 
the following formulation [D.29] : 

Structural optimization may be defined as the rational estab­
lishment of a structural design that is the best of all possible 
designs within a prescribed objective and a given set of geome­
trical and/or behavioral limitations. 

Current research in optimal structural design may very roughly be said to 
follow two main paths. Along the first, the research is primarily devoted to 
studies of fundamental aspects of structural optimization. Broad conclu­
sions may be drawn on the basis of mathematical properties of governing 
equations for optimal design. These properties are not only studied analy­
tically in order to derive qualitative results of general validity, but are also 
often investigated numerically via example problems. Along the other main 
path of research, the emphasis is laid on the development of effective nu­
merical solution procedures for optimization of complex practical structu­
res [D.3, D.12 , D.21 , D.22 , D.30]. 

The constant flow of general reviews, surveys of subfields, conference pro­
ceedings, and new textbooks on optimal structural design testify the strong 
activity, recent advances, and increasing importance of the field. A selec­
tion of such recent publications is listed as references at the end of this 
book. 

H. Eschenauer et al., Applied Structural Mechanics
© Springer-Verlag Berlin Heidelberg 1997
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15.2 Single problems in a design procedure 

In this section, the distinctions between usual structural analysis, redesign 
or sensitivity analysis, and optimization of structures will be made clear, 
and the basic steps pertaining to optimal design will be outlined. 

In a usual structural analysis problem, the structural design is given, toge­
ther with relevant properties of the material(s) to be used and the support 
conditions for the structure. Also, one set or more of loading is specified, 
that is, completely specified in deterministic problems, or given in terms of 
probabilities in probabilistic problems. For each set of loading, the relevant 
set of equilibrium (or state) equations, constitutive equations, compatibility 
conditions, and boundary conditions, are then used for determining the 
structural response, e.g., the state of stress, strain and deflection, natural vi­
bration frequencies, and load factors for elastic instability or plastic collapse 
(see Main Chapters A, B, C). 

Redesign or sensitivity analysis (Ch. 18) refers to the type of problem 
where some of the design, material, or support parameters are changed (or 
varied), and where the corresponding changes (or variations) of the structu­
ral response are determined via a repeated (or special) analysis. It is worth 
noting that a conventional design procedure normally consists of a series of 
repeated changes of the structural parameters followed by analysis, i.e., a se­
ries of redesign analyses, which is carried out until a structure is found that 
fulfills the behavioral requirements and is reasonable in costs. If the chan­
ges of the structural parameters prior to a given redesign analysis are deter­
mined rationally from the earlier analyses as the best possible ones, the 
procedure would identify one of optimal design. Such procedures are of 
much higher significance than the traditional design procedure where usual­
ly the design changes are only decided by guesswork based on experience or 
information obtained from previous analysis, and a structure obtained by 
the traditional design procedure will therefore not necessarily be better than 
other possible alternatives. 

The label structural optimization identifies the type of design problem 
where the set of structural parameters is subdivided into so-called preassig­
ned parameters and design variables, and the problem consists in determi­
ning the optimal values of the design variables such that they maximize or 
minimize a specific function termed the objective function (criterion or 
cost function) while satisfiying a set of geometrical and/or behavioural re­
quirements, which are specified prior to design, and are called constraints. 

According to the manner in which the design variables are assumed to de­
pend on the spatial variables, optimal design problems may be roughly ca­
tegorized as 

(1) Continuous (or distributed parameter) optimization problems, and 

(2) discrete (or parameter) optimization problems. 

Usually the design variables of structural elements like rods, beams, arches, 
disks, plates, and shells are considered to vary continuously over the length 
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or domain of the element, and such problems then fall into category (1), 
while problems of optimizing inherently discrete structures like trusses, 
grillages, frames, or complex practical structures belong to category (2). 

15.3 Design variables - constraints - objective function 

Design variables may describe the configuration of a structure, element 
quantities like cross-sections, wall-thicknesses, shapes, etc., and physical 
properties of the material. 

Optimization problems can best be classified in terms of their design vari­
ables. Based upon the example of a truss-like structure according to L.A. 
SCHMIT / R.H. MALLET [D.41], and N. OLHOFF / J.E. TAYLOR [D.29] 
possible design variables can be divided into five (or six, respectively) dif­
ferent classes (Fig. 15.1). In the following, these groups are briefly descri­
bed in terms of the degree of complexity with which they enter into the 
design process: 

a) Constructive layout 

The determination of the most suitable layout is on principle only possible 
by investigation into all existing types and by comparing the calculated op­
tima. 

b) Topology 

The topology or arrangement of the elements in a structure is often descri­
bed by parameters that can be modified in discrete steps only (e.g. number 
of trusses at the supporting structure of a reflector, number of sections of a 
continuous girder). Different topologies can also be obtained by eliminating 
nodes and linking elements. 

c) Material properties 

In terms of their properties, conventional materials possess variables like 
specific weight, YOUNG's moduli, mechanical strength properties, etc. 
which can usually only attain certain discrete values. For brittle materials, 
often the stochastic character of the properties has to be regarded. 

d) Geometry - shape 

The geometry of trusses or frames is described either by the nodal coordi­
nates or by the bar lengths, while in the case of load carrying structures 
with plane or curved surfaces (plates, shells) the geometry is given by 
spans, curvatures, and the thickness distributions. Usually, these variables 
are continuously variable quantities. 

e) Supports - loadings 

Design variables of this type describe the support (or boundary) conditions 
or the distribution of loading on a structure. Thus, either the location, 
number, and type of support or the external forces may be varied in order 
to yield a more effective design. The design variables of this category may 
be continuous or discrete. 
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f) Cross-sections 

This class of design variables has been used most frequently in optimiza­
tion tasks (cross-sectional areas, moments of inertia). 

When considering structural parameters, we distinguish between indepen­
dent and dependent variables, as well as pre-assigned (constant) parame­
ters, where a structure is uniquely characterized by stating the values of 
its independent variables, the so-called design variables. Most often, cer­
tain cross-sectional characteristics (thicknesses, diameters) are employed 
as independent variables, from which all other values can be calculated. 
As previously mentioned, consideration of the constant parameters and the 
determination of the dependent variables are made in algorithms for ana­
lysis of the structural design. 

The i-th design variable will be denoted by Xi' and all n design variables 
are composed in a vector x which lies in the design space, an n-dimensio­
nal EUCLIDEAN space: 

{15.1} 

Any set of design variables defines a design of the structure and may be 
represented as a point in the design space. 

a) Construction ~ 

b) Topology 

c) Material 
properties Steel 

d) Geometry - A shape 

Supports -
11111111111111 loadings 

e) 

f) Cross-section ~ 

Aluminium Composite 

~ ~ a a h. h. 

Ii 
i 

2i 
i 

h J i 
2i 

i L 

Fig. 15.1: Classification of design optimization problems for truss-like 
structures in terms of different types of design variables. 
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Many designs from the totality of possible designs will generally not be ac­
ceptable in terms of various design and performance requirements. To ex­
clude such designs as candidates for an optimal solution, the design and 
performance requirements are expressed mathematically as constraints 
prior to optimization. The constraints may be of two following types: 

- Geometrical (or side) constraints are restrictions imposed explicitly on 
the design variables due to considerations such as manufacturing limit­
ations, physical practicability, aesthetics, etc. Constraints of this kind are 
typically inequality constraints that specify lower or upper bounds on the 
design variables, but they may also be equality constraints like, e.g., linka­
ge constraints that prescribe given proportions between a group of design 
variables. 

- Behavioral constraints are generally nonlinear and implicit in terms of 
the design variables, and they may be of two types. The first type consists 
of equality constraints such as state and compatibility equations governing 
the structural response associated with the loading condition( s) under con­
sideration. The second type of behavioral constraints comprises inequality 
constraints that specify restrictions on those quantities that characterize 
the response of the structure. These constraints may impose bounds on 
local quantities like stresses and deflections, or on global quantities such as 
compliance, natural vibration frequencies, etc. 

The constraints are formulated in the form of equality and/or inequality 
constraints: 

hi(x)=O 

gj(x) =::;0 

(i=l, ... ,q), 

(j=l, ... ,p). 

{15.2a} 

{15.2b} 

Each inequality constraint {15.2b} is represented by a surface in the design 
space which comprises all points x for which the condition is satisfied as 
an equality constraint gi ( x) = o. One distinguishes between feasible, or 
admissible, and infeasible, or inadmissible designs. All the feasible (or ad­
missible) designs lie within a subdomain of the design space defined by the 
constraint surfaces as indicated in Fig. 15.2 for the special case of a plane 
design space (only two design variables). We generally assume that the 
constraints are such that the design space is open, i.e. that a set of feasible 
designs exists. 

The objective junction, which is also termed the cost or the criterion 
junction, must be expressed in terms of the design variables in such a way 
that its value can be determined for any point in the design space. It is this 
function whose value is to be minimized or maximized by the optimal set of 
values of the design variables within the feasible design space, and it may 
represent the structural weight or cost, or it may be taken to represent some 
local or global measure of the structural performance like stress, displace­
ment, stress intensity factor, stiffness, plastic collapse load, fatigue life, 
buckling load, natural vibration frequency, aeroelastic divergence, or flutter 
speed, etc. 
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active constraints 
g(x) = 0 

b--~r-IRi:-- feasible initial design 
f(Xo) 

iso-curve f ( x) = const 
for the objective function 

Xl 

Fig. 15.2: Concepts of structural optimization 

The objective function is in most cases a scalar function f of the design 
variables x defined as follows: 

f:=f(x) . (15.3) 

15.4 Problem formulation - Task of structural optimization 

The usual problem of optimal structural design consists in determining the 
values of the design variables x. (i = 1, ... , n) such that the objective func­
tion attains an extreme value ~hile simultaneously all constraints are sa­
tisfied. Minimization of the objective function, i.e. Min f, is considered in 
the conventional mathematical formulation. If an objective function f is to 
be maximized, one simply substitutes f by - f in the formulation, since 
Max f *=> Min ( - f) . 

Mathematical formulation: 

with 

Min n { f ( x) I h ( x) = 0 , g ( x) so} 
XE R 

f( x) 
g(x) 

hex) 

n-dimensional set of real numbers, 
vector of the n design variables, 

objective function, 
vector of the p inequality constraints, 
vector of the q equality constraints. 

Feasible domain: 

X:={XERnlh(x)=O, g(x)so} 

(15.4 ) 

(15.5) 

Structural optimization generally deals with the solution of Non-Linear Op­
timization Problems (NLOP). 
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15.5 Definitions in Mathematical Optimization 

Definition 1: Global and local minima 

1 ) A global minimal point x* E X is characterized by 

f(x*)~f(x) V XEX. {15.6a} 

2) A local minimal point x* E X is characterized by 

f ( x*) ~ f ( x) V x E X n Uc ( x*) , {15.6b} 

where U c ( x*) denotes the e - neighbourhood of point x*. 

Definition 2: Conditions for a minimum of an unconstrained problem 

1) Necessary condition 

V' f (x*) = Co :1' aa :2 , ... , aa :Jx* = 0 . {15.7} 

2) Sufficient condition 

If {15.7} is fulfilled, and if the HESSIAN matrix 

H* := H(x*) = [ a2 f 1 aX;.OXj x* {15.8} 

is strictly positive definite, then x* is a local minimum of f ( x). 

Definition 3: Conditions for a minimum of a constrained problem 

Determination of optimality conditions by means of the LAGRANGE func­
tion 

q p 

L ( x , a , /I) = f ( x) + ~:C~i hi ( x) + ~,Bj gj ( x ) 
i=1 j =1 

{15.9 } 

with the LAGRANGEAN multipliers Qi ,,Bj . 

1) Necessary conditions for a local minimum x* to the problem {15.4} 

KUHN-TUCKER conditions [D.26]: 
q p 

V'L(x*) = V'f(x*) + ~QfV'hi(x*) + ~,B.iV'gj(x*) = 0 {1510a} 
i =1 j =1 
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Xl 

Fig. 15.3: Geometrical interpretation of the KUHN-TUCKER-conditions 
for a problem with three inequality constraints 

and 
hi(x*)=O (i = 1, ... ,q) , (15.10b) 

gj (x*) ~ 0 (j=1, ... ,p) , (15.10c) 

f3'!' > 0 
J -

(j=1, ... ,p) (15.10d) 

For each value of j (j = 1, ... , P ) it holds that f3j = 0 if gj ( x*) < 0 and 
that f3j ? 0 if gj ( x*) = O. The values of the LAGRANGIAN multipliers 
a r associated with the equality constraints (15.10b) may both be positive 
and negative (or zero). 

2) Sufficient conditions 

For a convex problem, the KUHN-TUCKER conditions are also sufficient. 
A geometrical interpretation for a problem with three inequality con­
straints (and no equality constraints) is illustrated in Fig. 15.3. For this 
problem, the following equations must be valid for points A and B accor­
ding to (15.10) in order to be minimum points: 

a) Point A: (15.11a) 

The negative gradient of the objective function does not lie within the sub­
set defined by the gradients of the constraint functions, i.e. (15.10d) is vio­
lated by either f3i or f3~ . xl is not a minimum point as the function va­
lue f (x*) can be reduced in the feasible set. 

b) Point B: (lS.11b) 

The considered point x; is a local minimum point with all KUHN­
TUCKER conditions satisfied. Note that for point B there is no direction 
in the feasible set in which the function value f (x*) can be reduced. 
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15.6 Treatment of a Structural Optimization Problem (SOP) 

An optimization problem can generally be treated by proceeding in accor­
dance with the Three-CoLumns-Concept [D.12] combined in a so-called op­
timization loop (Fig. 15.4). This concept is based on the fundamental con­
cepts presented in 15.1 and 15.2, and will be described briefly in the follow­
ing. 

Column 1: Structural Model - Structural Analysis 

One of the most important assumptions within an optimization process 
consists in transferring a real-life model into a structural model. Thus, any 
structural optimization problem is based on a mathematical description of 
the physical behaviour of a structure. In the case of mechanical systems, 
these are typical structural responses to static and dynamic loads like de­
formations, stresses, eigenfrequencies, buckling loads, etc. The state vari­
ables required for the formulation of objective functions and constraints are 
computed in the structural model by means of efficient analysis procedures 
like Finite-Element-Methods, Transfer Matrices Methods, etc. In order to 
achieve a wide range of application for an optimization procedure, various 
structural analysis methods, e.g. hybrid methods, should be available. 

Column 2: Optimization Algorithm 

Mathematical programming procedures are predominantly applied for the 
solution of nonlinear, constrained optimization problems (NLOP). These al­
gorithms are based on iteration procedures which, proceeding from an initi­
al design x o' generally yield an improved design variable vector xk after 
each iteration cycle k. The optimization calculation is terminated when a 
predefined convergence criterion becomes satisfied during an iteration (for 
more details see Chapter 16). Numerous studies have shown that the choice 
of the most appropriate optimization algorithm is problem-dependent, a fact 
that is of particular importance in terms of a reliable optimization flow 
and high efficiency (computational time, rate of convergence). 

Column 3: Optimization Model 

From an engineering point of view, the optimization model constitutes a 
bridge between the structural model and the optimization algorithms, and 
is a very considerable column within the optimization process. First, the 
analysis variables are chosen from the structural parameters as those 
quantities that are varied during the optimization process. The design mo­
del to be determined describes the mathematical relation between the ana­
lysis variables and the design variables. By additionally transforming the 
design variables into transformation variables, the optimization problem is 
adapted to the special requirements of the optimization algorithm in order 
to increase efficiency and convergence of the optimization calculation. The 
evaluation model determines the values of the objective functions and con­
straints from the values of the state variables. The sensitivity analysis 
modules compute the sensitivities of the objective functions and the con­
straints with respect to small changes of the design variables; all this in­
formation is transferred to the optimization algorithm or to the decision 
maker, respectively, for judging the design. 
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optimal 
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x* 

dala 

Fig. 15.4: Structure of an optimization loop 

The accommodation of the modules for the sensitivity analysis (see Chap­
ter 17) and further important modules for optimization strategies (see Chap­
ter 18) like Multicriteria Optimization, Shape and Topology Optimization, 
Multilevel Optimization, etc. within the optimization model, will be men­
tioned in Section 18.3. 

16 Algorithms of Mathematical Programming (MP) 

In the following, solution algorithms for optimization problems cast in the 
standard MP form (15.4) will be considered. One distinguishes between 
optimization algorithms of zeroth, first and second order depending whe­
ther the solution algorithm only requires the function values, or also the 
first and second derivatives of the functions. It will be assumed in this 
Chapter that in general the functions f, hi, gj in (15.4) are continuous and 
at least twice continuously differentiable. 

The majority of solution algorithms is of an iterative character, i.e. starting 
from an initial vector Xo one obtains improved vectors Xl' JS ' ... , by suc­
cessive application of the algorithm. Iterative solution procedures are neces­
sary since practical problems of structural optimization are generally highly 
nonlinear. 

16.1 Problems without constraints 

( a) Methods of one-dimensional minimization steps 

Iteration rule: 

Xi+l = ~ + QiSi (i = 1,2,3, ... ) (16.1a) 

with arbitrary search directions si in the design space and an optimal step 
length Q i for the i-th iteration step (Fig. 16.1). 
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Fig. 16.1: One-dimensional mini­
mization step along a 
straight line 

In case of a variable step length a 

x ( a) = Xi + a si , 
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I I 
I I 

Fig. 16.2: Approximation of f ( a) by 
means of a quadratic poly­
nomium P2 (a) 

{16.1b} 

a straight line occurs in the design space, and we have the following form 
of the objective function: 

f[x(a)] = f(~ + asJ = f(a) , {16.2} 

where that value a i of a is to be determined which minimizes f in a given 
direction si. This implies a reduction of the problem to a series of one-di­
mensional minimization problems where the result depends on the choice 
of the search direction si (Line-Search-Method). 

The following procedures can be applied for determining minimal points 
[D.lO , D.21 , D.22 , D.24, D.40]. 

Quadratic polynomia (LAGRANGEAN interpolation) P 2 ( a) (Fig. 16.2), 

Cubic polynomia (HERMITE interpolation) P 3 ( a ) , 

Regula falsi , 

Interval reduction by means of FIBONACCI-search [D.2S]. 

By applying mathematical optimization methods, it is intended that a 
yields a good approximation of f in the neighbourhood of the point of mi­
nimum a i (Fig. 16.2). Different convergence criteria can be used, for in­
stance: 

{
f(a+e) 

f(a) ~ '" 
f( a - e) 

{16.3a} 
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or 

IP2 (a)-f(a)1 
'---'=--:----"'-:--- < c with a limit of accuracy c ~ 0.01. {16.3b} IP2 (a)1 

( b ) First POWELL method of conjugate directions - method of Oth order 

In order to calculate an iteration point Xi+l' information on the previous 
points Xl , ... , ~ is used. For this purpose, we need the notion of conjugate 
directions. The vectors 8· and ~ are called conjugate if they satisfy the 
condition [D.37j J 

T 
8 j H ~ = 0 (j =1= k) , { 16.4 } 

where H is the HESSIAN matrix {15.8} . In POWELL's method, H in {16.4} 
is replaced by an approximation matrix A, and vectors that fulfill this 
condition are called A-conjugate. 

In case of a quadratic function, the conjugate direction sk belonging to an 
arbitrary tangent Sj always leads to the centre of a family of ellipses. 

Solution strategy: 

Proceeding from an initial point xo' n one-dimensional minimization itera­
tions (steps) are carried out along n linearly independent search directions 
80 , ... , Sn' e.g. along the n unit vectors eo' ... ' en of the coordinate axes in 
the design space, i.e. 

~+l = Xi + a i si (i = 0, 1 , 2 , ... , n) . {16.1c} 

2. cycle 

1. cycle 

starting vector 

Fig. 16.3: Application of the First POWELL method of conjugate directions 
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The search cycle is considered by the (n + 1 )-th one-dimensional minimi­
zation step in the direction of 

(161d) 

which leads to point ~+2. For the following search cycle, 81 is eliminated, 
the index of the remaining directions ~, ... , Bn+1 is decreased by one, and 
the described procedure is then applied to all subsequent search directions 
(Fig. 16.3). 

In many cases the convergence behaviour of this procedure is insufficient 
due to generation of almost linearly dependent search directions. Certain 
modifications, however, lead to improvements [D.lS, D.3Sj. 

( c) Gradient method of steepest descent - method of 1st order 

By this method we choose the search vector 8 i in the direction of the 
steepest descent of f ( x) at the point ~, i.e. in the negative gradient direc­
tion (Fig. 16.4): 

8 i = -Vf(~). (16.5) 

By means of (16.5) we determine the optimum point along this direction, 
using the iteration rule 

~+1 = ~ + (Xi Si = ~ - (Xi V f (~) (i = 1,2,3 ... ) , (16.6) 

where the optimal step length (Xi can be calculated by one of the methods 
described under (a). 

( d ) FLETCHER-REEVES-Method of conjugate gradients [ D.19 , D.23] -
method of 1st order 

The first one-dimensional minimization step is carried out in the direction 
of the steepest descent according to {16.5} 

sl=-Vf(x1 )· 

and we thus reach point ~ (Fig. 16.5). 

o 

tangential Vf(x. ) 
hyperplane 1+ 1 

~ Si ---

f=const 

- Vf(Xi+1) 

Fig. 16.4: Minimization step in the 
direction of the steepest 
descent 
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__ ~f_=..!c~onst Fig.16.5: FLETCHER-REEVES-
Method of conjugate 

xl gradients 

Proceeding from this point, modified search directions are generated: 

{16.7} 

( e) Special Quasi-NEWTON procedure SQNP - method of 2nd order 

In this method, the search direction '\ of the k-th iteration is defined as 

{16.8} 

where the matrix Dk (which is not the HESSIAN) is calculated by means 
of variable metrics according to DAVIDON, FLETCHER, POWELL (DFP) 
[D.ll ]: 

with Do = I, 

>':-1 step length along the search direction ~-1 . 

16.2 Problems with constraints 

16.2.1 Reduction to unconstrained problems 

( a) General remarks on penalty functions 

{16.9a} 

{16.9b} 

These methods have originally been developed by FIACCO and McCOR­
MICK who chose the name SUMT (Sequential Unconstrained Minimization 
Techniques) [D.17]. 
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The optimization problem {15.4} contains p inequality constraints gj ( x) ~ 0 

- Formulation of a modified objective function for each iteration: 
p 

!lii{x,RJ:= f{x) + Ri2 G[g.{x)] (i = 1,2,3, ... ) 
j=l ] 

{16.10} 

with a penalty function G [gi ( x)] and the penalty parameters Ri . 

Irrespective of explicit constraints, minimization is then carried out by 
means of the previously described methods for unconstrained problems. 

Function G is chosen in such a way that during minimization for a series 
of values for Ri the solution converges towards that of the original problem 
with constraints. 

( b ) Frequently applied methods 

- Method of exterior penalty functions 

Penalty objective function in {16.10}: 

G [ gj ( x)] : = ( max [ 0 , gj ( x) ] r {16.11a} 

Modified objective function 
p 

!lii{x,RJ = f(x) + Ri 2 (max[o,gj(x)])2 (i = 1,2,3, ... ). {16.11b} 
j=l 

-3 
!Iii is to be minimized for a set of increasing values of Ri (e.g. R1 = 10 , 

-2 -1) R2 = 10 , R3 = 10 ,... . 

Owing to the inequality constraints gj ( x) ~ 0 (j = 1,2,3, ... ) in {16.11a} 
we obtain: 

G[gj{x)] = 0 in the feasible domain , 

G [ gj ( x )] = gj ( x)2 > 0 in the infeasible domain . 

Functions f and !Ii are identical in the feasible domain, whereas f is pena­
lized in the infeasible domain by a summation of the non-negative terms 
{16.11b}. 

- Method of interior penalty functions or barrier functions 

Penalty function in {16.10) : 

G [ gj ( x )] : = - g} x) . {16.12a} 
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a) If(x) = Mini b) If(x) = Mini 
Igj(x) ~ 0 (j = 1,2)1 18j(x) ~ 0 (j = 1,2)1 

~k-~~~~~~~-' 

Xl 

~ 
IfI)l(X,RI) = Mini 

x2 
1Cl>I(X,RI) = Mini 

gl(X)=O 
I 
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\ I 
}/, 
I 

Xl 

~ 
IfI)ix,Rz) = Mini 

x2 
1Cl>2(X,Rz) = Mini 

Fig. 16.6: Method of a) exterior penalty functions 
b) interior penalty functions 

Xl 

Xl 
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Modified objective function 

p 1 
4ii (x, Ri ) = f (x) - Ri ~ -:::TX' (i = 1,2,3, ... ) . 

j=lgj~AJ 
{16.12b} 

4ii is to be minimized for a set of decreasing values of Ri (e.g. Rl = 105, 
4 3 

R2 = 10 , R3 = 10 etc.). 

In this case, the objective function f is penalized in the feasible domain by 
summation of the positive terms. 

For details on further procedures refer to [D.24]. 

16.2.2 General nonlinear problems - direct methods 

In the past, a substantial number of direct algorithms of Mathematical 
Programming (MP -algorithms) have been developed for the solution of ge­
neral, nonlinear optimization problems. When applied to problems of com­
ponent optimization, these algorithms must be able to reduce the number 
of optimization steps during optimization since often extensive structural 
analyses have to be carried out at each iteration. In addition, a sufficiently 
good convergence behaviour as well as reliability and robustness must be 
demanded of these procedures. These characteristics largely depend on the 
degree of nonlinearity of the posed problem. 

In the following, two frequently used procedures shall be briefly described 
as typical algorithms: 

( a) Sequential Linearization Procedure SLP 

The efficiency of linear methods can also be utilized for nonlinear design 
problems by successively solving linear substitute problems in the form of a 
so-called sequential linearization [D.20, D.35 , D.38]. 

By introducing upper and lower bounds (hypercube, move limits) for all 
design variables, GRIFFITH and STEWARD have augmented the range of 
application to problems where the solutions are not at the intersection of 
constraints but, more general, on a curved hypersurface [D.20]. The objec­
tive function and constraints of the nonlinear, scalar initial problem {15 . .4} 
are expanded in a TAYLOR-series in the vicinity of a point xk . By main­
taining the linear terms only we obtain 

k k k 
f(x + bx) ~ f(x) + Vf(x )bx, 

k k k ) hi(x + bx) ~ hi(x) + Vhi(x )bx (i = 1,2, ... ,q , 

k k k ) gj ( x + bx) ~ gj (x ) + V gj (x ) bx (j = 1, 2 , ... , p . 

{16.13a} 

{16.13b} 

{16.13c} 
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In addition, the design space of the linearized problem is bounded by a hy­
percube according to Fig. 16.7 

k k k 
Xii ~ ~ ~ Xiu (i = 1, 2 , ... , n) , {16.14} 

since the TAYLOR-expansion is only valid for small 6.x. Here, it is conve­
nient to use superscripts k for the approximation steps, whereas the sub­
scripts i denote the number of design variables, and u or 1 the upper and 
lower bounds, respectively. 

0 
xlu 

x2 

I 
~u 

I x21 

I 
x2 

xl[ 

2 
X2u 

2 
~I 

2 2 
XII Xlu 

XI 

I 
Xlu XI 

Xl 

nonlinear 
initial problem 

1. approximation 

2. approximation 

3. approximation 

Fig. 16.7: Optimization flow of SLP in the two-dimensional case 
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The linearized problem according to {16.19} is solved by means of the 
SIMPLEX-procedure by DANTZIG [D.20j. Since for that purpose all vari­
ables have to be larger than zero, a linear transformation of variables has 
to be carried out: 

Yi = ~~ + ( X; - X~l) i = 1,2, ... , n . 

The linearized problem then reads: 

~n { cT y} = cT y* with 
k c=V'f{x ), 

{1615} 

{1616} 

together with the linearized constraints hi ( y) and gj ( y), and the hyper­
cube according to {16.14}. 

The solution y* of the linearized problem yields an improved xHI for the 
nonlinear problem. The hypercube is reduced by means of correction rules, 
thus the side length of the hypercube decreases during the optimization. 
Fig. 16.7 illustrates how SLP works in the two-dimensional case. It becomes 
obvious that the optimization flow strongly depends on the choice of the 
initial hypercube. 

(b) Augmented LAGRANGE-Function Procedure LPNLP 

Equality and inequality constraints are included in an augmented 
LAGRANGE-function. The unconstrained problem is then solved by means 
of search techniques [D.36]. 

PIERRE and LOWE have developed the optimization procedure LPNLP 
(LAGRANGE Penalty Method for Non-Linear Problems ). Using the 
LAGRANGE -function (see (15.9}) directly as an objective function has 
certain immanent disadvantages as the KUHN-TUCKER-conditions are not 
necessarily sufficient. Even if V'L (x*, a* ,(J*) = 0 is valid, V'2 L* may not 
be positive definite. Therefore, the LAGRANGE-function defined in {15.9} 
is augmented by penalty-terms with the special weighting factors wi (i = 
1,2,3) 

{1617} 

with 
q 

PI = L [hi {x)]2 , 
i=I 

P 3 = 2: [gj { x )]2 , <;, = {j l.Bj > 0 and gj ~ 0 } . 
jECb 

The optimization problem is then solved sequentially by unconstrained op­
timization and correction steps. For further details refer to [D.36j. Fig. 16.8. 
illustrates the flow-chart of the LPNLP-procedure. 
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Fig. 16.8: Flow-chart of the LPNLP­
procedure 

In the following, some of the algorithms currently applied in structural op­
timization shall be briefly introduced. 

• Sequential Quadratic Programming (SQP) [D.38] 

Based upon the LAGRANGE-function, this method utilizes the sequential 
linearization and quadratic approximation of a nonlinear problem by 
means of the BFGS (BROYDEN, FLETCHER, GOLDFARB, SHANNO)-for­
mula [D.21] of the HESSIAN-matrix. The quadratic subproblem is then sol­
ved· in order to generate a search direction; for the one-dimensional search, 
the optimal step length is determined by a penalty function and a quadra­
tic interpolation. 

• Method of Generalized Reduced Gradients (GRG) [D.1] 

A subset of the design variables is eliminated from the objective function 
by means of active constraints. The "reduced gradient" is then calculated 
in order to generate a search direction. The optimal step length is found 
by employing the Quasi-NEWTON -Algorithm. 

• Hybrid procedure consisting of SQP- and GRG-methods (QPRLT) 
[D.1, D.3S] 

In a first step, a search direction is determined by means of the SQP-algo­
rithm; then, the optimal step length is calculated by the GRG-algorithm. 
Thus, the advantages of SQP and GRG are combined in one single algo­
rithm. 
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• Method of Moving Asymptotes (MMA) [D.45] 

Here, a sequential, convex aproximation of the nonlinear problem is carried 
out. First, the problem is transformed into a dual problem with specific 
characteristics (separable, convex problem) and is then solved by means of 
a conventional gradient algorithm or by a NEWTON-algorithm. This solu­
tion point serves as the starting point for the subsequent approximation. 

A compilation of direct MP-algorithms for the solution of general, nonline­
ar optimization problems can be found in numerous books, among others 
[ D.24 , D.33 , D.39 , DAD, D.46]. 

17 Sensitivity analysis of structures 

17.1 Purpose of sensitivity analysis 

The objective of design sensitivity analysis is to calculate gradients of the 
structural responses and cost functions with respect to small changes of the 
design variables. The determination of the gradients of the objective func­
tion and the constraints is a highly important step in the optimization pro­
cess (see Fig. 15.4), since these gradients are not only a prerequisite for the 
majority of optimization algorithms (see Chapter 16), but they also provide 
important information on the structural sensitivity when changing arbitrary 
structural parameters. The choice of an appropriate method of sensitivity 
analysis strongly influences the numerical efficiency and thus has impact 
on the entire course of the optimization. For this reason, the treatment of 
the fundamentals of structural optimization shall be dealt with separately 
with some remarks on frequently applied techniques for determination of 
gradients. 

A complete overview of sensitivity methods in structural optimization is 
given in [D.2, D.21 , D.22]. In addition to simple numerical finite difference 
procedures, analytical or semi-analytical methods and formulations derived 
from the variational principle, are increasingly applied. 

Proceeding from an m-dimensional vector function fP (e.g. vector of objec­
tive function and constraints) 

fP = fP[ x, u (x)] (17.1) 

with x ERn design variable vector, 

U E Rnu vector of state quantities , 

we obtain the total differential of (17.1) as: 

dfP[x,u(x)] = ofP dx + ofP du = ( ofP + ofP oU)dX 
ox OU oX OU oX 

(17.2) 
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the fundamentals of structural optimization shall be dealt with separately 
with some remarks on frequently applied techniques for determination of 
gradients. 

A complete overview of sensitivity methods in structural optimization is 
given in [D.2, D.21 , D.22]. In addition to simple numerical finite difference 
procedures, analytical or semi-analytical methods and formulations derived 
from the variational principle, are increasingly applied. 

Proceeding from an m-dimensional vector function fP (e.g. vector of objec­
tive function and constraints) 

fP = fP[ x, u (x)] (17.1) 

with x ERn design variable vector, 

U E Rnu vector of state quantities , 

we obtain the total differential of (17.1) as: 

dfP[x,u(x)] = ofP dx + ofP du = ( ofP + ofP oU)dX 
ox OU oX OU oX 

(17.2) 
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--+ drp[x,u(x)] = Adx , (17.Sa) 

where A = [a .. ] is called the sensitivity matrix. The following as-
lJ mxn 

sumptions are made: 

In the sequel, different ways of determining A will be introduced. 

17.2 Overall Finite Difference (OFD) sensitivity analysis 

The Overall Finite Difference (OFD) - approach implies that the entries in 
the sensitivity matrices are approximated by simple finite difference quo­
tients: 

with 

cP;[:Xj,u(Xj )]- cpJx,u(x)] 

.6Xj 

Xj ( Xl , x2 , ... , Xj + .6xj , ... , ~ ) 

(i = 1, ... ,m) 

(j = 1, ... ,n ) 

.6Xj perturbation of the j-th design variable 

(17.4) 

The OFD-method is very easily implemented, and is completely indepen­
dent of the structural model. The method is also applicable for tasks 
beyond the field of optimization. However, the OFD -analysis has the im­
manent disadvantage that for n design variables, n + 1 complete structural 
analyses of the total structural response are required, a fact that leads to 
very extensive computation times in case of larger optimization problems. 
In addition, the occurrence of round-off errors does not allow the relative 
perturbation e = .6Xj / Xj to be chosen arbitrarily small. Based on expe-

rience, values of e ~ 10-5 to 10- 3 are suitable. 

17.3 Analytical and semi-analytical sensitivity analyses 

In order to reduce the extensive computational effort, analytical or semi­
analytical methods are increasingly employed for gradient calculation 
[D.2 , D.lS , D.21 , D.22 , D.30 , D.31]. These procedures are closely linked with 
the applied structural analysis procedure, and their realization thus renders 
manipulations in the source code necessary. These methods have originally 
been developed for the FE-methods, but they can be generalized to all 
other structural analysis procedures which transform the differential equa­
tions of the considered mechanical system into a set of algebraic equations 
(transfer matrix methods, difference procedures, analytical solution me­
thods according to RAYLEIGH / RITZ, etc.). Here, our considerations will 
be limited to those linear systems that have a system matrix equation of 
the form: 
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Fu = r (17.5) 

F = F(x) 

u = u (x) 

r=r(x) 

global system matrix , 

vector of state quantities , 

load vector . 

The solution of (17.5) for the state vector u subjected to a given load vector 
r, is normally carried out by GAUSSIAN elimination performed as a two­
phase process of factorization of the system matrix F which does not re­
quire simultaneous modification of r, and thus makes it possible to solve 
(17.5) for additional load cases, i.e. several right-hand sides, without much 
additional computational effort. 

By implicit differentiation of (17.5) with respect to any of the design vari­
ables Xj (j = 1, ... , n), rearrangement of terms, and multiplying the equa­
tion by alp/au, one can replace the derivatives of the state quantities in 
(17.2) by the following expression: 

alp ~ = OlpF-l(~ _ of u) 
AU ox. AU ox. ox. ' 

J J J 

(17.6) -----Pj 

where p. is the so-called pseudo load vector associated with the design va­
riable x/. 

With r known and u obtained by solution of (17.5), computation of the 
pseudo load vectors Pj (j = 1, ... , n) in (17.6) only requires that the de­
sign sensitivities or / oXj and of/ox. of the load and the system matrix 
are known. Note here tnat the formei sensitivities vanish if the load is de­
sign independent. 

If in (17.6) the design sensitivities of the global system matrix of / oXj are 
determined analytically before their numerical evaluation, the approach is 
called the method of analytical sensitivity analysis, and if they are deter­
mined by numerical differentiation, d. (17.4), the label semi-analytical 
sensitivity analysis is used. While the analytical method is expedient for 
problems with cross-sectional design variables (see Section 15.3), it is usu­
ally a formidable task to implement the method when shape design vari­
ables (see Sections 15.3 and 18.2) are encountered. Thus, a large amount of 
analytical work and programming may be required in order to develop 
analytical expressions for derivatives of, for instance, various finite element 
stiffness matrices with respect to a large number of possible shape parame­
ters. For problems involving shape design variables, it is much more attrac­
tive to apply the semi-analytical method because it is easier to implement 
as it treats different types of finite elements and design variables in a uni­
fied way. 
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Eq. {17.6} can be treated in two different ways: 

( a) Direct method (Design Space Method) 

First, we computate the pseudo load vector p. associated with each Xj as 
described above, and then determine from J 

(17.7) 

the corresponding gradients of the state quantities ou/ o~. Since the form 
of {17.7} is analogous to that of {17.5}, each of these gradients (j = 
1 , ... , n) can be solved from (17.7) using the same factorization of the glo­
bal system matrix F as was used when solving {17.5} for the vector u. 
Thus, {17.7} has to be solved for n right-hand sides p. for each load case r 
in {17.5}. J 

Finally, the gradients 0"/ au and 0"/ oX are calculated in order to esta­
blish the total differential according to {17.2}. 

( b) Auxiliary variable method {State Space Method} 

Here, we introduce an auxiliary variable vector Ai' the transpose of which 
we define as the following product according to (17.6): 

': = o!Pi F- 1 (. 1 ) 
A1 aU 1 = , ... ,m . 

This yields the equation system 

FT A. = ( O!Pi)T . 
1 au 

{17.8a} 

(17.8b) 

a !p. 
for Ai that is to be solved for the m right-hand sides __ 1 (i = 1, au ... ,m). 

Generally, analytical and semi-analytical methods of sensitivity analysis 
are able to reduce the computational time to a fraction of that necessary 
for the OFD -approach (Section 17.2). This is mainly due to the fact that 
the system matrix of the former methods has to be factorized or inverted 
only once for a sensitivity analysis. 

Depending on the number of equation systems to be solved in (17.7) and 
{17.8b}, the direct method is preferred in those cases where fewer design 
variables than constraints are defined in the optimization model, whereas 
the auxiliary variable method should be applied to problems with a prevai­
ling number of design variables. 

Although the sensitivity methods described above primarily focus on gra­
dient calculation for structures subjected to static loading, the methodology 
can be extended to other problems in a straight-forward manner. 
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18 Optimization strategies 

In order to treat different types of optimization tasks like shape and topo­
logy optimization problems as well as multicriteria or multilevel optimiza­
tion tasks, specific optimization strategies have to be integrated into the 
optimization loop according to Fig. 15.4. These strategies are sub-parts of 
optimization modeling, and they transfer arbitrary optimization problems 
into so-called substitute problems by way of transformation or decomposi­
tion so that the given tasks can be solved by usual scalarized parameter 
optimization procedures. In the following, two of these strategies will be 
briefly treated, namely 

- vector, multicriteria or multiobjective optimization, and 

- shape optimization, 

where a transformation into parameter optimization problems for both 
strategies is carried out. 

18.1 Vector, multiobjective or multicriteria optimization -
PARETO-optimality [D.14, D.34, D.43, D.44 J 

In contrast to problems where a single criterion governs, for multicriteria 
optimization the optimal design reflects simultaneous minimization on two 
or more criteria. The labels vector optimization or multiobjective optimi­
zation are also used for such problems. Problems of this kind are of parti­
cular relevance to practice where, in general, several structural response 
modes and failure criteria must be taken into account in the design process. 

Ordinarily in vector optimization there exists a trade-off among criteria, 
i.e. a change in design may result in improvement according to one or mo­
re criteria, but only at the expense of a worsening as measured by others. 
One alternative is to apply the concept of PARETO-optimality (see Def. 1 
below) according to which a given multicriteria optimization problem may 
have anything from one to an infinity of PARETO - solutions. It is then up 
to the designer to identify the optimal design within this set. This step re­
quires the application by the designer of judgment or some other basis of 
choice. 

This state of affairs reflects the fact that it is only possible to obtain a 
unique optimal design if a single, scalar objective function f ( x) is encoun­
tered in the optimization problem, cf. {15.4}. This fact, however, suggests 
another option that is available for the treatment of a multicriteria optimi­
zation problem, namely to interpret it into a form with a single, scalar ob­
jective function. As it is shown in Section 18.2, several options exist for 
scalarization of multicriteria optimization problems. 

The form of a Vector Optimization Problem (VOP) IS in analogy with 
(15.4) 

"Min" {f(x)lh(x) = 0 
XERn 

{18la} 
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where f( x) is a so-called vector objective function of the design variables 

(18.1b) 

Problems with multiple objective functions are characterized by the occu­
rence of an objective conflict, i.e. none of the possible solutions allows for 
simultaneous optimal fulfillment of all objectives (denoted by "Min" in 
(18.1a) ). 

Definition 1: Functional-efficiency or PARETO-optimality [D.34, D.43] 

A vector x* E X is then - and only then - termed PARETO-optimal or 
functional-efficient or p-efficient for the VOP (18.1) if no vector x E X 
exists for which 

and 

fj(x) ~ fj(x*) 

fj ( x) < fj ( x* ) 

jE{l, ... ,m} } 

for at least one j E {I, ... , m} . 
(18.2) 

for all 

Fig. 18.1 depicts, as an example, a projection from the two-dimensional de­
sign space X into the objective function or criteria space Y. The PARE­
TO-optimal solutions then lie on the sections of the arc AB ( Cl X* +=t 
Cl y* ). The designer may now choose one of these solutions depending on 
how he or she, from practical considerations, assesses the relative merits of 
the two objective functions. 

Design space 

f2 = const 

f 
decreasing 

const 

ftx) ....... 
ax· 

Criteria space 

Fig. 1B.1: Mapping of a feasible design space into the criteria space 
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Definition 2: Substitute problem and preference function - Scalarization 
of multicriteria optimization problems 

Nonlinear multicriteria, vector, or multiobjective optimization problems can 
be scalarized, i.e. reduced to usual optimization problems with a single, 
scalar objective function by formulating a substitute problem [D.6, D.14 , 
D.32 , D.44]. 

The problem 

Min p[ f(x)] 
seRn 

{18.3} 

is called a scalarized substitute problem for a multicriteria optimization 
problem if there exists a x E X such that 

p[f(x)] = Min p[f(x)] 
seRn 

Here, p is called the preference function or scalarized objective function. 

Preference functions: 

- Sum of weighted objectives 
m 

p[f(x)]:= 2[w.f.(x)] 
j=l J J 

with weighting factors chosen by the designer 

0< w· < 1 - J-

f2min f--+--...::!II-l=ol~ 

a) 

m 

2Wj = 1. 
j=l 

Fig. 18.2: Preference function a) Trade-off-formulation 
b) Min-max-formulation 

{18.5a} 

{18.5b} 
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- Sum of distance functions 
m 

p[f(x)]:= (L Ifj(x) - Yjn1/ r 

j=1 
{18.6} 

with the vector y designating given goal values or demand levels for crite­
ria fj (j = 1, ... , m ). Here, the values of the components of y and the ex­
ponent r (1 ~ r ~ 00) are at the choice of the designer. 

- Constraint-oriented transformation (Trade-off method) 

j = 2, ... ,m {18.7} 

with fl ( x) as the principal or main objective, and f2 , ••• , fm as secondary 
or sides objectives ( constraints). y. denotes the corresponding respondence 
levels which are chosen by the designer. 

- Min-Max-formulation 

{18.8} 

f.(x)-f. 
with z. ( x) = J J ~ > 0 j = 1, ... , m , 

J fj 

where ~ denote values specified separately by the designer for each objec­
tive function. For further details refer to [D.14, D.32]. 

Extended Min-Max by weighted objectives: 

p[f(x)]:= M~x[wj.fj(x)] 
J 

{18.9 } 

with weighting factors analogously to {18.Sb} . 

Note that the full formulation of the Min-Max problem with weighted ob­
jectives is (substitute {18.9) into (18.3}): 

Min (Max [ w .. f. ( x ) ] ) 
It ERn J J J 

{18.10 } 

This Min-Max problem can be given as the equivalent Bound Formulation 
[ D.6 , D.30 , D.31] 

Min f3 subject to {18.11} 
,6,ltERn 

Here, f3 is an additional, scalar parameter termed the bound variable 
which executes the task {18.10} . Thus, f3 constitutes a variable upper bound 
on each of the weighted objectives (now transformed into constraints) 
while at the same time subject to minimization since adopted as the objec­
tive function of the scalarized optimization problem {18.11} . 
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In fact, the full set of PARETO-solutions, d. Section 18.1 , can be generated 
by application of the preference functions covering an appropriate range of 
values for the weighting factors w·. Thus, the designer's choice of values 
for Wj is related to the application bf judgment in a PARETO-approach. 

18.2 Shape optimization 

The term shape optimization denotes the optimal shaping of components 
by simultaneously considering given requirements. In order to achieve this 
goal, functions have to be determined which describe the shape to be opti­
mized (shape functions). Hence, in general, shape optimization problems 
lead to the formulation of objective functionals F, and similarly, general 
constraint operators G have to be considered. As the shape is continuously 
varied during the optimization, the respective model (e.g. partitioning into 
structure or shell elements) must be adapted accordingly, and this often 
requires re-discretization. 

( a) Indirect methods [D.4, D.S, D.7 , D.9, D.21, D.22, D.27 , D.28, A.3] 

The above methods incorporate two steps: 

1) Derivation of optimality conditions as necessary conditions for the 
optimal design, 

2) Fulfilment of the optimality conditions by means of suitable solution 
procedures. 

The curvilinear coordinates fl< define the area A of a load-bearing structu­
re with the boundary r. The optimal shape function R with the compo­
nents Rj (j = 1,2,3) shall be determined. The derivatives a Rj / a ea are 
abbreviated as R~a . In addition, EINSTEIN's summation convention (see 
Section 2.2) will be used. 

The following considerations will be limited to such shape optimization 
problems for which both the optimization objective and the constraints can 
be expressed in the form of integrals [A.3, A.6 , D.S] : 

Min F = Min I f ( t , Rj , Rj ) dA ,a (j = 1,2,3), {18.12a} 
A 

where 

f fk ( t , Rj , Rj ,a ) dA = 0 (k = 1, ... , m) , {18.12b} 
A 

f fl (t , Rj , Rj ,a ) dA ~ 0 (l = 1, ... , r ) {18.12c} 
A 

are assumed to be given. 

In order to derive the necessary conditions for the present problem, the in­
equality operators {18.12c} are first transformed into equality operators, 
using slack variables ." I : 
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f fz (t , Rj , Rj,a ) dA + 1/ ~ = 0 (l = 1, ... , r) . (18J3) 
A 

Using the LAGRANGEAN multipliers Ak, AZ and the abbreviation 
.. m .. 

~ = f ( ea , RJ ,RJ,a) + 2 Ak fk ( t , RJ , RJ,a) + 
k=1 (18J.J,a) 
r 

+ 2 AZ fz ( t , Rj , Rj,a) , 
Z=1 

we obtain the LAGRANGE-functional as 
r 

I = f ~ ( t , Rj , Rj,a ' Ak ' AZ ) dA + 2 AZ 11: (18J.J,b) 
A 1=1 

The EULER equations for the variational problem 

Min I ( t , Rj , Rj ,a' Ak , AZ ' 1/1 ) (18J5) 

will now be very briefly set up and solved. 

Owing to the demand th~t the first variation 61 has to vanish (6I = 0) for 
arbitrary variations of RJ , we obtain the following partial differential equa­
tion including boundary conditions when considering the GAUSSIAN rule of 
integration and component-wise application of the fundamental lemma of 
variational calculus: 

(18J6) 

where na are the components of the normal unit vector on the boundary r. 
6 I = 0 recovers the constraints (18.12b) and (18.13) for arbitrary admissible 
variation of Ak and ),1' and variation of 1/1 yields 

2)'Z1l1 = 0 (l = 1, ... ,r) (18.17) 

By separating (18.13) by means of (18.17) into the cases of active (1J/ = 0, 
),1 =1= 0) and non-active (1JI =1= 0,)'1 = 0) inequality operators, the 1// can be 
eliminated as follows: 

Al [J fl ( t , Rj , Rj ,a ) dA ] ~ 0 
A 

(l = I, ... ,r) . (18.18) 

With EULER equations according to (18J6), the relations (18.18), and the 
equality constraints (18.12b), all required equations are available for deter­
mining the unknown quantities R\ Ak, and Al for the present problem. 

(b) Direct methods [D.I6, D.47 , D.48j 

In the direct methods the shape optimization problems are transformed in­
to parameter optimization problems which are then treated by means of 
MP-algorithms according to Fig. 8.6. 
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One determines an optimal shape function R* for which the objective func­
tional F attains a minimum 

MinF(R) ~ F(R*) 
REr2 

with r 2 denoting the set of all shape functions. 

(18.19) 

The feasible variational domain is defined by the constraint operators 

Hi R = 'Pi (i = 1, ... , q) , 

Gj R ~ Xj (j = 1, ... , p) . } (18.20) 

The unknown functions R are approximated by suitable functions It, so­
called shape approximation functions. 

In recent years, the progress of CAD-techniques in the design and con­
struction departments has substantially increased the importance of ge­
ometrical modeling also in application to structural optimization. Basical­
ly, geometrical modeling deals with computer-based design and manipula­
tion of geometrical shapes [D.8, D.30]. 

The choice of suitable approximation functions for optimal geometries is 
problem-dependent. The chosen function is to approximate the course to be 
followed as precisely as possible, a demand that leads to a large amount of 
shape parameters and thus to increased computational effort. A reduction 
of this effort can be achieved by decreasing the number of parameters, 
which, however, requires some a-priori knowledge and experience concer­
ning the choice of a given type of approximation. If this information does 
not exist, optimization should proceed with simple approximations to be re­
fined with increasing level of knowledge. 

In the following, we will introduce some of the most important approxima­
tion functions for geometric modeling of shapes of components: 

1) Shape functions depending on a single variable 

This type of approximation function is chosen if the shape optimization 
can be reduced to optimization of curves R that only depend on one coor­
!!,inate e, i.e. curves that can be described by either a continuous function 
R or by the sum of single continuous functions within the defined domain. 

A ge;!:,f'ral polynomial function describes the dependence of a shape func­
tion R J on the local coordinate e in the following form: 

(18.21) 

Monotonically increasing or decreasing functions can be suitably approxi­
mated by polynomia. However, for n > 3 very undesirable, strong oscillatory 
behaviour generally occurs. In addition, a precise representation of particu­
larly interesting boundaries, edges, or transitions is often not possible. 
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CHEBYCHEV-functions are polynomia with special properties [A.3]: 

{18.22} 

where Ti (i = 0, ... , n - 1) describe the CHEBYCHEV -polynomia from the 
O-th to the (n - 1 )-th degree. The T1-polynomia depending on e are calcu­
lated as follows for the range of e 1 ~ e ~ e u : 

To = 1, T1 = 2 ~ -1 T - 2T T T , 2- l' 1- 0' .... , ( - el 

Besides being orthogonal, the CHEBYCHEV system of polynomia also pos­
sesses the favourable properties uniform convergence and optimality. 
However, even the CHEBYCHEV-polynomia only allow for a limited pre­
cise representation of single domains. 

A nonlinear, parametric B-spline-function is defined by n + 1 control points 
which define a so-called control polygon (Fig. 18.3). With the exception of 
the starting point and the end point of the control polygon, the control 
points do not lie on the B-spline curve. The curve r ( e) is defined by 

with 

n 

r (0 = LPi Bik(O {18.23a} 
i=O 

Pi vector of the i-th control point in the given x\x2 coordinate 
system, 

Bik ( e ) mixed function . 

The mixed functions Bik ( e), or base functions of B-splines, are polyno­
mial- parameter functions of degree k -1 which can be calculated by means 
of the following recursive formula: 

l~ 
I 

X 

9 
" , , 

Fig. 18.3: B-spline-curve of degree k = 3 with 9 control points 
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9 
" , ' , ' , . , , , 

n=8 

Fig. 18.4: BEZIER-curve of degree n = 8 (9 control points) 

(18.23b) 

The quantities ti are called course node quantities, and they assign the va­
lue of the parameter e to the control points and thus influence the shape of 
the curve. For more details see [D.8]. 

BEZIER-curves are defined in analogy with the description of the 
B-splines, using n + 1 control points: 

with 

n 

r (0 = LPiBik(O 
i= 0 

Pi vector of the i-th control point , 

scalar mixed function of degree k 

(18.24a) 

In contrast to the non-periodical B-splines, the parameters here range bet­
ween 0 ~ e ~ 1. As is the case with the B-spline-curves, the control points 
of BEZIER-curves generally do not lie on the curve, with the exception of 
the first and last control point (Fig. 18.4). The mixed function Bik( e) is a 
scalar polynomial-parameter function, a so-called BERNSTEIN-polynomium 
of k-th degree, weighted by binomial coefficients [D.8]: 

k! i n-l 
Bik (0 = i! ( k _ i) (0 (1 - 0 (18.24b) 
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b 

2 
X 

f-------a--------J 

1 
X 

A: "1 = 10.0 ; "2 = 10.0 

B: "1 = 6.0; "2 = 2.0 

c: 1(1 = 2.0; 1(2 = 5.0 

D: 1(1 = 2.0; "2 = 2.0 

E: 1( 1 = 1. 5 ; 1(2 = 1. 5 

F: 1(1 = 0.5; 1(2 = 2.0 

G: "1 = 1. 0 ; 1(2 = 1. 0 

Fig. 18.5: Influence of the shape parameters on the modified ellipse [D.13] 

Ellipse functions with variable exponents can successfully be employed in 
order to determine the shape of boilers or to find optimal notch configura­
tions [D.l3]. In mathematical terms these functions read: 

(18.25a) 

with the shape parameters /('1' /(,2 and the semi-axes a, b. 

The parametrical representation of the ellipse equation reads: 

1 . 2/1<1 2 2/1<2 
X = a (sm r.p) ,x = b (cos r.p) with parameter r.p. (18.25b) 

Fig. 18.5 illustrates the influence of the shape parameters /('1' /(,2 on the 
shape. 

18.3 Augmented optimization loop by additional strategies 
[ D.3 , D.l2 , D.40] 

Fig. 15.4 presents the basic modules of an optimization model. The sensiti­
vity analysis treated in Chapter 17 as well as the two optimization strate­
gies multicriteria or and optimization (Chapter 18) contribute modules that 
are implemented into the optimization model, and they thus present im­
portant elements of an effective treatment of structural optimization pro-
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blems. Direct methods are especially appropriate for solving multicriteria 
and shape optimization problems the basic procedure of which is shown in 
Fig. 18.6, while shape optimization problems can be processed by a mere 
augmentation of the design model, multicriteria optimization requires a 
special evaluation model. Fig. 18.7 illustrates how the optimization loop is 
augmented by these additional modules within the Three-Columns-Con­
cept [D.12 J discussed in Section 15.6. 

In a similar manner, other modules can be implemented into the loop, e.g. 
for optimization with time-dependent parametric quantities, or for stocha­
stic optimization problems. An important future demand on the optimiza­
tion process will be the consideration of multidisciplinary aspects from the 
fields of fluid- or aerodynamics, thermodynamics, heat transfer, manufactu­
ring, etc. In this context, the term multidisciplinary optimization has be­
come general use [D.42 J . 

Vector Optimization 
"Min" I(x) , x E IR 
hex) = 0 
g(x) :5 0 

xl :5 X :5 Xu 

n 
Shape Optimization 
Min F(R) , R E Ir2 
HjR = 0 , i = 1, ... ,q 
GjR :5 0 , j = 1, ... ,p 
RI :5 R :5 Ru 

Parameter Optimization Problem 

Min p[f(x)] Min F[R(~(l,x)] 
hj(x) = 0 , i = 1, ... ,m hj(x) = 0 , i = 1, ... ,q 
g/x) :5 0 , = 1, ... ,n gj(x) :5 0 , j = 1, ... ,p 
xl :5 X :5 Xu Xl :5 X :5 Xu 

Fig. 18.6: Direct optimization strategies 
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'I--selection optimization algorithm determination 
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I optimal design I I initial design 
Yo --.? xO structural 
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------------- ---------f-----
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Idesign model I 
z discretizationl 
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model I I state variable 

ilx'ilx' ilx t , u(x) 
I 

I semitivity 
, 
I 

analysis , 
-------f-------------- I 

tdu 
ilx 

OS : optirniza~o~ s~tegy 
SOP. shape opunuzaUon 
VOP: vector optimization 

Fig. 18.7: Optimization loop augmented by multicriteria and 
shape optimization 



D. 2 Exercises 
Exercise D-15/16-1: 

An unconstrained optimization problem is given by the objective function 

f(JS'~) = 12x~ + 4~ -12JSx2 + 2xl -- Min xl'x2 ERn. 

a) Determine the minimum of this function using the necessary and the 
sufficient conditions. 

b) Check the exact result by mea.ns of the POWELL-method, sta.rting with 
xo = ( -1 , - 2 ) T as initia.l point. 

c) Apply also the algorithm of conjuga.te gra.dients a.ccording to FLET­
CHER-REEVES to obta.in the result. Let a.ga.in Xo = ( -1, - 2)T be the 
sta.rting point. 

Solution: 

a) We are confronted with an unconstrained optimization problem with a conti­
nuously differentiable objective function possessing an exact solution. 

According to (15.7) the candidate minimum point is obtained from the necessary 
conditions 

af ! 
~ = 24 Xl - 12 x2 + 2 = 0 
uXl 

! 0 

By substituting x2 into the first equation one obtains: 

24 Xl - 18 Xl + 2 = 0 --
The corresponding function value becomes 

f* =--1-
The HESSIAN matrix is calculated from (15.8) 

H(x) = [ 
24 

-12 

-12 ] 
=48 

8 

X • - _.1 • - 1 
1 - 3 ' x2 --'2 

This proves positive definiteness, i.e. a minimum solution has been found. 

b) The starting vector for the POWELL-method is given as : 

T xo =(-I,-2) --
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First cycle 

For the first search direction we choose 80 = (1, 0 ) T. Thus, we obtain according 
to (16.1a): 

By substituting ( 1 ) into the given function 

f( ex) = 12 ( -1 + ex)2 + 4 ( - 2)2 - 12 ( -1 + ex)( - 2) + 2 ( -1 + ex) 

Of 
Gex = 24 ( - 1 + ex) + 24 + 2 = 0 

which yields 

and 

ex=_.l.. 
12 

(1 ) 

As second search direction we choose 8 1 = (0,1) T, which, in accordance with 
( 1 ), leads to 

X2=X1+ex81=(-i~)+ex(o)=( -~) 
-2 1 -2+ex 

Substitution of (2) into the given function: 

f ( ex) = 12 ( - ~~ y + 4 ( - 2 + ex)2 - 12 ( - ~~ ) ( - 2 + ex) + 2 ( - g ) 
= 8 ( - 2 + ex) + 13 = 0 

One thus obtains 

and 

ex=l. 
8 

An additional search direction is determined by means of (16.1d) 

., ~ x, - xo ~ ( ~ :;) - ( J ~ ( -i~ ) 
Then it follows 

( ) ( 1) ( ex ) 
-1 -12 -1 - 12 

x3 = + ex = 
-2 ~ -2+~ex 

(2) 

(3) 

( 4) 
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Substitution into f ( xl ' x2 ) and re-formulation yields 

f(ex)=-(1+ ~)(14- ~ex)+4(-2+texy 

:! = - 1~ (14 - ~ ex) - (1 + ~)( -~ ) + 8( -2 + tex)t ~ 0 

-- ex = ..1Q. 
49 

From ( 4) one determines 

147 
x3 = ( 

_ 157 ) 

-.§;!. 
49 

This concludes the first cycle. 

Second cycle 

and f( x3 ) = 1.319728 . 

The second cycle also proceeds from the search direction So = (1, 0 ) T. We get 

(5) 

f ( ex) = 12 (_ 157 + ex)2 + 4 ( _ .M)2 _ 12 (_ 157 + ex) ( _ .M) + 
147 49 147 49 

+ 2 (- 157 + ex) 
147 

~ = 24 (- 157 + ex) + 12 . .M + 2 ! 0 -- ex = 0.1377552 
aex 147 49 

and finally from (5 ) 

_ ( - 0.9302720 ) 
x4 -

-1.6938775 

We then formulate 

and 

Xs = x
4 

+ ex s2 = ( - 0.9302720 ) + ex ( - 0.0833333) , 

- 1.6938775 0.375 

f ( ex ) = 12 ( - 0.9302720 - 0.083333 ex)2 + 4 ( - 1.6938775 + 0.375 ex)2 -

- 12 ( - 0.9302720 - 0.083333 ex ) ( - 1.6938775 + 0.375 ex) + 

+ 2 ( - 0.9302720 - 0.083333 ex ) 

=0 -- ex = 0.438567 . 

(6) 
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From ( 6) follows 

( 
- 0.9668191 ) 

Xs = 
-1.5294147 

and f ( xs) = 0.89566164 

The course of the optimization process clearly shows a very slow convergence to­
wards the solution point. We therefore stop the treatment at this point and pro­
ceed to c). 

c) Algorithm of conjugate gradients according to FLETCHER-REEVES 

We again proceed from the starting point Xo = ( - 1 , - 2 ) T. The starting direc­
tion is calculated from the gradient 

The steepest descent direction is 

Eq. (16.6) yields for the end of the first step 

and thus 

( -1) (-2) (-1-2 txo ) Xl = Xo + 0:0 8 0 = + 0:0 = 
- 2 4 - 2 + 40:0 

f ( 0:0 ) = 12 ( - 1 - 2 0:0 )2 + 4 ( - 2 + 4 0:0 )2 -

df 
diX = 0 

o 

- 12 ( - 1 - 2 0:0 )( - 2 + 4 0:0 ) + 2 ( - 1 - 2 0:0 ) , 

0:0 = 0.048077 

The new point Xl reads 

X = (-1.0961) 
I -1.8077 

and ( 
- 2.6140 ) 

V'f(xI ) = 
-1.3084 

The next search direction is calculated with (16.7) 

8 = ( 2.6140 ) + (-2.6140 )2+ (-1.3084)2 ( - 2 ) = 
I 1.3084 (_2)2+42 4 

( 2.6140 ) ( -2) (1.7596) - + 04272 -
1.3084 4 3.0172 
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The next point is determined from 

( -1.0961 ) ( 1.7596 ) x- +(x8- +(X 
2 - ~ 1 1 - _ 1.8077 1 3.0172 

and correspondingly f ( (Xl ). The minimum condition 

J!L = 0 yields (Xl = 0.4334 
d(X1 

One obtains 

_ (- 0.3334 ) x2 -
-0.5 

and 

Thus, the condition 

T , 4 (24 - 12 ) ( 1.7596 ) "'" 0 8 0 H 8 1 = ( - 2 ) ,_ 
-12 8 3.0172 

is fulfilled. 

Fig. D-l illustrates the single search steps for the FLETCHER-REEVES-method. 
It is obvious that this method converges much faster than the POWELL-method. 
By suitable modifications, however, convergence of the latter method can be im­
proved. 

\ 
\ 

\ 
\ 

Xl 

-1 

S '. xo--------.J'-------2,-+-------' 
Vf(x l ) \ 

Fig. D-l: Search steps for the FLETCHER-REEVES-method 
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Exercise D-15/16-2: 

The truss structure shown in Fig. D-2 consists of 13 steel bars with the 
cross-sectional areas Ai (i = 1, ... , 13) and 10 nodal points. A vertical force 
F = 100 leN acts at node 3. 

Determine the cross-sectional areas in such a way that the weight of the 
structure is minimized. The stresses in the single bars must not exceed an 
admissible tensile stress of u. = + 150 MPa, and an admissible com-

'&dm 
pressive stress of u = -100 M Pa . 

C&dm 

As further values are given: 

1 = 1.0 m , E = 2.1· 105 MPa. 

r!:f 
I 

f-1~~3 
I y,v 

f-i~-x'u 
I 

f-r .;x::t--------l>5 

Fig. D-2: Plane truss structure 

a) Formulate the structural model, and determine the solutions for dis­
placements and stresses. 

b) In order to formulate the optimization problem, define the objective 
function and the constraints when the cross-sectional areas are used as 
design variables x : = A = (Ai)T (i = 1, ... ,13) . 

c) Determine the optimal solution of the constrained optimization problem 
by means of an external penalty function approach. 
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Solution: 

a) The relation between the nodal forces and nodal displacements is established 
by means of the displacement method. This will be demonstrated for the forces F 3 

and F 4 acting at node 2 and the corresponding displacements u2 and v 2 . 

Equilibrium conditions: 

Equilibrium conditions give the external forces 
in terms of the bar forces at node 2: 

s~ 

F3 =S6+t/2S7-t/2SSt 

F4 =t/2S7+t/2SS } (1) 

Elasticity law: 

Kinematics: 

6'r---sE~--~ 

1::.17 = ~ /2 u2 ' 6'r--~ 

1::.15 = -~ /2 u2 

Substitution of ( 2 ) and (3) into (1) yields 

with the element stiffness matrix 

E [As + 2/2 ~ + A7 
~---

- 2121 -A + A 
5 7 

Analogous relations ca.n be derived for the other nodes. 

(2) 

1::.17 = ~ /2 v2 ' 

1::.15 = ~ /2 v2 

(3 ) 

( 4) 

The total stiffness matrix K consists of the single stiffness matrices of the bars; 
it relates the external forces to the displacements in the following linear equation: 

f=Kv (5a) 

with the displacement vector 
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the force vector consisting of the 10 nodal forces 
T 

f = (F 1 ' F 2 ' ... , FlO) , 

and the symmetric total stiffness matrix 

with 

E 
K = 2/21 

K u ' K 12 , K13 ' ~4 ' K IS _____ ..1 _______ 1 _______ .L ______ J _____ _ 

K 2l : K 22 : K 23 : ~4: K 2S 
-----~-------·-------r------~------

K 3l : K 32 : K33 : Ka4 : K3S 
_____ ..1 _______ , _______ .L ______ .1 _____ _ 

K 41 : K 42 : K 43 : K44 : K 4S 
-K~l- ~ --K~; -~ --K~~ -: --~~ -~ --i<;s-

[ 

2/2 A + ~ + A + 
Ku = 1 + As + A:o 

- A2 + A4 + As - ~O 

- A2 + A4 + As - AlO 1 
~ + A4 + As + AlO 

Ka2 = see ( 4) , 

[
-A 

Ka3 = K32 = S 
As 

-AlO + Au 1 ' 
~o + Au 

All remaining ~j vanish. 

(5b) 
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Assuming non-singularity of the stiffness matrix, (5a) allows us to calculate the 
displacements of the nodal points uj , Vj (i = 1, ... ,5): 

-1 
v= K r (6) 

Thus, the displacements of the end-point of each single bar is established, and we 
can now, on the basis of the element stiffness matrices, determine the stresses 
within the bars by means of the matrix relation between stresses and displace-
ments: 

d= Rv ( 7) 

Here, R is a (13 x 10 )-matrix of the form 

0 0 0 0 0 0 0 0 0 13 x 10 

1 1 
0 0 0 0 0 0 0 0 2 -2 

0 0 0 0 
1 

0 0 0 0 0 2 
1 1 0 0 

1 1 0 0 0 0 -2 -2 2 2 
0 0 1 1 1 1 

0 0 0 0 -2 2 2 -2 

E 0 0 0 0 0 0 0 0 0 

R=T 1 1 
(8) 

0 0 2 2 0 0 0 0 0 0 

1 1 
0 0 0 0 0 0 0 0 2 2 

0 0 0 0 0 0 0 0 
1 0 2 

1 1 
0 0 0 0 0 0 

1 1 
-2 2 2 -2 

0 0 0 0 0 0 
1 1 1 1 

-2 -2 2 2 
0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 0 0 2 -2 

Substitution of (6) into (7) then yields the relation required for calculating the 
stresses: 

IT = RK- 1r (9) 

The equations for the structural model that is required for the optimization have 
now beeen established. 

b) In the following, the equations of the optimization problem shall be set up. In 
accordance with the problem formulation, the cross-sectional areas of the bars 
shall serve as design variables, i.e. we derme 

x:=A 
According to (5b), K depends on the design variables, i.e. K = K ( x). Given the 
same bar material, weight minimization is equal to volume minimizationj the ob­
jective function of the structural volume is thus a linear function with respect to 
the design variables: 

13 

f{x):= V{x) = IT . x = LIjxj 
i=1 

with Ij denoting the bar lengths. 

(10 ) 
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For the bar stresses we formulate the following constraints 

(i = 1 , ... , 13) , 

(j = 1, ... ,13) 

Finally, we demand non-negativity for the cross-sectional areas of the bars: 

x. > 0 
1- for all i = 1 , ... , 13 

(l1a) 

(l1b) 

(12 ) 

c) The constrained optimization problem is solved 
function by means of which the task is transformed 
blem. With (16.11b) we state 

using an external penalty 
into an unconstrained pro-

26 ( )2 
<J)i ( x, Ri ) : = V ( x) + Ri L max [ 0 , g/ x ) 1 (i = 1,2,3 ... ), (13) 

j=l 

where { 
g?( x) in the infeasible domain , 

max[O,gj(x)l= l 

o in the feasible domain 

Here, the choice of a suitable initial value for the penalty parameter Ri is crucial; 
for the present task we choose: 

Rl = 10 
-5 

The unconstrained problem (13) can 
be solved by means of suitable algo­
rithms; in the present case, the 
POWELL-method of conjugate gra­
dients has been used, where a qua­
dratic polynomium (LAGRANGE­
interpolation) has proved sufficient 
for a one-dimensional minimization. 
In addition it could be shown that 
different initial designs (A. = 100 , ... , 
1000mm 2) virtually lead to the same 
optimal solution. 

The calculation, the scale of which re­
quires the use of a computer, yields 
the result that the force F is mostly 
carried via bars 4 to 8 into the sup­
ports 7, 8, 9 (denoted by bold lines in 
Fig. D-3). Consequently, the remai­
ning bars need very small cross-sec­
tional areas only. 

~~----~----~3 

I"""'.::t:~-------------b 5 

Fig. D-3: Optimized truss structure by 
changing the cross-sections of 
the bars 
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Exercise D-15/16-3: 

Fig. D-4 shows a section of a circular cylindrical shell C with a ring stiffe­
ner S. The considered part of a boiler is subjected to a constant internal 
pressure p and has a constant inner temperature eiC' 

The temperature distribution within boiler and stiffener has been determi­
ned by measurements; for the cylindrical section C we assume a linear tem­
perature distribution over the thickness with the gradient lec = const in 
the longitudinal direction 

) 0 1 ec (z = ec + z ec 

with 

The temperature distribution in the ring stiffener is assumed to be constant 
over the thickness, and is approximated in the mid-plane by a second-order 
polynomium in r with the following form : 

0e (r)=e. [1+(r-l)(r+1-2w)(1_ eOS)] 
S lC (1 _ W)2 e iC 

with r = ea / b , w = a / b 

Choosing as two design variables the half thickness h of the ring stiffener 
and the boiler thickness t, the section is to be dimensioned with respect to 
minimum weight, subject to the condition that the maximum reference 
stresses in the ring and the stiffener must not exceed a prescribed value. 

s 

b b 
~c x= -
b 

Fig. D-4: Section of a ring stiffened circular cylindrical boiler under 
pressure und thermal load 

a) Determine the stress curves by means of the Theory of Structures. 

b) Formulate the expressions required for the optimization (objective func­
tions and constraints), and determine the design domain. The design va­
riables xl = hand x 2 = t are restricted by upper bound values of 20 and 
40 mm, respectively. State the wall-thicknesses of the optimal design. 
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Numerical values: 

Geometry: b = 0.5 m a = 0.65m 

Loads: 

e iC = 170°C, eos = 50°C , lec = 1 °c / mm , p = 2 MPa 

Material: 

-5/0 aTC = a TS = aT = 1.11 . 10 'C, 
5 Ec = Es = E = 2.1 . 10 MPa 

4 3 
f!c = f!s = f! = 0.785 . 10 kg/ m , v = 0.3, erc s = 200 M Pa 

, adm 

Solution: 

a) - Structural model and structural analysis 

The stress state of the given stiffened boiler structure can be most conveniently 
calculated by applying the compatibility between the single parts. Since the re­
spective steps for establishing the structural equations have already been described 
in detail (see C.13.1/2), only the most important aspects will be treated here. 

In a first step, we separate the two semi-infinite cylindrical shells from the ring 
stiffener. Owing to the different deformations of boiler and stiffener at the interfa­
ce point, the required compatibility is induced by yet unknown boundary forces R 
and boundary moments M. Each of the substructures shows deformations caused 
by temperature and pressure loads (state" 0 "), and by the forces R acting at the 
boundaries (state" 1 "), and the moments M (state" 2 "). In the present case, the 
parts of the boiler can be idealized as circular cylindrical shells subject to axi­
symmetric loads (pressure, temperature, boundary force R, and boundary moment 
M), and the ring stiffener can be treated as a circular disk subject to internal 
pressure, temperature and the radial force R. The boundary moment M of the cir­
cular cylindrical shell does not effect the stiffener. 

The deformations are calculated from the basic equations for the circular cylindri­
cal vessel and for the circular disk (see C-13-2). After determination of the defor­
mations at the points of the substructures, we formulate the compatibility condi­
tions 

(la) 

, 
':"0 (lb) 

where w C and Us denote the expansions of the vessel and the radial displace­
ments of the stiffener, respectively; Xc are the corresponding angles of rotation. 
Conditions (la,b) constitute a linear system of equations for determining the un­
known boundary quantities Rand M. After some calculation one obtains: 

(2a) 
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(2b) 

with 

oS ( r) = _1_ I r °8 (r) dr = r2 [ 6 + 3r2 - 8wr + 12 w - 6 ( 1 _ 80S )] 
8iC S 12 (l-w)2 8 iC 

oS(w)=w2 _W2 (5W2 -12W2+6)(I_ 80S ) , 

2 12 (1 - w) E\c 

oS(I)=l+ 4w-3 (I_80S ) 
2 12(1 - w)2 E\c ' 

Refer to C-13-2 for further details of determining the curves of stress resultants 
and deformations. 

- Stresses within the parts of the boiler 

Cylindrical shell C 

- Longitudinal stresses 

0xx (x) = ± t~ {[ % R sin x; x + ( M + (1 + v) cx,.c Kc l8c ) . 

. (sin x; x + cos x; x) ] e -It x - (1 + v) cxTC Kc l8c } 

- Circumferential stresses 

Orprp(x) = b~c {~ Rcosx;x + [M + (1 + v)cxTcKC l8c ]' 
2x; Kc 

. (cos x; x - sin x; x ) } e - It X + ~ p 

- Reference stress according to VON MISES' hypothesis 

Ring stiffener S (disk) 

- Radial stresses 

p -], 2 

Orr ( r ) = ~ ( 1 - ~ ) + 
w -1 r 

( 3a) 

(3b) 

( 3c) 

(4a) 
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- Circumferential stresses 

(4b) 

- Reference stresses 

(4c ) 

The reference stresses provide the basis for defining the constraints for the 
optimization. 

b) Definition of the Optimization model 

In order to illustrate the design domain, only two design variables are considered 
in the following: the half thickness of the stiffener ring Xl =: h and the shell 
thickness x2 =: t, both of which are combined in the design variable vector: 

x = (xl' x2 )T ( 5 ) 

As stated in the problem formulation, a pure weight minimization problem is to 
be solved. We thus require the objective function to be the sum of the weights 
of the two parts of the boiler: 

with the volumes of cylinder and ring stiffener given by 

Vc(x) = 47tb(b - xI )x2 

V S ( x) ~ 2 7t Xl [ a 2 - b 2] for x2 « b 

(6) 

We now consider the constraints that at each point X or r of the two boiler 
parts, the reference stresses or have to be smaller than the maximum admissible 
stress values: 

Cylinder C 

Stiffener S 

~OrC(x,x) 
-150 

0rS := max 0rs(r,x) < Os d max r - a m 

(7a) 

(7b ) 
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The two design variables are restricted to the intervals 

(8 ) 

Now, the following structural optimization problem (15.4) with the scalar objective 
function ( 6) and the inequality constraints (7a,b ) shall be solved: 

Min {f(x)lg(x)~O} 
zeRn 

In order to solve this constrained problem, an algorithm can be chosen from MP­
algorithms of zeroth, first, and second order. In the case of the actual non-convex 
problem (Fig. D-5), the algorithm should perform as simply and robust as possi­
ble; here, one of the penalty function methods (e.g. internal penalty function) or 
the COMPLEX algorithm by BOX are very suitable zero-order methods (see 
[D.24]). 

Since only two design variables are considered, the determination of the optimal 
design of the current problem can be carried out analytically. As shown in Fig. 
D-5, the feasible domain X of the design domain is determined by the active con­
straints of the reference stresses in the vessel and the stiffener ring (7a,b), and 
by bounding the wall-thicknesses of vessel and stiffener ( 8). In addition, the iso­
lines of the objective function f ( x) (== total weight W of the considered parts of 
the boiler) are depicted in the diagram. 

Fig. D-5 displays the optimal values for the design variables as 
T 

x opt = ( 4.2, 11.8 ) , 

t [mm] 
40 ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: W 

:{ 11000 [N] 

l~l~ 10000 
30 I--~:::.......-=::+---+--=t:{ 9000 

o 10 

fsooo 
,'.-:':' :.:: ..... 

20 

7000 

6000 

5000 

4000 

3000 

2000 

h[mm] 
Fig. D-5: Design domain of the 

ring-stiffened boiler 
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which according to equation ( 6 ) allows us to determine the optimal weight as: 

Wopt = 3185.5 N . 

The inequality constraint functions gl ( x) and g2 ( X ), i.e the reference stresses 
O"re and O"rS, respectively, become equal to the admissible value (O"adm = 
200 M Pa) at the optimal point, and thus the material is utilized optimally. If we 
start the optimization calculation with an initial design 

Xo = (h, t ) T = (10, 20 l [ mm 1 ' 
we obtain a weight reduction of approximately 43% at the optimum point. 

Exercise D-18-l: 

Perform a mapping into the criteria space for a vector of the two objective 
functions (criteria) 

a ) Show the graphs of the individual objective functions in the design 
space, and determine the domain of the functional-efficient set of solu­
tions in the design space. 

b) Determine the curves of the functional-efficient solutions in the crite­
ria space, using a constraint-oriented transformation (trade-off method). 

Solution: 

a) Presentation of the objective functions in the design space: 

f(x) 

25 

20 

15 

10 

5 

o 2 3 4 5 6 7 X 

Fig. D-6: Objective functions and domain of the functional-efficient set of solutions 
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Fig. D-6 shows that the curves have slopes of opposite signs in the dotted area; 
according to Def. 1 in Section 18.1 there exist functional-efficient (or PARETO­
optimal) solutions of the two functions. 

b) Functional-efficient set of solutions in the criteria space 

The Vector Optimization Problem (18.1) can be transformed into a scalar, con­
strained optimization problem by minimizing only one of the objective functions, 
for instance fl (x), and by imposing upper bounds on the remaining ones (18.7), 
e.g. 

v x EX, 
subject to ( 1 ) 

V j=2, ... ,m, 

where fl is denoted the main objective, and f2 , ... , fm secondary objectives. The 
present task can be interpreted in such a way that, when minimizing fI , all re­
maining components of the objective function are to attain prescribed values 
Y2"'" Ym · These constraint levels illustrate the preference behaviour. 

If one is to precisely achieve the constraint levels in (1), the given task corre­
sponds to a minimization of the respective LAGRANGE-function (15.9) : 

m 

L ( x , ~) : = fl ( x) + L ~j [ fj ( x) - Yj 1 ~ Min (2) 
j= 2 

with the necessary optimality conditions (15.10) 

aL = ()fI + ~ A. ()fj :1:: 0 ( ) 
ox. oX. L.,f'J oX. i = 1, ... ,n , 

1 1 j = 2 1 

( 3a) 

aL f ( ) -! a ~j = j x - Yj = 0 (j = 2, ... ,m) (3b) 

The optimal values for Xl"'" xn and the corresponding LAGRANGEAN multi­
pliers ~2"'" ~m are then calculated from ( 3a,b ) . 

For the present problem holds that 

[
fI(X)] [ X

2
-4X+5] 

f(x)= = , 
f2 ( X ) ~ i - 5 x + ~ 

and we thus choose according to (1) 

fl ( X ) --+ Min , 

subject to 

f2 ( x) = Yj (j = 2, ... , 6 ) 

Using the LAGRANGE-function (2) 

L (x, ~) = fl (x) + ~J f2 (x) - Yj 1 --+ Min , 
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by means of (3a,b), the optimal values are determined as 

Q1. =2x-4+/3.(x-S)=0 ox J 

2X"'1 2 - 4 f3 * - ---=J'-'--',' 0---

j 1.2 - S -X!t.2 ' 
(4) 

x'" = S ± /i y. - 4 
J 1.2 J 

(S) 

Finally, results are listed for different values of Yj: 

Y2 = 8 -- x; = S ± 2 f3 , (3; = , f( x*) = , {
- 3.73 ( 42.78/1.22 ) 

1,2 1.2 - 0.27 8.0 

{-4.0 ( 37.0/1.0) 
Y3 = 6.S-- x* =S±3 , (3* - f( x*) = 31.2 31.2 - 0 6.S 

Y4 = 4.0-- x* 41•2 
=S±2 , {-S.O (3* -

41.2 - 10 f( x*) = 
(26.0/2.0 ) 

4.0 

Ys = 2,0-- x: = S , (3: = 00 , f(x*) = c:) 
Ys = 1.0 -- x* =S±i{2 s 1.2 no real solution 

This proves that only the constraint level of 2 ~ y. ~ 6.S leads to unique functio­
nal-efficient solutions. Fig. D-7 presents the (3~-vaiues belonging to the different 
constraint levels y. in the criteria space. The ~fficient boundary 0 y* (solid line) 
of Y is valid for n~n-negative values of (31'. 

f2 

9 
8 
7 
6 
5 
4 
3 
2 
1 

o 

criteria space 
p; = -0.27 _ 
--z_ ------------------------------------ y 2 = 8.0 
p; = 0.00 Y = f(X) P;l = -3.73 _ __ 2_______________________________ -------------- Y3 =6.5 

• • ay P3 = -4.00 
• 1 

~~ _~ _1:~ _____________ _ 

Ys =2.0 
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Fig. 0..7: Functional-efficient boundary in the criteria space 

The reader should check whether use of f2 as the main objective and f1 ( x ) = Yj 
as a constraint leads to similar results. 
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Exercise D-18-2: 

A simply supported column as shown in Fig. 
D-8 has variable, circular cross-sections (radius 
r ( x )) and is subjected to buckling. The length l 
and the total volume V 0 are given. 

a) Set up a functional which governs the pro­
blem of maximizing the buckling load F crit . 

~~~l ~ F,i' 
.. . 

b) Derive the optimality criterion for the pro­
blem. 

Vo= const 

c) Maximize the buckling load for the given 
volume V o. Derive an equation for the opti­
mal cross-section law r = r ( x ) . 

d) Compare the optimal buckling load for a 
column with variable cross-section with the 
buckling load of a column with the same 
volume and constant cross-section. 

A(x) 

Fig. D-8: Simply support­
ed column 

Solution: 

a) In order to establish a functional, we start with the following expressions des­
cribing the problem: 

I 

Volume --+ V = f Tt [ r ( x ) ]2 dx = V 0 = const (1) 
0 

Differential equation F 
(2) --+ w + c w =0 for column buckling ,xx EIJX) 

y 

Iy ( x) = Tt[ r ~ x) t 4F w 
(3 ) With follows w +_c __ =0 ,xx TtE r(x)4 

Geometrical boundary conditions: w(O)=O w (l) =0 (4) 

The relations (1) to ( 3) are transformed into an integral expression of the form 

1= fF(x)dx ~ Extremum 

with F ( x) as the basic function (see (6.33) ) . 

Eq. (3 ) yields 

[ ]4 2 W 
r(x) = -(.1 W--,xx 

2 w 
w,xx + (.1 r(x)4 = 0 

with 
2 4Fc 

(.1 TtE 

(5) 

(6) 



356 18 Optimization strategies 

Substituting ( 6 ) into (1 ) and considering that 11 is independent of x, we can write 

I 

J I-v!!- dx ,xx 
(7) 

x=o 

Due to V 0 = const, minimization of the left-hand-side term yields the maximum 
value for the force F: 

Vo 1 _--- -
1t1l 

I 

J 
x=o 

1- WW dx---+ 
,xx 

Min. (8a) 

With (8a) we have established an unconstrained mathematical form of our 
originally constrained optimization problem. 

b) The basic function according to ( 8b ) reads: 

F(x,w,w,xJ = /-: . 
,xx 

(8b) 

In accordance with the rules of the calculus of variation one obtains EULER's 
differential equation as the necessary condition: 

of + (~) = 0 ow ow ,xx ,xx 
(9 ) 

With 

Multiplication by w leads to 

-j -;:xx + ( / - w}x tx W = 0 ( lOa) 

Augmentation of the first term of ( lOa) by ( w,xx ) yields 

-w j- w +(j_ W ) w=o ,xx W 3 W 3 
,xx ,xx ,xx 

(lOb) 

Eq. (lOb) constitutes the optimality criterion for the present problem. 



Exercise D-18-2 357 

c) Based on (lOb), the optimal cross-sectional radius function r = r ( x) shall 
now be determined. 

Using the abbreviation v = /- ~ we obtain from (lOb ): 
w,xx 

- w ,xx V + V ,xx w = 0 ( v,x w - v w,x ) ,x = 0 

Taking into consideration that w ( 0) = v ( 0) = 0, (11) can be written 

v w-vw =0 
IX IX --

After integration of ( 12 ) we have 

j- wW3 = cw 
,xx 

(.!.) =0 w ,x 

C2 W 2 =-~ 
w,xx 

(11 ) 

(12 ) 

(13a) 

Since w ( x) can only be determined up to a multiplying factor ( w ( x) "'" eigen­
mode ), one can choose c = 1, and thus 

w = - w \x ( 13b ) 

For the subsequent calculations (13b ) is reformulated in the following way: 

w = _w- 1/ 3 
,xx 

or (w 2 ) __ 3(w2/ 3 ) ,x ,x - ,x 

-1/3 
2w,x w,xx = -2w,x w 

Integration of (14) with the integration constant a2 yields: 

--
After transformation of ( 15 ) we obtain: 

I d J dw 
X= ra/a2 _w 2 / 3 

Now, introducing 

3 
w=u dw=3u2 du 

and integrating (16a), we get 

x = raJ u2 du + c /a2 _ u2 

Solution of the right-hand-side integral yields 

x = ra[~arcsin..l!. _..l!. /a2 - u2 ] + C 
2 a 2 

(14 ) 

(16a) 

(16b) 
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Re-substitution and factoring out leads to 

x = ~ a 2 { arcsin vy -vy /1 - ( Vf / } + C 

The boundary conditions ( 4 ) provide the constants a2 , C: 

x = 0: w = 0 - C =0 

x = 1: w = 0 - lia2 = ~ 
2 7t 

According to ( 6) we have 

Eq. (13b) leads to or W =-w ,xx 

Decreasing the power of r in (18 ) to 3, one obtains 

3U 
r=yllW 

-1/3 

(17 ) 

(18 ) 

(19 ) 

Substitution of (19 ) into (17) then yields the implicit form of the equation for the 
optimal cross-sectional radius function 

x = 1. { arcsin'!" _ .!.. /1 _ (..!.. )2 } 
7t ro ro ro 

with 
2 

4 16 I Ferit 
ro = 3~-E- . (20) 

ro is the largest radius at x = l/ 2. If we solve the transcendental equation (20) 
with respect to r, we obtain 

r=rof(x) 

For the given volume V 0' one obtains ro from (21) and (1) 

Eq. (20) finally gives the buckling load 

3 4 
F _ 37t Ero 

erit - 1612 

(21 ) 

(22 ) 

(23 ) 

d) Comparison of the optimal buckling load according to (23) with the buckl­
ing load of a column with the same volume but uniform circular cross-section. 

Proceeding from (22) we obtain 

4 2 ( I 2 )-2 
r 0 = V 0 7t f f (x) dx ( 24 ) 

o 
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With (24) we obtain from (23) 

(25 ) 

It is demanded that the volume Vo be identical for both the column with constant 
and with variable cross-section. Thus, V 0 = 7t r~ I be valid for the column with 
constant cross-section. 

7t 4 
The area moment of inertia for rk = const -- Iy ="4 rk 

Thus, we can write 
2 2 

Vo =47tIy l (26 ) 

By substituting (26) into ( 25 ), we determine the critical load as follows 

EI 7t2 
--y- F l2 = rp' critconst 

-----­F. cntconst 

If the cross-sectional radius function is chosen according to (20) or (21), respec­
tively, the buckling load increases by 36 % in comparison to the critical load with 
constant cross-section. Fig. D-9 shows the column designs. 

IF. + cntconst 

,'-r-' 

! 1.36 F """"_ 

Maximum 
buckling load 

Fig. D-9: Comparison of buckling loads for simply supported columns with the 
same volume and circular cross-section 
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Exercise D-18-3: 

The essential components of a conveyor belt drum are the belt, the suppor­
ting rollers, as well as the drive and guide drum (Fig. D-lOa,b). The single 
drums consist of a drum casing (1) and a drum bottom (2). For the pre­
sent type of construction, the bottom is connected with the shaft ( 4) via a 
tension pulley (3 ). 

b) 

a) 

t(x) 

p(x;tl) 
p(~=O) = Pmax 

(4) 

(3) 
(2) 

c) 

Fig. D-IO: Belt conveyor a) integrate system 
b) conveyor belt drum 
c) surface load 

The drum forces F d of the conveyor belt induce a surface load p ( 1J) (see 
Fig. D-IOc), where the pressure in the direction of the drum axis is assum­
ed to be constant as a first approximation. The pressure distribution in the 
circumferential direction is defined as a load depending on the circumfe­
rential angle 1J. The maximum pressure occurs at 1J = 0, and smaller 
values occur at the points 1J = ± 7r /2. 
The coefficients of the chosen pressure distribution 

p ( 1J) = Po + PI cos 1J + P2 cos 2 1J 

result from the conditions that the resulting pressure forces In the guide 
area correspond to the drum forces, i.e., 

7r /2 
Fd =ra.1Jp(1J)cos1Jd1J 

o 
(la) 
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and from the condition that the load for the remaining area attains a mini­
mum via a root mean square formulation. 

Thus, the drum force F d = 650 kN leads to the load: 

p('I7) = (0.2117 + 0.3326 cos '17 + 0.1411 cos 2'11) [MPa] (lb) 

The shape of the mid-surface of the drum consists of portions of the drum 
bottom with constant thickness (idealized as a circular ring plate) and of 
the drum casing (circular cylindrical shell). The unknown wall thickness 
distribution t ( cp) at the transitions is defined by section-wise linear and 
constant approximation functions, using the design variables t1 , t2 , t3 ' t4 
(see Fig. D-ll): 

(2) 

We also have to consider upper and lower bounds for the wall-thicknesses: 

10 mm ::; tl ::; 200 mm 

10 mm ::; t3 ::; 150 mm 

10 mm ::; t2 ::; 150 mm , 

10 mm ::; t4 ::; 100 mm 

(3a) 

(3b) 

2 0 

'~~_X ____ -l:------t-=~I f ~ 
Fig. D-11: Shape function for a conveyor belt drum 
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a) Establish the optimization modeling relations for the task of designing 
a conveyor belt drum, when this task is treated as a multicriteria op­
timization problem with the objectives of minimizing the weight W 
and the maximum reference stress (J'r ( d d = 30 M Pa) . J' ma.x r a. m 

b) Determine the optimal wall-thickness distribution of the conveyor belt 
drum according to Fig. D-ll. 

Solution: 

a) The objective functionals read as follows: 

Fl(rp) = f pgdV ~ W , 
v 

F 2 ( rp ) = max [ dr ( rp , .& ) ] 

( 480) 

(4b) 

where the reference stress is calculated by means of the VON MISES hypothesis: 

(5) 

The scalarized objectives dead-weight and ma:cimum reference stress result 
from (4a.,b) as vector functions of the variable shape parameters x = 
( tl , t2 ' t3 ' t 4 ) : 

fl ( x) = W ( x) = p g V ( x) 

f2 ( x) = max [ d r ( X , rp , .& ) ] 
'PI :S 'P :S 7t/2 

O:S":S" 

( 680) 

(6b) 

The present multicriteria optimization problem is treated by means of the con­
straint-oriented transformation according to (18.7). For this purpose, the seconda­
ry optimization objective (minimization of the maximum reference stresses) is 
substituted by the following constra.ints : 

max [dr(X),tp,.&] - dradm ~ 0 , 
'1'1 ~ 'I' ~ '1'2 

o ~ ~ ~ 'II" 

max [dr(X),cp,.&] - dradm ~ 0 , 
'1'2 ~ 'I' ~ '1'3 

(7) 

o ~ ~ ~ 'II" 

with dr adm = 30 MPa 

In the structural analysis, the drum bottom is treated as an uncoupled disk-pla.te 
problem, and the drum casing is considered as a circular cylindrical shell. For this 
purpose, a special transfer matrix procedure has been used according to Section 
13.2. The results were additionally verified by control computations by means of 
an FE-software system [A.21j. 
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b) The present shape optimization problem has been solved by means of the opti­
mization algorithms SLP and LPNLP (see 16.2.2 a,b). Fig. D-12 a,b illustrates the 
efficiency of the above algorithms when using the constraint-oriented transforma­
tion as optimization strategy for the treatment of multicriteria optimization pro­
blems. Sequential linearization shows fast convergence; if active constraint limits 
are imposed, about six to ten linearization steps are necessary, where the gradient 
evaluations require the highest computational effort. Fig. D-12 b shows that the 
rate of convergence of the LPNLP-algorithm is lower than that of the SLP-algo­
rithm. 

W , CJrmax 

100 [kN] [MPa] 

80 

60 W* 

40 
* CJrmax 

20 

0 
a) 0 20 40 60 80 100 120 140 I1rot 

W , CJrmax 

100 [kN] [MPa] 

80 

60 W* 

40 
* CJrmax 

20 

0 
b) 0 20 40 60 80 100 120 140 I1rot 

Fig. D-12: Optimization graphs in dependence on the number of function evalu-
ations 
a) Sequential Linearization SLP 
b) LAGRANGE-multiplier-method LPNLP 
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70 

60 +-----''----Oi'=-

50 +----\----f 

40 +-----+---1t--~ 

20 

10 

o r----+----~----~----~----+_----+_-. VV 
90 100 [kN] 

Fig. D-13: Functional-efficient solutions for a conveyor belt drum 

Fig. D-13 illustrates the functional-efficient solutions which clearly show the influ­
ence of different admissible stresses on the shape of the optimized conveyor belt 
drums. Proceeding from the weight-optimal design characterized by active stress 
constraints, the increase of the variables tl and t2 leads to a substantial decrease 
of the maximum reference stress with only a small increase of weight. Only in 
those cases where the range of tl has been used to its full potential, the remain­
ing variables gain influence on further stress reductions. Variable t4 in particular 
causes a strong increase of weight without reducing the stresses in a decisive 
manner. 

Exercise D-18-4: 

Component optimization plays an important role especially in space tech­
nology. As a typical example, a satellite that is to be brought into its orbi­
tal position should have an extreme lightweight design for saving transpor­
tation costs; even small weight savings for single components result in a 
substantial cost reduction. One of these components is the fuel tank of the 
satellite which stores the fuel for the position control rockets over the ent­
ire life-time of the satellite. 

In the present example, the calculation and optimization of a thin-walled, 
satellite tank subjected to constant internal pressure shall be dealt with (a 
quarter section of the components can be considered for reasons of symme­
try (Fig. D-14) ). 
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i[mm] t 500 

:':'1-1 
400 

{{:}}} {{{{:} }~{{« :}}}}} {{::::::: 
............. 

300 r-__ -+ ____ ~~~._~~~~lllj~lll~ 
200 r----+----+---~~~rH~~ 

100 r----+----+---~--~~~~ 

I} ••••••• a ~ __ ~ ____ -L ____ ~ __ ~~~~ 

100 200 300 

~------------rrn~--------~ 

Fig_ D-14: Principle sketch of the contour of a satellite tank with boundary 
conditions 

The following design specifications and strength verifications are given: 

The construction space allows for a maximum outer radius of rmax 
436.9 mm. The tank height hmax must not exceed a value of 433 mm. 

- The tank is subjected to an internal pressure p = 34.4 bar. The dead­
weight is to be disregarded. 

- The half-tank must be able to store a volume V which is larger than a 
minimum value V min = V 0 = 215.2 liter. The following volume con­
straint is specified: 

V g =1--<0 
1 Vo -

- The tank is made of titanium alloy with specified material characteri­
stics: 

Density 

YOUNG's modulus 

POISSON's ration 

Breaking strength 

{! = 4.5. 103 kg/ m 3 , 

E=1.1·10 5 MPa 

1/ = 0.3 , 

0" B = 1080 M P a 
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The strength verification is performed depending on the sign of the 
principal stresses in meridional and circumferential direction and in ac­
cordance with the following stress hypotheses of the state of plane 
stress: 

1) If the principal stresses 0"1,0"2 have the same sign, the reference 
stress is calculated from the maximum stress: 

Max (0"1,0"2) ~ O"radm . 

2) If the principal stresses have different signs, the VON MISES equal 
stress hypothesis is to be used: 

The required thickness t r can be calculated from the resultants and from 
the admissible reference stress O"ndm. For this purpose we define the follo­
wing thickness constraint: 

t 
g2=1--~O 

t r 

The task is to minimize the weight of the satellite tank subject to the given 
constraints by simultaneously determining a suitable meridional contour 
and a thickness distribution of the tank. 

Solution: 

Structural Analysis 

In the following, some general remarks shall be made concerning the structural 
analysis. The minimum volume of the tank already occupies more than 80% of 
the given construction space. This fact demands tank contours that smoothly fol­
low their boundaries both at the poles and at the equator. At the equator, the 
shape of the tank approaches a cylindrical shell curved in the circumferential di­
rection; at the pole, the radii of curvature increase to such a degree during optimi­
zation that a very shallow shell emerges. It appears that linear calculations pro­
duce large displacements in proximity of the pole, exceeding the wall-thickness by 
far. As the displacements do not occur constantly over the arc length, the radii of 
curvature of the deformed structure change substantially. According to the above 
theory, the pole area shows a decisively larger curvature in the state of deforma­
tion, which results in a violation of the conditions of equilibrium that were origi­
nally formulated for the undeformed element. Thus, we used an augmented ap­
proach for the structural analysis according to Section 13.2. 

Shape Optimization 

The following shape optimization requires a mathematical description of the tank 
shape as a function of free parameters by means of shape functions. The descrip­
tion should be characterized in such a way that a large number of admissible 
shapes can be achieved with a relatively small amount of parameters. The shape 
functions have to comply with the following requirements: 
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The tank shape should not exceed the specified fitting space. 

The meridional contour of the curve must be determined in such a way that 
the given minimum volume is attained. 

The tangent at the pole must be perpendicular to the axis of rotational 
symmetry; the tangent at the equator must be parallel to the axis of rota­
tional symmetry. 

A curvature undercut ( change of sign) is not admissible. 

Simple shape functions can be achieved by using a circle or an ellipse as meridio­
nal contour. These functions are, however, not suitable for the present problem 
because the required tank capacity cannot be fulfilled, and because the equator 
curve remains arched. A further disadvantage is the invariability of the curve 
shape. The same applies if a so-called CASSINI-curve is used since it does not 
possess any free parameters either. The shape is uniquely determined by the vo­
lume, and thus optimization calculations for finding a more suitable contour can­
not be carried out. Further investigations were carried out using cubic spline-func­
tions as shape functions. These third order polynomials define a continuous curve 
up to the second derivative, i.e. the derivative conditions at the pole and the 
equator are fulfilled. The splines, however, are disadvantageous in· as far as chan­
ges of curvature can easily occur, and because the prescribed dimensions of the 
construction space cannot be complied with. In addition, they often cause pro­
blems in the structural analysis. 

In order to avoid the above difficulties, we here choose a modified ellipse function 
according to (18.22a) as shape function (see Fig. 18.5). The use of a modified 
ellipse has the advantage that meridional shapes always exist for 11:1 > 1 and 
11:2 > 2 which satisfy the demands made with respect to the curvature shape and to 
the tangent position. In the pole area, the ellipse function is replaced by a poly­
nomium of fourth order. 

Treatment as a Multicriteria Optimization Problem 

In the following, some results shall be presented for a pure shape optimization 
and for a simultaneous shape and thickness optimization. When optimizing the 
tank, one has to address two conflicting objectives: The weight W of the tank 
shall be minimized, and the internal storage volume V shall be maximized. This 
multicriteria optimization problem, too, can efficiently be solved by using the con­
straint-oriented transformation according to (18.7). For the present problem, the 
volume is introduced into the optimization model (g1) as an additional constraint 
(secondary objective). For various desired volumes V 0' a scalar weight optimiza­
tion is carried out, and thus the functional-efficient boundary is determined. The 
following design variables will be considered: 

or 

x2 = x2 

x3 = t 
x3i = tj 

1st ellipse parameter , 

2nd ellipse parameter , 

thickness of the shell 

thickness of the i-th shell element 

The thicknesses ti of the shell elements are used as additional design variables in 
the transfer matrix procedure. Since the computational effort increases substanti­
ally with the number of design variables (> 200) , only the geometry variables are 
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tra.nsferred to the optimiza.tion a.lgorithm. The optimal thickness distribution is 
determined within ea.ch functiona.l ca.ll, i.e. for ea.ch shape design, employing a. 
Fully-Stressed-Design (FSD)-strategy, the use of which fulfills a priori the 
stress constraints and thus the thickness constraints. By this, the problem ca.n be 
reduced to the following design variables a.nd constraints: 

1st ellipse pa.rameter , 

2nd ellipse pa.ra.meter , 

v 
g =1--<0 

1 Vo -
volume constraint 

The procedure of the Generalized Reduced Gradients was used as optimization al­
gorithm according to [D.1]. 

Fig. D-15 compares the functiona.l-efficient boundaries of the simultaneous optimi­
za.tion to those of a. pure sha.pe optimization (without va.ria.tion of the thickness). 
It ca.n be shown that the integra.tion of an FSD-stra.tegy into the structural analy­
sis leads to a substantial improvement of the designs. Three functional-efficient 
solutions (I: V 0 = 2001; II: V 0 = 215.21; III: Vo = 2301) are depicted separate­
ly, and Fig. D-16 shows the corresponding designs of the shape and the cross-sec­
tions, of the ra.dia.l displacements, of the membra.ne forces, and of the meridional 
bending moments. It is in the responsibility of the decision-ma.ker to choose the 
most appropriate design. 

240 

225 

210 

195 

180 

f2 :;: volume Y [1] 

III 

..0--

.. :.::. -Y min = 215.21 

A . feasible 6. } simultaneous shape and 
A - )!).f~l!~!ble_ - 6. thickness 0 timization 

fI------I--o feaslble 0 . . . 

Do _ jDf~l!sible __ 0 } pure shape optlIlllzatlon 

5 10 15 20 25 
f1 :;: mass m [kg] 

Fig. D-15: Functional-efficient boundaries for a pure shape optimization 
a.nd for a. simultaneous shape-thickness-optimization 
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Fig. D-16: Optimal meridional contours and their respective displacements, 
membrane forces, and meridional bending moments (so = entire 
meridional arc length) 
(For the shapes I and III only the maximwn membrane forces are 
shown) 
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Exercise D-18-5: 

Fig. D-17 shows a spatial sketch of a parabolic radiotelescope reflector with 
circular aperture. The reflector is assembled from single panels with sand­
wich structure, each of which consists of an aluminium honeycomb core and 
top layers made of Carbon Fibre Reinforced Plastics CFRP (see Fig. D-18) . 

Fig. D-17: Sketch of a parabolic reflector with circular aperture and panel 
structure 

The panel treated in the following is assumed to be plane and rectangular, 
and at several points it is supported at the rear truss structure by means of 
adjusting devices (see Fig. D-18). The number n of point-supports predo­
minantly depends on the desired panel accuracy, i.e., on the maximum 
transverse displacement. 

Fig. D-18: Point-supported, rectangular sandwich panel made of CFRP 
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In addition to the load cases deadweight, wind pressure, and concentrated 
forces, the layout must also take temperature effects into account. The opti­
mization objctives consist in finding a construction which, for reasons of dy­
namics, is as light and stiff as possible, in order to increase the lowest ei­
genfrequency of transverse vibrations. 

A special rectangular CFRP-sandwich panel design with four, five, and six 
point supports which is subjected to a constantly distributed wind load of 
p = 1.384 . 10-4 MPa according to Fig. D-18, shall be investigated in the 
form of a multicriteria optimization problem. 

Solution: 

Optimization modeling 

In order to find optimal compromise solutions, we choose, according to (l8.1) , 
two objective functions, namely weight fl ( x) : = Wand maximum displacement 
f2 (x) : = wmax . The present multicriteria optimization task will treated using 
preference functions like (18.5) to (18.8). As a main strategy, however, a con­
straint-oriented transformation (Trade-off method) will be applied (18.7) that de­
fines the weight as the primary objective, and the maximum displacement as the 
secondary objective, i.e. as constraint: 

The design variable vector x here defines the fibre angle O:i' the ply thicknesses 
ti ' the core height he' and the sides ratio b / a : 

x T = ( O:l ' ... , O:n ; tl ' ... , tn ; he ; ~ ) ( 2 ) 

The panel weight is the sum of the layers and of the core: 

f1 (x) : = W = gab {hc Pc + f ti[PF· tpF. + PM· (l - tpF. ) ]} ( 3 ) 
i =1 1 1 1 1 

with P F, M, C defining the density of fibres, matrix, and core, respectively, and tpFi 

denoting the fibre volume fraction. 

The optimization modeling is also augmented by a number of inequality con­
straints like a fibre breakage criterion, a fibre bonding criterion for the single 
layers as well as a shear failure criterion for the core [E.9, B.lO]. In addition, the 
design variables are bounded by the following upper and lower constraint values: 

O' < 0: < 90' - k-

tmin ~ tn ~ t max 

h < h < h Cmin - C - Cmax 

Structural analysis 

} ( 4) 

The maximum displacement wmax as the secondary objective function is here 
determined from the following system of equations, using the FE-program system 
ANSYS [A.2l]: 
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K(x)u=r (5) 
with 

K(x) symmetrical total stiffness matrix as a function of the design 
variable vector x , 

u vector of displacements , 

r load vector 

W max [rrun] (~r = 0.39 
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Fig. 0..19: Functional-efficient solutions of a panel supported at six points 
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Fig. 0.21: Optimal ratio b / a as a function of weight W 

Some optimization results shall be presented and interpreted in the following. Fig. 
D-19 shows the functional-efficient solutions of a panel supported at six points, 
including different fibre orientations as well as layer - and core thicknesses. Fig. 
D-20 illustrates a panel with one core thickness only, where the optimal fibre an­
gles depend on the weight. It can be shown that, for a weight> 80 N, the fibre 
angle is nearly constant for all types of support. The fibre angle is equal to about 
45° in the case of four or six supporting points, whereas it is 30° for five sup­
ports. According to Fig. D-20, a substantial change of the fibre angle occurs at the 
panels with five and six point-supports and with a weight less than 60 Nand 
80 N, respectively. The dependence of the optimal ratio b/a on the weight is shown 
in Fig. D-21. For each optimal weight, the panel with four supporting points dis­
plays an almost constant ratio of ::::: 1, while b/a ranges between 0.4 and 0.6 for 
the other cases of support of the panel. The above results illustrate the importan­
ce of the optimization investigations as they present an important decision tool to 
the engineer for choosing a best possible design. 
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