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## Preface to the Second Edition

At the end of 1960s and the beginning of 1970s, when the Russian version of this book was written, the 'general theory of random processes' did not operate widely with such notions as semimartingale, stochastic integral with respect to semimartingale, the Itô formula for semimartingales, etc. At that time in stochastic calculus (theory of martingales), the main object was the square integrable martingale. In a short time, this theory was applied to such areas as nonlinear filtering, optimal stochastic control, statistics for diffusiontype processes.

In the first edition of these volumes, the stochastic calculus, based on square integrable martingale theory, was presented in detail with the proof of the Doob-Meyer decomposition for submartingales and the description of a structure for stochastic integrals. In the first volume ('General Theory') these results were used for a presentation of further important facts such as the Girsanov theorem and its generalizations, theorems on the innovation processes, structure of the densities (Radon-Nikodym derivatives) for absolutely continuous measures being distributions of diffusion and Itô-type processes, and existence theorems for weak and strong solutions of stochastic differential equations.

All the results and facts mentioned above have played a key role in the derivation of 'general equations' for nonlinear filtering, prediction, and smoothing of random processes.

The second volume ('Applications') begins with the consideration of the so-called conditionally Gaussian model which is a natural 'nonlinear' extension of the Kalman-Bucy scheme. The conditionally Gaussian distribution of an unobservable signal, given observation, has permitted nonlinear filtering equations to be obtained, similar to the linear ones defined by the KalmanBucy filter. Parallel to the explicit filtering implementation this result has being applied in many cases: to establish the 'separation principle' in the LQG (linear model, quadratic cost functional, Gaussian noise) stochastic control problem, in some coding problems, and to estimate unknown parameters of random processes.

The square integrable martingales, involved in the above-mentioned models, were assumed to be continuous. The first English edition contained two additional chapters (18 and 19) dealing with point (counting) processes which
are the simplest discontinuous ones. The martingale techniques, based on the Doob-Meyer decomposition, permitted, in this case as well, the investigation of the structure of discontinuous local martingales, to find the corresponding version of Girsanov's theorem, and to derive nonlinear stochastic filtering equations for discontinuous observations.

Over the long period of time since the publication of the Russian (1974) and English (1977, 1978) versions, the monograph 'Statistics of Random Processes' has remained a frequently cited text in the connection with the stochastic calculus for square integrable martingales and point processes, nonlinear filtering, and statistics of random processes. For this reason, the authors decided not to change the main material of the first volume. In the second volume ('Applications'), two subsections 14.6 and 16.5 and a new Chapter 20 have being added. In Subsections 14.6 and 16.5, we analyze the Kalman-Bucy filter under wrong initial conditions for cases of discrete and continuous time, respectively. In Chapter 20, we study an asymptotic optimality for linear and nonlinear filters, corresponding to filtering models presented in Chapters 811 , when in reality filtering schemes are different from the above-mentioned but can be approximated by them in some sense.

Below we give a list of books, published after the first English edition and related to its content:

- Anulova, A., Veretennikov, A., Krylov, N., Liptser, R. and Shiryaev, A. (1998) Stochastic Calculus [4]
- Elliott, R. (1982) Stochastic Calculus and Applications [59]
- Elliott, R.J., Aggoun, L. and Moore, J.B. (1995) Hidden Markov Models [60]
- Dellacherie, C. and Meyer, P.A. (1980) Probabilités et Potentiel. Théorie des Martingales [51]
- Jacod, J. (1979) Calcul Stochastique et Problèmes des Martingales [104]
- Jacod, J. and Shiryaev, A.N. (1987) Limit Theorems for Stochastic Processes [106]
- Kallianpur, G. (1980) Stochastic Filtering Theory [135]
- Karatzas, I. and Shreve, S.E. (1991) Brownian Motion and Stochastic Calculus [142]
- Krylov, N.V. (1980) Controlled Diffusion Processes [164]
- Liptser, R.S. and Shiryaev, A.N. $(1986,1989)$ Theory of Martingales [214]
- Meyer, P.A. (1989) A short presentation of stochastic calculus [230]
- Métivier, M. and Pellaumail, J. (1980) Stochastic Integration [228]
- Øksendal, B. $(1985,1998)$ Stochastic Differential Equations [250]
- Protter, P. (1990) Stochastic Integration and Differential Equations. A New Approach [257]
- Revuz, D. and Yor, M. (1994) Continuous Martingales and Brownian Motion [261]
- Rogers, C. and Williams, D. (1987) Diffusions, Markov Processes and Martingales: Itô Calculus [262]
- Shiryaev, A.N. (1978) Optimal Stopping Rules [286]
- Williams, D. (ed) (1981) Proc. Durham Symposium on Stochastic Integrals [308]
- Shiryaev, A.N. (1999) Essentials of Stochastic Finance [288].

The topics gathered in these books are named 'general theory of random processes', 'theory of martingales', 'stochastic calculus', applications of the
stochastic calculus, etc. It is important to emphasize that substantial progress in developing this theory was implied by the understanding of the fact that it is necessary to add to the Kolmogorov probability space $(\Omega, \mathcal{F}, P)$ the increasing family (filtration) of $\sigma$-algebras $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, where $\mathcal{F}_{t}$ can be interpreted as the set of events observed up to time $t$. A new filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$ is named the stochastic basis. The introduction of the stochastic basis has provided such notions as: 'to be adapted (optional, predictable) to filtration', semimartingale, and others. It is very natural that the old terminology also has changed for many cases. For example, the notion of the natural process, introduced by P.A. Meyer for the description of the Doob-Meyer decomposition, was changed to predictable process. The importance of the notion of 'local martingale', introduced by K. Itô and S. Watanabe, was also realized.

In this publication, we have modernized the terminology as much as possible. The corresponding comments and indications of useful references and known results are given at the end of every chapter headed by 'Notes and References. 2'.

The authors are grateful to Dr. Stephen Wilson for the preparation of the Second Edition for publication. Our thanks are due to the member of the staff of the Mathematics Editorial of Springer-Verlag for their help during the preparation of this edition.
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## 11. Conditionally Gaussian Processes

### 11.1 Assumptions and Formulation of the Theorem of Conditional Gaussian Behavior

11.1.1. Let $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), 0 \leq t \leq T$, be a random process with unobservable first component and observable second component. In employing the equations of optimal nonlinear filtering given by (8.10) one encounters an essential difficulty: in order to find $\pi_{t}(\theta)$, it is necessary to know the conditional moments of the higher orders

$$
\pi_{t}\left(\theta^{2}\right)=M\left(\theta_{t}^{2} \mid \mathcal{F}_{t}^{\xi}\right), \quad \pi_{t}\left(\theta^{3}\right)=M\left(\theta_{t}^{3} \mid \mathcal{F}_{t}^{\xi}\right)
$$

This 'nonclosedness' of the equations given by (8.10) forces us to search for additional relations between the moments of higher orders so as to obtain a closed system.

In the case considered in the previous chapter the random process $(\theta, \xi)$ was Gaussian, which yielded the additional relation

$$
\begin{equation*}
\pi_{t}\left(\theta^{3}\right)=3 \pi_{t}(\theta) \pi_{t}\left(\theta^{2}\right)-2\left[\pi_{t}(\theta)\right]^{3} \tag{11.1}
\end{equation*}
$$

enabling us to obtain from (8.10) the closed system of equations given by (10.10)-(10.11) for the a posteriori mean $\pi_{t}(\theta)=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and the a posteriori variance $\gamma_{t}(\theta)=\pi_{t}\left(\theta^{2}\right)-\left[\pi_{t}(\theta)\right]^{2}$.

The present chapter will deal with one class of random processes $(\theta, \xi)=$ $\left(\theta_{t}, \xi_{t}\right), 0 \leq t \leq T$, which are not Gaussian but have the important property that ( $P$-a.s.) the conditional distribution $F_{\xi_{0}^{t}}(x)=P\left\{\theta_{t} \leq x \mid \mathcal{F}_{t}^{\xi}\right\}$ is Gaussian, yielding, in particular, (11.1).

For such processes (we call them conditionally Gaussian processes) the solution of problems of filtering, interpolation and extrapolation can be obtained as in the case of the Gaussian process $(\theta, \xi)$, considered in Chapter 10. A detailed investigation of these problems is given in the next chapter.
11.1.2. Let us now describe the processes involved and indicate the basic assumptions.

Let us consider as given some (complete) probability space $(\Omega, \mathcal{F}, P)$ with a nondecreasing right-continuous family of sub- $\sigma$-algebras $\left(\mathcal{F}_{t}\right), 0 \leq t \leq T$, and let $W_{1}=\left(W_{1}(t), \mathcal{F}_{t}\right)$ and $W_{2}=\left(W_{2}(t), \mathcal{F}_{t}\right)$ be mutually independent

Wiener processes. The random variables $\theta_{0}$ and $\xi_{0}$ are assumed to be independent of the Wiener processes $W_{1}$ and $W_{2}$.

Let $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), 0 \leq t \leq T$, be a (continuous) process of the diffusion type with

$$
\begin{gather*}
d \theta_{t}=\left[a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}\right] d t+b_{1}(t, \xi) d W_{1}(t)+b_{2}(t, \xi) d W_{2}(t),  \tag{11.2}\\
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}\right] d t+B(t, \xi) d W_{2}(t) \tag{11.3}
\end{gather*}
$$

Each of the (measurable) functionals $a_{i}(t, x), A_{i}(t, x), b_{j}(t, x), B(t, x)$, $i=0,1, j=1,2$, is assumed to be nonanticipative (i.e., $\mathcal{B}_{t}$-measurable where $\mathcal{B}_{t}$ is the $\sigma$-algebra in the space $C_{T}$ of continuous functions $x=\left\{x_{s}, s \leq T\right\}$ generated by the functions $\left.x_{s}, s \leq t\right)$.

It is assumed that for each $x \in C_{T}$,

$$
\begin{equation*}
\int_{0}^{T}\left(\sum_{i=0,1}\left\{\left|a_{i}(t, x)\right|+\left|A_{i}(t, x)\right|\right\}+\sum_{j=1,2} b_{j}^{2}(t, x)+B^{2}(t, x)\right) d t<\infty \tag{11.4}
\end{equation*}
$$

Along with (11.4) assuring the existence of the integrals in (11.2) and (11.3), the following conditions will also be assumed:
(1) for each $x \in C_{T}$,

$$
\begin{gather*}
\int_{0}^{T}\left[A_{0}^{2}(t, x)+A_{1}^{2}(t, x)\right] d t<\infty  \tag{11.5}\\
\inf _{x \in C} B^{2}(t, x) \geq C>0, \quad 0 \leq t \leq T \tag{11.6}
\end{gather*}
$$

(2) for any $x, y \in C_{T}$,

$$
\begin{gather*}
|B(t, x)-B(t, y)|^{2} \leq L_{1} \int_{0}^{t}\left|x_{s}-y_{s}\right|^{2} d K(s)+L_{2}\left|x_{t}-y_{t}\right|^{2}  \tag{11.7}\\
B^{2}(t, x) \leq L_{1} \int_{0}^{t}\left(1+x_{s}^{2}\right) d K(s)+L_{2}\left(1+x_{t}^{2}\right) \tag{11.8}
\end{gather*}
$$

where $K(s)$ is a nondecreasing right-continuous function, $0 \leq K(s) \leq 1$;
(3)

$$
\begin{gather*}
\int_{0}^{T} M\left|A_{1}(t, \xi) \theta_{t}\right| d t<\infty  \tag{11.9}\\
M\left|\theta_{t}\right|<\infty, \quad 0 \leq t \leq T  \tag{11.10}\\
P\left\{\int_{0}^{T} A_{1}^{2}(t, \xi) m_{t}^{2} d t<\infty\right\}=1 \tag{11.11}
\end{gather*}
$$

where $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\boldsymbol{\xi}}\right)$.

The following result is the main one in this chapter.

Theorem 11.1. Let (11.4)-(11.11) be fulfilled and let (with probability 1) the conditional distribution $F_{\xi_{0}}(a)=P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ be Gaussian, $N\left(m_{0}, \gamma_{0}\right)$, with $0 \leq \gamma_{0}<\infty$. Then the random process $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), 0 \leq t \leq T$, satisfying Equations (11.2) and (11.3) is conditionally Gaussian, i.e., for any $t$, and $0 \leq t_{0} \leq t_{1}<\cdots<t_{n} \leq t$, the conditional distributions

$$
F_{\xi_{0}^{t}}\left(x_{0}, \ldots, x_{n}\right)=P\left(\theta_{t_{0}} \leq x_{0}, \ldots, \theta_{t_{n}} \leq x_{n} \mid \mathcal{F}_{t}^{\xi}\right)
$$

are (P-a.s) Gaussian.
The proof of this theorem (see Section 11.3) is based on a number of auxiliary lemmas which will be given in the following section.

### 11.2 Auxiliary Lemmas

11.2.1. Let $\eta=\left(\eta_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, denote any of the processes $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right)$ or $\tilde{\xi}=\left(\tilde{\xi}_{t}, \mathcal{F}_{t}\right)$, where $\xi$ is an observable component of a process $(\theta, \xi)$ with the differential

$$
\begin{equation*}
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}\right] d t+B(t, \xi) d W_{2}(t) \tag{11.12}
\end{equation*}
$$

and $\tilde{\xi}$ is a solution of the equations

$$
\begin{equation*}
d \tilde{\xi}_{t}=B\left(t, \tilde{\xi}_{t}\right) d W_{2}(t), \quad \tilde{\xi}_{0}=\xi_{0} \tag{11.13}
\end{equation*}
$$

By virtue of (11.4)-(11.11) ${ }^{1}$ and Theorem 4.6, this equation has a unique continuous solution.

Write

$$
\begin{align*}
& \tilde{a}_{0}(t, x)=a_{0}(t, x)-\frac{b_{2}(t, x)}{B(t, x)} A_{0}(t, x)  \tag{11.14}\\
& \tilde{a}_{1}(t, x)=a_{1}(t, x)-\frac{b_{2}(t, x)}{B(t, x)} A_{1}(t, x) \tag{11.15}
\end{align*}
$$

and consider the equation (with respect to $\tilde{\theta}_{t}, 0 \leq t \leq T$ )

$$
\begin{equation*}
\tilde{\theta}_{t}=\theta_{0}+\int_{0}^{t}\left[\tilde{a}_{0}(s, \eta)+\tilde{a}_{1}(s, \eta) \tilde{\theta}_{s}\right] d s_{+} \int_{0}^{t} b_{1}(s, \eta) d W_{1}(s)+\int_{0}^{t} \frac{b_{2}(s, \eta)}{B(s, \eta)} d \eta_{s} \tag{11.16}
\end{equation*}
$$

Lemma 11.1. For each $t, 0 \leq t \leq T$, Equation (11.16) has a (unique) continuous, $\mathcal{F}_{t}^{\theta_{0}, W_{1}, \eta}$-measurable solution $\tilde{\theta}_{t}$, given by the formula

[^1]\[

$$
\begin{align*}
\tilde{\theta}_{t}= & \Phi_{t}(\eta)\left[\theta_{0}+\int_{0}^{t} \Phi_{s}^{-1}(\eta) \tilde{a}_{0}(s, \eta) d s+\int_{0}^{t} \Phi_{s}^{-1}(\eta) b_{1}(s, \eta) d W_{1}(s)\right. \\
& \left.+\int_{0}^{t} \Phi_{s}^{-1}(\eta) \frac{b_{2}(s, \eta)}{B(s, \eta)} d \eta_{s}\right] \tag{11.17}
\end{align*}
$$
\]

where

$$
\begin{equation*}
\Phi_{t}(\eta)=\exp \left\{\int_{0}^{t} \tilde{a}_{1}(s, \eta) d s\right\} \tag{11.18}
\end{equation*}
$$

PROOF. It is not difficult to show that by virtue of (11.4)-(11.6) all the integrals in (11.17) and (11.18) are defined.

Applying now the Itô formula we convince ourselves that the process $\tilde{\theta}_{t}$, $0 \leq t \leq T$, given by the right-hand side of (11.17) satisfies Equation (11.16). Thus, to complete the proof of the lemma it is only necessary to establish the uniqueness of the solution.

Let $\Delta_{t}=\tilde{\theta}_{t}-\tilde{\theta}_{t}^{\prime}$ be the difference of two continuous solutions of Equation (11.16). Then

$$
\Delta_{t}=\int_{0}^{t} \tilde{a}_{1}(s, \eta) \Delta_{s} d s
$$

and, therefore,

$$
\left|\Delta_{t}\right| \leq \int_{0}^{t}\left|\tilde{a}_{1}(s, \eta)\right|\left|\Delta_{s}\right| d s
$$

From this, by Lemma 4.13, we obtain: $\left|\Delta_{t}\right|=0$ (P-a.s.) for any $t, 0 \leq t \leq$ $T$. Therefore,

$$
P\left\{\sup _{0 \leq t \leq T}\left|\Delta_{t}\right|>0\right\}=0
$$

Let $\eta=\xi$. In this case, $\tilde{\theta}_{t}$ is a $\mathcal{F}_{t}^{\theta_{0}, W_{1}, \xi}$-measurable random variable. According to Lemma 4.9, there exists a functional $Q_{t}(a, x, y)$ defined on $\left([0, T] \times \mathbb{R}^{1} \times C_{T} \times C_{T}\right)$ which, for each $t$ and $a$, is $\mathcal{B}_{t^{+}} \times \mathcal{B}_{t^{+}}$measurable such that for almost all $t, 0 \leq t \leq T$,

$$
\tilde{\theta}_{t}=Q_{t}\left(\theta_{0}, W_{1}, \xi\right) \quad(P \text {-a.s. })
$$

Following the notation in Equations (11.14) and (11.15), Equation (11.2) can be written as follows:

$$
d \theta_{t}=\left[\tilde{a}_{0}(t, \xi)+\tilde{a}_{1}(t, \xi) \theta_{t}\right] d t+b_{1}(t, \xi) d W_{1}(t)+\frac{b_{2}(t, \xi)}{B(t, \xi)} d \xi_{t}
$$

Comparing this equation with (11.16) we note that, by virtue of Lemma 11.1, for almost all $t, 0 \leq t \leq T$,

$$
\begin{equation*}
\theta_{t}=Q_{t}\left(\theta_{0}, W_{1}, \xi\right) \quad(P-\mathrm{a} . \mathrm{s}) . \tag{11.19}
\end{equation*}
$$

From this and from (11.3) it follows that the process $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq$ $T$, yields the stochastic differential

$$
\begin{equation*}
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) Q_{t}\left(\theta_{0}, W_{1}, \xi\right)\right] d t+B(t, \xi) d W_{2}(t) \tag{11.20}
\end{equation*}
$$

11.2.2. Consider now the two random processes $(\alpha, \beta, \xi)=\left[\left(\alpha_{t}, \beta_{t}, \xi_{t}\right), \mathcal{F}_{t}\right]$ and $(\alpha, \beta, \tilde{\xi})=\left[\left(\alpha_{t}, \beta_{t}, \tilde{\xi}_{t}\right), \mathcal{F}_{t}\right], 0 \leq t \leq T$, given by the equations

$$
\begin{align*}
d \alpha_{t} & =0, \quad \alpha_{0}=\theta_{0} \\
d \beta_{t} & =d W_{1}(t), \quad \beta_{0}=0 \\
d \xi_{t} & =\left[A_{0}(t, \xi)+A_{1}(t, \xi) Q_{t}(\alpha, \beta, \xi)\right] d t+B(t, \xi) d W_{2}(t) \tag{11.21}
\end{align*}
$$

and

$$
\begin{align*}
d \alpha_{t} & =0, \quad \alpha_{0}=\theta_{0} \\
d \beta_{t} & =d W_{1}(t), \quad \beta_{0}=0 \\
d \tilde{\xi}_{t} & =B(t, \tilde{\xi}) d W_{2}(t), \quad \tilde{\xi}_{0}=\xi_{0}, \tag{11.22}
\end{align*}
$$

respectively.
Let $\mu_{\alpha, \beta, \xi}\left(=\mu_{\theta_{0}, W_{1}, \xi}\right)$ and $\mu_{\alpha, \beta, \tilde{\xi}}\left(=\mu_{\theta_{0}, W_{1}, \tilde{\xi}}\right)$ be measures corresponding to the processes $(\alpha, \beta, \xi)$ and $(\alpha, \beta, \tilde{\xi})$.

Lemma 11.2. The measures $\mu_{\alpha, \beta, \xi}$ and $\mu_{\alpha, \beta, \tilde{\xi}}$ are equivalent

$$
\begin{equation*}
\mu_{\alpha, \beta, \xi} \sim \mu_{\alpha, \beta, \tilde{\xi}} \tag{11.23}
\end{equation*}
$$

Further,

$$
\varphi_{t}(\alpha, \beta, \tilde{\xi})=\frac{d \mu_{\alpha, \beta, \xi}}{d \mu_{\alpha, \beta, \tilde{\xi}}}(t, \alpha, \beta, \tilde{\xi}), \quad \psi_{t}(\alpha, \beta, \xi)=\frac{d \mu_{\alpha, \beta, \xi}}{d \mu_{\alpha, \beta, \tilde{\xi}}}(t, \alpha, \beta, \xi)
$$

are given by the formulae

$$
\begin{align*}
\varphi_{t}(\alpha, \beta, \tilde{\xi})= & \exp \left\{\int_{0}^{t} \frac{A_{0}(s, \tilde{\xi})+A_{1}(s, \tilde{\xi}) Q_{s}(\alpha, \beta, \tilde{\xi})}{B^{2}(s, \tilde{\xi})} d \tilde{\xi}_{s}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t} \frac{\left[A_{0}(s, \tilde{\xi})+A_{1}(s, \tilde{\xi}) Q_{s}(\alpha, \beta, \tilde{\xi})\right]^{2}}{B^{2}(s, \tilde{\xi})} d s\right\},  \tag{11.24}\\
\psi_{t}(\alpha, \beta, \xi)= & \exp \left\{-\int_{0}^{t} \frac{A_{0}(s, \xi)+A_{1}(s, \xi) Q_{s}(\alpha, \beta, \xi)}{B^{2}(s, \xi)} d \xi_{s}\right. \\
& \left.+\frac{1}{2} \int_{0}^{t} \frac{\left.A_{0}(s, \xi)+A_{1}(s, \xi) Q_{s}(\alpha, \beta, \xi)\right]^{2}}{B^{2}(s, \xi)} d s\right\} \tag{11.25}
\end{align*}
$$

PROOF. Note first that (see Section 13.1)

$$
\left(\begin{array}{ccc}
0 & 0 & 0  \tag{11.26}\\
0 & 1 & 0 \\
0 & 0 & B^{2}(t, x)
\end{array}\right)^{+}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & B^{-2}(t, x)
\end{array}\right) .
$$

Since $\theta_{t}=Q_{t}\left(\theta_{0}, W, \xi\right)=Q_{t}(\alpha, \beta, \xi)$ for almost all $t(P-\mathrm{a} . \mathrm{s}), 0 \leq t \leq T$, and since (11.2) and (11.3) are satisfied,

$$
P\left\{\int_{0}^{t} \frac{\left[A_{0}(t, \xi)+A_{1}(t, \xi) Q_{t}(\alpha, \beta, \xi)\right]^{2}}{B^{2}(t, \xi)} d t<\infty\right\}=1
$$

Then, by the multidimensional analog of Theorem 7.20, $\mu_{\alpha, \beta, \xi} \ll \mu_{\alpha, \beta, \tilde{\xi}}$.
According to Lemma 4.9, there exists a measurable function $\tilde{Q}_{t}(a, x, y)$ defined on $\left([0, T] \times \mathbb{R}^{1} \times C_{T} \times C_{T}\right)$ which, for each $t$ and $a$, is $\mathcal{B}_{t^{+}} \times \mathcal{B}_{t^{+}}$ measurable such that for almost all $t, 0 \leq t \leq T$, ( $P$-a.s.)

$$
\tilde{\theta}_{t}^{\tilde{\xi}}=\tilde{Q}_{t}\left(\theta_{0}, W_{1}, \tilde{\xi}\right)
$$

where $\tilde{\theta}_{t}^{\tilde{\xi}}, 0 \leq t \leq T$, is a solution of Equation (11.16) with $\eta=\tilde{\xi}$.
By Lemma 4.10, for almost all $t, 0 \leq t \leq T$, ( $P$-a.s.)

$$
Q_{t}(\alpha, \beta, \xi)=\tilde{Q}_{t}(\alpha, \beta, \xi)
$$

Therefore, the process $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, also has the differential (compare with (11.20))

$$
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \tilde{Q}_{t}\left(\theta_{0}, W_{1}, \xi\right)\right] d t+B(t, \xi) d W_{2}(t)
$$

Hence

$$
P\left\{\int_{0}^{T} \frac{\left[A_{0}(t, \tilde{\xi})+A_{1}(t, \tilde{\xi}) \tilde{Q}_{t}(\alpha, \beta, \tilde{\xi})\right]^{2}}{B^{2}(t, \tilde{\xi})} d t<\infty\right\}=1
$$

From this, by the multidimensional analog of Theorem 7.19 and Lemma 4.10 the proof follows.
11.2.3. Let $(\theta, \xi)$ be a random process obeying Equations (11.2), (11.3). Denote by $\left(m_{t}(x), \mathcal{B}_{t^{+}}\right)$a functional ${ }^{2}$ such that for almost all $t, 0 \leq t \leq T$,

$$
m_{t}(\xi)=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \quad(P \text {-a.s. })
$$

and let

$$
\begin{equation*}
\bar{W}_{t}=\int_{0}^{t} \frac{d \xi_{s}}{B(s, \xi)}-\int_{0}^{t} \frac{A_{0}(s, \xi)+A_{1}(s, \xi) m_{s}(\xi)}{B(s, \xi)} d s \tag{11.27}
\end{equation*}
$$

[^2]Lemma 11.3. The random process $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi}\right), 0 \leq t \leq T$, is a Wiener process.

PROOF. From (11.27) and (11.3) we obtain

$$
\begin{equation*}
\bar{W}_{t}=W_{2}(t)+\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)}\left[\theta_{s}-m_{s}(\xi)\right] d s \tag{11.28}
\end{equation*}
$$

From this, with the help of the Itô formula, we find that

$$
\begin{align*}
e^{i z \bar{W}_{t}}= & e^{i z \bar{W}_{s}}+i z \int_{s}^{t} \frac{A_{1}(u, \xi)}{B(u, \xi)} e^{i z \bar{W}_{u}}\left[\theta_{u}-m_{u}(\xi)\right] d u \\
& +i z \int_{s}^{t} e^{i z \bar{W}_{u}} d W_{2}(u)-\frac{z^{2}}{2} \int_{s}^{t} e^{i z \bar{W}_{u}} d u \tag{11.29}
\end{align*}
$$

As in the proof of Theorem 7.17, from (11.29) we deduce that ( $P$-a.s.)

$$
M\left(e^{i z\left(\bar{W}_{t}-\bar{W}_{s}\right)} \mid \mathcal{F}_{s}^{\xi}\right)=e^{-\left(z^{2} / 2\right)(t-s)}
$$

11.2.4.

Lemma 11.4. Let $\mu_{\xi}$ and $\mu_{\xi}$ be measures corresponding to the processes $\xi$ and $\tilde{\xi}$ defined by (11.21) and (11.22). Then $\mu_{\xi} \sim \mu_{\tilde{\xi}}$ and the densities

$$
\varphi_{t}(\tilde{\xi})=\frac{d \mu_{\xi}}{d \mu_{\tilde{\xi}}}(t, \tilde{\xi}), \quad \psi_{t}(\xi)=\frac{d \mu_{\tilde{\xi}}}{d \mu_{\xi}}(t, \xi)
$$

are given by the formulae

$$
\begin{align*}
\varphi_{t}(\tilde{\xi})= & \exp \left\{\int_{0}^{t} \frac{A_{0}(s, \tilde{\xi})+A_{1}(s, \tilde{\xi}) m_{s}(\tilde{\xi})}{B^{2}(s, \tilde{\xi})} d \tilde{\xi}_{s}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t} \frac{\left[A_{0}(s, \tilde{\xi})+A_{2}(s, \tilde{\xi}) m_{s}(\tilde{\xi})\right]^{2}}{B^{2}(s, \tilde{\xi})} d s\right\}  \tag{11.30}\\
\psi_{t}(\tilde{\xi})= & \exp \left\{-\int_{0}^{t} \frac{A_{0}(s, \xi)+A_{1}(s, \xi) m_{s}(\xi)}{B^{2}(s, \xi)} d \xi_{s}\right. \\
& \left.+\frac{1}{2} \int_{0}^{t} \frac{\left.A_{0}(s, \xi)+A_{2}(s, \xi) m_{s}(\xi)\right]^{2}}{B^{2}(s, \xi)} d s\right\} \tag{11.31}
\end{align*}
$$

PROOF. From (11.27) we find

$$
\begin{equation*}
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}(\xi)\right] d t+B(t, \xi) d \bar{W}_{t} \tag{11.32}
\end{equation*}
$$

Let $\bar{\xi}=\left(\bar{\xi}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, be a random process with the differential

$$
\begin{equation*}
d \bar{\xi}_{t}=B(t, \bar{\xi}) d \bar{W}_{t}, \quad \bar{\xi}_{0}=\xi_{0} \tag{11.33}
\end{equation*}
$$

By virtue of (11.7), (11.8), and Theorem 4.6, Equation (11.33) has a unique strong solution. Hence, the measures $\mu_{\bar{\xi}}$ and $\mu_{\tilde{\xi}}$ coincide (compare (11.33) with (11.22)).

The absolute continuity of the measure $\mu_{\xi}$ with respect to the measure $\mu_{\bar{\xi}}$ (and therefore with respect to $\mu_{\tilde{\xi}}$ ) follows from Theorem 7.20. It will also be shown that $\mu_{\bar{\xi}} \ll \mu_{\xi}$.

By Lemma 11.2,

$$
\begin{aligned}
\mu_{\bar{\xi}}(\Gamma) & =M\left[\chi_{(\xi \in \Gamma)} \psi_{t}(\alpha, \beta, \xi)\right] \\
& =M\left[\chi_{(\xi \in \Gamma)} M\left(\psi_{t}(\alpha, \beta, \xi) \mid \mathcal{F}_{t}^{\xi}\right)\right]=\int_{\Gamma} M\left[\psi_{t}(\alpha, \beta, \xi) \mid \mathcal{F}_{t}^{\xi}\right]_{\xi=x} d \mu_{\xi}(x)
\end{aligned}
$$

Hence $\mu_{\bar{\xi}} \ll \mu_{\xi}$. (11.30) and (11.31) follow from Theorem 7.20 and Lemma 6.8.

### 11.2.5. Let

$$
\bar{\rho}_{t}(\alpha, \beta, \bar{\xi})=\frac{\varphi_{t}(\alpha, \beta, \bar{\xi})}{\varphi_{t}(\bar{\xi})}
$$

and for each $t, 0 \leq t \leq T$, let $\rho_{t}(a, b, x)$ denote a (measurable) functional

$$
\rho_{t}(\alpha, \beta, \xi)=\bar{\rho}_{t}(\alpha, \beta, \bar{\xi})_{\bar{\xi}=\xi} \quad(P-\text { a.s. })
$$

Then, because the measures $\mu_{\bar{\xi}}$ and $\mu_{\tilde{\xi}}$ are the same, we deduce from Lemmas 4.10, 11.2 and 11.4 that

$$
\begin{align*}
\rho_{t}(\alpha, \beta, \xi)= & \exp \left\{\int_{0}^{t} \frac{A_{1}(s, \xi)}{B, s, \xi)}\left[Q_{s}(\alpha, \beta, \xi)-m_{s}(\xi)\right] d \bar{W}_{s}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t} \frac{A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)}\left[Q_{s}(\alpha, \beta, \xi)-m_{s}(\xi)\right]^{2} d s\right\} \tag{11.34}
\end{align*}
$$

Lemma 11.5. Let $f_{t}\left(\theta_{0}, W_{1}, \xi\right)$ be a $\mathcal{F}_{t}^{\theta_{0}, W_{1}, \xi}$-measurable functional with $M\left|f_{t}\left(\theta_{0}, W_{1}, \xi\right)\right|<\infty$. Then we have the following (Bayes) formula:

$$
\begin{equation*}
M\left[f_{t}\left(\theta_{0}, W_{1}, \xi\right) \mid \mathcal{F}_{t}^{\xi}\right]=\int_{-\infty}^{\infty} f_{t}(a, c, \xi) \rho_{t}(a, c, \xi) d \mu_{W}(c) d F_{\xi_{0}}(a) \tag{11.35}
\end{equation*}
$$

where $\mu_{W}(\cdot)$ is a Wiener measure on the measurable space $\left(C_{T}, \mathcal{B}_{T}\right)$ of the continuous functions $C_{T}=\left\{c_{s}, 0 \leq s \leq T\right\}$, and $F_{\xi_{0}}(a)=P\left\{\theta_{0} \leq a \mid \xi_{0}\right\}$.

Formula (11.35) is the Bayes formula (7.178), which was proved in Theorem $7.23^{3}$.

[^3]Corollary. Let

$$
f_{t}\left(\theta_{0}, W_{1}, \xi\right)=\exp \left\{i\left[z_{0} \theta_{0}+\sum_{j=1}^{k} z_{j} W_{1}\left(t_{j}\right)\right]\right\}
$$

where $0 \leq t_{1} \leq \cdots \leq t_{k} \leq t$. Then the conditional characteristic function

$$
\begin{align*}
& M\left(\exp \left\{i\left[z_{0} \theta_{0}+\sum_{j=1}^{k} z_{j} W_{1}\left(t_{j}\right)\right]\right\}\left(\mathcal{F}_{t}^{\xi}\right)\right. \\
= & \int_{-\infty}^{\infty} \int_{C_{T}} \exp \left\{i\left[z_{0} a+\sum_{j=1}^{k} z_{j} c_{t_{j}}\right]\right\} \rho_{t}(a, c, \xi) d \mu_{W}(c) d F_{\xi_{0}}(a), \tag{11.36}
\end{align*}
$$

where $c_{t_{j}}$ are the values of the continuous functions $c=\left(c_{s}\right), 0 \leq s \leq T$, at points $t_{j}$.

### 11.3 Proof of the Theorem of Conditional Gaussian Behavior

11.3.1. As a preliminary, let us prove the following:

Theorem 11.2. Let (11.5)-(11.11) be satisfied, and with probability 1, let the conditional distribution

$$
F_{\xi_{0}}(a)=P\left(\theta_{0} \leq a \mid \xi_{0}\right)
$$

be Gaussian, with parameters

$$
m_{0}=M\left(\theta_{0} \mid \xi_{0}\right), \quad \gamma_{0}=M\left[\left(\theta_{0}-m_{0}\right)^{2} \mid \xi_{0}\right], \quad 0 \leq \gamma_{0}<\infty
$$

Then the conditional distribution

$$
G_{\xi_{0}^{t}}\left(a, c_{1}, \ldots, c_{n}\right)=P\left\{\theta_{0} \leq a, W_{1}\left(t_{1}\right) \leq c_{1}, \ldots, W_{1}\left(t_{n}\right) \leq c_{n} \mid \mathcal{F}_{t}^{\xi}\right\}
$$

is Gaussian for any $t, 0 \leq t_{1} \leq \cdots \leq t_{n} \leq t$, and $n=1,2, \ldots$.

### 11.3.2.

PROOF OF THEOREM 11.2. The proof of this theorem is based on (11.36) for a conditional characteristic function.

From (11.36) it is seen that to prove the theorem it would suffice to show that for almost all $\omega$ the measure $\rho_{t}(a, c, \xi) d \mu_{W}(c) d F_{\xi_{0}}(a)$ is Gaussian. However, the verification of this fact is difficult.

We start by writing $\ln \rho_{t}(\alpha, \beta, \xi)$ in a more convenient form.
Using the notation given by (11.14), (11.15), and (11.18) we set

$$
\begin{align*}
g_{1}(t, \xi)= & \frac{\left.A_{1} t, \xi\right)}{B(t, \xi)}\left\{\Phi _ { t } ( \xi ) \left[\int_{0}^{t} \Phi_{s}^{-1}(\xi) \tilde{a}_{0}(s, \xi) d s\right.\right. \\
& \left.\left.+\int_{0}^{t} \Phi_{s}^{-1}(\xi) \frac{b_{2}(s, \xi)}{B(s, \xi)} d \xi_{s}\right]-m_{t}(\xi)\right\}  \tag{11.37}\\
g_{2}(t, \xi)= & \frac{A_{1}(t, \xi)}{B(t, \xi)} \Phi_{t}(\xi)  \tag{11.38}\\
g_{3}(t, \xi)= & \Phi_{t}^{-1}(\xi) b_{1}(t, \xi) \tag{11.39}
\end{align*}
$$

Then from (11.17), we find that

$$
\begin{aligned}
\frac{A_{1}(t, \xi)}{B(t, \xi)}\left[Q_{t}\left(\theta_{0}, W_{1}, \xi\right)-m_{t}(\xi)\right]= & g_{1}(t, \xi)+\theta_{0} g_{2}(t, \xi) \\
& +g_{2}(t, \xi) \int_{0}^{t} g_{3}(s, \xi) d W_{1}(s)
\end{aligned}
$$

By virtue of (11.34), this enables us to write

$$
\begin{align*}
& \ln \rho_{t}\left(\theta_{0}, W_{1}, \xi\right) \\
= & \int_{0}^{t}\left\{g_{1}(s, \xi)+g_{2}(s, \xi)\left[\theta_{0}+\int_{0}^{s} g_{3}(u, \xi) d W_{1}(u)\right]\right\} d \bar{W}_{s} \\
& -\frac{1}{2} \int_{0}^{t}\left\{g_{1}(s, \xi)+g_{2}(s, \xi)\left[\theta_{0}+\int_{0}^{s} g_{3}(u, \xi) d W_{1}(u)\right]\right\}^{2} d s \tag{11.40}
\end{align*}
$$

For each $t, 0 \leq t \leq T$, let $\Delta_{i}(t, x), i=1,2,3$ be $\mathcal{B}_{t}$-measurable functionals such that

$$
\begin{aligned}
\Delta_{1}(t, \xi) & =\int_{0}^{t} g_{1}(s, \xi) d \bar{W}_{s}-\frac{1}{2} \int_{0}^{t}\left[g_{1}(s, \xi)\right]^{2} d s \\
\Delta_{2}(t, \xi) & =\int_{0}^{t} g_{2}(s, \xi) d \bar{W}_{s}-\int_{0}^{t} g_{1}(s, \xi) g_{2}(s, \xi) d s \\
\Delta_{3}(t, \xi) & =\left(\int_{0}^{t}\left[g_{2}(s, \xi)\right]^{2} d s\right)^{1 / 2}
\end{aligned}
$$

and let $\Delta_{j}(t, x, y), j=4,5$, be $\mathcal{B}_{t} \times \mathcal{B}_{t}$-measurable functionals such that

$$
\begin{aligned}
\Delta_{4}\left(t, W_{1}, \xi\right)= & \int_{0}^{t} g_{2}(s, \xi) \int_{0}^{s} g_{3}(u, \xi) d W_{1}(u) d \bar{W}_{s} \\
& -\int_{0}^{t} g_{1}(s, \xi) \int_{0}^{s} g_{3}(u, \xi) d W_{1}(u) d s \\
\Delta_{5}\left(t, W_{1}, \xi\right)= & -\int_{0}^{t} g_{2}(s, \xi) \int_{0}^{s} g_{3}(u, \xi) d W_{1}(u) d s
\end{aligned}
$$

With the help of the Itô formula and the relation

$$
\bar{W}_{t}=W_{2}(t)+\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)}\left(\theta_{s}-m_{s}\right) d s
$$

it is easy to obtain the following relations:

$$
\begin{align*}
& \int_{0}^{t} g_{2}(s, \xi) \int_{0}^{s} g_{3}(u, \xi) d W_{1}(u) d \bar{W}_{s} \\
= & \int_{0}^{t} g_{2}(s, \xi) d \bar{W}_{s} \int_{0}^{t} g_{3}(s, \xi) d W_{1}(s) \\
& -\int_{0}^{t} g_{3}(t, \xi) \int_{0}^{s} g_{2}(u, \xi) d \bar{W}_{u} d W_{1}(s), \tag{11.41}
\end{align*}
$$

and $(i=1,2)$

$$
\begin{align*}
& \int_{0}^{t} g_{i}(s, \xi) \int_{0}^{s} g_{3}(u, \xi) d W_{1}(u) d s \\
= & \int_{0}^{t} g_{i}(s, \xi) d s \int_{0}^{t} g_{3}(s, \xi) d W_{1}(s) \\
& -\int_{0}^{t} g_{2}(s, \xi) \int_{0}^{s} g_{i}(u, \xi) d u d W_{1}(s) . \tag{11.42}
\end{align*}
$$

Using (11.40), the definition of $\Delta_{1}(t, x), \Delta_{2}(t, x), \Delta_{3}(t, x), \Delta_{4}(t, x, y)$, $\Delta_{5}(t, x, y)$ and Lemmas 4.10 and 11.2, we find that for $a \in \mathbb{R}^{1}$,

$$
\begin{align*}
\ln \rho_{t}\left(a, W_{1}, \tilde{\xi}\right)= & \Delta_{1}(t, \tilde{\xi})+a\left[\Delta_{2}(t, \tilde{\xi})+\Delta_{5}\left(t, W_{1}, \tilde{\xi}\right)\right] \\
& +\Delta_{4}\left(t, W_{1}, \tilde{\xi}\right)-\frac{a^{2}}{2} \Delta_{3}^{2}(t, \tilde{\xi}) \\
& -\frac{1}{2} \int_{0}^{t} g_{2}^{2}(s, \tilde{\xi})\left(\int_{0}^{s} g_{3}(u, \tilde{\xi}) d W_{1}(u)\right)^{2} d s \tag{11.43}
\end{align*}
$$

Using the definitions of $\Delta_{4}(t, x, y)$ and $\Delta_{5}(t, x, y)$ as well as (11.41), (11.42), Lemmas 4.10 and 11.2 , and the independence of the processes $W_{1}$ and $\tilde{\xi}$, we conclude that the conditional distribution of these variables (for a fixed $\tilde{\xi}$ ) is ( $P$-a.s.) Gaussian.

To prove that the measure $\rho_{t}(a, c, \xi) d \mu_{W}(c) d F_{\xi_{0}}(a)$ is Gaussian it is enough to show (because of the equivalence $\mu_{\xi} \sim \mu_{\tilde{\xi}}$ ) that the measure

$$
\rho_{t}(a, c, \tilde{\xi}) d \mu_{W}(c) d F_{\xi_{0}}(a)
$$

is Gaussian.
To this end we show that the characteristic function (see (11.36))

$$
\begin{align*}
\varphi_{t}\left(z_{0}, \ldots, z_{k}\right)= & \int_{-\infty}^{\infty} \int_{C_{T}} \exp \left\{i\left[z_{0} a+\sum_{j=1}^{k} z_{j} c_{t_{j}}\right]\right\} \\
& \times \rho_{t}(a, c, \tilde{\xi}) d \mu_{W}(c) d F_{\xi_{0}}(a) \tag{11.44}
\end{align*}
$$

$0 \leq t_{t} \leq \cdots \leq t_{k} \leq t$, is the characteristic function of a Gaussian distribution.
Let

$$
I\left(a, t, \tilde{\xi}, z_{0}, \ldots, z_{k}\right)=\int_{C_{T}} \exp \left\{i\left[z_{0} a+\sum_{j=1}^{k} z_{j} c_{t_{j}}\right]\right\} \rho_{t}(a, c, \tilde{\xi}) d \mu_{W}(c)
$$

Then the desired characteristic function is given by the formula

$$
\begin{equation*}
\varphi_{t}\left(z_{0}, \ldots, z_{k}\right)=\int_{-\infty}^{\infty} I\left(a, t, \tilde{\xi}, z_{0}, \ldots, z_{k}\right) d F_{\xi_{0}}(a) \tag{11.45}
\end{equation*}
$$

If we can show that $I\left(a, t, \tilde{\xi}, z_{0}, \ldots, z_{k}\right)$ has the form

$$
\begin{equation*}
I\left(a, t, \tilde{\xi}, z_{0}, \ldots, z_{k}\right)=\exp \left\{\Phi\left(t, a, \tilde{\xi}, z_{0}, \ldots, z_{k}\right)\right\} \tag{11.46}
\end{equation*}
$$

where $\Phi\left(t, a, \tilde{\xi}, z_{0}, \ldots, z_{k}\right)$ is quadratic in the variables $a, z_{0}, \ldots, z_{k}$, and is nonnegative definite in $z_{1}, \ldots, z_{k}$, then the conclusion of the theorem will follow from (11.45), Gaussians of $F_{\xi_{0}}(a)$, and the fact that $\varphi_{t}\left(z_{0}, \ldots, z_{k}\right)$ is a characteristic function.
(11.46), with $\Phi\left(t, a, \tilde{\xi}, \gamma_{0}, \ldots, z_{k}\right)$ having the above properties, follows from Lemma 11.6 below, which is of interest on its own merits.

Lemma 11.6 ${ }^{4}$. Consider a random vector $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right)$ and a Wiener process $W=\left(W_{t}\right)=\left(W_{1}(t), \ldots, W_{m}(t)\right), t \leq T$, with independent components and suppose that the system $(\beta, W)$ is Gaussian.

Let $b=\left(b_{1}, \ldots, b_{n}\right)$ be a row vector and let $B(t)$ and $Q(t)$ be $(m \times m)$ matrices such that $Q(t)$ is symmetric and nonnegative definite and

$$
\operatorname{Tr} \int_{0}^{T}\left[B(t) B^{*}(t)+Q(t)\right] d t<\infty
$$

Then

$$
\begin{align*}
\mathcal{T}(b) & \equiv M \exp \left(b \beta-\int_{0}^{T}\left[\int_{0}^{t} B(s) d W_{s}\right]^{*} Q(t)\left[\int_{0}^{t} B(s) d W_{s}\right] d t\right) \\
& =\exp \left(b M \beta+\frac{1}{2} b R b^{*}+\frac{1}{2} \operatorname{Tr} \int_{0}^{T} B(t) B^{*}(t) \Gamma(t) d t\right) \tag{11.47}
\end{align*}
$$

where $R$ is a nonnegative definite matrix, and $\Gamma(t)$ is a nonpositive definite matrix defined by the Ricatti equation

$$
\begin{equation*}
\dot{\Gamma}(t)=2 Q(t)-\Gamma(t) B(t) B^{*}(t) \Gamma(t), \quad \Gamma(T)=0 \tag{11.48}
\end{equation*}
$$

PROOF. The existence of a unique continuous solution for (11.48) is established as in the proof of Theorem 7.21 for Equation (7.142).

[^4]Define the random processes $\eta=\left(\eta_{t}\right)$ and $\xi=\left(\xi_{t}\right), t \leq T$, by $\left(\eta_{0}=\xi_{0}=0\right)$ and

$$
\begin{align*}
d \eta_{t} & =B(t) d W_{t} \\
d \xi_{t} & =B(t) B^{*}(t) \Gamma(t) \xi_{t} d t+B(t) d W_{t} \tag{11.49}
\end{align*}
$$

According to the multidimensional analog of Theorem 7.19, the measures $\mu_{\xi}$ and $\mu_{\eta}$ which correspond to the processes $\xi$ and $\eta$ are equivalent. At the same time, using certain properties of pseudo-inverses, namely $A=A A^{+} A$ and $A^{+}=A^{*}\left(A A^{*}\right)^{+}\left(\right.$see $\left(1^{\circ}\right)$ and $\left(6^{\circ}\right)$, Subsection 13.13$)$, we obtain from (7.138)

$$
\frac{d \mu_{\xi}}{d \mu_{\eta}}(\eta(\omega))=\exp \left(\int_{0}^{T} \eta_{s}^{*} \Gamma(s) B(s) d W_{s}-\frac{1}{2} \int_{0}^{T} \eta_{s}^{*} \Gamma(s) B(s) B^{*}(s) \Gamma(s) \eta_{s} d s\right)
$$

We now show that

$$
\begin{align*}
\frac{d \mu_{\xi}}{d \mu_{\eta}}(\eta(\omega))= & \exp \left(-\int_{0}^{T}\left[\int_{0}^{t} B(s) d W_{s}\right]^{*} Q(t)\left[\int_{0}^{t} B(s) d W_{s}\right] d t\right. \\
& \left.-\frac{1}{2} \operatorname{Tr} \int_{0}^{T} B(t) B^{*}(t) \Gamma(t) d t\right) \tag{11.50}
\end{align*}
$$

Indeed, using the identities $\eta_{T}^{*} \Gamma(T) \eta_{T}=0, \eta_{0}^{*} \Gamma(0) \eta_{0}=0$, (11.48), and the Itô formula (see Example 2, Subsection 4.3.3), we find

$$
\begin{aligned}
0= & \eta_{T}^{*} \Gamma(T) \eta_{T}-\eta_{0}^{*} \Gamma(0) \eta_{0} \\
= & 2 \int_{0}^{T} \eta_{t}^{*} \Gamma(t) B(t) d W_{t}+2 \int_{0}^{T} \eta_{t}^{*}\left[Q(t)-\frac{1}{2} \Gamma(t) B(t) B^{*}(t) \Gamma(t)\right] \eta_{t} d t \\
& -\operatorname{Tr} \int_{0}^{T} B(t) B^{*}(t) \Gamma(t) d t
\end{aligned}
$$

This and (11.49) prove (11.50). On the other hand,

$$
\begin{aligned}
M\left[M\left(\exp \{b \beta\} \mid \mathcal{F}_{T}^{\eta}\right)_{\eta=\xi}\right] & =M\left[M\left(\exp \{b \beta\} \mid \mathcal{F}_{T}^{\eta}\right) \frac{d \mu_{\xi}}{d \mu_{\eta}}(\eta)\right] \\
& =M \exp \{b \beta\} \frac{d \mu_{\xi}}{d \mu_{\eta}}(\eta)
\end{aligned}
$$

Therefore, according to (11.50),

$$
\begin{equation*}
\mathcal{T}(b)=M\left[M\left(\exp \{b \beta\} \mid \mathcal{F}_{T}^{\eta}\right)_{\eta=\xi}\right] \exp \left(\frac{1}{2} \operatorname{Tr} \int_{0}^{T} B(t) B^{*}(t) \Gamma(t) d t\right) \tag{11.51}
\end{equation*}
$$

Since $(\beta, W)$ forms a Gaussian system, so does $(\beta, \eta)$, and, hence, by the multidimensional analogs of Theorems 5.16 and 5.21 , the martingale $\left(M\left(\beta \mid \mathcal{F}_{t}^{\eta}\right), \mathcal{F}_{t}^{\eta}\right)$ admits the representation

$$
M\left(\beta \mid \mathcal{F}_{t}^{\eta}\right)=M \beta+\int_{0}^{t} g(s) d \eta_{s}, \quad t \leq T
$$

where the $(n \times m)$ matrix $g(t)$ is such that

$$
\operatorname{Tr} \int_{0}^{T} g(t) B^{*}(t) B(t) g(t) d t<\infty
$$

Let $D_{T}=M\left[\left(\beta-M\left(\beta \mid \mathcal{F}_{T}^{\eta}\right)\right)\left(\beta-M\left(\beta \mid \mathcal{F}_{T}^{\eta}\right)\right)^{*}\right]$.
Using the theorem on normal correlation (Theorem 13.1), it is possible to show that $D_{T}$ coincides ( $P$-a.s.) with the conditional covariance $M[(\beta-$ $\left.\left.M\left(\beta \mid \mathcal{F}_{T}^{\eta}\right)\right)\left(\beta-M\left(\beta \mid \mathcal{F}_{T}^{\eta}\right)\right)^{*} \mathcal{F}_{T}^{\eta}\right]$. Therefore, since $P\left(\beta \leq x \mid \mathcal{F}_{T}^{\eta}\right)$ is Gaussian and $\mu_{\xi}$ and $\mu_{\eta}$ are equivalent, by Lemma 4.10 we find that

$$
M\left(\exp \{b \beta\} \mid \mathcal{F}_{T}^{\eta}\right)_{\eta=\xi}=\exp \left(b\left[M \beta+\int_{0}^{T} g(t) d \xi_{t}\right]+\frac{1}{2} b^{*} D_{T} b\right)
$$

The random vector $\int_{0}^{T} g(t) d \xi_{t}$ is Gaussian and has zero mean. Denote by $G_{T}$ its covariance matrix and set $R=\frac{1}{2}\left(D_{T}+G_{T}\right)$. Then

$$
\begin{equation*}
M\left[M\left(\exp \left(\{b \beta\} \mid \mathcal{F}_{T}^{\eta}\right)_{\eta=\xi}\right]=\exp \left(b M \beta+b^{*} R b\right)\right. \tag{11.52}
\end{equation*}
$$

The above and (11.51) complete the proof of Lemma 11.6, and, therefore, also of Theorem 11.2.
11.3.3.

PROOF OF THEOREM 11.1. Let $0 \leq t_{0}<t_{1}<\cdots<t_{n} \leq t \leq T$ be some decomposition of the interval $[0, T]$. Then, considering (11.19), we have

$$
M\left(\exp \left\{i \sum_{j=0}^{n} z_{j} \theta_{t_{j}}\right\} \mid \mathcal{F}_{t}^{\xi}\right)=M\left(\exp \left\{i \sum_{j=0}^{n} z_{j} Q_{t_{j}}\left(\theta_{0}, W_{1}, \xi\right)\right\} \mid \mathcal{F}_{t}^{\xi}\right)
$$

where, according to Lemma 11.1,

$$
\begin{aligned}
Q_{t_{j}}\left(\theta_{0}, W_{1}, \xi\right)= & \Phi_{t_{j}}(\xi)\left\{\theta_{0}+\int_{0}^{t_{j}} \Phi_{s}^{-1}(\xi) \tilde{a}(s, \xi) d s\right. \\
& \left.+\int_{0}^{t_{j}} \Phi_{s}^{-1}(\xi) b_{1}(s, \xi) D w_{1}(s)+\int_{0}^{t} \Phi_{s}^{-1}(\xi) \frac{b_{2}(s, \xi)}{B(s, \xi)} d \xi_{s}\right\}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& M\left[\exp \left\{i \sum_{j=0}^{n} z_{j} Q_{t_{j}}\left(\theta_{0}, W_{1}, \xi\right)\right\} \mid \mathcal{F}_{t}^{\xi}\right] \\
= & \exp \left\{i \sum_{j=0}^{n-1} z_{j}\left[\Phi_{t_{j}}(\xi)\left(\int_{0}^{t_{j}} \Phi_{s}^{-1}(\xi) \tilde{a}_{0}(s, \xi) d s+\int_{0}^{t_{j}} \Phi_{s}^{-1}(\xi) \frac{b_{2}(s, \xi)}{B(s, \xi)} d \xi_{s}\right]\right)\right\} \\
& \times M\left(\exp \left\{i \sum_{j=0}^{n-1} z_{j} \Phi_{t_{j}}\left[\theta_{0}+\int_{0}^{t_{j}} \Phi_{s}^{-1}(\xi) b_{1}(s, \xi) d W_{1}(s)\right]\right\} \mid \mathcal{F}_{t}^{\xi}\right) .
\end{aligned}
$$

Applying Lemma 11.6. we find that

$$
\begin{align*}
& M\left[\exp \left\{i \sum_{j=0}^{n} z_{j} \theta_{t_{j}}\right\} \mid \mathcal{F}_{t}^{\xi}\right] \\
= & \exp \left\{i \sum_{j=0}^{n} z_{j} \tilde{\delta}_{j}(t, \xi)-\frac{1}{2} \sum_{k, j=0}^{n} z_{k} z_{j} \tilde{\gamma}_{k j}(t, \xi)\right\}, \tag{11.53}
\end{align*}
$$

where $\left\|\tilde{\gamma}_{k j}(t, \xi)\right\|$ is some nonnegative definite symmetric matrix.
Because of the arbitrariness of $z_{0}, z_{1}, \ldots, z_{n}$, it follows from (11.53) that the conditional distribution

$$
P\left(\theta_{t_{0}} \leq a_{0}, \ldots, \theta_{t_{n}} \leq a_{n} \mid \mathcal{F}_{t}^{\xi}\right)
$$

is Gaussian for any $t_{0}<t_{1}<\cdots<t_{n} \leq t$ and $n=1,2, \ldots$.
Note. Let $0 \leq s \leq t_{0}<\cdots<t_{n} \leq t$. Then the conditional distribution

$$
P\left(\theta_{t_{0}} \leq a_{0}, \ldots \theta_{t_{n}} \leq a_{n} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right)
$$

is also ( $P$-a.s.) Gaussian; this follows from the normality of the distributions $P\left(\theta_{s}, \leq a, \theta_{t_{0}} \leq a_{0} \leq \cdots \leq a_{t_{n}} \leq a_{n} \mid \mathcal{F}_{t}^{\xi}\right)$.
11.3.4. For the needs of problems of filtering, interpolation and extrapolation of the conditionally Gaussian processes, the parameters $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\boldsymbol{\xi}}\right)$ and $\gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)^{2} \mid \mathcal{F}_{t}^{\xi}\right]$ of the conditional distribution $F_{\xi_{0}^{t}}(a)=P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$ are of special interest. They could be found if an explicit form of the elements $\tilde{\delta}_{j}(t, \xi)$ and $\tilde{\gamma}_{k j}(t, \xi)$ entering into (11.53) can be determined,

In the next chapter it will be shown, however, that for finding the parameters $m_{t}$ and $\gamma_{t}$ (as well as other characteristics of the conditionally Gaussian processes) it is simpler to make use of the general equations of filtering, interpolation and extrapolation developed in Chapter 8.

## Notes and References. 1

11.1-11.3. The importance of distinguishing the class of conditionally Gaussian processes for effective solution of problems of optimal nonlinear filtering was noted by Liptser [194]. Conditionally Gaussian processes were discussed in Liptser and Shiryaev [205]. The proof of the theorem of conditional normality has been first given here.

## Notes and References. 2

11.1-11.3. Despite the fact that the conditionally Gaussian model (11.2), (11.3) is nonlinear with respect to the observable component, its attractiveness is accounted for by many properties inherited from the Kalman-Bucy model (10.1), (10.2). For example, since the conditional distribution of an unobservable signal, given observations, is Gaussian, so that it is completely described by the conditional expectation and variance, differential equations for these parameters define the filter similar to the Kalman-Bucy one (see next section). The conditionally Gaussian model can be used as motivation for creating the so-called extended Kalman filter, the applicability of which is described in [253].

## 12. Optimal Nonlinear Filtering: Interpolation and Extrapolation of Components of Conditionally Gaussian Processes

### 12.1 Optimal Filtering Equations

12.1.1. Let $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), 0 \leq t \leq T$, be a continuous random diffusion-type process with

$$
\begin{gather*}
d \theta_{t}=\left[a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}\right] d t+b_{1}(t, \xi) d W_{1}(t)+b_{2}(t, \xi) d W_{2}(t)  \tag{12.1}\\
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}\right] d t+B(t, \xi) d W_{2}(t) \tag{12.2}
\end{gather*}
$$

Assume that the conditions given by (11.4)-(11.11) formulated in the previous chapter are satisfied. If the conditional distribution $F_{\xi_{0}}(a)=P\left(\theta_{0} \leq\right.$ $\left.a \mid \xi_{0}\right)$ is ( $P$-a.s.) Gaussian, $N\left(m_{0}, \gamma_{0}\right)$, then in accordance with Theorem 11.1 the conditional distribution $F_{\xi_{0}^{t}}(a)=P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$ will also be Gaussian, $N\left(m_{t}, \gamma_{t}\right)$. Hence if $M \theta_{t}^{2}<\infty, 0 \leq t \leq T$, then one of the moments of this distribution - the a posteriori mean $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ - will be an optimal (in the mean square sense) estimate of $\theta_{t}$ from $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$. The knowledge of the variance $\gamma_{t}=M\left(\left[\theta_{t}-m_{t}\right]^{2} \mid \mathcal{F}_{t}^{\xi}\right)$ of this distribution enables us to find the filtering error

$$
\begin{equation*}
\Delta_{t}=M\left(\theta_{t}-m_{t}\right)^{2} \quad\left(=M \gamma_{t}\right) . \tag{12.3}
\end{equation*}
$$

Theorem 12.1, given below, contains equations that $m_{t}$ and $\gamma_{t}$ must satisfy. By virtue of conditional normality of the process $(\theta, \xi)$ these equations turn out to be closed ones.

It should be emphasized that Theorem 12.1 provides as a particular case the filtering equations deduced for the Kalman-Bucy scheme in Chapter 10. Whereas in the Kalman-Bucy scheme the process $(\theta, \xi)$ was Gaussian, and as a result the optimal filter was linear, in the conditionally Gaussian case the optimal filter is, generally speaking, nonlinear.
12.1.2. The deduction of equations for $m_{t}$ and $\gamma_{t}$ based on the use of the fundamental theorem of filtering (Theorem 8.1) is carried out according to the following scheme.

According to (12.1)

$$
\begin{equation*}
\theta_{t}=\theta_{0}+\int_{0}^{t}\left[a_{0}(s, \xi)+a_{1}(s, \xi) \theta_{s}\right] d s+x_{t} \tag{12.4}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{t}=\int_{0}^{t}\left[b_{1}(s, \xi) d W_{1}(s)+b_{2}(s, \xi) d W_{2}(s)\right] \tag{12.5}
\end{equation*}
$$

From (12.4) and (12.5) with the help of the Ito formula we find that

$$
\begin{equation*}
\theta_{t}^{2}=\theta_{0}^{2}+\int_{0}^{t}\left(2 \theta_{s}\left[a_{0}(s, \xi)+a_{1}(s, \xi) \theta_{s}\right]+\left[b_{1}^{2}(s, \xi)+b_{2}^{2}(s, \xi)\right] d s+\tilde{x}_{t}\right. \tag{12.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{x}_{t}=\int_{0}^{t} 2 \theta_{s}\left[b_{1}(s, \xi) d W_{1}(s)+b_{2}(s, \xi) d W_{2}(s)\right] \tag{12.7}
\end{equation*}
$$

Denote

$$
\begin{equation*}
h_{t}=\theta_{t}, \quad H_{t}=a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t} \tag{12.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{h}_{t}=\theta_{t}^{2}, \quad \tilde{H}_{t}=2 \theta_{t}\left[a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}\right]+\left[b_{1}^{2}(t, \xi)+b_{2}^{2}(t, \xi)\right] \tag{12.9}
\end{equation*}
$$

Then Equations (12.4) and (12.6) can be written as follows:

$$
\begin{align*}
& h_{t}=h_{0}+\int_{0}^{t} H_{s} d s+x_{t}  \tag{12.10}\\
& \tilde{h}_{t}=\tilde{h}_{0}+\int_{0}^{t} \tilde{H}_{s} d s+\tilde{x}_{t} \tag{12.11}
\end{align*}
$$

Therefore, the unobservable processes $h_{t}$ and $\tilde{h}_{t}$ have the form which was assumed in Theorem 8.1.

In order to take advantage of this theorem, we need to find conditions under which the assumptions given by (8.6)-(8.8) involved in the formulation of the theorem are satisfied (other assumptions are satisfied due to (11.4)(11.11)). In our case, (8.6)-(8.8) are reduced to the following

$$
\begin{gather*}
\sup _{0 \leq t \leq T} M \theta_{t}^{4}<\infty  \tag{12.12}\\
\int_{0}^{T} M\left[a_{0}(s, \xi)+a_{1}(s, \xi) \theta_{s}\right]^{2} d s<\infty  \tag{12.13}\\
\int_{0}^{T} M\left\{2 \theta_{s}\left[a_{0}(s, \xi)+a_{1}(s, \xi) \theta_{s}\right]+\left[b_{1}^{2}(s, \xi)+b_{2}^{2}(s, \xi)\right]\right\}^{2} d s<\infty ;  \tag{12.14}\\
\int_{0}^{T} M\left\{A_{0}(s, \xi)+A_{1}(s, \xi) \theta_{s}\right\}^{2} d s<\infty \tag{12.15}
\end{gather*}
$$

In order to have these conditions satisfied, and also to be able to assert that $X=\left(x_{t}, \mathcal{F}_{t}\right)$ and $\tilde{X}=\left(\tilde{x}_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, are square integrable martingales, we shall require the following conditions to be satisfied.

For all $x \in C_{T}, 0 \leq t \leq T:$

$$
\begin{gather*}
\left|a_{1}(t, x)\right| \leq L, \quad\left|A_{1}(t, x)\right| \leq L  \tag{12.16}\\
\int_{0}^{T} M\left[a_{0}^{4}(t, \xi)+b_{1}^{4}(t, \xi)+b_{2}^{4}(t, \xi)\right] d t<\infty  \tag{12.17}\\
M \theta_{0}^{4}<\infty \tag{12.18}
\end{gather*}
$$

In order to prove the sufficiency of these conditions, as a preliminary we shall prove the following lemma.

Lemma 12.1. In the assumptions given by (12.16)-(12.18),

$$
\begin{equation*}
M\left[\sup _{0 \leq t \leq T} \theta_{t}^{4}\right]<\infty \tag{12.19}
\end{equation*}
$$

PROOF. Put

$$
\tau_{N}=\inf \left\{t: \sup _{s \leq t} \theta_{s}^{4} \geq N\right\}
$$

taking $\tau_{N}=T$ if $\sup _{s \leq T} \theta_{s}^{4}<N$. Then, by virtue of Hölder's inequality,

$$
\begin{align*}
\theta_{t \wedge \tau_{N}}^{4}= & {\left[\theta_{0}+\int_{0}^{t \wedge \tau_{N}} a_{0}(s, \xi) d s+\int_{0}^{t \wedge \tau_{N}} a_{1}(s, \xi) \theta_{s} d s\right.} \\
& \left.+\sum_{i=1}^{2} \int_{0}^{t \wedge \tau_{N}} b_{i}(s, \xi) d W_{i}(s)\right]^{4} \\
\leq & 125\left[\theta_{0}^{4}+\left(\int_{0}^{t \wedge \tau_{N}} a_{0}(s, \xi) d s\right)^{4}\right. \\
& \left.+\left(\int_{0}^{t \wedge \tau_{N}} a_{1}(s, \xi) \theta_{s} d s\right)^{4}+\sum_{i=1}^{2}\left(\int_{0}^{t \wedge \tau_{N}} b_{i}(s, \xi) d W_{i}(s)\right)^{4}\right] \\
\leq & 125\left[\theta_{0}^{4}+\left(t \wedge \tau_{N}\right)^{3} \int_{0}^{t \wedge \tau_{N}} a_{0}^{4}(s, \xi) d s\right. \\
& \left.+\left(t \wedge \tau_{N}\right)^{3} \int_{0}^{t \wedge \tau_{N}} a_{1}^{4}(s, \xi) \theta_{s}^{4} d s+\sum_{i=1}^{2}\left(\int_{0}^{t \wedge \tau_{N}} b_{i}(s, \xi) d W_{i}(s)\right)^{4}\right] \tag{12.20}
\end{align*}
$$

According to Lemma 4.12,

$$
M\left(\int_{0}^{t \wedge \tau_{N}} b_{i}(s, \xi) d W_{i}(s)\right)^{4} \leq 36 T \int_{0}^{T} M b_{i}^{4}(s, \xi) d s, \quad i=1,2
$$

Hence, since $\theta_{s}=\theta_{s \wedge \tau_{N}}$ for $s \leq t \wedge \tau_{N}$,

$$
\begin{aligned}
M \theta_{t \wedge \tau_{N}}^{4} \leq & 125\left[M \theta_{0}^{4}+T^{3} \int_{0}^{T} M a_{0}^{4}(s, \xi) d s\right. \\
& \left.+T^{3} L^{4} \int_{0}^{t} M \theta_{s \wedge \tau_{N}}^{4} d s+36 T \sum_{i=1}^{2} \int_{0}^{T} M b_{i}^{4}(s, \xi) d s\right]
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
M \theta_{t \wedge \tau_{N}}^{4} \leq C_{1}+C_{2} \int_{0}^{t} M \theta_{s \wedge \tau_{N}}^{4} d s \tag{12.21}
\end{equation*}
$$

where $C_{1}, C_{2}$ are constants. Therefore, by Lemma 4.13,

$$
M \theta_{t \wedge \tau_{N}}^{4} \leq C_{1} e^{C_{2} t} \leq C_{1} e^{C_{2} T}
$$

and, by the Fatou lemma,

$$
M \theta_{t}^{4} \leq \varliminf_{N \rightarrow \infty} M \theta_{t \wedge \tau_{N}}^{4} \leq C_{1} e^{C_{2} T}
$$

Thus

$$
\begin{equation*}
\sup _{0 \leq t \leq T} M \theta_{t}^{4}<\infty \tag{12.22}
\end{equation*}
$$

We shall show now that $M\left[\sup _{0 \leq t \leq T} \theta_{t}^{4}\right]<\infty$. Substituting $t \wedge \tau_{N}$ for $t$ we obtain from (12.20)

$$
\begin{aligned}
\sup _{0 \leq t \leq T} \theta_{t}^{4} \leq & 125\left[\theta_{0}^{4}+T^{3} \int_{0}^{T} a_{0}^{4}(s, \xi) d s+T^{3} L^{4} \int_{0}^{T} \theta_{s}^{4} d s\right. \\
& \left.+\sum_{i=1}^{2} \sup _{0 \leq t \leq T}\left|\int_{0}^{t} b_{i}(s, \xi) d W_{i}(s)\right|^{4}\right]
\end{aligned}
$$

According to (3.8) and Lemma 4.12,

$$
M \sup _{0 \leq t \leq T}\left|\int_{0}^{t} b_{i}(s, \xi) d W_{i}(s)\right|^{4} \leq\left(\frac{4}{3}\right)^{4} 36 T \int_{0}^{T} M b_{i}^{4}(s, \xi) d s, \quad i=1,2
$$

Hence, due to (12.22) and (12.16)-(12.18),

$$
\begin{aligned}
M\left[\sup _{0 \leq t \leq T} \theta_{t}^{4}\right] \leq & 125\left[M \theta_{0}^{4}+T^{3} \int_{0}^{T} M a_{0}^{4}(s, \xi) d s+T^{4} L^{4} \sup _{0 \leq t \leq T} M \theta_{s}^{4}\right. \\
& \left.+\left(\frac{4}{3}\right)^{4} 36 T \sum_{i=1}^{2} \int_{0}^{T} M b_{i}^{4}(s, \xi) d s\right]<\infty
\end{aligned}
$$

Thus the conditions given by (12.12) follow from the assumptions given by (12.16)-(12.18). It is verified in an obvious manner that these assumptions guarantee the validity of (12.13)-(12.15). From the explicit form of the processes $x_{t}$ and $\tilde{x}_{t}$ and the assumptions given by (12.16)-(12.18) it can be easily deduced that $X=\left(x_{t}, \mathcal{F}_{t}\right)$ and $\tilde{X}_{t}=\left(\tilde{x}_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, are square integrable martingales. Therefore, the conditions of Theorem 8.1 in the case considered are satisfied.

Taking into account that $\left\langle x, W_{2}\right\rangle=\int_{0}^{t} b_{2}(s, \xi) d s$, we find from (8.9) that

$$
\begin{align*}
m_{t}= & m_{0}+\int_{0}^{t}\left[a_{0}(s, \xi)+a_{1}(s, \xi) m_{s}\right] d s \\
& +\int_{0}^{t}\left\{b_{2}(s, \xi)+\frac{A_{1}(s, \xi)\left[M\left(\theta_{s}^{2} \mid \mathcal{F}_{s}^{\xi}\right)-m_{s}^{2}\right]}{B(s, \xi)}\right\} d \bar{W}_{s} \tag{12.23}
\end{align*}
$$

where

$$
\bar{W}_{t}=\int_{0}^{t} \frac{d \xi_{s}-\left(A_{0}(s, \xi)+A_{1}(s, \xi) m_{s}\right) d s}{B(s, \xi)}
$$

Next, $M\left(\theta_{s}^{2} \mid \mathcal{F}_{s}^{\xi}\right)-m_{s}^{2}=\gamma_{s}$. Hence, it follows from (12.23) that

$$
\begin{align*}
d m_{t}= & {\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{t}\right] d t } \\
& +\frac{b_{2}(t, \xi) B(t, \xi)+\gamma_{t} A_{1}(t, \xi)}{B^{2}(t, \xi)}\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right] \tag{12.24}
\end{align*}
$$

Denote now $\delta_{t}=M\left(\theta_{t}^{2} \mid \mathcal{F}_{t}^{\xi}\right)$, so that $\delta_{t}-m_{t}^{2}=\gamma_{t}$. Then, taking into account the equality $\left\langle\tilde{x}, W_{2}\right\rangle_{t}=\int_{0}^{t} 2 \theta_{s} b_{2}(s, \xi) d s$, again from (8.9) we obtain

$$
\begin{aligned}
\delta_{t}= & \delta_{0}+\int_{0}^{t}\left[2 a_{0}(s, \xi) m_{s}+2 a_{1}(s, \xi) \delta_{s}+b_{1}^{2}(s, \xi)+b_{2}^{2}(s, \xi)\right] d s \\
& +\int_{0}^{t}\left\{2 m_{s} b_{2}(s, \xi)+B^{-1}(s, \xi)\left[A_{0}(s, \xi) \delta_{s}+A_{1}(s, \xi) M\left(\theta_{s}^{3} \mid \mathcal{F}_{s}^{\xi}\right)\right.\right. \\
& \left.\left.-\delta_{s}\left(A_{0}(s, \xi)+A_{1}(s, \xi) m_{s}\right)\right]\right\} d \bar{W}_{s}
\end{aligned}
$$

or

$$
\begin{align*}
\delta_{t}= & \delta_{0}+\int_{0}^{t}\left[2 a_{0}(s, \xi) m_{s}+2 a_{1}(s, \xi) \delta_{s}+b_{1}^{2}(s, \xi)+b_{2}^{2}(s, \xi)\right] d s \\
& +\int_{0}^{t} B^{-1}(s, \xi)\left\{2 m_{s} b_{2}(s, \xi) B(s, \xi)+A_{1}(s, \xi)\left[M\left(\theta_{s}^{3} \mid \mathcal{F}_{s}^{\xi}\right)-\delta_{s} m_{s}\right]\right\} d \bar{W}_{s} \tag{12.25}
\end{align*}
$$

From the Itô formula and (12.24) we find that

$$
\begin{align*}
m_{t}^{2}= & m_{0}^{2}+\int_{0}^{t}\left(2 m_{s}\left[a_{0}(s, \xi)+a_{1}(s, \xi) m_{s}\right]\right. \\
& \left.+\left[\frac{b_{2}(s, \xi) B(s, \xi)+\gamma_{s} A_{1}(s, \xi)}{B(s, \xi)}\right]^{2}\right) d s \\
& +\int_{0}^{t} 2 m_{s} \frac{b_{2}(s, \xi) B(s, \xi)+\gamma_{s} A_{1}(s, \xi)}{B(s, \xi)} d \bar{W}_{s} \tag{12.26}
\end{align*}
$$

which together with (12.25) yields the following representation for $\gamma_{t}=\delta_{t}-$ $m_{t}^{2}$ :

$$
\begin{align*}
\gamma_{t}= & \gamma_{0}+\int_{0}^{t}\left[2 a_{1}(s, \xi) \gamma_{s}+b_{1}^{2}(s, \xi)+b_{2}^{2}(s, \xi)\right. \\
& \left.-\left(\frac{b_{2}(s, \xi) B(s, \xi)+\gamma_{t} A_{1}(s, \xi)}{B(s, \xi)}\right)^{2}\right] d s \\
& +\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)}\left\{M\left(\theta_{s}^{3} \mid \mathcal{F}_{s}^{\xi}\right)-\delta_{s} m_{s}-2 m_{s} \gamma_{s}\right\} d \bar{W}_{s} \tag{12.27}
\end{align*}
$$

Since the conditional distribution $P\left(\theta_{s} \leq a \mid \mathcal{F}_{s}^{\xi}\right)$ is Gaussian, then (see (11.1))

$$
M\left(\theta_{s}^{3} \mid \mathcal{F}_{s}^{\xi}\right)=3 m_{s} \delta_{s}-2 m_{s}^{3} \quad\left(=\delta_{s} m_{s}+2 m_{s} \gamma_{s}\right)
$$

Hence in (12.27) the stochastic integral is equal to zero and therefore

$$
\begin{align*}
\gamma_{t}= & \gamma_{0}+\int_{0}^{t}\left[2 a_{1}(s, \xi) \gamma_{s}+b_{1}^{2}(s, \xi)+b_{2}^{2}(s, \xi)\right. \\
& \left.-\left(\frac{b_{2}(s, \xi) B(s, \xi)+\gamma_{s} A_{1}(s, \xi)}{B(s, \xi)}\right)^{2}\right] d s \tag{12.28}
\end{align*}
$$

Thus we have proved:

Theorem 12.1. Let $(\theta, \xi)$ be a random process with differentials given by (12.1) and (12.2). If (11.4)-(11.8) and (12.16)-(12.18) are satisfied and the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ is Gaussian, $N\left(m_{0}, \gamma_{0}\right)$, then $m_{t}$ and $\gamma_{t}$ satisfy equations

$$
\begin{align*}
d m_{t}= & {\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{t}\right] d t } \\
& +\frac{b_{2}(t, \xi) B(t, \xi)+\gamma_{t} A_{1}(t, \xi)}{B^{2}(t, \xi)}\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right] \tag{12.29}
\end{align*}
$$

$$
\begin{equation*}
\dot{\gamma}_{t}=2 a_{1}(t, \xi) \gamma_{t}+b_{1}^{2}(t, \xi)+b_{2}^{2}(t, \xi)-\left(\frac{b_{2}(t, \xi) B(t, \xi)+\gamma_{t} A_{1}(t, \xi)}{B(t, \xi)}\right)^{2} \tag{12.30}
\end{equation*}
$$

subject to the conditions $m_{0}=M\left(\theta_{0} \mid \xi_{0}\right), \gamma_{0}=M\left[\left(\theta_{0}-m_{0}\right)^{2} \mid \xi_{0}\right]$.
Note 1. From (12.29) and (12.30) it follows that the a posteriori moments $m_{t}$ and $\gamma_{t}$ are continuous in $t(P$-a.s.).

Note 2. Let $A_{1}(s, x) \equiv 0$, i.e., let the observable process $\xi=\left(\xi_{t}\right), 0 \leq t \leq$ $T$, have the differential

$$
\begin{equation*}
d \xi_{t}=A_{0}(t, \xi) d t+B(t, \xi) d W_{2}(t) \tag{12.31}
\end{equation*}
$$

and let the observable process $\theta=\left(\theta_{t}\right), 0 \leq t \leq T$, satisfy the equation

$$
d \theta_{t}=\left[a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}\right] d t+b_{1}(t, \xi) d W_{1}(t)+b_{2}(t, \xi) d W_{2}(t)
$$

From the proof carried out above (see (12.27)) it is seen that even without the assumption of normality of the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ the parameters $m_{t}$ and $\gamma_{t}$ satisfy the equations

$$
\begin{gather*}
d m_{t}=\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{t}\right] d t+\frac{b_{2}(t, \xi)}{B(t, \xi)}\left[d \xi_{t}-A_{0}(t, \xi) d t\right]  \tag{12.32}\\
\dot{\gamma}_{t}=2 a_{1}(t, \xi) \gamma_{t}+b_{1}^{2}(t, \xi) \tag{12.33}
\end{gather*}
$$

Note 3. Let $m_{\theta_{s}}(t, s)=M\left[\theta_{t} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right]$ for $s \leq t$ and

$$
\gamma_{\theta_{s}}(t, s)=M\left[\left(\theta_{s}-m_{\theta_{s}}(t, s)\right)^{2} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right]
$$

Then $m_{\theta_{s}}(t, s)$ and $\gamma_{\theta_{s}}(t, s)$ satisfy (at $t>s$ ) Equations (12.19) and (12.30), solved under the conditions $m_{\theta_{s}}(s, s)=\theta_{s}, \gamma_{\theta_{s}}(s, s)=0$. The proof is similar to the deduction of the equations for $m_{t}$ and $\gamma_{t}$ and exploits the fact that the conditional distribution $P\left(\theta_{t} \leq a \mid \mathcal{F}_{s}^{\theta_{s}, \xi}\right)$ is Gaussian (see the note to Theorem 11.1). From Equation (12.30) and the condition $\gamma_{\theta_{s}}(s, s)=0$ it follows that $\gamma_{\theta_{s}}(t, s)$ does not actually depend on $\theta_{s}$.
12.1.3. We shall discuss now one particular case of the system of equations given by (12.1) and (12.2) for which the filtering equations given by (12.29) and (12.30) permit an explicit solution.

Theorem 12.2. Let $\theta=\theta(\omega)$ be a random variable with $M \theta^{4}<\infty$. Assume that the observable process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, permits a differential

$$
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta\right] d t+B(t, \xi) d W_{2}(t)
$$

where the coefficients $A_{0}, A_{1}, B$ satisfy the conditions of Theorem 12.1, and the conditional distribution $P\left(\theta \leq a \mid \xi_{0}\right)$ is Gaussian. Then $m_{t}=M\left(\theta \mid \mathcal{F}_{t}^{\xi}\right)$ and $\gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)^{2} \mid \mathcal{F}_{t}^{\xi}\right]$ are given by the formulae

$$
\begin{gather*}
m_{t}=\frac{m_{0}+\gamma_{0}+\int_{0}^{t} \frac{A_{1}(s, \xi)}{B^{2}(s, \xi)}\left[d \xi_{s}-A_{0}(s, \xi) d s\right]}{1+\gamma_{0} \int_{0}^{t}\left(\frac{A_{1}(s, \xi)}{B(s, \xi)}\right)^{2} d s}  \tag{12.34}\\
\gamma_{t}=\frac{\gamma_{0}}{1+\gamma_{0} \int_{0}^{t}\left(\frac{A_{1}(s, \xi)}{B(s, \xi)}\right)^{2} d s} \tag{12.35}
\end{gather*}
$$

PROOF. Due to (12.29) and (12.30), $m_{t}$ and $\gamma_{t}$ satisfy the equations

$$
\begin{gather*}
d m_{t}=\frac{\gamma_{t} A_{1}(s, \xi)}{B^{2}(t, \xi)}\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right]  \tag{12.36}\\
\dot{\gamma}_{t}=-\left(\frac{\gamma_{t} A_{1}(t, \xi)}{B(t, \xi)}\right)^{2} \tag{12.37}
\end{gather*}
$$

solutions of which, as it is easy to verify, are determined by (12.34) and (12.35).

In the case considered, (12.34) and (12.35) can be obtained immediately from the Bayes formula, (11.35), without using general filtering equations for conditionally Gaussian random processes ${ }^{1}$.

Indeed, if $\gamma_{0}>0$, then, due to (11.35),

$$
\begin{aligned}
P\left(\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right)= & M\left\{\chi_{[\theta \leq a]} \mid \mathcal{F}_{t}^{\xi}\right\} \\
= & \int_{-\infty}^{a} \frac{1}{\sqrt{2 \pi \gamma_{0}}} \exp \left\{-\frac{\left(\alpha-m_{0}\right)^{2}}{2 \gamma_{0}}\right. \\
& +\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)}\left(\alpha-m_{s}(\xi)\right) d \bar{W}_{s} \\
& \left.-\frac{1}{2} \int_{0}^{t}\left[\frac{A_{1}(s, \xi)}{B(s, \xi)}\left(\alpha-m_{s}(\xi)\right)\right]^{2} d s\right\} d \alpha
\end{aligned}
$$

From this it follows that the conditional distribution $P\left(\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right)$ has the density

$$
\begin{align*}
\frac{d P\left(\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right)}{d a}= & \frac{1}{\sqrt{2 \pi \gamma_{0}}} \exp \left\{-\frac{\left(a-m_{0}\right)^{2}}{2 \gamma_{0}}\right. \\
& +\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)}\left(a-m_{s}(\xi)\right) d \bar{W}_{s} \\
& \left.-\frac{1}{2} \int_{0}^{t}\left[\frac{A_{1}(s, \xi)}{B(s, \xi)}\left(a-m_{s}(\xi)\right)\right]^{2} d s\right\} \tag{12.38}
\end{align*}
$$

On the other hand, the conditional distribution $P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\boldsymbol{\xi}}\right)$ is Gaussian:

[^5]\[

$$
\begin{equation*}
\frac{d P\left(\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right)}{d a}=\frac{1}{\sqrt{2 \pi \gamma_{t}}} \exp \left\{-\frac{\left(a-m_{t}\right)^{2}}{2 \gamma_{t}}\right\} \tag{12.39}
\end{equation*}
$$

\]

Equating the terms in (12.38) and (12.39) with $a$ and $a^{2}$, we obtain

$$
\begin{gather*}
-\frac{1}{2 \gamma_{0}}-\frac{1}{2} \int_{0}^{t}\left(\frac{A_{1}(s, \xi)}{B(s, \xi)}\right)^{2} d s=-\frac{1}{2 \gamma_{t}} \quad(P \text {-a.s. })  \tag{12.40}\\
\frac{m_{0}}{\gamma_{0}}+\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)} d \bar{W}_{s}+\int_{0}^{t}\left(\frac{A_{1}(s, \xi) m_{s}(\xi)}{B(s, \xi)}\right)^{2} d s=\frac{m_{t}}{\gamma_{t}} \quad(P \text {-a.s. }) . \tag{12.41}
\end{gather*}
$$

(12.35) follows immediately from (12.40). If we take into account now that

$$
d \bar{W}_{t}=\frac{d \xi_{s}-\left[A_{0}(s, \xi)+A_{1}(s, \xi) m_{s}(\xi)\right] d s}{B(s, \xi)}
$$

then we obtain the required representation, (12.34), from (12.41).
If $P\left(\gamma_{0}=0\right)>0$, then in order to deduce (12.34) and (12.35) one should consider a Gaussian distribution $P^{\varepsilon}\left(\theta \leq a \mid \xi_{0}\right)$, with parameters $m_{0}^{\varepsilon}=m_{0}$, $\gamma_{0}^{\varepsilon}=\gamma_{0}+\varepsilon, \varepsilon>0$, instead of the distribution $P\left(\theta \leq a \mid \xi_{0}\right)$. Then the associated values $m_{t}^{\varepsilon}$ and $\gamma_{t}^{\varepsilon}$ will be given by (12.34) and (12.35) with the substitution of $\gamma_{0}^{\varepsilon}=\gamma_{0}+\varepsilon$ for $\gamma_{0}$, in which the passage to the limit should be carried out with $\varepsilon \downarrow 0$.

### 12.2 Uniqueness of Solutions of Filtering Equations: Equivalence of $\sigma$-Algebras $\mathcal{F}_{t}^{\xi}$ and $\mathcal{F}_{t}^{\xi_{0}, \bar{W}}$

12.2.1. For a conditionally Gaussian process $(\theta, \xi)$ the a posteriori moments $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and $\gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)^{2} \mid \mathcal{F}_{t}^{\xi}\right]$ satisfy, according to Theorem 12.1, Equations (12.29) and (12.30). Therefore, this system of equations has the $F^{\xi}$-adapted solution $\left(F^{\xi}=\left(\mathcal{F}_{t}^{\xi}\right), 0 \leq t \leq T\right)$. In this section we show that any continuous solution of this system is unique. Thus, solving this system of equations, we shall obtain moments $m_{t}$ and $\gamma_{t}$ of the conditional distribution $\theta_{t}$.

Theorem 12.3. Let the conditions of Theorem 12.1 be satisfied. Then the system of equations

$$
\begin{align*}
d x(t)= & {\left[a_{0}(t, \xi)+a_{1}(t, \xi) x(t)\right] d t+\frac{b_{2}(t, \xi) B(t, \xi)+y(t) A_{1}(t, \xi)}{B^{2}(t, \xi)} } \\
& \times\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) x(t)\right) d t\right] \tag{12.42}
\end{align*}
$$

$$
\begin{align*}
\dot{y}(t)= & 2 a_{1}(t, \xi) y(t)+b_{1}^{2}(t, \xi)+b_{2}^{2}(t, \xi) \\
& -\left(\frac{b_{2}(t, \xi) B(t, \xi)+y(t) A_{1}(t, \xi)}{B(t, \xi)}\right)^{2} \tag{12.43}
\end{align*}
$$

subject to the initial conditions

$$
x(0)=m_{0}, \quad y(0)=\gamma_{0} \quad\left(\left|m_{0}\right|<\infty, 0 \leq \gamma_{0}<\infty\right)
$$

has a unique, continuous, $\mathcal{F}_{t}^{\xi}$-measurable solution for any $t, 0 \leq t \leq T$.
PROOF. Let $y_{1}(t)$ and $y_{2}(t), 0 \leq t \leq T$, be two nonnegative continuous solutions of Equation (12.43). Then

$$
\begin{align*}
\left|y_{1}(t)-y_{2}(t)\right| \leq & 2 \int_{0}^{t}\left(\left|a_{1}(s, \xi)\right|+\left|\frac{b_{2}(s, \xi)}{B(s, \xi)} A_{1}(s, \xi)\right|\right)\left|y_{1}(s)-y_{2}(s)\right| d s \\
& +\int_{0}^{t} \frac{A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)}\left[y_{1}(s)+y_{2}(s)\right]\left|y_{1}(s)-y_{2}(s)\right| d s \tag{12.44}
\end{align*}
$$

Denote

$$
r_{1}(s, \xi)=2\left(\left|a_{1}(s, \xi)\right|+\left|\frac{b_{2}(s, \xi)}{B(s, \xi)} A_{1}(s, \xi)\right|\right)+\frac{A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)}\left[y_{1}(s)+y_{2}(s)\right]
$$

Then (12.44) can be rewritten as follows:

$$
\left|y_{1}(t)-y_{2}(t)\right| \leq \int_{0}^{t} r_{1}(s, \xi)\left|y_{1}(s)-y_{2}(s)\right| d s
$$

Hence, due to Lemma 4.13,

$$
P\left\{y_{1}(t)=y_{2}(t)\right\}=1, \quad 0 \leq t \leq T
$$

and, by virtue of the continuity of the solutions of $y_{1}(t)$ and $y_{2}(t)$,

$$
P\left\{\sup _{0 \leq t \leq T}\left|y_{1}(t)-y_{2}(t)\right|=0\right\}=1
$$

which proves the uniqueness of continuous solutions of Equation (12.43).
Let now $x_{1}(t)$ and $x_{2}(t)$ be two continuous solutions of Equation (12.42). Then

$$
\begin{aligned}
x_{1}(t)-x_{2}(t)= & \int_{0}^{t}\left[a_{1}(s, \xi)+\frac{b_{2}(s, \xi)}{B(s, \xi)} A_{1}(s, \xi)\right. \\
& \left.+\frac{y(s) A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)}\right]\left[x_{1}(s)-x_{2}(s)\right] d s
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\left|x_{1}(t)-x_{2}(t)\right| \leq \int_{0}^{t} r_{2}(s, \xi)\left|x_{1}(s)-x_{2}(s)\right| d s \tag{12.45}
\end{equation*}
$$

where

$$
r_{2}(s, \xi)=\left|a_{1}(s, \xi)\right|+\left|\frac{b_{2}(s, \xi)}{B(s, \xi)} A_{1}(s, \xi)\right|+\frac{y(s) A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)}
$$

Hence, again applying Lemma 4.13 to (12.45), we find that $x_{1}(t)=x_{2}(t)$ ( $P$-a.s.) for any $t, 0 \leq t \leq T$. From this we obtain:

$$
P\left\{\sup _{0 \leq t \leq T}\left|x_{1}(t)-x_{2}(t)\right|=0\right\}=1
$$

Note. As proved above, $\gamma_{t}, 0 \leq t \leq T$, is the unique continuous solution of Equation (12.43). Let us show that if $P\left(\gamma_{0}>0\right)=1$, then $P\left\{\inf _{t \leq T} \gamma_{t}>\right.$ $0\}=1$.

Indeed, by virtue of continuity, $\gamma_{t}$ is greater than 0 for sufficiently small $t>0$. Set $\tau=\inf \left(t \leq T: \gamma_{t}=0\right)$, taking $\tau=\infty{\operatorname{if~} \inf _{t \leq T} \gamma_{t}>0 \text {. Then, for }}^{2}$ $t<\tau \wedge T$, the values $\delta_{t}=\gamma_{t}^{-1}$ are defined which satisfy the equation

$$
\begin{equation*}
\dot{\delta}_{t}=-2 \tilde{a}_{1}(t, \xi) \delta_{t}+\left(\frac{A_{1}(t, \xi)}{B(t, \xi)}\right)^{2}-\delta_{t}^{2} b_{1}^{2}(t, \xi), \quad \delta_{0}=\gamma_{0}^{-1} \tag{12.46}
\end{equation*}
$$

where

$$
\tilde{a}_{1}(t, x)=a_{1}(t, x)-\frac{b_{2}(t, x)}{B(t, x)} A_{1}(t, x)
$$

On the set $\{\omega: \tau \leq T\}, \lim _{t \uparrow \tau} \delta_{t}=\infty$ ( $P$-a.s.). However, according to (12.46),

$$
\begin{aligned}
\delta_{t}= & \exp \left\{-2 \int_{0}^{t} \tilde{a}_{1}(s, \xi) d s\right\}\left\{\delta_{0}+\int_{0}^{t} \exp \left[2 \int_{0}^{s} \tilde{a}_{1}(u, \xi) d u\right]\right. \\
& \left.\times\left(\frac{A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)}-\delta_{s}^{2} b_{1}^{2}(s, \xi)\right) d s\right\} \\
\leq & \exp \left\{2 \int_{0}^{T}\left|\tilde{a}_{1}(s, \xi)\right| d s\right\}\left[\delta_{0}+\int_{0}^{T} \frac{A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)} d s\right]<\infty
\end{aligned}
$$

Therefore, $P\{\tau \leq T\}=0$. In other words,

$$
\inf _{t \leq T} \gamma_{t}=\left(\sup _{t \leq T} \delta_{t}\right)^{-1}>0 \quad(P \text {-a.s. })
$$

12.2.2. In deducing filtering equations for a process $(\theta, \xi)$ it was assumed that this process was a solution to Equations (12.1) and (12.2) for some Wiener processes $W_{1}$ and $W_{2}$. It was not, however, assumed that the process $(\theta, \xi)=$ $\left(\theta_{t}, \xi_{t}\right), 0 \leq t \leq T$, was a strong solution (i.e., $\mathcal{F}_{t}^{\theta_{0}, \xi_{0}, W_{1}, W_{2}}$-measurable at any $t$ ) of this system of equations.

It is easy to bring out the conditions under which this system has a unique continuous strong solution.

Theorem 12.4. Let $g(t, x)$ denote any of the nonanticipative functionals $a_{i}(t, x), A_{i}(t, x), b_{j}(t, x), B(t, x), i=0,1, j=1,2,0 \leq t \leq T, x \in C_{T}$. Assume that:
(1) for any $x, y \in C_{T}$,

$$
|g(t, x)-g(t, y)|^{2} \leq L_{1} \int_{0}^{t}\left(x_{s}-y_{s}\right)^{2} d K(s)+L_{2}\left(x_{t}-y_{t}\right)^{2}
$$

(2)

$$
g^{2}(t, x) \leq L_{1} \int_{0}^{t}\left(1+x_{s}^{2}\right) d K(s)+L_{2}\left(1+x_{t}^{2}\right)
$$

where $K(s)$ is some nondecreasing right continuous function, $0 \leq K(s) \leq$ 1, and $L_{1}, L_{2}$ are constants;
(3)

$$
\left|a_{1}(t, x)\right| \leq L_{1}, \quad\left|A_{1}(t, x)\right| \leq L_{2}
$$

(4) $M\left(\theta_{0}^{2 n}+\xi_{0}^{2 n}\right)<\infty$ for some integer $n \geq 1$.

Then the system of equations given by (12.1) and (12.2) has a continuous strong solution. This solution is unique, and $\sup _{0 \leq t \leq T} M\left(\theta_{t}^{2 n}+\xi_{t}^{2 n}\right)<\infty$.

PROOF. The theorem can be proved in the same way as in the one- dimensional case (Theorem 4.9).
12.2.3. We shall discuss now the question of the equivalence of $\sigma$-algebras $\mathcal{F}_{t}^{\xi}$ and $\mathcal{F}_{t}^{\xi_{0}, \bar{W}}, 0 \leq t \leq T$, where $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi}\right)$ is a Wiener process with the differential (see (11.27))

$$
\begin{equation*}
d \bar{W}_{t}=B^{-1}(t, \xi)\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right], \quad \bar{W}_{0}=0 \tag{12.47}
\end{equation*}
$$

According to (12.29), (12.30) and (12.47), the processes $m_{t}, \xi_{t}, \gamma_{t}, 0 \leq t \leq$ $T$, form a weak solution of the system of equations

$$
\begin{align*}
d m_{t} & =\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{t}\right] d t+\left[b_{2}(t, \xi)+\frac{\gamma_{t} A_{1}(t, \xi)}{B(t, \xi)}\right] d \bar{W}_{t} \\
d \xi_{t} & =\left[A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right] d t+B(t, \xi) d \bar{W}_{t}  \tag{12.48}\\
\dot{\gamma}_{t} & \left.=2\left[a_{1}(t, \xi)-\frac{b_{2}(t, \xi)}{B(t, \xi)} A_{1}(t, \xi)\right]\right] \gamma_{t}+b_{1}^{2}(t, \xi)-\frac{A_{1}^{2}(t, \xi)}{B^{2}(t, \xi)} \gamma_{t}^{2}
\end{align*}
$$

for given $m_{0}=M\left(\theta_{0} \mid \xi_{0}\right), \xi_{0}$, and $\gamma_{0}=M\left[\left(\theta_{0}-m_{0}\right)^{2} \mid \xi_{0}\right]$.
Let us investigate the problem of the existence of a strong solution to this system of equations. A positive answer to this problem will enable us to establish the equivalence of $\sigma$-algebras $\mathcal{F}_{t}^{\xi}$ and $\mathcal{F}_{t}^{\xi_{0}, \bar{W}}, 0 \leq t \leq T$, which, in its turn, will imply that the (innovation) processes $\bar{W}$ and $\xi_{0}$ contain the same information as the observable process $\xi$.

Theorem 12.5. Let the functionals $a_{i}(t, x), A_{i}(t, x), b_{j}(t, x), B(t, x), i=0,1$, $j=1,2$, satisfy (1) and (2) of Theorem 12.4. Let also $\gamma_{0}=\gamma_{0}(x)$, $a_{i}(t, x), A_{i}(t, x), b_{j}(t, x)$ and $B^{-1}(t, x) \quad(i=0,1 ; j=1,2)$ be uniformly bounded. Then the system of equations given by (12.48) has a unique strong (i.e., $\mathcal{F}_{t}^{m_{0}, \gamma_{0}, \xi_{0}, \bar{W}_{-}}$-measurable for each $t$ ) solution. In this case

$$
\begin{equation*}
\mathcal{F}_{t}^{\xi}=\mathcal{F}_{t}^{\xi_{0}, \bar{W}}, \quad 0 \leq t \leq T \tag{12.49}
\end{equation*}
$$

PROOF. Let $x \in C_{T}$. Let $\gamma_{t}=\gamma_{t}(x)$ satisfy the equation

$$
\begin{equation*}
\gamma_{t}(x)=\gamma_{0}(x)+\int_{0}^{t}\left[2 \tilde{a}_{1}(s, x) \gamma_{s}(x)+b_{1}^{2}(s, x)-\frac{A_{1}^{2}(s, x)}{B^{2}(s, x)} \gamma_{s}^{2}(x)\right] d s \tag{12.50}
\end{equation*}
$$

Equation (12.50) is a Ricatti equation and its (nonnegative continuous) solution exists and is unique for each $x \in C_{T}$ (compare with the proof of Theorem 12.3). It is not difficult to deduce from (12.50) that
$\gamma_{t}(x) \leq \exp \left\{\int_{0}^{t} 2 \tilde{a}_{1}(s, x) d s\right\}\left\{\gamma_{0}(x)+\int_{0}^{t} \exp \left[-2 \int_{0}^{s} \tilde{a}_{1}(u, x) d u\right] b_{1}^{2}(s, x) d s\right\}$.
By virtue of the assumptions made above it follows that the $\gamma_{t}(x)$ are uniformly bounded over $x$.

We shall show that the function $\gamma_{t}(x)$ satisfies the Lipschitz condition

$$
\left|\gamma_{t}(x)-\gamma_{t}(y)\right|^{2} \leq L \int_{0}^{t}\left|x_{s}-y_{s}\right| d \tilde{K}(s), \quad x_{0}=y_{0}
$$

for a certain nondecreasing right continuous function $\tilde{K}(s), 0 \leq \tilde{K}(s) \leq 1$.
From (12.50) we obtain

$$
\begin{align*}
\gamma_{t}(x)-\gamma_{t}(y)= & \int_{0}^{t}\left\{2\left[\tilde{a}_{1}(s, x) \gamma_{s}(x)-\tilde{a}_{1}(s, y) \gamma_{s}(y)\right]\right. \\
& \left.+\left[b_{1}^{2}(s, x)-b_{1}^{2}(s, y)\right]-\left[\frac{A_{1}^{2}(s, x)}{B^{2}(s, x)} \gamma_{s}^{2}(x)-\frac{A_{1}^{2}(s, y)}{B^{2}(s, y)} \gamma_{s}^{2}(y)\right]\right\} d s \tag{12.51}
\end{align*}
$$

Due to (1) of Theorem 12.4

$$
\begin{align*}
& \left|\tilde{a}_{1}(t, x) \gamma_{t}(x)-\tilde{a}_{1}(t, y) \gamma_{t}(y)\right|^{2} \\
\leq & 2 \gamma_{t}^{2}(x)\left|\tilde{a}_{1}(t, x)-\tilde{a}_{1}(t, y)\right|^{2}+2\left|\tilde{a}_{1}(t, x)\right|^{2}\left|\gamma_{t}(x)-\gamma_{t}(y)\right|^{2} \\
\leq & d_{0} \int_{0}^{t}\left|x_{s}-y_{s}\right|^{2} d K(s)+d_{1}\left|x_{t}-y_{t}\right|^{2}+d_{2}\left|\gamma_{t}(x)-\gamma_{t}(y)\right|^{2} \tag{12.52}
\end{align*}
$$

where $d_{0}, d_{1}$ and $d_{2}$ are constants whose existence is guaranteed by uniform boundedness of the functions $\tilde{a}_{1}(t, x)$ and $\gamma_{t}(x), x \in C_{T}$.

Similarly,

$$
\begin{equation*}
\left|b_{1}^{2}(t, x)-b_{1}^{2}(t, y)\right|^{2} \leq d_{3} \int_{0}^{t}\left|x_{s}-y_{s}\right|^{2} d K(s)+d_{4}\left|x_{t}-y_{t}\right|^{2} \tag{12.53}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\frac{A_{1}^{2}(t, x)}{B^{2}(t, x)} \gamma_{t}^{2}(x)-\frac{A_{1}^{2}(t, y)}{B^{2}(t, y)} \gamma_{t}^{2}(y)\right| \\
\leq & d_{5} \int_{0}^{t}\left|x_{s}-y_{s}\right|^{2} d K(s)+d_{6}\left|x_{t}-y_{t}\right|^{2}+d_{7}\left|\gamma_{t}(x)-\gamma_{t}(y)\right|^{2} \tag{12.54}
\end{align*}
$$

From (12.51)-(12.54) we find that

$$
\begin{aligned}
\left|\gamma_{t}(x)-\gamma_{t}(y)\right|^{2} \leq & d_{8} \int_{0}^{t}\left[\int_{0}^{s}\left(x_{u}-y_{u}\right)^{2} d K(u)\right] d s \\
& +d_{9} \int_{0}^{t}\left(x_{s}-y_{s}\right)^{2} d s+d_{10} \int_{0}^{t}\left|\gamma_{s}(x)-\gamma_{s}(y)\right|^{2} d s \\
\leq & d_{8} T \int_{0}^{t}\left(x_{s}-y_{s}\right)^{2} d K(s)+d_{9} \int_{0}^{t}\left(x_{s}-y_{s}\right)^{2} d s \\
& +d_{10} \int_{0}^{t}\left|\gamma_{s}(x)-\gamma_{s}(y)\right|^{2} d s
\end{aligned}
$$

Hence, by Lemma 4.13,

$$
\begin{align*}
\left|\gamma_{t}(x)-\gamma_{t}(y)\right|^{2} & \leq\left[d_{8} T \int_{0}^{t}\left(x_{s}-y_{s}\right)^{2} d K(s)+d_{9} \int_{0}^{t}\left(x_{s}-y_{s}\right)^{2} d s\right] e^{d_{10} t} \\
& \leq d_{11} \int_{0}^{t}\left(x_{s}-y_{s}\right)^{2} d \tilde{K}(s) \tag{12.55}
\end{align*}
$$

where

$$
\tilde{K}(s)=\frac{K(s)+s}{K(T)+T}, \quad d_{11}=e^{d_{10} T}\left[d_{8} T+d_{9}\right](K(T)+T)
$$

Let us consider now the first two equations of the system of equations given by (12.48), with $\gamma_{t}=\gamma_{t}(\xi)$ substituted, being, as it was shown above, a continuous uniformly bounded solution of the third equation of this system:

$$
\begin{align*}
d m_{t} & =\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{t}\right] d t+\left[b_{1}(t, \xi)+\frac{A_{1}(t, \xi)}{B(t, \xi)} \gamma_{t}(\xi)\right] d \bar{W}_{t} \\
d \xi_{t} & =\left[A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right] d t+B(t, \xi) d \bar{W}_{t} \tag{12.56}
\end{align*}
$$

According to the assumptions of the theorem and the properties of the functional $\gamma_{t}(x)$ established above, the system of equations given by (12.56) has a unique strong (i.e., $\mathcal{F}_{t}^{m_{0}, \xi_{0}, \bar{W}}$-measurable for any $t$ ) solution (see the note to Theorem 4.6). But $m_{0}=M\left(\theta_{0} \mid \xi_{0}\right)$ is $\mathcal{F}_{0}^{\xi}$-measurable. Hence $\mathcal{F}_{t}^{m_{0}, \xi_{0}, \bar{W}}=\mathcal{F}_{t}^{\xi_{0}, \bar{W}}, 0 \leq t \leq T$. Therefore, $\xi_{t}$ is $\mathcal{F}_{t}^{\xi_{0}, \bar{W}}$-measurable, for any $t$.

Thus $\mathcal{F}_{t}^{\xi} \subseteq \mathcal{F}_{t}^{\xi_{0}, \bar{W}}$. The correctness of the reverse inclusion $\mathcal{F}_{t}^{\xi} \supseteq \mathcal{F}_{t}^{\xi_{0}, \bar{W}}$, follows from the construction of the innovation process $\bar{W}$ (see (12.47)).

Note 1. Note that in the Kalman-Bucy scheme

$$
\begin{align*}
a_{0}(t, x) & =a_{0}(t)+a_{2}(t) x_{t}, \quad a_{1}(t, x)=a_{1}(t) \\
A_{0}(t, x) & =A_{0}(t)+A_{2}(t) x_{t}, \quad A_{1}(t, x)=A_{1}(t)  \tag{12.57}\\
B(t, x) & =B(t), \quad b_{i}(t, x)=b_{i}(t), \quad i=1,2
\end{align*}
$$

In this case the coefficients in the equation determining $\gamma_{t}$ are deterministic functions, and the equations for $m_{t}$ and $\xi_{t}$ have the following form

$$
\begin{align*}
d m_{t} & =\left[a_{0}(t)+a_{1}(t) m_{1}+a_{2}(t) \xi_{t}\right] d t+\left[b_{1}(t)+\frac{A_{1}(t) \gamma_{t}}{B(t)}\right] d \bar{W}_{t} \\
d \xi_{t} & =\left[A_{0}(t)+A_{1}(t) m_{t}+A_{2}(t) \xi_{t}\right] d t+B(t) d \bar{W}_{t} \tag{12.58}
\end{align*}
$$

This system has a unique strong solution under the same assumptions under which the Kalman-Bucy filtering equations were deduced (see (10.10), (10.11)). Hence, in this case $\mathcal{F}_{t}^{\xi}=\mathcal{F}_{t}^{\xi_{0}, \bar{W}}, 0 \leq t \leq T$.

Note 2. The equality $\mathcal{F}_{t}^{\xi}=\mathcal{F}^{\xi_{0}, \bar{W}}$ remains valid also in the case of multidimensional processes $\theta$ and $\xi$ (with explicit modifications in the conditions of Theorem 12.5 due to the multidimensionality). These matters will be discussed in the next section.
12. Optimal Nonlinear Filtering

### 12.3 Optimal Filtering Equations in Several Dimensions

Let us extend the results of the previous sections to the case where each of the processes $\theta$ and $\xi$ is vectorial.
12.3.1. Assume again that we a given a certain (complete) probability space $(\Omega, \mathcal{F}, P)$ with a nondecreasing right continuous family of sub- $\sigma$-algebras $\left(\mathcal{F}_{t}\right), 0 \leq t \leq T$. Let $W_{1}=\left(W_{1}(t), \mathcal{F}_{t}\right)$ and $W_{2}=\left(W_{2}(t), \mathcal{F}_{t}\right)$ be two mutually independent Wiener processes, where $W_{1}(t)=\left[W_{11}(t), \ldots, W_{1 k}(t)\right]$ and $W_{2}(t)=\left[W_{21}(t), \ldots, W_{2 l}(t)\right]$.

The partially observable random process

$$
(\theta, \xi)=\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right),\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right), \mathcal{F}_{t}\right], \quad 0 \leq t \leq T
$$

will be assumed to be a diffusion-type process with the differential

$$
\begin{gather*}
d \theta_{t}=\left[a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}\right] d t+\sum_{i=1}^{2} b_{i}(t, \xi) d W_{i}(t)  \tag{12.59}\\
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}\right] d t+\sum_{i=1}^{2} B_{i}(t, \xi) d W_{i}(t) \tag{12.60}
\end{gather*}
$$

Here elements of the vector functions (columns)

$$
\begin{aligned}
a_{0}(t, x) & =\left(a_{01}(t, x), \ldots, a_{0 k}(t, x)\right) \\
A_{0}(t, x) & =\left(A_{01}(t, x), \ldots, A_{0 l}(t, x)\right)
\end{aligned}
$$

and matrices

$$
\begin{aligned}
a_{1}(t, x) & =\left\|a_{i j}^{(1)}(t, x)\right\|_{(k \times k)}, & A_{1}(t, x)=\left\|A_{i j}^{(1)}(t, x)\right\|_{(l \times k)} \\
b_{1}(t, x) & =\left\|b_{i j}^{(1)}(t, x)\right\|_{(k \times k)}, & b_{2}(t, x)=\left\|b_{i j}^{(2)}(t, x)\right\|_{(k \times l)} \\
B_{1}(t, x) & =\left\|B_{i j}^{(1)}(t, x)\right\|_{(l \times k)}, & B_{2}(t, x)=\left\|B_{i j}^{(2)}(t, x)\right\|_{(l \times l)}
\end{aligned}
$$

are assumed to be measurable nonanticipative functionals on

$$
\left\{[0, T] \times C_{T}^{l}, B_{[0, T]} \times B_{T}^{l}\right\}, \quad x=\left(x_{1}, \ldots, x_{l}\right) \in C_{T}^{l}
$$

The following conditions (1)-(7) are the multidimensional analog of (11.4)-(11.11), essentially used in proving Theorems 11.1 and $12.1\left(x \in C_{T}^{l}\right.$, indices $i$ and $j$ take all admissible values):
(1)

$$
\begin{aligned}
& \int_{0}^{T}\left[\left|a_{0 i}(t, x)\right|+\left|a_{i j}^{(1)}(t, x)\right|+\left(b_{i j}^{(1)}(t, x)\right)^{2}+\left(b_{i j}^{(2)}(t, x)\right)^{2}\right. \\
& \left.\quad+\left(B_{i j}^{(1)}(t, x)\right)^{2}+\left(B_{i j}^{(2)}(t, x)\right)^{2}\right] d t<\infty ;
\end{aligned}
$$

(2)

$$
\int_{0}^{T}\left[\left(A_{0 i}(t, x)\right)^{2}+\left(A_{i j}^{(1)}(t, x)\right)^{2}\right] d t<\infty
$$

(3) the matrix $B \circ B(t, x) \equiv B_{1}(t, x) B_{1}^{*}(t, x)+B_{2}(t, x) B_{2}^{*}(t, x)$ is uniformly nonsingular, i.e., the elements of the reciprocal matrix are uniformly bounded;
(4) if $g(t, x)$ denotes any element of the matrices $B_{1}(t, x)$ and $B_{2}(t, x)$, then, for $x, y \in C_{T}^{l}$,

$$
\begin{gathered}
|g(t, x)-g(t, y)|^{2} \leq L_{1} \int_{0}^{T}\left|x_{s}-y_{s}\right|^{2} d K(s)+L_{2}\left|x_{t}-y_{t}\right|^{2} \\
g^{2}(t, x) \leq L_{1} \int_{0}^{t}\left(1+\left|x_{s}\right|^{2}\right) d K(s)+L_{2}\left(1+\left|x_{t}\right|^{2}\right)
\end{gathered}
$$

where $\left|x_{t}\right|^{2}=x_{1}^{2}(t)+\cdots x_{l}^{2}(t)$ and $K(s)$ is a nondecreasing right continuous function, $0 \leq K(s) \leq 1$;
(5)

$$
\int_{0}^{T} M\left|A_{i j}^{(1)}(t, \xi) \theta_{j}(t)\right| d t<\infty
$$

(6)

$$
M\left|\theta_{j}(t)\right|<\infty, \quad 0 \leq t \leq T
$$

$$
\begin{equation*}
P\left\{\int_{0}^{T}\left(A_{i j}^{(1)}(t, \xi) m_{j}(t)\right)^{2} d t<\infty\right\}=1 \tag{7}
\end{equation*}
$$

where $m_{j}(t)=M\left[\theta_{j}(t) \mid \mathcal{F}_{t}^{\xi}\right]$.
12.3.2. A generalization of Theorem 11.1 to the multidimensional case is the following.
Theorem 12.6. Let conditions (1)-(7) be satisfied and, with probability one, let the conditional distribution ${ }^{2} F_{\xi_{0}}\left(a_{0}\right)=P\left(\theta_{0} \leq a_{0} \mid \xi_{0}\right)$ be ( $P$-a.s.) Gaussian, $N\left(m_{0}, \gamma_{0}\right)$, where the vector $m_{0}=M\left(\theta_{0} \mid \mathcal{F}_{0}^{\xi}\right)$ and the matrix $\gamma_{0}=M\left[\left(\theta_{0}-m_{0}\right)\left(\theta_{0}-m_{0}\right)^{*} \mid \mathcal{F}_{0}^{\xi}\right]$ is such that $\operatorname{Tr} \gamma_{0}<\infty$ (P-a.s.). Then a random process $(\theta, \xi)=\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right),\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)\right]$ satisfying the system of equations given by (12.59) and (12.60) is conditionally Gaussian, i.e., for any $t_{j}, 0 \leq t_{0}<t_{1}<\cdots<t_{n} \leq t$, the conditional distribution

[^6]$$
F_{\xi_{0}^{t}}\left(a_{0}, \ldots, a_{n}\right)=P\left\{\theta_{t_{0}} \leq a_{0}, \ldots \theta_{t_{n}} \leq a_{n} \mid \mathcal{F}_{t}^{\xi}\right\}
$$
is (P-a.s.) Gaussian.
The proof of this theorem is analogous to the proof of Theorem 11.1. Hence we shall discuss only particular details of the proof which can present difficulties due to the multidimensionality of these processes.

First of all note that we can consider in (12.60) $B_{1}(t, x) \equiv 0$ and $B_{2}(t, x) \equiv$ $B(t, x)$ since, due to Lemma 10.4, there exist mutually independent Wiener processes

$$
\left.\tilde{W}_{1}(t)=\left[\tilde{W}_{11}(t), \ldots, \tilde{W}_{1 k}(t)\right], \quad \tilde{W}_{2}(t)=\tilde{W}_{21}(t), \ldots, \tilde{W}_{2 l}(t)\right]
$$

such that

$$
\begin{align*}
\int_{0}^{t} \sum_{i=1}^{2} b_{i}(s, \xi) d W_{i}(s) & =\int_{0}^{t} \sum_{i=1}^{2} d_{i}(s, \xi) d \tilde{W}_{i}(s) \\
\int_{0}^{t} \sum_{i=1}^{2} B_{i}(s, \xi) d W_{i}(s) & =\int_{0}^{t} D(s, \xi) d \tilde{W}_{2}(s) \tag{12.61}
\end{align*}
$$

where

$$
\begin{align*}
D(t, x) & =\sqrt{(B \circ B)(t, x)} \\
d_{2}(t, x) & =(b \circ B)(t, x)(B \circ B)^{-1 / 2}(t, x),  \tag{12.62}\\
d_{1}(t, x) & =\left[(b \circ b)(t, x)-(b \circ B)(t, x)(B \circ B)^{-1}(t, x)(b \circ B)^{*}(t, x)\right]^{1 / 2}
\end{align*}
$$

with

$$
B \circ B=B_{1} B_{1}^{*}+B_{2} B_{2}^{*}, \quad b \circ B=b_{1} B_{1}^{*}+b_{2} B_{2}^{*}, \quad b \circ b=b_{1} b_{1}^{*}+b_{2} b_{2}^{*}
$$

Next, if $f_{t}\left(\theta_{0}, W_{1}, \xi\right)$ is a (scalar) $\mathcal{F}_{t}^{\theta_{0}, W_{1}, \xi}$-measurable function with $M\left|f_{t}\left(\theta_{0}, W_{1}, \xi\right)\right|<\infty$, then there is a Bayes formula (compare with (11.35))

$$
\begin{equation*}
M\left(f_{t}\left(\theta_{0}, W_{1}, \xi\right) \mid \mathcal{F}_{t}^{\xi}\right)=\int_{\mathbb{R}^{k}} \int_{C_{T}^{k}} f_{t}(a, c, \xi) \rho_{t}(a, c, \xi) d \mu_{W}(c) d F_{\xi_{0}}(a) \tag{12.63}
\end{equation*}
$$

where $a \in \mathbb{R}^{k}, c \in C_{T}^{k}, \mu_{W}$ is a Wiener measures in $\left(C_{T}^{k}, B_{T}^{k}\right)$ and

$$
\begin{align*}
\rho_{t}(a, c, \xi)= & \exp \left\{\int_{0}^{t}\left[A_{1}(s, \xi)\left(Q_{s}(a, c, \xi)-m_{s}(\xi)\right)\right]^{*}\left(B^{*}(s . \xi)\right)^{-1} d \bar{W}_{s}\right. \\
& -\frac{1}{2} \int_{0}^{t}\left[A_{1}(s, \xi)\left(Q_{s}(a, c, \xi)-m_{s}(\xi)\right)\right]^{*}\left(B(s, \xi) B^{*}(s, \xi)\right)^{-1} \\
& \left.\times\left[A_{1}(s, \xi)\left(Q_{s}(a, c, \xi)-m_{s}(\xi)\right)\right] d s\right\} \tag{12.64}
\end{align*}
$$

Here:

$$
\begin{gathered}
m_{t}(\xi)=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \\
\bar{W}_{t}=\int_{0}^{t} B^{-1}(s, \xi) d \xi_{s}-\int_{0}^{t} B^{-1}(s, \xi)\left[A_{0}(s, \xi)+A_{1}(s, \xi) m_{s}(\xi)\right] d s(12.65)
\end{gathered}
$$

is a Wiener process (with respect to $\left.\left(\mathcal{F}_{t}^{\xi}\right), 0 \leq t \leq T\right)$;

$$
\begin{aligned}
Q_{t}\left(a, W_{1}, \xi\right)= & \Phi_{t}(\xi)\left[a+\int_{0}^{t} \Phi_{s}^{-1}(\xi) \tilde{a}_{0}(s, \xi) d s\right. \\
& \left.+\int_{0}^{t} \Phi_{s}^{-1}(\xi) b_{1}(s, \xi) d W_{1}(s)+\int_{0}^{t} \Phi_{s}^{-1}(\xi) b_{2}(s, \xi) B^{-1}(s, \xi) d \xi_{s}\right] \\
\frac{d \Phi_{t}(\xi)}{d t}= & \tilde{a}_{1}(t, \xi) \Phi_{t}(\xi), \quad \Phi_{0}(\xi)=E_{(k \times k)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \tilde{a}_{0}(t, x)=a_{0}(t, x)-b_{2}(t, x) B^{-1}(t, x) A_{0}(t, x) \\
& \tilde{a}_{1}(t, x)=a_{1}(t, x)-b_{2}(t, x) B^{-1}(t, x) A_{1}(t, x)
\end{aligned}
$$

With the help of (12.63), and in the same way as in the case of the onedimensional processes $\theta$ and $\xi$, first we verify normality of the conditional distributions

$$
P\left(\theta_{0} \leq a_{0}, W_{1}\left(t_{1}\right) \leq y_{1}, \ldots, W_{1}\left(t_{n}\right) \leq y_{n} \mid \mathcal{F}_{t}^{\xi}\right)
$$

$0 \leq t_{0} \leq \cdots \leq t_{n} \leq t$, and second we establish normality of the distributions

$$
P\left(\theta_{t_{0}} \leq a_{0}, \ldots, \theta_{t_{n}} \leq a_{n} \mid \mathcal{F}_{t}^{\xi}\right)
$$

12.3.3. Assume also that in addition to (1)-(7), the following conditions are satisfied

$$
\begin{equation*}
\left|a_{i j}^{(1)}(t, x)\right| \leq L, \quad \mid A_{i j}^{(1)}(t, x) \| \leq L \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{T} M\left[a_{0 i}^{4}(t, \xi)+\left(b_{i j}^{(1)}(t, \xi)\right)^{4}+\left(b_{i j}^{(2)}(t, \xi)\right)^{4}\right] d t<\infty \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
M \sum_{i=1}^{k} \theta_{i}^{4}(0)<\infty \tag{10}
\end{equation*}
$$

The following result is the multidimensional analog of Theorems 12.1 and 12.3

Theorem 12.7. Let conditions (1)-(10) be satisfied. Then the vector $m_{t}=$ $M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and the matrix $\gamma_{t}=M\left\{\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right\}$ are unique continuous $\mathcal{F}_{t}^{\xi}$-measurable for any $t$ solutions of the system of equations

$$
\begin{align*}
d m_{t}= & {\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{t}\right] d t+\left[(b \circ B)(t, \xi)+\gamma_{t} A_{1}^{*}(t, \xi)\right](B \circ B)^{-1}(t, \xi) } \\
& \times\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right]  \tag{12.66}\\
\dot{\gamma}_{t}= & a_{1}(t, \xi) \gamma_{t}+\gamma_{t} a_{1}^{*}(t, \xi)+(b \circ b)(t, \xi)-\left[(b \circ B)(t, \xi)+\gamma_{t} A_{1}^{*}(t, \xi)\right] \\
& \times(B \circ B)^{-1}(t, \xi)\left[(b \circ B)(t, \xi)+\gamma_{t} A_{1}^{*}(t, \xi)\right]^{*} \tag{12.67}
\end{align*}
$$

with initial conditions $m_{0}=M\left(\theta_{0} \mid \xi_{0}\right), \gamma_{0}=M\left\{\left(\theta_{0}-m_{0}\right) \times\left(\theta_{0}-m_{0}\right)^{*} \mid \xi_{0}\right\}$. If in this case the matrix $\gamma_{0}$ is positive definite, then the matrices $\gamma_{t}, 0 \leq t \leq T$, will have the same property.

PROOF. In this theorem the proof of the deduction of Equations (12.66) and (12.67) corresponds to the pertinent proof of Theorem 12.1 carried out for the components

$$
m_{j}(t)=M\left(\theta_{j}(t) \mid \mathcal{F}_{t}^{\xi}\right)
$$

and

$$
\gamma_{i j}(t)=M\left\{\left[\theta_{i}(t)-m_{i}(t)\right]\left[\theta_{j}(t)-m_{j}(t)\right] \mid \mathcal{F}_{t}^{\xi}\right\}
$$

The uniqueness of solutions of the system of equations given by (12.66) and (12.67) is proved as in Theorem 12.3.

Let us discuss the proof of the last statement of the theorem. We shall show that the matrices $\gamma_{t}$ have inverses $\delta_{t}=\gamma_{t}^{-1}, 0 \leq t \leq T$. It is seen that for sufficiently small $t=t(\omega)$ such matrices exist due to the nonsingularity of the matrix $\gamma_{0}$ and the continuity ( $P$-a.s.) of the elements of the matrix $\gamma_{t}$ in $t$.

Let $\tau=\inf \left\{t \leq T: \operatorname{det} \gamma_{t}=0\right\}$, with $\tau=\infty \operatorname{if} \inf _{0 \leq t \leq T} \operatorname{det} \gamma_{t}>0$. Then for $t<\tau \wedge T$ the matrices $\delta_{t}=\gamma_{t}^{-1}$ are defined. Note now that for $t<\tau \wedge T$,

$$
0=\frac{d}{d t} E=\frac{d}{d t}\left(\gamma_{t} \delta_{t}\right)=\dot{\gamma}_{t} \delta_{t}+\gamma_{t} \dot{\delta}_{t}=\dot{\gamma}_{t} \delta_{t}+\delta_{t}^{-1} \dot{\delta}_{t}
$$

Hence

$$
\begin{equation*}
\dot{\delta}_{t}=-\delta_{t} \dot{\gamma}_{t} \delta_{t} \tag{12.68}
\end{equation*}
$$

Taking into account Equation (12.67), we obtain from this that for $t<$ $\tau \wedge T$

$$
\begin{align*}
\dot{\delta}_{t}= & -\tilde{a}_{1}^{*}(t, \xi) \delta_{t}-\delta_{t} \tilde{a}_{1}(t, \xi)+A_{1}^{*}(t, \xi)(B \circ B)^{-1}(t, \xi) A_{1}(t, \xi) \\
& -\delta_{t}\left[(b \circ b)(t, \xi)-(b \circ B)(t, \xi)(B \circ B)^{-1}(t, \xi)(b \circ B)^{*}(t, \xi)\right] \delta_{t}, \tag{12.69}
\end{align*}
$$

where

$$
\tilde{a}_{1}(t, x)=a_{1}(t, x)-(b \circ B)(t, x)(B \circ B)^{-1}(t, x) A_{1}(t, x)
$$

On the set $\{\omega: \tau \leq T\}$ the elements of the matrix $\delta_{t}$ must increase as $t \uparrow \tau$. We shall show that actually all the elements of the matrix $\delta_{t}$ are bounded.

Denote by $G_{t}(\xi)$ a solution of the matrix differential equation

$$
\begin{equation*}
\frac{d G_{t}(\xi)}{d t}=\tilde{a}_{1}(t, \xi) G_{t}(\xi), \quad G_{0}(\xi)=E_{(k \times k)} \tag{12.70}
\end{equation*}
$$

The matrix $G_{t}(\xi)$ being a fundamental matrix, it is, as is well known, nonsingular.

Let $V_{t}=G_{t}(\xi) \delta_{t} G_{t}^{*}(\xi)$. Then from (12.69) and (12.70), for $t<\tau \wedge T$ we find

$$
\begin{align*}
\dot{V}_{t}= & \tilde{a}_{1}(t, \xi) V_{t}+V_{t} \tilde{a}_{1}^{*}(t, \xi)+G_{t}(\xi)\left\{-\tilde{a}_{1}^{*}(t, \xi) \delta_{t}-\delta_{t} \tilde{a}_{1}(t, \xi)\right. \\
& +A_{1}^{*}(t, \xi)(B \circ B)^{-1}(t, \xi) A_{1}(t, \xi) \\
& \left.-\delta_{t}\left[(b \circ b)(t, \xi)-(b \circ B)^{*}(t, \xi)(B \circ B)^{-1}(t, \xi)(b \circ B)^{*}(t, \xi)\right] \delta_{t}\right\} G_{t}^{*}(\xi) . \tag{12.71}
\end{align*}
$$

Since the matrix $b \circ b-(b \circ B)(B \circ B)^{-1}(b \circ B)^{*}$ is symmetric and nonnegative definite, we obtain from (12.71)

$$
\operatorname{Tr} V_{t} \leq \operatorname{Tr} V_{0}+\int_{0}^{T} \operatorname{Tr}\left\{G_{s}(\xi) A_{1}^{*}(s, \xi)(B \circ B)^{-1}(s, \xi) A_{1}(s, \xi) G_{s}^{*}(\xi)\right\} d s
$$

which together with the nonsingularity of the matrix $G_{t}(\xi)$ proves the boundedness ( $P$-a.s.) of elements of the matrix $\delta_{t}$. Therefore $P(\tau \leq T)=0$.
12.3.4. We shall present, finally, the multidimensional analog of Theorem 12.2.

Theorem 12.8. Let $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ be a $k$-dimensional random variable with $\sum_{i=1}^{k} M \theta_{i}^{4}<\infty$. Assume that the observable process $\xi_{t}=\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)$, $0 \leq t \leq T$, has the differential

$$
d \xi_{l}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta\right] d t+B(t, \xi) d W_{2}(t)
$$

where the coefficients $A_{0}, A_{1}, B$ satisfy the conditions of Theorem 12.6 and the conditional distribution $P\left(\theta \leq a \mid \xi_{0}\right)$ is Gaussian, $N\left(m_{0}, \gamma_{0}\right)$. Then $m_{t}=$ $M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and $\gamma_{t}=M\left[\left(\theta-m_{t}\right)\left(\theta-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right]$ are given by the formulae

$$
\begin{align*}
m_{t}= & {\left[E+\gamma_{0} \int_{0}^{t} A_{1}^{*}(s, \xi)\left(B(s, \xi) B^{*}(s, \xi)\right)^{-1} A_{1}(s, \xi) d s\right]^{-1} }  \tag{12.72}\\
& \times\left[m_{0}+\gamma_{0} \int_{0}^{t} A_{1}^{*}(s, \xi)\left(B(s, \xi) B^{*}(s, \xi)\right)^{-1}\left(d \xi_{s}-A_{0}(s, \xi) d s\right)\right], \\
\gamma_{t}= & {\left[E+\gamma_{0} \int_{0}^{t} A_{1}^{*}(s, \xi)\left(B(s, \xi) B^{*}(s, \xi)\right)^{-1} A_{1}(s, \xi) d s\right]^{-1} \gamma_{0} . } \tag{12.73}
\end{align*}
$$

The proof is similar to the pertinent proof of Theorem 12.2.

### 12.4 Interpolation of Conditionally Gaussian Processes

12.4.1. We shall consider the $(k+l)$-dimensional random process $(\theta, \xi)=$ $\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right),\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)\right]$, governed by the system of stochastic differential equations (12.59) and (12.60), and satisfying (1)-(10). Let the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ be Gaussian, $N\left(m_{0}, \gamma_{0}\right)$. Then, due to Theorem 12.6, the conditional distribution $P\left(\theta_{s} \leq a \mid \mathcal{F}_{t}^{\xi}\right), s \leq t$, is ( $P$-a.s.) Gaussian with parameters

$$
\begin{aligned}
m(s, t) & =M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}\right) \\
\gamma(s, t) & =M\left[\left(\theta_{s}-m(s, t)\right)\left(\theta_{s}-m(s, t)\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right]
\end{aligned}
$$

It is clear that the components $m_{i}(s, t)=M\left[\theta_{i}(s) \mid \mathcal{F}_{t}^{\xi}\right]$ of the vector $m(s, t)=\left[m_{1}(s, t), \ldots, m_{k}(s, t)\right]$ are the best (in the mean square sense) estimates of the components $\theta_{i}(s), i=1, \ldots, k$ of the vector $\theta_{s}=$ $\left[\theta_{1}(s), \ldots, \theta_{k}(s)\right]$ from the observations $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$.

In this section we shall deduce forward (over $t$ at fixed $s$ ) and backward (over $s$ at fixed $t$ ) equations (of interpolation) for $m(s, t)$ and $\gamma(s, t)$. Let $m_{\theta_{s}}(t, s)=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right)$ and

$$
\gamma(t, s)=M\left[\left(\theta_{t}-m_{\theta_{s}}(t, s)\right)\left(\theta_{t}-m_{\theta_{s}}(t, s)\right)^{*} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right]
$$

According to the multidimensional analog of Note 3 to Theorem 12.1, $m_{\theta_{s}}(t, s)$ and $\gamma(t, s)$ satisfy for $t \geq s$ the system of equations (compare with (12.66), (12.67))

$$
\begin{align*}
d_{t} m_{\theta_{s}}(t, s)= & {\left[a_{0}(t, \xi)+(a(t, \xi)-\gamma(t, s) c(t, \xi)) m_{\theta_{s}}(t, s)\right] d t } \\
& +\left[(b \circ B)(t, \xi)+\gamma(t, s) A_{1}^{*}(t, \xi)\right](B \circ B)^{-1}(t, \xi)\left[d \xi_{t}-A_{0}(t, \xi) d t\right] \tag{12.74}
\end{align*}
$$

$$
\begin{equation*}
\frac{d \gamma(t, s)}{d t}=a(t, \xi) \gamma(t, s)+\gamma(t, s) a^{*}(t, \xi)+b(t, \xi)-\gamma(t, \xi) c(t, \xi) \gamma(t, \xi) \tag{12.75}
\end{equation*}
$$

where

$$
\begin{align*}
a(t, x) & =a_{1}(t, x)-(b \circ B)(t, x)(B \circ B)^{-1}(t, x) A_{1}(t, x) \\
b(t, x) & =b \circ b(t, x)-(b \circ B)(t, x)(B \circ B)^{-1}(t, x)(b \circ B)^{*}(t, x)  \tag{12.76}\\
c(t, x) & =A_{1}^{*}(t, x)(B \circ B)^{-1}(t, x) A_{1}(t, x)
\end{align*}
$$

The system of equations given by (12.74) and (12.75) can be solved under the conditions $m_{\theta_{s}}(s, s)=\theta_{s}, \gamma(s, s)=0$ (zero matrix of the order $(k \times k)$ ) and has, as has the system of equations given by (12.66) and (12.67), a unique continuous solution. From this it follows, in particular, that $\gamma(t, s)$, as the solution of Equation (12.75) with $\gamma(s, s)=0$, does not depend on $\theta_{s}$.
12.4.2. In deducing equations for $m(s, t)$ and $\gamma(s, t)$ the following two lemmas will be employed.

Lemma 12.2. Let the matrix $\varphi_{s}^{t}(\xi), t \geq s$, be a solution of the differential equation

$$
\begin{equation*}
\frac{d \varphi_{s}^{t}(\xi)}{d t}=[a(t, \xi)-\gamma(t, s) c(t, \xi)] \varphi_{s}^{t}(\xi) \tag{12.77}
\end{equation*}
$$

with $\varphi_{s}^{s}(\xi)=E_{(k \times k)}$,

$$
\begin{align*}
q_{s}^{t}(\xi)= & \int_{s}^{t}\left(\varphi_{s}^{u}(\xi)\right)^{-1}\left[a_{0}(u, \xi) d u+\left\{(b \circ B)(u, \xi)+\gamma(u, s) A_{1}^{*}(u, \xi)\right\}\right. \\
& \left.\times(B \circ B)^{-1}(u, \xi)\left\{d \xi_{u}-A_{0}(u, \xi) d u\right\}\right] . \tag{12.78}
\end{align*}
$$

Then

$$
\begin{equation*}
m_{\theta_{s}}(t, s)=\varphi_{s}^{t}(\xi)\left[\theta_{s}+q_{s}^{t}(\xi)\right] \quad(P-\text { a.s. }) \tag{12.79}
\end{equation*}
$$

PROOF. It is easy to convince oneself of the validity of (12.79) if one applies the Itof formula.

Lemma 12.3. Let $0 \leq s \leq t \leq T$. Then

$$
\begin{gather*}
m_{t}=\varphi_{s}^{t}(\xi)\left[m(s, t)+q_{s}^{t}(\xi)\right] \quad(P-\text { a.s. })  \tag{12.80}\\
\gamma_{t}=\gamma(t, s)+\varphi_{s}^{t}(\xi) \gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*} \quad(P-\text { a.s. }) \tag{12.81}
\end{gather*}
$$

PROOF. Since $\mathcal{F}_{t}^{\xi} \subseteq \mathcal{F}_{t}^{\theta_{s}, \xi}$, then

$$
\begin{equation*}
m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)=M\left[M\left(\theta_{t} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right) \mid \mathcal{F}_{t}^{\xi}\right]=M\left(m_{\theta_{s}}(t, s) \mid \mathcal{F}_{t}^{\xi}\right) \tag{12.82}
\end{equation*}
$$

Note that the elements of the vector $\chi_{N} \varphi_{s}^{t}(\xi) \theta_{s}$, where

$$
\chi_{N}=\chi_{\left\{\left\|\varphi_{s}^{t}(\xi) q_{s}^{t}(\xi)\right\| \leq N\right\},}
$$

are integrable. Hence

$$
\begin{aligned}
\chi_{N} M\left[m_{\theta_{s}}(t, s) \mid \mathcal{F}_{t}^{\xi}\right] & =M\left[\chi_{N} \varphi_{s}^{t}(\xi)\left(\theta_{s}+q_{s}^{t}(\xi)\right) \mid \mathcal{F}_{t}^{\xi}\right] \\
& =\chi_{N} \varphi_{s}^{t}(\xi)\left[m(s, t)+q_{t}^{t}(\xi)\right]
\end{aligned}
$$

which together with (12.82) proves the representation given by (12.80).
Next, since

$$
M\left[\left(\theta_{t}-m_{\theta_{s}}(t, s)\right)\left(m_{\theta_{s}}(t, s)-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right]=0 \quad(P-\text { a.s. })
$$

it follows that

$$
\begin{align*}
\gamma_{t}= & M\left[\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right] \\
= & M\left\{\left[\left(\theta_{t}-m_{\theta_{s}}(t, s)\right)+\left(m_{\theta_{s}}(t, s)-m_{t}\right)\right]\right. \\
& \left.\times\left[\left(\theta_{t}-m_{\theta_{s}}(t, s)\right)+\left(m_{\theta_{s}}(t, s)-m_{t}\right)\right]^{*} \mid \mathcal{F}_{t}^{\xi}\right\} \\
= & M\left\{M\left[\left(\theta_{T}-m_{\theta_{s}}(t, s)\right)\left(\theta_{t}-m_{\theta_{s}}(t, s)\right)^{*} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right] \mid \mathcal{F}_{t}^{\xi}\right\} \\
& +M\left\{\left(m_{\theta_{s}}(t, s)-m_{t}\right)\left(m_{\theta_{s}}(t, s)-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right\} \\
= & \gamma(t, s)+M\left\{\left(m_{\theta_{s}}(t, s)-m_{t}\right)\left(m_{\theta_{s}}(t, s)-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right\} . \tag{12.83}
\end{align*}
$$

Noting that

$$
\begin{aligned}
m_{\theta_{s}}(t, s)-m_{t} & =\varphi_{s}^{t}(\xi)\left[\theta_{s}+q_{s}^{t}(\xi)\right]-\varphi_{s}^{t}(\xi)\left[m(s, t)+q_{s}^{t}(\xi)\right] \\
& =\varphi_{s}^{t}(\xi)\left[\theta_{s}-m(s, t)\right]
\end{aligned}
$$

we find

$$
\begin{aligned}
& M\left\{\left(m_{\theta_{s}}(t, s)-m_{t}\right)\left(m_{\theta_{s}}(t, s)-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right\} \\
= & \varphi_{s}^{t}(\xi) M\left[\left(\theta_{s}-m(s, t)\right)\left(\left(\theta_{s}-m(s, t)\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right]\left(\varphi_{s}^{t}(\xi)\right)^{*}\right. \\
= & \varphi_{s}^{t}(\xi) \gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*} .
\end{aligned}
$$

Together with (12.83) this proves (12.81).
12.4.3. From (12.80) and (12.81) it is easy to obtain representations for $m(s, t)$ and $\gamma(s, t)$ which illustrate how these interpolation characteristics change with the change of $t$.

Theorem 12.9. Let (1)-(10) be satisfied, and let the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ be Gaussian. Then $m(s, t)$ and $\gamma(s, t)$ permit representations

$$
\begin{gather*}
m(s, t)=m_{s}+\int_{s}^{t} \gamma(s, u)\left(\varphi_{s}^{u}(\xi)\right)^{*} A_{1}^{*}(u, \xi)(B \circ B)^{-1}(u, \xi) \\
\times\left[d \xi_{u}-\left(A_{0}(u, \xi)+A_{1}(u, \xi) m_{u}\right) d u\right]  \tag{12.84}\\
\gamma(s, t)=\left(E+\gamma_{s} \int_{s}^{t}\left(\varphi_{s}^{u}(\xi)\right)^{*} A_{1}^{*}(u, \xi)(B \circ B)^{-1}(u, \xi) A_{1}(u, \xi) \varphi_{s}^{u}(\xi) d u\right)^{-1} \gamma_{s} \tag{12.85}
\end{gather*}
$$

PROOF. From (12.80) we find

$$
\begin{equation*}
m(s, t)=\left(\varphi_{s}^{t}(\xi)\right)^{-1} m_{t}-q_{s}^{t}(\xi) \tag{12.86}
\end{equation*}
$$

The matrix $\varphi_{s}^{t}(\xi)$ is fundamental. Hence an inverse matrix $\left(\varphi_{s}^{t}(\xi)\right)^{-1}$ exists and, according to (12.77), at $t \geq s$

$$
\begin{equation*}
\frac{d\left(\varphi_{s}^{t}(\xi)\right)^{-1}}{d t}=-\left(\varphi_{s}^{t}(\xi)\right)^{-1}[a(t, \xi)-\gamma(t, s) c(t, \xi)] \tag{12.87}
\end{equation*}
$$

with $\left(\varphi_{s}^{s}(\xi)\right)^{-1}=E_{(k \times k)}$.
From (12.86), $(12, .87)$ and (12.29) we find by the Itô formula

$$
\begin{align*}
m(s, t)= & m_{s}+\int_{s}^{t}\left(\varphi_{s}^{u}(\xi)\right)^{-1}\left[\gamma_{u}-\gamma(u, s)\right] A_{1}^{*}(u, \xi)(B \circ B)^{-1}(u, \xi) \\
& \times\left[d \xi_{u}-\left(A_{0}(u, \xi)+A_{0}(u, \xi) m_{u}\right) d u\right] \tag{12.88}
\end{align*}
$$

But, due to (12.81),

$$
\left(\varphi_{s}^{u}(\xi)\right)^{-1}\left[\gamma_{u}-\gamma(u, s)\right]=\gamma(s, u)\left(\varphi_{s}^{u}(\xi)\right)^{*}
$$

Substituting this expression into (12.88) we arrive at the representation sought, i.e., (12.84).

We shall now prove (12.85). From (12.81) we obtain

$$
\begin{equation*}
\gamma(s, t)=\left(\varphi_{s}^{t}(\xi)\right)^{-1}\left[\gamma_{t}-\gamma(t, s)\right]\left[\left(\varphi_{s}^{t}(\xi)\right)^{*}\right]^{-1} \tag{12.89}
\end{equation*}
$$

Differentiating the right-hand side in (12.89) and taking into account (12.30), (12.87) and (12.75), after simple transformations we find that

$$
\begin{equation*}
\frac{d \gamma(s, t)}{d t}=-\gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*} c(t, \xi) \varphi_{s}^{t}(\xi) \gamma(s, t) \tag{12.90}
\end{equation*}
$$

Equation (12.90) is a Ricatti equation, a solution of which exists and is unique. In order to solve it, let the matrices $U_{t}, t \geq s$, be given by the formulae

$$
U_{t}=E+\gamma_{s} \int_{s}^{t}\left(\varphi_{s}^{u}(\xi)\right)^{*} c(u, \xi) \varphi_{s}^{u}(\xi) d u
$$

These matrices are nonsingular, and

$$
\frac{d U_{t}^{-1}}{d t}=-U_{t}^{-1} \gamma_{s}\left(\varphi_{s}^{t}(\xi)\right)^{*} c(t, \xi) \varphi_{s}^{t}(\xi) U_{t}^{-1}, \quad U_{s}^{-1}=E
$$

From this we obtain

$$
\begin{equation*}
\frac{d\left(U_{t}^{-1} \gamma_{s}\right)}{d t}=-\left(U_{t}^{-1} \gamma_{s}\right)\left(\varphi_{s}^{t}(\xi)\right)^{*} c(t, \xi) \varphi_{s}^{t}(\xi)\left(U_{t}^{-1} \gamma_{s}\right) \tag{12.91}
\end{equation*}
$$

where $U_{s}^{-1} \gamma_{s}=\gamma_{s}$.
Comparing (12.90) and (12.91) we find

$$
\gamma(s, t)=U_{t}^{-1} \gamma_{s},
$$

which proves the required representation given by (12.85).
Note. Together with (12.90) the equation for $m(s, t)$ obtained from (12.84), is called the forward equation of optimal nonlinear interpolation.
12.4.4. Let us deduce now for $m(s, t)$ and $\gamma(s, t)$ representations indicating how they must be changed for $s \uparrow t$.

Theorem 12.10. Let (1)-(10), be satisfied and let the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ be Gaussian, $N\left(m_{0}, \gamma_{0}\right)$. In addition, let

$$
P\left\{\inf _{0 \leq t \leq T} \operatorname{det} \gamma_{t}>0\right\}=1
$$

Then

$$
\begin{align*}
m(s, t)= & m_{t}-\int_{s}^{t}\left[a_{0}(u, \xi)+a_{1}(u, \xi) m(u, t)+b(u, \xi) \gamma_{u}^{-1}\left(m(u, t)-m_{u}\right)\right] d u \\
& \quad-\int_{s}^{t}(b \circ B)(u, \xi)(B \circ B)^{-1}(u, \xi)\left[d \xi_{u}-\left(A_{0}(u, \xi)\right.\right. \\
& \left.\left.+A_{1}(u, \xi) m(u, t)\right) d u\right]  \tag{12.92}\\
\gamma(s, t)= & \gamma_{t}-\int_{s}^{t}\left\{\left[a(u, \xi)+b(u, \xi) \gamma_{u}^{-1}\right] \gamma(u, t)\right. \\
& \left.\quad+\gamma(u, t)\left[a(u, \xi)+b(u, \xi) \gamma_{u}^{-1}\right]^{*}-b(u, \xi)\right\} d u, \tag{12.93}
\end{align*}
$$

where $a(u, x)$ and $b(u, x)$ are given by (12.76).
In order to prove this theorem we shall establish as a preliminary the following two lemmas.

Lemma 12.4. Let $P\left\{\inf _{t \leq T} \operatorname{det} \gamma_{t}>0\right\}=1$, and let the matrix $R_{s}^{t}(\xi)$ be a solution of the system of differential equations

$$
\begin{equation*}
\frac{d R_{s}^{t}(\xi)}{d t}=\left[a(t, \xi)+b(t, \xi) \gamma_{t}^{-1}\right] R_{s}^{t}(\xi), \quad R_{s}^{s}(\xi)=E_{(k \times k)} . \tag{12.94}
\end{equation*}
$$

Then

$$
\begin{equation*}
\gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*}=\left(R_{s}^{t}(\xi)\right)^{-1} \gamma_{t} . \tag{12.95}
\end{equation*}
$$

PROOF. Let $U_{s}^{t}=\gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*}$. Then, due to (12.90), and (12.77),

$$
\begin{aligned}
\frac{d U_{s}^{t}}{d t}= & -\gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*} c(t, \xi) \varphi_{s}^{t}(\xi) \gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*} \\
& +\gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*}[a(t, \xi)-\gamma(t, s) c(t, \xi)]^{*} \\
= & U_{s}^{t} a^{*}(t, \xi)-U_{s}^{t} c(t, \xi)\left[\varphi_{s}^{t}(\xi) \gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*}+\gamma(t, s)\right]
\end{aligned}
$$

But, according to (12.81),

$$
\varphi_{s}^{t}(\xi) \gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*}+\gamma(t, s)=\gamma_{t}
$$

Hence

$$
\begin{equation*}
\frac{d U_{s}^{t}}{d t}=U_{s}^{t}\left[a^{*}(t, \xi)-c(t, \xi) \gamma_{t}\right] \tag{12.96}
\end{equation*}
$$

Let $V_{s}^{t}$ be a fundamental matrix solution of (12.96), i.e., let

$$
\begin{equation*}
\frac{d V_{s}^{t}}{d t}=V_{s}^{t}\left[a^{*}(t, \xi)-c(t, \xi) \gamma_{t}\right], \quad V_{s}^{s}=E_{(k \times k)} \tag{12.97}
\end{equation*}
$$

Since $V_{s}^{t}=V_{0}^{t}\left(V_{0}^{s}\right)^{-1}$ and the matrix $\left(V_{0}^{s}\right)^{-1}$ is a solution of the system of equations

$$
\frac{d\left(V_{0}^{s}\right)^{-1}}{d s}=-\left[a^{*}(s, \xi)-c(s, \xi) \gamma_{t}\right]\left(V_{0}^{s}\right)^{-1}, \quad\left(V_{0}^{0}\right)^{-1}=E_{(k \times k)}
$$

the matrix $V_{s}^{t}$ is differentiable in $s$ and, for $s<t$,

$$
\begin{equation*}
\frac{d V_{s}^{t}}{d s}=-\left[a^{*}(s, \xi)-c(s, \xi) \gamma_{s}\right] V_{s}^{t}, \quad V_{t}^{t}=E_{(k \times k)} \tag{12.98}
\end{equation*}
$$

But

$$
U_{s}^{t}=U_{s}^{s} V_{s}^{t}=\gamma_{s} V_{s}^{t}
$$

where $\gamma_{s}$ and $V_{s}^{t}$ are differentiable in $s$. Hence, the matrix $U_{s}^{t}$ is also differentiable in $s$ and

$$
\frac{d U_{s}^{t}}{d s}=\frac{d \gamma_{s}}{d s} V_{s}^{t}+\gamma_{s} \frac{d V_{s}^{t}}{d s}
$$

From (12.30), in the notation of (12.76) we have

$$
\begin{equation*}
\frac{d \gamma_{s}}{d s}=a(s, \xi) \gamma_{s}+\gamma_{s} a^{*}(s, \xi)+b(s, \xi)-\gamma_{s} c(s, \xi) \gamma_{s} \tag{12.99}
\end{equation*}
$$

which, together with (12.97), yields

$$
\begin{align*}
\frac{d U_{s}^{t}}{d s}= & {\left[a(s, \xi) \gamma_{s}+\gamma_{s} a^{*}(s, \xi)+b(s, \xi)-\gamma_{s} c(s, \xi) \gamma_{s}\right] V_{s}^{t} } \\
& -\gamma_{s}\left(a^{*}(s, \xi)-c(s, \xi) \gamma_{s}\right) V_{s}^{t} \\
= & {\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right] U_{s}^{t} } \tag{12.100}
\end{align*}
$$

From (12.94) and (12.100) it follows that $U_{t}^{t}=R_{s}^{t} U_{s}^{t}$. But $U_{t}^{t}=\gamma_{t}$; hence $U_{s}^{t}=\left(R_{s}^{t}\right)^{-1} \gamma_{t}$, which proves (12.95).

Lemma 12.5. Let $\left(\mathcal{F}_{t}\right), 0 \leq t \leq T$, be a nondecreasing family of $\sigma$-algebras, let $W=\left(W_{t}, \mathcal{F}_{t}\right)$ be a Wiener process, and let $a=\left(a_{t}, \mathcal{F}_{t}\right)$ and $b=\left(b_{t}, \mathcal{F}_{t}\right)$ be random processes with $\int_{0}^{T}\left|a_{t}\right| d t<\infty, \int_{0}^{T} b_{t}^{2} d t<\infty$ ( $P$-a.s.). Then, for $0 \leq s \leq t \leq T$,

$$
\begin{equation*}
\int_{0}^{s} a_{u} d u \int_{s}^{t} b_{u} d W_{u}=\int_{0}^{s}\left[\int_{u}^{t} b_{v} d W_{v}\right] d u-\int_{0}^{s}\left[\int_{0}^{u} a_{v} d v\right] b_{u} d W_{u} \tag{12.101}
\end{equation*}
$$

PROOF. It is obvious that

$$
\begin{equation*}
\int_{0}^{s} a_{u} d u \int_{s}^{t} b_{u} d W_{u}=\int_{0}^{s} a_{u} d u \int_{0}^{t} b_{u} d W_{u}-\int_{0}^{s} a_{u} d u \int_{0}^{s} b_{u} d W_{u} \tag{12.102}
\end{equation*}
$$

By the Itô formula,

$$
\int_{0}^{s} a_{u} d u \int_{0}^{s} b_{u} d W_{u}=\int_{0}^{s}\left[\int_{0}^{u} b_{v} d W_{v}\right] a_{u} d u+\int_{0}^{s}\left[\int_{0}^{u} a_{v} d v\right] b_{u} d W_{u}
$$

hence the right-hand side in (12.102) is equal to

$$
\begin{aligned}
& \int_{0}^{s} a_{u} d u \int_{0}^{t} b_{u} d W_{u}-\int_{0}^{s}\left[\int_{0}^{u} b_{v} d W_{v}\right] a_{u} d u-\int_{0}^{s}\left[\int_{0}^{u} a_{v} d v\right] b_{u} d W_{u} \\
= & \int_{0}^{s} a_{u}\left[\int_{u}^{t} b_{v} d W_{v}\right] d u-\int_{0}^{s}\left[\int_{0}^{u} a_{v} d v\right] b_{u} d W_{u}
\end{aligned}
$$

which proves (12.101).
12.4.5.

PROOF OF THEOREM 12.10. According to (12.84) and (12.95),

$$
\begin{equation*}
m(s, t)=m_{s}+\int_{s}^{t}\left[R_{s}^{u}(\xi)\right]^{-1} \gamma_{u} A_{1}^{*}(u, \xi)(B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u} \tag{12.103}
\end{equation*}
$$

where

$$
d \bar{W}_{u}=(B \circ B)^{-1 / 2}(u, \xi)\left[d \xi_{u}-\left(A_{0}(u, \xi)+A_{1}(u, \xi) m_{u}\right) d u\right]
$$

The matrix $R_{s}^{u}(\xi)$ is fundamental. Hence $R_{0}^{u}(\xi)=R_{0}^{s}(\xi) R_{s}^{u}(\xi)$, and, therefore,

$$
\begin{equation*}
\left[R_{s}^{u}(\xi)\right]^{-1}=R_{0}^{s}(\xi)\left[R_{0}^{u}(\xi)\right]^{-1} \tag{12.104}
\end{equation*}
$$

From (12.103) and (12.104) we find

$$
\begin{equation*}
m(s, t)=m_{s}+R_{0}^{s}(\xi) \int_{s}^{t}\left[R_{0}^{u}(\xi)\right]^{-1} \gamma_{u} A_{1}^{*}(u, \xi)(B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u} \tag{12.105}
\end{equation*}
$$

Next, from (12.94) and Lemma 12.5 we obtain

$$
\begin{aligned}
& d_{s}\left[R_{0}^{s}(\xi) \int_{s}^{t}\left(R_{0}^{u}(\xi)\right)^{-1} \gamma_{u} A_{1}^{*}(u, \xi)(B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u}\right] \\
= & {\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right] } \\
& \times\left[R_{0}^{s}(\xi) \int_{s}^{t}\left(R_{0}^{u}(\xi)\right)^{-1} \gamma_{u} A_{1}^{*}(u, \xi)(B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u}\right] d s \\
& -\gamma_{s} A_{1}^{*}(s, \xi)(B \circ B)^{-1 / 2}(s, \xi) d \bar{W}_{s} \\
= & {\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right]\left[m(s, t)-m_{s}\right] d s-\gamma_{s} A_{1}^{*}(s, \xi)(B \circ B)^{-1 / 2}(s, \xi) d \bar{W}_{s} . }
\end{aligned}
$$

But (see (12.29))

$$
\begin{aligned}
d m_{s}= & {\left[a_{0}(s, \xi)+a_{1}(s, \xi) m_{s}\right] d s+(b \circ B)(s, \xi)(B \circ B)^{-1 / 2}(s, \xi) d \bar{W}_{s} } \\
& +\gamma_{s} A_{1}^{*}(s, \xi)(B \circ B)^{-1 / 2}(s, \xi) d \bar{W}_{s}
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
d_{s} m(s, t)= & {\left[a_{0}(s, \xi)+a_{1}(s, \xi) m_{s}\right] d s+(b \circ B)(s, \xi)(B \circ B)^{-1 / 2}(s, \xi) d \bar{W}_{s} } \\
& +\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right]\left[m(s, t)-m_{s}\right] d s \\
= & {\left[a_{0}(s, \xi)+a_{1}(s, \xi) m(s, t)\right] d s } \\
& +(b \circ B)(s, \xi)(B \circ B)^{-1}(s, \xi) \\
& \times\left[d \xi_{s}-\left(A_{0}(s, \xi)+A_{1}(s, \xi) m(s, t)\right) d s\right] \\
& +\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right]\left[m(s, t)-m_{s}\right] d s \\
& -a_{1}(s, \xi)\left[m(s, t)-m_{s}\right] d s \\
& +(b \circ B)(s, \xi)(B \circ B)^{-1}(s, \xi) A_{1}(s, \xi)\left[m_{s}-m(s, t)\right] d s
\end{aligned}
$$

According to (12.76)

$$
\begin{aligned}
& {\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right]-a_{1}(s, \xi)} \\
& \quad-(b \circ B)(s, \xi)(B \circ B)^{-1}(s, \xi) A_{1}(s, \xi)=b(s, \xi) \gamma_{s}^{-1}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
d_{s} m(s, t)= & {\left[a_{0}(s, \xi)+a_{1}(s, \xi) m(s, t)\right] d s+b(s, \xi) \gamma_{s}^{-1}\left[m_{s}-m(s, t)\right] d s } \\
& +(b \circ B)(s, \xi)(B \circ B)^{-1}(s, \xi) \\
& \times\left[d \xi_{s}-\left(A_{0}(s, \xi)+A_{1}(s, \xi) m(s, t)\right) d s\right]
\end{aligned}
$$

which proves (12.92).
Next let us deduce Equation (12.93) for $\gamma(s, t)$. From (12.95) and (12.90) we obtain

$$
\begin{equation*}
\gamma(s, t)=\gamma_{s}-R_{0}^{s}(\xi) \int_{s}^{t}\left[R_{0}^{u}(\xi)\right]^{-1} \gamma_{u} c(u, \xi) \gamma_{u}\left[\left(R_{0}^{u}(\xi)\right)^{*}\right]^{-1} d u\left(R_{0}^{s}(\xi)\right)^{*} \tag{12.106}
\end{equation*}
$$

Differentiating (12.106) with respect to $s$, and taking into account (12.99) and (12.94), we find that

$$
\begin{aligned}
\frac{d \gamma(s, t)}{d s}= & a(s, \xi) \gamma_{s}+\gamma_{s} a^{*}(s, \xi)+b(s, \xi) \\
& -\gamma_{s} c(s, \xi) \gamma_{s}-\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right]\left[\gamma_{s}-\gamma(s, t)\right] \\
& -\left[\gamma_{s}-\gamma(s, t)\right]\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right]^{*}+\gamma_{s} c(s, \xi) \gamma_{s} \\
= & {\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right] \gamma(s, t)+\gamma(s, t)\left[a(s, \xi)+b(s, \xi) \gamma_{s}^{-1}\right]^{*} } \\
& -b(s, \xi) .
\end{aligned}
$$

Note 1. Equations (12.92) and (12.93) are linear with respect to $m(s, t)$ and $\gamma(s, t)$. Hence uniqueness of continuous solutions can be established in a standard manner.

Note 2. If $(b \circ B)(t, x) \equiv 0$, then Equations (12.92) and (12.93) become essentially simpler:

$$
\begin{gather*}
m(s, t)=m_{t}-\int_{s}^{t}\left\{a_{0}(u, \xi)+a_{1}(u, \xi) m(u, t)\right. \\
\left.-(b \circ b)(u, \xi) \gamma_{u}^{-1}\left[m(u, t)-m_{u}\right]\right\} d u  \tag{12.107}\\
\gamma(s, t)=  \tag{12.108}\\
\gamma_{t}-\int_{s}^{t}\left\{\left[a_{1}(u, \xi)+(b \circ b)(u, \xi) \gamma_{u}^{-1}\right] \gamma(u, t)\right. \\
\left.+\gamma(u, t)\left[a_{1}(u, \xi)+(b \circ b)(u, \xi) \gamma_{u}^{-1}\right]^{*}-(b \circ b)(u, \xi)\right\} d u
\end{gather*}
$$

Note 3. The Kalman-Bucy scheme discussed in Chapter 10 is a particular case of the estimation problems for conditionally Gaussian processes. Hence in this scheme the equations for $m(s, t)$ and $\gamma(s, t)$ also hold true. Note that taking into consideration the specific character of the Kalman-Bucy scheme, these equations can be deduced under the same assumptions as those for $m_{t}$ and $\gamma_{t}$ (see Theorem 10.3), requiring, in addition, nonsingularity of the matrices $\gamma_{t}, 0 \leq t \leq T$, in deducing backward equations.
12.4.6. Let us discuss one more class of interpolation estimates for conditionally Gaussian processes.

Since the conditional distributions $P\left(\theta_{s} \leq a, \theta_{t} \leq b \mid \mathcal{F}_{t}^{\xi}\right)$ for $s \leq t$ are ( $P$ a.s.) Gaussian, then the conditional distribution $P\left(\theta_{s} \leq a \mid \mathcal{F}_{t}^{\xi}, \theta_{t}\right)$ will also be Gaussian.

Let

$$
\begin{aligned}
\tilde{m}_{\beta}(s, t) & =M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right) \\
\tilde{\gamma}_{\beta}(s, t) & =M\left\{\left(\theta_{s}-m_{\beta}(s, t)\right)\left(\theta_{s}-m_{\beta}(s, t)\right)^{*} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right\}
\end{aligned}
$$

Theorem 12.11. If the conditions given by (1)-(10) are satisfied and the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ is ( $P$-a.s.) Gaussian, then

$$
\begin{align*}
\tilde{m}_{\beta}(s, t) & =m(s, t)+\gamma(s, t)\left[\varphi_{s}^{t}(\xi)\right]^{*} \gamma_{t}^{+}\left(\beta-m_{t}\right)  \tag{12.109}\\
\tilde{\gamma}_{\beta}(s, t) & =\gamma(s, t)-\gamma(s, t)\left[\varphi_{s}^{t}(\xi)\right]^{*} \gamma_{t}^{+} \varphi_{s}^{t}(\xi) \gamma(s, t) \tag{12.110}
\end{align*}
$$

where $\gamma_{t}^{+}$is the pseudo-inverse of the matrix $\gamma_{t}$, and $\varphi_{s}^{t}(\xi)$ is defined in (12.77).

PROOF. Since

$$
\begin{aligned}
M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) & =m_{t}, \quad M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}\right)=m(s, t) \\
\operatorname{cov}\left(\theta_{t}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) & =\gamma_{t}, \quad \operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}\right)=\gamma(s, t) \\
\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) & =M\left[\left(\theta_{s}-m(s, t)\right)\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}\right]
\end{aligned}
$$

then, by the theorem on normal correlation (Theorem 13.1),

$$
\begin{align*}
\tilde{m}_{\beta}(s, t) & =m(s, t)+\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \gamma_{t}^{+}\left(\beta-m_{t}\right),  \tag{12.111}\\
\tilde{\gamma}_{\beta}(s, t) & =\gamma(s, t)-\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \gamma_{t}\left[\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)\right]^{*} \tag{12.112}
\end{align*}
$$

We shall show that ( $P$-a.s.)

$$
\begin{equation*}
\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)=\gamma(s, t)\left(\varphi_{s}^{t}(\xi)\right)^{*} \tag{12.113}
\end{equation*}
$$

Indeed, since

$$
\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)=M\left[\left(\theta_{s}-m(s, t)\right) M\left\{\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right\} \mid \mathcal{F}_{t}^{\xi}\right]
$$

and, according to (12.79) and (12.81),

$$
\begin{aligned}
M\left\{\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right\} & =\left\{M\left[\left(\theta_{t}-m_{t}\right) \mid \mathcal{F}_{t}^{\theta_{s}, \xi}\right]\right\}^{*}=\left\{m_{\theta_{s}}(t, s)-m_{t}\right\}^{*} \\
& =\left\{\varphi_{s}^{t}(\xi)\left[\theta_{s}+q_{s}^{t}(\xi)\right]-\varphi_{s}^{t}(\xi)\left[m(s, t)+q_{s}^{t}(\xi)\right]\right\}^{*} \\
& =\left[\theta_{s}-m(s, t)\right]^{*}\left(\varphi_{s}^{t}(\xi)\right)^{*}
\end{aligned}
$$

then

$$
\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)=M\left[\left(\theta_{s}-m(s, t)\right)\left(\theta_{s}-m(s, t)\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right]\left(\varphi_{s}^{t}(\xi)\right)^{*}
$$

which proves (12.113).
We obtain (12.109) and (12.110) from (12.111)-(12.113).

Note 1. If in addition to the conditions of Theorem 12.11 it is assumed that $P\left(\inf _{0 \leq t \leq T} \operatorname{det} \gamma_{t}>0\right)=1$, then, differentiating (12.109) and (12.110) with respect to $s$, we find that

$$
\begin{align*}
& \tilde{m}_{\beta}(s, t)= \beta-\int_{s}^{t}\left[a_{0}(u, \xi)+a_{1}(u, \xi) \tilde{m}_{\beta}(u, t)+b(u, \xi) \gamma_{u}^{-1}\left(\tilde{m}_{\beta}(u, t)-m_{u}\right)\right] d u \\
& \quad-\int_{s}^{t}(b \circ B)(u, \xi)(B \circ B)^{-1}(u, \xi) \\
& \times\left[d \xi_{u}-\left(A_{0}(u, \xi)+A_{1}(u, \xi) \tilde{m}_{\beta}(u, t)\right) d u\right],  \tag{12.114}\\
& \tilde{\gamma}_{\beta}(s, t)=-\int_{s}^{t}\left\{\left[a(u, \xi)+b(u, \xi) \gamma_{u}^{-1}\right] \tilde{\gamma}_{\beta}(u, t)\right. \\
&\left.\quad+\tilde{\gamma}_{\beta}(u, t)\left[a(u, \xi)+b(u, \xi) \gamma_{u}^{-1}\right]^{*}-b(u, \xi)\right\} d u . \tag{12.115}
\end{align*}
$$

Note 2. From (12.110) it follows that $\tilde{\gamma}_{\beta}(s, t)$ does not actually depend on $\beta$.

Note 3. Consider the Gaussian Markov process $\left(\theta_{t}\right), 0 \leq t \leq T$, with the differential

$$
\begin{equation*}
d \theta_{t}=\left[a_{0}(t)+a_{1}(t) \theta_{t}\right] d t+b(t) d W(t) \tag{12.116}
\end{equation*}
$$

and a given Gaussian random variable $\theta_{0}$. Assume that the deterministic functions $a_{0}(t), a_{1}(t)$ and $b(t)$ are such that

$$
\int_{0}^{T}\left|a_{i}(t)\right| d t<\infty, \quad i=0,1 ; \quad \int_{0}^{T} b^{2}(t) d t<\infty .
$$

Take, for $0 \leq s \leq t \leq T$,

$$
\begin{gathered}
r(t)=M \theta_{t}, \quad r_{\beta}(s, t)=M\left(\theta_{s} \mid \theta_{t}=\beta\right), \\
R(t)=M\left[\theta_{t}-r(t)\right]^{2}, \quad R_{\beta}(s, t)=M\left[\left(\theta_{s}-r_{\beta}(s, t)\right)^{2} \mid \theta_{t}=\beta\right] .
\end{gathered}
$$

If we assume in (12.60) that $A_{1}(t, x) \equiv 0$ and $B_{2}(t, x) \equiv 0$ and observe that $\xi_{0}$ does not depend on $\theta_{0}$, then it is not difficult to see that

$$
r(t)=m_{t}, \quad R(t)=\gamma_{t}
$$

and

$$
r_{\beta}(s, t)=\tilde{m}_{\beta}(s, t), \quad R_{\beta}(s, t)=\tilde{\gamma}_{\beta}(s, t) .
$$

Therefore, according to (12.29) and (12.30) ${ }^{3}$,

[^7]\[

$$
\begin{equation*}
r(t)=r(0)+\int_{0}^{t}\left[a_{0}(s)+a_{1}(s) r(s)\right] d s \tag{12.117}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
R(t)=R(0)++2 \int_{0}^{t} a_{1}(s) R(s) d s+\int_{0}^{t} b_{1}^{2}(s) d s \tag{12.118}
\end{equation*}
$$

For $r_{\beta}(s, t)$ and $R_{\beta}(s, t)$, from (12.114) and (12.115) (on the assumption that $\left.\inf _{0 \leq t \leq T} R(t)>0\right)$ we find that

$$
\begin{align*}
r_{\beta}(s, t) & =\beta-\int_{s}^{t}\left[a_{0}(u)+a_{1}(u) r_{\beta}(u, t)+\frac{b^{2}(u)}{R(u)}\left(r_{\beta}(u, t)-r(u)\right)\right] d u \\
R_{\beta}(s, t) & =-2 \int_{s}^{t}\left\{\left[a_{1}(u)+\frac{b^{2}(u)}{R(u)}\right] R_{\beta}(u, t)-\frac{1}{2} b^{2}(u)\right\} d u \tag{12.119}
\end{align*}
$$

The analogs of (12.109) and (12.110) are the formulae:

$$
\begin{gather*}
r_{\beta}(s, t)=r(s)+R(s) \exp \left(\int_{s}^{t} a_{1}(u) d u\right) R^{+}(t)(\beta-r(t))  \tag{12.121}\\
R_{\beta}(s, t)=R(s)-R^{2}(s) \exp \left(2 \int_{s}^{t} a_{1}(u) d u\right) R^{+}(t) \tag{12.122}
\end{gather*}
$$

### 12.5 Optimal Extrapolation Equations

12.5.1. In this section extrapolation equations for conditionally Gaussian processes are deduced which enable us to compute optimal (in the mean square sense) estimates of variables $\theta_{t}$, from the observations $\xi_{0}^{s}=\left\{\xi_{u}, u \leq\right.$ $s\}, s \leq t \leq T$. Unlike the problems of filtering and interpolation considered above, these equations will be deduced not for a general process $(\theta, \xi)$ given by Equations (12.1) and (12.2) but only for two particular cases given below. The restriction of the class of processes $(\theta, \xi)$ considered arises from the fact that the conditional distributions $P\left(\theta_{t} \leq a \mid \mathcal{F}_{s}^{\xi}\right)$ for $t>s$ are not, generally speaking, Gaussian.
12.5.2. For $t \geq s$, let

$$
\begin{equation*}
n_{1}(t, s)=M\left(\theta_{t} \mid \mathcal{F}_{s}^{\xi}\right), \quad n_{2}(t, s)=M\left(\xi_{t} \mid \mathcal{F}_{s}^{\xi}\right) \tag{12.123}
\end{equation*}
$$

As in the case of interpolation, equations of two types can be deduced for these characteristics: forward equations (in $t$ for fixed $s$ ) and backward (in $s \uparrow t$ for fixed $t$ ). We can see from the forward equations how the prediction of values of $\theta_{t}$ deteriorates as $t$ increases. The backward equations allow us to establish a degree of improvement for prediction of values of $\theta_{t}$ with 'the increase of data', i.e., with the increase of $s$. Note that the backward equations of extrapolation could be deduced from the general equations of extrapolation
obtained in Chapter 8. We shall present here another and, we think, more natural development.

Assume that $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), 0 \leq t \leq T$, is a $(k+l)$-dimensional diffusion process with

$$
\begin{align*}
& d \theta_{t}=\left[a_{0}(t)+a_{1}(t) \theta_{t}\right] d t+\sum_{i=1}^{2} b_{i}(t, \xi) d W_{i}(t)  \tag{12.124}\\
& d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}\right] d t+\sum_{i=1}^{2} B_{i}(t, \xi) d W_{i}(t) \tag{12.125}
\end{align*}
$$

where the coefficients satisfy the conditions given by (1)-(10) with the elements of the vector $a_{0}(t)$ and the matrix $a_{1}(t)$ being deterministic time functions and the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ being Gaussian.

Next let $\varphi_{s}^{t}$ be the fundamental matrix solution of the equation

$$
\begin{equation*}
\frac{d \varphi_{s}^{t}}{d t}=a_{1}(t) \varphi_{s}^{t}, \quad t \geq s \tag{12.126}
\end{equation*}
$$

with $\varphi_{s}^{s}=E_{(k \times k)}$. Under these assumptions we have the following.

Theorem 12.12. Let the process $(\theta, \xi)$ be governed by the system of equations given by (12.124) and (12.125). Then for each fixed $s, 0 \leq s \leq t \leq T, n_{1}(t, s)$ satisfies the equation

$$
\begin{equation*}
\frac{d n_{1}(t, s)}{d t}=a_{0}(t)+a_{1}(t) n_{1}(t, s) \tag{12.127}
\end{equation*}
$$

with $n_{1}(s, s)=m_{s}$, where $m_{s}$ is defined by Equations (12.66) and (12.67). For fixed $t$,

$$
\begin{align*}
n_{1}(t, s)= & n_{1}(t, 0)+\int_{0}^{s} \varphi_{u}^{t}\left[(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1}(u, \xi) \\
& \times\left[d \xi_{u}-\left(A_{0}(u, \xi)+A_{1}(u, \xi) m_{u}\right) d u\right] \tag{12.128}
\end{align*}
$$

where $m_{u}$ and $\gamma_{u}$ can be found from Equations (12.66) and (12.67), and

$$
\begin{equation*}
n_{1}(t, 0)=\varphi_{0}^{t}\left[m_{0}+\int_{0}^{t}\left(\varphi_{0}^{s}\right)^{-1} a_{0}(s) d s\right] \tag{12.129}
\end{equation*}
$$

PROOF. Let us note that

$$
n_{1}(t, s)=M\left(\theta_{t} \mid \mathcal{F}_{s}^{\xi}\right)=M\left[M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \mid \mathcal{F}_{s}^{\xi}\right]=M\left(m_{t} \mid \mathcal{F}_{s}^{\xi}\right)
$$

where, according to (12.66), $m_{t}$ can be represented as follows:

$$
\begin{align*}
m_{t}= & m_{s}+\int_{s}^{t}\left[a_{0}(u)+a_{1}(u) m_{u}\right] d u \\
& \left.+\int_{s}^{t}(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u} \tag{12.130}
\end{align*}
$$

But

$$
M\left(\int_{s}^{t}\left[(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u} \mid \mathcal{F}_{s}^{\xi}\right)=0
$$

hence, taking the conditional expectation $M\left(\cdot \mid \mathcal{F}_{s}^{\xi}\right)$ on both sides of (12.130), we arrive at Equation (12.127).

In order to deduce (12.128), we take $s=0$ in (12.130). With the help of the Itô formula it is not difficult to convince oneself that the (unique) continuous solution $m_{t}$ of Equation (12.130) with $s=0$ can be expressed as follows:

$$
\begin{aligned}
m_{t}= & \varphi_{0}^{t}\left[m_{0}+\int_{0}^{t}\left(\varphi_{0}^{u}\right)^{-1} a_{0}(u) d u\right. \\
& \left.+\int_{0}^{t}\left(\varphi_{0}^{u}\right)^{-1}\left[(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u}\right]
\end{aligned}
$$

From this we find that

$$
\begin{align*}
m_{t}= & n_{1}(t, 0)+\int_{0}^{s} \varphi_{u}^{t}\left[(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u} \\
& +\int_{s}^{t} \varphi_{u}^{t}\left[(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1 / 2}(u, \xi) d \bar{W}_{u} \tag{12.131}
\end{align*}
$$

Subtracting the conditional expectation $M\left(\cdot \mid \mathcal{F}_{s}^{\boldsymbol{\xi}}\right)$ from both sides of (12.131), we obtain the desired representation, (12.128).
12.5.3. Let it be required to extrapolate the values of $\xi_{t}$ from $\xi_{0}^{s}=\left\{\xi_{u}, u \leq\right.$ $s\}, s \leq t$, along with predicting the values of $\theta_{t}$.

We shall again assume that the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ is Gaussian and (1)-(10) are satisfied, and

$$
A_{0}(t, x)=A_{0}(t)+A_{2}(t) x_{t}, \quad a_{1}(t, x)=a_{1}(t), \quad A_{1}(t, x)=A_{1}(t)
$$

where the elements of the vectors and the matrices $a_{i}(t)$ and $A_{i}(t), i=0,1,2$, are deterministic functions. In other words, let

$$
\begin{align*}
d \theta_{t} & =\left[a_{0}(t)+a_{1}(t) \theta_{t}+a_{2}(t) \xi_{t}\right] d t+\sum_{i=1}^{2} b_{i}(t, \xi) d W_{i}(t)  \tag{12.132}\\
d \xi_{t} & =\left[A_{0}(t)+A_{1}(t) \theta_{t}+A_{2}(t) \xi_{t}\right] d t+\sum_{i=1}^{2} B_{i}(t, \xi) d W_{i}(t) \tag{12.133}
\end{align*}
$$

Next, let $\Phi_{s}^{t}$ be the fundamental matrix of the system $(t>s)$

$$
\frac{d \Phi_{s}^{t}}{d t}=\left(\begin{array}{cc}
a_{1}(t) & a_{2}(t) \\
A_{1}(t) & A_{2}(t)
\end{array}\right) \Phi_{s}^{t}
$$

where

$$
\Phi_{s}^{s}=E_{((k+l) \times(k+l))} .
$$

Theorem 12.13. Under the assumptions made, $n_{1}(t, s)$ and $n_{2}(t, s)$ (for each s) are solutions of the system of equations

$$
\binom{\frac{d n_{1}(t, s)}{d t}}{\frac{d n_{2}(t, s)}{d t}}=\binom{a_{0}(t)}{A_{0}(t)}+\left(\begin{array}{cc}
a_{1}(t) & a_{2}(t)  \tag{12.134}\\
A_{1}(t) & A_{2}(t)
\end{array}\right)\binom{n_{1}(t, s)}{n_{2}(t, s)}
$$

with $n_{1}(s, s)=m_{2}, n_{s}(s, s)=\xi_{s}$.
For fixed $t$,

$$
\begin{align*}
\binom{n_{1}(t, s)}{n_{2}(t, s)}= & \binom{n_{1}(t, 0)}{n_{2}(t, 0)} \\
& +\int_{0}^{s} \Phi_{u}^{s}\binom{\left[(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1 / 2}(u, \xi)}{(B \circ B)^{1 / 2}(u, \xi)} d \bar{W}_{u} \tag{12.135}
\end{align*}
$$

and

$$
\begin{equation*}
\binom{n_{1}(t, 0)}{n_{2}(t, 0)}=\Phi_{0}^{t}\binom{m_{0}}{\xi_{0}}+\int_{0}^{t} \Phi_{s}^{t}\binom{a_{0}(s)}{A_{0}(s)} d s \tag{12.136}
\end{equation*}
$$

PROOF. Taking into consideration the assumptions on the coefficients of the system from (12.66) and (12.133) we find that

$$
\left.\begin{array}{rl}
\binom{m_{t}}{\xi_{t}}= & \binom{m_{s}}{\xi_{s}}+\int_{0}^{t}\binom{a_{0}(u)}{A_{0}(u)} d u+\int_{s}^{t}\left(\begin{array}{ll}
a_{1}(u) & a_{2}(u) \\
A_{1}(u) & A_{2}(u)
\end{array}\right)\binom{m_{u}}{\xi_{u}} d u \\
& +\int_{s}^{t}\left(\left[(b \circ B)(u, \xi)+\gamma_{u} A_{1}^{*}(u, \xi)\right](B \circ B)^{-1 / 2}(u, \xi)\right. \\
(B \circ B)^{1 / 2}(u, \xi)
\end{array}\right) d \bar{W}_{u} .
$$

From this (as in proving the preceding theorem) (12.134) and (12.135) can easily be deduced.

Note. For the particular case of Equations (12.132) and (12.133) corresponding to the Kalman-Bucy scheme (see Chapter 10) the forward and backward equations of extrapolation hold true only under the assumptions of Theorem 10.3

## Notes and References. 1

12.1-12.5. The results related to this chapter are due to the authors. They have been partially published in [205,207-209].

## Notes and References. 2

12.1-12.5. References to other filtering models for which filtering equations have a 'closed form' can be found in Benesh [16], Daum [47], Pardoux [252] and Yashin [321,323].

# 13. Conditionally Gaussian Sequences: Filtering and Related Problems 

### 13.1 Theorem on Normal Correlation

13.1.1. The two previous chapters dealt with problems of filtering, interpolation and extrapolation for the conditionally Gaussian processes $(\theta, \xi)$ in continuous time $t \geq 0$. In the present chapter these problems will be investigated for random sequences with discrete time $t=0, \Delta, 2 \Delta, \ldots$, having the property of 'conditional normality' as well.

It should be emphasized that the complex tools of the theory of martingales, taken advantage of in the case of continuous time, will not be used in this chapter. In essence, all the results of this chapter can be deduced from the theorem on normal correlation (Theorem 13.1). Hence, the reader who wishes to become acquainted with the theory of filtering and related problems for the case of discrete time can start reading this chapter without studying the previous chapters.

The comparison of the results for discrete time and continuous time shows that there is a great similarity between them, at least formally. Moreover, a formal passage to the limit (with $\Delta \rightarrow 0$ ) enables us to obtain the pertinent results for the case of continuous time from the results of this chapter. However, rigorous justification is not easy and requires, in fact, all the tools employed in the two previous chapters.
13.1.2. For the formulation and proof of the main result of this section - a theorem on normal correlation - we need some properties of pseudo-inverses of matrices.

Consider a matrix equation

$$
\begin{equation*}
A X A=A \tag{13.1}
\end{equation*}
$$

If $A$ is a square nonsingular matrix, then this equation has a unique solution $X=A^{-1}$. If the matrix $A$ is singular, or even rectangular, then a solution of Equation (13.1), even if it exists, cannot be defined uniquely. Nevertheless, there exists (as will be proved below), in this case also (for a certain class of matrices), a single-valued matrix satisfying Equation (13.1). From now on this matrix will be denoted by $A^{+}$and called a pseudo-inverse matrix.

[^8]Definition. A matrix $A^{+}$(of the order $n \times m$ ) is called the pseudo-inverse with respect to the matrix $A=A_{(m \times n)}$, if the following two conditions are satisfied:

$$
\begin{gather*}
A A^{+} A=A  \tag{13.2}\\
A^{+}=U A^{*}=A^{*} V \tag{13.3}
\end{gather*}
$$

where $U$ and $V$ are matrices.
It follows from (13.3) that rows and columns of the matrix $A^{+}$are, respectively, linear combinations of rows and columns of the matrix $A^{*}$.

Lemma 13.1. The matrix $A^{+}$satisfying (13.2) and (13.3) exists and is unique.

PROOF. Let us start by proving the uniqueness. Let $A_{1}^{+}$and $A_{2}^{+}$be two different pseudo-inverse matrices.

Then

$$
A A_{1}^{+} A=A, \quad A_{1}^{+}=U_{1} A^{*}=A^{*} V_{1}
$$

and

$$
A A_{2}^{+} A=A, \quad A_{2}^{+}=U_{2} A^{*}=A^{*} V_{2}
$$

for some matrices $U_{1}, V_{1}, U_{2}$, and $V_{2}$. Let $D=A_{1}^{+}-A_{2}^{+}, U=U_{1}-U_{2}$, $V=V_{1}-V_{2}$, Then ${ }^{1}$

$$
A D A=0, \quad D=U A^{*}=A^{*} V
$$

But $D^{*}=V^{*} A$; hence,

$$
(D A)^{*}(D A)=A^{*} D^{*} D A=A^{*} V^{*} A D A=0
$$

and therefore $D A=0$.
Making use of the formula $D^{*}=A U^{*}$ we find that

$$
D D^{*}=D A U^{*}=0
$$

Therefore $A_{1}^{+}-A_{2}^{+}=D=0$.
In order to prove the existence of the matrix $A^{+}$, assume first that the rank of the matrix $A$ (of the order $m \times n$ with $m \geq n$ ) is equal to $n$.

We shall show that in this case the matrix

$$
\begin{equation*}
A^{+}=\left(A^{*} A\right)^{-1} A^{*} \tag{13.4}
\end{equation*}
$$

satisfies (13.2) and (13.3).

[^9](13.2) is obviously satisfied since
$$
A A^{+} A=A\left(A^{*} A\right)^{-1}\left(A^{*} A\right)=A
$$
where $A^{*} A$ is a nonsingular matrix of the order $n \times n$. The equality $A^{+}=U A^{*}$ is satisfied with $U=\left(A^{*} A\right)^{-1}$. The equality $A^{+}=A^{*} V$ can be satisfied as is easy to verify, if it is assumed that $V=A\left(A^{*} A\right)^{-2} A^{*}$.

Similarly it can be shown that if the rank of the matrix $A$ (of the order $m \times n$ with $m \leq n$ ) is equal to $m$, then the matrix

$$
\begin{equation*}
A^{+}=A^{*}\left(A A^{*}\right)^{-1} \tag{13.5}
\end{equation*}
$$

is the pseudo-inverse with respect to the matrix $A$.
In order to prove the existence of a pseudo-inverse matrix in the general case we shall make use of the fact that any matrix $A$ of the order $m \times n$ of rank $r$ can be represented as a product

$$
\begin{equation*}
A=B \cdot C \tag{13.6}
\end{equation*}
$$

with matrices $B_{(m \times r)}$ and $C_{(r \times n)}$ of rank $r \leq m \wedge n$.
Indeed, let us construct a matrix $B$ having $r$ independent columns of the matrix $A$. Then all the columns of the matrix $A$ can be expressed in terms of columns of the matrix $B$, which is justified because (13.6) determines a 'skeleton' decomposition of the matrix $A$.

Now set

$$
\begin{equation*}
A^{+}=C^{+} B^{+} \tag{13.7}
\end{equation*}
$$

where, according to (13.4) and (13.5),

$$
\begin{align*}
& C^{+}=C^{*}\left(C C^{*}\right)^{-1}  \tag{13.8}\\
& B^{+}=\left(B^{*} B\right)^{-1} B^{*} \tag{13.9}
\end{align*}
$$

Then

$$
A A^{+} A=B C C^{*}\left(C C^{*}\right)^{-1}\left(B^{*} B\right)^{-1} B^{*} B C=B C=A .
$$

Next, if it is assumed that $U=C^{*}\left(C C^{*}\right)^{-1}\left(B^{*} B\right)^{-1}\left(C C^{*}\right)^{-1} C$, it can be easily checked that:

$$
U A^{*}=A^{+}
$$

Analogously, if $V=B\left(B^{*} B\right)^{-1}\left(C C^{*}\right)^{-1}\left(B^{*} B\right)^{-1} B^{*}$, then $A^{+}=A^{*} V$.
13.1.3. We shall present a number of properties of pseudo-inverse matrices to be used further on:
(1 $\left.{ }^{\circ}\right) ~ A A^{+} A=A, A^{+} A A^{+}=A^{+}$;
$\left(2^{\circ}\right)\left(A^{*}\right)^{+}=\left(A^{+}\right)^{*}$;
$\left(3^{\circ}\right)\left(A^{+}\right)^{+}=A$;
(4) $\left(A^{+} A\right)^{2}=A^{+} A,\left(A^{+} A\right)^{*}=A^{+} A,\left(A A^{+}\right)^{2}=A A^{+},\left(A A^{+}\right)^{*}=A A^{+}$;
$\left(5^{\circ}\right)\left(A^{*} A\right)^{+}=A^{+}\left(A^{*}\right)^{+}=A^{+}\left(A^{+}\right)^{*}$;
$\left(6^{\circ}\right) A^{+}=\left(A^{*} A\right)^{+} A^{*}=A^{*}\left(A A^{*}\right)^{+}$;
( $7^{\circ}$ ) $A^{+} A A^{*}=A^{*} A A^{+}=A^{*}$;
$\left(8^{\circ}\right)$ if $S$ is an orthogonal matrix, then $\left(S A S^{*}\right)^{+}=S A^{+} S^{*}$;
$\left(9^{\circ}\right)$ if $A$ is a symmetric nonnegative definite matrix of order $n \times n$ of rank $r<n$, then

$$
\begin{equation*}
A^{+}=T^{*}\left(T T^{*}\right)^{-2} T \tag{13.10}
\end{equation*}
$$

where the matrix $T_{(r \times n)}$ of rank $r$ is defined by the decomposition

$$
\begin{equation*}
A=T^{*} T \tag{13.11}
\end{equation*}
$$

$\left(10^{\circ}\right)$ if the matrix $A$ is nonsingular, then $A^{+}=A^{-1}$.
The properties given above can be verified by immediate calculation. Thus $\left(1^{\circ}\right)$ and ( $2^{\circ}$ ) follow from (13.2) and (13.6)-(13.9). The equalities

$$
A^{+}=C^{+} B^{+}=C^{*}\left(C C^{*}\right)^{-1}\left(B^{*} B\right)^{-1} B^{*}=\tilde{B} \tilde{C}
$$

where

$$
\tilde{B}=C^{*}\left(C C^{*}\right)^{-1}, \quad \tilde{C}=\left(B^{*} B\right)^{-1} B^{*}
$$

give a skeleton decomposition of the matrix $A^{+}$from which ( $3^{\circ}$ ) follows. ( $4^{\circ}$ ) follows from $\left(1^{\circ}\right),\left(2^{\circ}\right)$ and (13.7)-(13.9). In order to prove ( $5^{\circ}$ ), one should make a skeleton decomposition $A=B C$ and represent the matrix $A^{*} A$ as a product $\tilde{B} \tilde{C}$ where $\tilde{B}=C^{*}$ and $\tilde{C}=B^{*} B C$. ( $6^{\circ}$ ) and ( $7^{\circ}$ ) follow from $\left(1^{\circ}\right)-\left(5^{\circ}\right)$.

In order to prove ( $8^{\circ}$ ) it suffices to note that, by virtue of the orthogonality $\left(S S^{*}=E\right)$ of the matrix $S$,

$$
\begin{equation*}
\left(S A S^{*}\right)\left(S A^{+} S^{*}\right)\left(S A S^{*}\right)=S A A^{+} A S^{*}=S A S^{*} \tag{13.12}
\end{equation*}
$$

Next, if $A^{+}=U A^{*}=A^{*} V$, then

$$
\begin{equation*}
S A^{+} S^{*}=S\left(U A^{*}\right) S=S U\left(S^{*} S\right) A^{*} S=\tilde{U}\left(S A^{*} S\right)=\tilde{U}\left(S A S^{*}\right)^{*} \tag{13.13}
\end{equation*}
$$

with $\tilde{U}=S U S^{*}$.
Similarly, it is established that

$$
\begin{equation*}
S A^{+} S^{*}=\left(S A S^{*}\right)^{*} \tilde{V} \tag{13.14}
\end{equation*}
$$

with $\tilde{V}=S V S^{*}$.

It follows from (13.12)-(13.14) that $\left(S A S^{*}\right)^{+}=S A^{+} S^{*}$.
Finally, $\left(9^{\circ}\right)$ follows from the skeleton decomposition $A=T^{*} T$ and (13.7)(13.9).

Note. According to $\left(9^{\circ}\right)$, in the case of symmetric nonnegative definite matrices $A$ the pseudo-inverse matrix $A^{+}$can be defined by (13.10) where the matrix $T$ is defined from the decomposition $A=T^{*} T$. This decomposition is not, in general, unique. The pseudo-inverse matrix $A^{+}=T^{*}\left(T T^{*}\right)^{-2} T$ is, however, defined uniquely regardless of the way of decomposing $A$ as $T^{*} T$. Therefore, in the case of symmetric nonnegative definite matrices $A$, the pseudo-inverse matrix

$$
A^{+}= \begin{cases}A^{-1} & \text { if the matrix } A \text { is nonsingular }  \tag{13.15}\\ T^{*}\left(T T^{*}\right)^{-2} T, & \text { if the matrix } A \text { is singular }\end{cases}
$$

13.1.4. We recall that the random vector $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ is called Gaussian (normal), if its characteristic function ${ }^{2}$

$$
\varphi_{\xi}(z)=M \exp \left[i z^{*} \xi\right], \quad z=\left(z_{1}, \ldots, z_{n}\right), \quad z^{*} \xi=\sum_{i=1}^{n} z_{i} \xi_{i}
$$

is given by the formula

$$
\begin{equation*}
\varphi_{\xi}(z)=\exp \left[i z^{*} m-\frac{1}{2} z^{*} R z\right] \tag{13.16}
\end{equation*}
$$

where $m=\left(m_{1}, \ldots, m_{n}\right)$ and $R=\left\|R_{i j}\right\|$ is a nonnegative definite symmetric matrix of the order $(n \times n)$. The parameters $m$ and $R$ have a simple meaning. The vector $m$ is a vector of the mean values, $m=M \xi$, and the matrix $R$ is a matrix of covariances

$$
R \equiv \operatorname{cov}(\xi, \xi)=M(\xi-m)(\xi-m)^{*}
$$

Let us note a number of simple properties of Gaussian vectors.
(1) If $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ is a Gaussian vector, $A_{(m \times n)}$ a matrix and $a=$ $\left(a_{1}, \ldots, a_{m}\right)$ a vector, then the random vector $\eta=A \xi+a$ is Gaussian with

$$
\begin{equation*}
\varphi_{n}(z)=\exp \left\{i z^{*}(a+A m)-\frac{1}{2} z^{*}\left(A R A^{*}\right) z\right\} \tag{13.17}
\end{equation*}
$$

and

$$
\begin{equation*}
M \eta=a+A m, \quad \operatorname{cov}(\eta, \eta)=A \operatorname{cov}(\xi, \xi) A^{*} \tag{13.18}
\end{equation*}
$$

[^10](2) Let $(\theta, \xi)=\left[\left(\theta_{1}, \ldots, \theta_{k}\right),\left(\xi_{1}, \ldots, \xi_{l}\right)\right]$ be a Gaussian vector with $m_{\theta}=$ $M \theta, m_{\xi}=M \xi, D_{\theta \theta}=\operatorname{cov}(\theta, \theta)=M\left(\theta-m_{\theta}\right)\left(\theta-m_{\theta}\right)^{*}, D_{\xi \xi}=$ $\operatorname{cov}(\xi, \xi)=M\left(\xi-m_{\xi}\right)\left(\xi-m_{\xi}\right)^{*}$ and $D_{\theta \xi}=\operatorname{cov}(\theta, \xi)=M\left(\theta-m_{\theta}\right)(\xi-$ $m_{\xi}$ ).
If $D_{\theta \xi}=0$, then the (Gaussian) vectors $\theta$ and $\xi$ are independent and
$$
\varphi_{(\theta, \xi)}\left(z_{1}, z_{2}\right)=\varphi_{\theta}\left(z_{1}\right) \varphi_{\xi}\left(z_{2}\right)
$$
where $z_{1}=\left(z_{11}, \ldots, z_{1 k}\right), z_{2}=\left(z_{21}, \ldots, z_{2 l}\right)$ and
\[

$$
\begin{aligned}
\varphi_{0}\left(z_{1}\right) & =\exp \left[i z_{1}^{*} m_{\theta}-\frac{1}{2} z_{1}^{*} D_{\theta \theta} z_{1}\right] \\
\varphi_{\xi}\left(z_{2}\right) & =\exp \left[i z_{2}^{*} m_{\xi}-\frac{1}{2} z_{2}^{*} D_{\xi \xi} z_{2}\right]
\end{aligned}
$$
\]

(3) Let $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ be a Gaussian vector with $m=M \xi$ and $R=$ $\operatorname{cov}(\xi, \xi)$. Then there exists a Gaussian vector $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ with independent components, $M \varepsilon=0$ and $\operatorname{cov}(\varepsilon, \varepsilon)=E_{(n \times n)}$, such that

$$
\begin{equation*}
\xi=R^{1 / 2} \varepsilon+m \tag{13.19}
\end{equation*}
$$

For this purpose let us introduce a Gaussian vector ${ }^{3} \nu=\left(\nu_{1}, \ldots, \nu_{n}\right)$ independent of $\xi$, with $M \nu=0, \operatorname{cov}(\nu, \nu)=E$. Assume $T=R^{1 / 2}$;

$$
\begin{equation*}
\varepsilon=\left(T^{+}\right)^{*}(\xi-m)+\left(E-T T^{+}\right) \nu \tag{13.20}
\end{equation*}
$$

Since the vectors $\xi$ and $\nu$ are independent, then the vector $\varepsilon$ is also Gaiussian. It is seen that $M \varepsilon=0$. Compute now the covariance $\operatorname{cov}(\varepsilon, \varepsilon)$. We have

$$
\operatorname{cov}(\varepsilon, \varepsilon)=M \varepsilon \varepsilon^{*}=\left(T^{+}\right)^{*} R T^{+}+\left(E-T T^{+}\right)\left(E-T T^{+}\right)^{*}
$$

But by property ( $4^{\circ}$ ) of pseudo-inverse matrices

$$
\left(E-T T^{+}\right)^{*}=E-T T^{+}, \quad\left(E-T T^{+}\right)^{2}=E-T T^{+}
$$

and

$$
\left(T^{+}\right)^{*} R T^{+}=\left(T^{+}\right)^{*} T^{*} T T^{+}=\left[\left(T^{+}\right)^{*} T^{*}\right]\left[T T^{+}\right]=T T^{+}
$$

Hence, $\operatorname{cov}(\xi, \xi)=E$, which proves the independence of the components of the vector $\varepsilon$.
Next we obtain from (13.20)

$$
\begin{aligned}
T^{*} \varepsilon & =T^{*}\left(T^{+}\right)^{*}(\xi-m)+\left(T^{*}-T^{*} T T^{+}\right) \nu \\
& =(\xi-m)-\left(E-T^{*}\left(T^{+}\right)^{*}\right)(\xi-m)+\left(T^{*}-T^{*} T T^{+}\right) \nu
\end{aligned}
$$

But $T^{*}=T^{*} T T^{+}\left(\right.$from $\left.\left(7^{\circ}\right)\right), T^{*}\left(T^{+}\right)^{*}=\left(T^{+} T\right)^{*}=T^{+} T$ (from (4$\left.)^{\circ}\right)$, and $\left(E-T^{+} T\right) \operatorname{cov}(\xi, \xi)\left(E-T^{+} T\right)^{*}=\left(E-T^{+} T\right)\left(T^{*} T\right) \times\left(E-T^{+} T\right)=0$, which proves the equality $R^{1 / 2} \varepsilon=\xi-m$.

[^11](4) Let $\xi_{n}, n=1,2, \ldots$, be a sequence of Gaussian vectors converging in probability to a vector $\xi$. Then $\xi$ is also a Gaussian vector.
Indeed, let $m_{n}=M \xi_{n}$ and $R_{n}=\operatorname{cov}\left(\xi_{n}, \xi_{n}\right)$. Then, since $P-\lim _{n \rightarrow \infty} \xi_{n}=$ $\xi$ and $\left|\exp \left[i z^{*} \xi_{n}\right]\right| \leq 1$, by the Lebesgue dominated convergence theorem
$$
\lim _{n \rightarrow \infty} \exp \left[i z^{*} m_{n}-\frac{1}{2} z^{*} R_{n} z\right]=\lim _{n \rightarrow \infty} M \exp \left[i z^{*} \xi_{n}\right]=M \exp \left[i z^{*} \xi\right]
$$

From this, by virtue of the arbitrariness of $z$, there exist a vector $m$ and a nonnegative definite matrix $R$ such that

$$
m=\lim _{n} m_{n}, \quad R=\lim _{n} R_{n}
$$

Therefore,

$$
M \exp \left[i z^{*} \xi\right]=\exp \left[i z^{*} m-\frac{1}{2} z^{*} R z\right]
$$

which proves the normality of the vector $\xi$.
13.1.5.

Theorem 13.1 (Theorem on normal correlation). Let $(\theta, \xi)=\left(\left[\theta_{1}, \ldots, \theta_{k}\right]\right.$, $\left.\left[\xi_{1}, \ldots, \xi_{l}\right]\right)$ be a Gaussian vector with

$$
\begin{gathered}
m_{\theta}=M \theta, \quad m_{\xi}=M \xi \\
D_{\theta \theta}=\operatorname{cov}(\theta, \theta), \quad D_{\theta \xi}=\operatorname{cov}(\theta, \xi), \quad D_{\xi \xi}=\operatorname{cov}(\xi, \xi)
\end{gathered}
$$

Then the conditional expectation $M(\theta \mid \xi)$ and the conditional covariance

$$
\operatorname{cov}(\theta, \theta \mid \xi)=M\left\{[\theta-M(\theta \mid \xi)][\theta-M(\theta \mid \xi)]^{*} \mid \xi\right\}
$$

are given by the formulae

$$
\begin{gather*}
M(\theta \mid \xi)=m_{\theta}+D_{\theta \xi} D_{\xi \xi}^{+}\left(\xi-m_{\xi}\right)  \tag{13.21}\\
\operatorname{cov}(\theta, \theta \mid \xi)=D_{\theta \theta}-D_{\theta \xi} D_{\xi \xi}^{+}\left(D_{\theta \xi}\right)^{*} \tag{13.22}
\end{gather*}
$$

PROOF. Set

$$
\begin{equation*}
\eta=\left(\theta-m_{\theta}\right)+C\left(\xi-m_{\xi}\right) \tag{13.23}
\end{equation*}
$$

where we want to select the matrix $C_{(k \times l)}$ such that $M \eta\left(\xi-m_{\xi}\right)^{*}=0$.
If such a matrix exists, then it is a solution of the linear system

$$
\begin{equation*}
D_{\theta \xi}+C D_{\xi \xi}=0 . \tag{13.24}
\end{equation*}
$$

If $D_{\xi \xi}$ is a positive definite matrix, then

$$
\begin{equation*}
C=-D_{\theta \xi} D_{\xi \xi}^{-1} \tag{13.25}
\end{equation*}
$$

Otherwise it can be assumed that

$$
\begin{equation*}
C=-D_{\theta \xi} D_{\xi \xi}^{+} \tag{13.26}
\end{equation*}
$$

According to (3), the property given in Subsection 13.1.4, there exists a Gaussian vector $\varepsilon$ with $M \varepsilon=0, M \varepsilon \varepsilon^{*}=E$, such that

$$
\xi-m_{\xi}=D_{\xi \xi}^{1 / 2} \varepsilon
$$

Then, setting $T=D_{\xi \xi}^{1 / 2}$, we obtain

$$
D_{\theta, \xi}=M\left[\left(\theta-m_{\theta}\right)\left(\xi-m_{\xi}\right)^{*}\right]=M\left(\theta_{t}-m_{\theta}\right) \varepsilon^{*} T=d_{\theta \varepsilon} T,
$$

where $d_{\theta \varepsilon}=M\left(\theta-m_{\theta}\right) \varepsilon^{*}$. Therefore,

$$
D_{\theta \xi}=d_{\theta \varepsilon} T, \quad D_{\theta \xi} D_{\xi \xi}^{+} D_{\xi \xi}=d_{\theta \varepsilon} T(T T)^{+} T T=d_{\theta \varepsilon} T
$$

where we take advantage of $\left(1^{\circ}\right),\left(4^{\circ}\right)$ and $\left(5^{\circ}\right)$, according to which it follows that

$$
\begin{aligned}
D_{\xi \xi}^{+}=(T T)^{+}=T^{+} T^{+}, \quad T(T T)^{+} T T & =T T^{+} T^{+} T T=T T^{+}\left(T^{+} T\right)^{*} T \\
& =\left(T T^{+}\right)^{2} T=T T^{+} T=T
\end{aligned}
$$

i.e.,

$$
D_{\theta \xi}=D_{\theta \xi} D_{\xi \xi}^{+} D_{\xi \xi}
$$

which proves (13.24) with $C=-D_{\theta \xi} D_{\xi \xi}^{+}$.
Therefore, the vector

$$
\begin{equation*}
\eta=\left(\theta-m_{\theta}\right)-D_{\theta \xi} D_{\xi \xi}^{+}\left(\xi-m_{\xi}\right) \tag{13.27}
\end{equation*}
$$

has the property that $M \eta\left(\xi-m_{\xi}\right)^{*}=0$.
Since $(\theta, \xi)$ is Gaussian, so is $\eta$. Moreover, the vector $(\eta, \xi)$ will also be Gaussian, since the characteristic function

$$
\begin{aligned}
\varphi_{(\eta, \xi)}\left(z_{1}, z_{2}\right) & =M \exp \left[i z_{1}^{*} \eta+i z_{2}^{*} \xi\right] \\
& =M \exp \left\{i z_{1}^{*}\left[\left(\theta-m_{0}\right)+C\left(\xi-m_{\xi}\right)\right]+i z_{2}^{*} \xi\right\}
\end{aligned}
$$

can be written in the same form as (13.16) due to the normality of the vector $(\theta, \xi)$. Next, $M \eta=0$ and $M \eta\left(\xi-m_{\xi}\right)^{*}=0$.

Hence, according to (2), given in Subsection 13.1.4, the Gaussian vectors $\eta$ and $\xi$ are independent.

Therefore,

$$
M(\eta \mid \xi)=M \eta=0 \quad(P-\mathrm{a} . \mathrm{s} .)
$$

which, together with (13.27), yields (13.21).
In order to prove (13.22), note that $\theta-M(\theta \mid \xi)=\eta$ and, due to the independence of $\xi$ and $\eta$,

$$
\begin{equation*}
\operatorname{cov}(\theta, \theta \mid \xi)=M\left(\eta \eta^{*} \mid \xi\right)=M \eta \eta^{*} \quad(P-\text { a.s. }) . \tag{13.28}
\end{equation*}
$$

But, according to (13.27),

$$
\begin{align*}
M \eta \eta^{*} & =D_{\theta \theta}+D_{\theta \xi} D_{\xi \xi}^{+} D_{\xi \xi} D_{\xi \xi}^{+} D_{\theta \xi}^{*}-2 D_{\theta \xi} D_{\xi \xi}^{+} D_{\xi \xi} D_{\xi \xi}^{+} D_{\theta \xi}^{*} \\
& =D_{\theta \theta}-D_{\theta \xi} D_{\xi \xi}^{+} D_{\xi \xi} D_{\xi \xi}^{+} D_{\theta \xi}^{*}=D_{\theta \theta}-D_{\theta \xi} D_{\xi \xi}^{+} D_{\theta \xi}^{*} \tag{13.29}
\end{align*}
$$

where we take advantage of the fact that, according to $\left(1^{\circ}\right), D_{\xi \xi}^{+} D_{\xi \xi} D_{\xi \xi}^{+}=$ $D_{\xi \xi}^{+}$.

From (13.28) and (13.29) we obtain (13.22) for $\operatorname{cov}(\theta, \theta \mid \xi)$.
13.1.6.

Corollary 1. If $k=l=1$ and $D \xi>0$, then

$$
\begin{gather*}
M(\theta \mid \xi)=M \theta+\frac{\operatorname{cov}(\theta, \xi)}{D \xi}(\xi-M \xi)  \tag{13.30}\\
D(\theta \mid \xi)=D \theta-\frac{\operatorname{cov}^{2}(\theta, \xi)}{D \xi} \tag{13.31}
\end{gather*}
$$

where $D(\theta \mid \xi)=M\left\{[\theta-M(\theta \mid \xi)]^{2} \mid \xi\right\}$.
Assuming $\sigma_{\theta}=+\sqrt{D \theta}, \sigma_{\xi}=+\sqrt{D \xi}$ and introducing the correlation coefficient

$$
\rho=\frac{\operatorname{cov}(\theta, \xi)}{\sigma_{\theta} \sigma_{\xi}}
$$

(13.30) and (13.31) can be rewritten as follows:

$$
\begin{gather*}
M(\theta \mid \xi)=M \theta+\rho \frac{\sigma_{\theta}}{\sigma_{\xi}}(\xi-M \xi)  \tag{13.32}\\
D(\theta \mid \xi)=\sigma_{\theta}^{2}\left(1-\rho^{2}\right) \tag{13.33}
\end{gather*}
$$

Corollary 2. If

$$
\theta=b_{1} \varepsilon_{1}+b_{2} \varepsilon_{2}, \quad \xi=B_{1} \varepsilon_{1}+B_{2} \varepsilon_{2}
$$

where $\varepsilon_{1}, \varepsilon_{2}$ are independent Gaussian variables with $M \varepsilon_{i}=0, D \varepsilon_{i}=1$, $i=1,2$, and $B_{1}^{2}+B_{2}^{2}>0$, then

$$
\begin{align*}
M(\theta \mid \xi) & =\frac{b_{1} B_{1}+b_{2} B_{2}}{B_{1}^{2}+B_{2}^{2}} \xi  \tag{13.34}\\
D(\theta \mid \xi) & =\frac{\left(B_{1} b_{2}-b_{1} B_{2}\right)^{2}}{B_{1}^{2}+B_{2}^{2}} \tag{13.35}
\end{align*}
$$

Corollary 3. Let the random variables $\left(\theta, \xi_{1}, \ldots, \xi_{l}\right)$ form a Gaussian vector where $\xi_{1}, \ldots, \xi_{l}$ are independent and $D \xi_{i}>0$. Then

$$
M\left(\theta \mid \xi_{1}, \ldots, \xi_{l}\right)=M \theta+\sum_{i=1}^{l} \frac{\operatorname{cov}\left(\theta, \xi_{i}\right)}{D \xi_{i}}\left(\xi_{i}-M \xi_{i}\right)
$$

In particular, if $M \theta=M \xi_{i}=0$, then

$$
M\left(\theta \mid \xi_{1}, \ldots, \xi_{l}\right)=\sum_{i=1}^{l} \frac{\operatorname{cov}\left(\theta, \xi_{i}\right)}{D \xi_{i}} \xi_{i}
$$

Note. Let $[\theta, \xi]=\left[\left(\theta_{1}, \ldots, \theta_{k}\right),\left(\xi_{1}, \ldots, \xi_{l}\right)\right]$ be a random vector specified on a probability space $(\Omega, \mathcal{F}, P)$. Let $\mathcal{G}$ be a certain sub- $\sigma$-algebra of $\mathcal{F}(\mathcal{G} \subseteq \mathcal{F})$. Assume that ( $P$-a.s.) the conditional (with respect to $\mathcal{G}$ ) distribution of a vector $(\theta, \xi)$ is Gaussian with means $M(\theta \mid \mathcal{G})$ and $M(\xi \mid \mathcal{G})$, and covariances $d_{11}=\operatorname{cov}(\theta, \theta \mid \mathcal{G}), d_{12}=\operatorname{cov}(\theta, \xi \mid \mathcal{G})$, and $d_{22}=\operatorname{cov}(\xi, \xi \mid \mathcal{G})$. Then the vector of conditional expectations $M(\theta \mid \xi, \mathcal{G})$ and the conditional matrix of covariances $\operatorname{cov}(\theta, \theta \mid \xi, \mathcal{G})$ are given ( $P$-a.s.) by the formulae

$$
\begin{gather*}
M(\theta \mid \xi, \mathcal{G})=M(\theta \mid \mathcal{G})+d_{12} d_{22}^{+}[\xi-M(\xi \mid \mathcal{G})]  \tag{13.36}\\
\operatorname{cov}(\theta, \theta \mid \xi, \mathcal{G})=d_{11}-d_{12} d_{22}^{+} d_{12}^{*} \tag{13.37}
\end{gather*}
$$

This result is proved in the same ways as in the case $\mathcal{G}=\{\emptyset, \Omega\}$ and will be used frequently from now on.
13.1.7.

Theorem 13.2. Under the assumptions of Theorem 13.1, the conditional distribution ${ }^{4} P(\theta \leq x \mid \xi)$ is Gaussian with parameters $M(\theta \mid \xi)$ and $\operatorname{cov}(\theta, \theta \mid \xi)$ given (respectively) by (13.21), and (13.22).

PROOF. It suffices to show that the conditional characteristic function

$$
\begin{equation*}
M\left(\exp \left[i z^{*} \theta\right] \mid \xi\right)=\exp \left(i z^{*} M(\theta \mid \xi)-\frac{1}{2} z^{*} \operatorname{cov}(\theta, \theta) z\right) \tag{13.38}
\end{equation*}
$$

According to (13.27) and (13.21),

$$
\theta=m_{\theta}+D_{\theta \xi} D_{\xi \xi}^{+}(\xi-M \xi)+\eta=M(\theta \mid \xi)+\eta
$$

where the Gaussian vectors $\xi$ and $\eta$ are independent. Hence

$$
\begin{aligned}
M\left(\exp \left[i z^{*} \theta\right] \mid \xi\right) & =\exp \left[i z^{*} M(\theta \mid \xi)\right] M\left(\exp \left[i z^{*} \eta\right] \mid \xi\right) \\
& =\exp \left[i z^{*} M(\theta \mid \xi)\right] M \exp \left[i z^{*} \eta\right] \\
& =\exp \left[i z^{*} M(\theta \mid \xi)-\frac{1}{2} z^{*} \operatorname{cov}(\theta, \theta \mid \xi) z\right]
\end{aligned}
$$

[^12]Note. Let the matrix $\operatorname{cov}(\theta, \theta \mid \xi)=D_{\theta \theta}-D_{\theta \xi} D_{\xi \xi}^{+} D_{\theta \xi}^{*}$ be positive definite. Then the distribution function $P(\theta \leq x \mid \xi)=P\left(\theta_{1} \leq x_{1}, \ldots, \theta_{k} \leq x_{k} \mid \xi\right)$ has ( $P$-a.s.) the density

$$
\begin{align*}
P\left(x_{1}, \ldots, x_{k} \mid \xi\right)= & \frac{\left[\operatorname{det}\left(D_{\theta \theta}-D_{\theta \xi} D_{\xi \xi}^{+} D_{\theta \xi}\right)\right]^{-1 / 2}}{(2 \pi)^{k / 2}} \\
& \times \exp \left\{-\frac{1}{2}(x-M(\theta \mid \xi))^{*}\left[D_{\theta \theta}-D_{\theta \xi} D_{\xi \xi}^{+} D_{\theta \xi}^{*}\right]^{-1}\right. \\
& \times(x-M(\theta \mid \xi))\} \tag{13.39}
\end{align*}
$$

13.1.8. The theorem on normal correlation allows us to establish easily the following auxiliary results.

Lemma 13.2. Let $b_{1}, b_{2}, B_{1}, B_{2}$, be matrices of the orders $k \times k, k \times l, l \times k$, $l \times l$, respectively, and let

$$
\begin{align*}
b \circ b & =b_{1} b_{1}^{*}+b_{2} b_{2}^{*}, \\
b \circ B & =b_{1} B_{1}^{*}+b_{2} B_{2}^{*}  \tag{13.40}\\
B \circ B & =B_{1} B_{1}^{*}+B_{2} B_{2}^{*}
\end{align*}
$$

Then the symmetric matrix

$$
\begin{equation*}
b \circ b-(b \circ B)(B \circ B)^{+}(b \circ B)^{*} \tag{13.41}
\end{equation*}
$$

is nonnegative definite.
PROOF. Let $\varepsilon_{1}=\left[\varepsilon_{11}, \ldots, \varepsilon_{1 k}\right], \varepsilon_{2}=\left[\varepsilon_{21}, \ldots, \varepsilon_{2 l}\right]$ be independent Gaussian vectors with independent components, $M \varepsilon_{i j}=0, D \varepsilon_{i j}=1$.

Set

$$
\begin{aligned}
& \theta=b_{1} \varepsilon_{1}+b_{2} \varepsilon_{2} \\
& \xi=B_{1} \varepsilon_{1}+B_{2} \varepsilon_{2}
\end{aligned}
$$

Then, according to (13.22),

$$
b \circ b-(b \circ B)(B \circ B)^{+}(B \circ B)^{*}=\operatorname{cov}(\theta, \theta \mid \xi)
$$

which proves the lemma since the matrix of covariances $\operatorname{cov}(\theta, \theta \mid \xi)$ is nonnegative definite.

Lemma 13.3. Let $R_{(n \times n)}, P_{(m \times m)}$ be nonnegative definite symmetric matrices, and let $Q_{(m \times n)}$ be an arbitrary matrix. Then the system of linear algebraic equations

$$
\begin{equation*}
\left(R+Q^{*} P Q\right) x=Q^{*} P y \tag{13.42}
\end{equation*}
$$

is solvable (for $x$ ) given any vector $y=\left(y_{1}, \ldots, y_{m}\right)$, and one solution is given by

$$
\begin{equation*}
\tilde{x}=\left(R+Q^{*} P Q\right)^{+} Q^{*} P y \tag{13.43}
\end{equation*}
$$

PROOF. Let $\theta=\left(\theta_{1}, \ldots, \theta_{m}\right), \varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ be independent Gaussian vectors with $M \theta=0, \operatorname{cov}(\theta, \theta)=P, \operatorname{cov}(\varepsilon, \varepsilon)=E$. Set $\xi=Q^{*} \theta+R^{1 / 2} \varepsilon$. Then, in this case, $D_{\theta \xi}=\operatorname{cov}(\theta, \xi)=P Q, D_{\xi \xi}=\operatorname{cov}(\xi, \xi)=R+Q^{*} P Q$, since it was proved in Theorem 13.1 that the system $D_{\theta \xi}+C D_{\xi \xi}=0$ is solvable with respect to $C$ and that $C=-D_{\theta \xi} D_{\xi \xi}^{+}$. As applied to the present situation, this implies that the system

$$
\begin{equation*}
P Q+C\left(R+Q^{*} P Q\right)=0 \tag{13.44}
\end{equation*}
$$

is solvable with respect to $C$ and that $C=-P Q\left[R+Q^{*} P Q\right]^{+}$.
From the solvability of the system given by (13.44) follows the solvability (with respect to $C^{*}$ ) of the adjoint system

$$
\begin{equation*}
Q^{*} P+\left[R+Q^{*} P Q\right] C^{*}=0 \tag{13.45}
\end{equation*}
$$

Now consider an arbitrary vector $y$. Assume $\tilde{x}=-C^{*} y$. Then, multiplying (13.45) by $(-y)$, we obtain $\left(R+Q^{*} P Q\right) \tilde{x}=Q^{*} P y$, which proves the lemma.

Lemma 13.4. Let $\theta_{t}=\left(\theta_{1}(t), \ldots, \theta_{n}(t)\right), t=0,1, \ldots$, be a Gaussian Markov process with mean $r(t)=M \theta_{t}$ and correlation

$$
R(t, s)=M\left[\left(\theta_{t}-r(t)\right)\left(\theta_{s}-r(s)\right)^{*}\right], \quad t, s=0,1, \ldots
$$

Then we can find a sequence of independent Gaussian vectors

$$
\varepsilon(t)=\left(\varepsilon_{1}(t), \ldots, \varepsilon_{n}(t)\right), \quad t \geq 1
$$

with $M \varepsilon(t) \equiv 0$ and $M \varepsilon(t) \varepsilon^{*}(t) \equiv E_{(n \times n)}$, such that

$$
\begin{aligned}
\theta_{t+1}= & {\left[r(t+1)-R(t+1, t) R^{+}(t, t) r(t)\right]+R(t+1, t) R^{+}(t, t) \theta_{t} } \\
& +\left[R(t+1, t+1)-R(t+1, t) R^{+}(t, t) R^{*}(t+1, t)\right]^{1 / 2} \varepsilon(t+1)
\end{aligned}
$$

PROOF. Put $V_{t+1}=\theta_{t+1}-M\left(\theta_{t+1} \mid \theta_{t}\right)$. By the theorem on normal correlation,

$$
M\left[\theta_{t+1} \mid \theta_{t}\right]=r(t+1)+R(t+1, t) R^{+}(t, t)\left(\theta_{t}-r(t)\right)
$$

From this it follows that the vectors $V_{t}, t \geq 1$, are independent Gaussian. Indeed, for $t>s$, because of the Markovian nature of the process $\left(\theta_{t}\right), t=$ $0,1, \ldots$,

$$
M\left[\theta_{t}-M\left(\theta_{t} \mid \theta_{t-1}\right) \mid \theta_{s}, \theta_{s-1}\right]=M\left[\theta_{t} \mid \theta_{s}\right]-M\left[\theta_{t} \mid \theta_{s}\right]=0
$$

and therefore

$$
\begin{aligned}
M V_{t} V_{s}^{*} & \left.=M\left[\theta_{t}-M\left(\theta_{t} \mid \theta_{t-1}\right)\right)\left(\theta_{s}-M\left(\theta_{s} \mid \theta_{s-1}\right)\right)^{*}\right] \\
& =M\left\{M\left[\theta_{t}-M\left(\theta_{t} \mid \theta_{t-1}\right) \mid \theta_{s}, \theta_{s-1}\right]\left[\theta_{s}-M\left(\theta_{s} \mid \theta_{s-1}\right)\right]^{*}\right\}=0
\end{aligned}
$$

The equality $M V_{t} V_{s}^{*}=0$ for $t<s$ is verified in a similar way. Next we find from (13.22), that

$$
M V_{t+1} V_{t+1}^{*}=R(t+1, t+1)-R(t+1, t) R^{+}(t, t) R^{*}(t+1, t)
$$

Therefore by (3) we can find a Gaussian vector $\varepsilon_{t+1}$ such that (see (13.19))

$$
\begin{gathered}
V_{t+1}=\left[R(t+1, t+1)-R(t+1, t) R^{+}(t, t) R^{*}(t+1, t)\right]^{1 / 2} \varepsilon(t+1) \\
M \varepsilon_{t+1}=0, \quad \operatorname{cov}\left(\varepsilon_{t+1}, \varepsilon_{t+1}\right)=E
\end{gathered}
$$

The independence of the Gaussian vectors $\varepsilon_{t}, t=1,2, \ldots$, follows from the independence of the vectors $V_{t}, t=1,2, \ldots$, and from the method of construction of vectors $\varepsilon_{t}$ according to (13.20).

The required recursive equation for $\theta_{t}$ follows now from the formulae for $V_{t+1}$ and the representation for the conditional expectation $M\left(\theta_{t+1} \mid \theta_{t}\right)$.

### 13.2 Recursive Filtering Equations for Conditionally Gaussian Sequences

13.2.1. On a probability space $(\Omega, \mathcal{F}, P)$, let there be given a partially observable random sequence $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), t=0,1, \ldots$, where

$$
\theta_{t}=\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right), \quad \xi_{t}=\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)
$$

defined by recursive equations

$$
\begin{align*}
\theta_{t+1}= & a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}+b_{1}(t, \xi) \varepsilon_{1}(t+1) \\
& +b_{2}(t, \xi) \varepsilon_{2}(t+1)  \tag{13.46}\\
\xi_{t+1}= & A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}+B_{1}(t, \xi) \varepsilon_{1}(t+1) \\
& +B_{2}(t, \xi) \varepsilon_{2}(t+1) \tag{13.47}
\end{align*}
$$

Here, $\varepsilon_{1}(t)=\left(\varepsilon_{11}(t), \ldots, \varepsilon_{1 k}(t)\right)$ and $\varepsilon_{2}(t)=\left(\varepsilon_{21}(t), \ldots, \varepsilon_{2 l}(t)\right)$ are independent Gaussian vectors with independent components, each of which is normally distributed, $N(0,1)$, while

$$
\begin{aligned}
& a_{0}(t, \xi)=\left(a_{01}(t, \xi), \ldots, a_{0 k}(t, \xi)\right) \\
& A_{0}(t, \xi)=\left(A_{01}(t, \xi), \ldots, A_{0 l}(t, \xi)\right)
\end{aligned}
$$

are vector functions and

$$
\begin{aligned}
b_{1}(t, \xi) & =\left\|b_{i j}^{(1)}(t, \xi)\right\|, \quad b_{2}(t, \xi)=\left\|b_{i j}^{(2)}(t, \xi)\right\|, \quad B_{1}(t, \xi)=\left\|B_{i j}^{(1)}(t, \xi)\right\| \\
B_{2}(t, \xi) & =\left\|B_{i j}^{(2)}(t, \xi)\right\|, \quad a_{1}(t, \xi)=\left\|a_{i j}^{(1)}(t, \xi)\right\|, \quad A_{1}(t, \xi)=\left\|A_{i j}^{(1)}(t, \xi)\right\|
\end{aligned}
$$

are matrix functions having (respectively) the orders $k \times k, k \times l, l \times k, l \times l$, $k \times k, l \times k$.

Any element of these vector functions and matrices is assumed to be nonanticipative, i.e., $\mathcal{F}_{t}^{\xi}$-measurable where $\mathcal{F}_{t}^{\xi}=\sigma\left\{\xi_{0}, \ldots, \xi_{t}\right\}$ for any $t=$ $0,1, \ldots$.

The system of equations given by (13.46) and (13.47) can be solved under the initial conditions of $\left(\theta_{0}, \xi_{0}\right)$, where the random vector $\left(\theta_{0}, \xi_{0}\right)$ is assumed to be independent of sequences $\left(\varepsilon_{1}, \varepsilon_{2}\right)=\left[\varepsilon_{1}(t), \varepsilon_{2}(t)\right], t=1,2, \ldots$ As to the coefficients of the system of equations given by (13.46) and (13.47) and the initial conditions of $\left(\theta_{0}, \xi_{0}\right)$, the following assumptions will be adopted throughout the chapter.
(1) If $g(t, \xi)$ is any of the functions ${ }^{5} a_{0 i}, A_{0 j}, b_{i j}^{(1)}, b_{i j}^{(2)}, B_{i j}^{(1)}, B_{i j}^{(2)}$, then

$$
\begin{equation*}
M|g(t, \xi)|^{2}<\infty, \quad t=0,1 \ldots \tag{13.48}
\end{equation*}
$$

(2) With probability one

$$
\left|a_{i j}^{(1)}(t, \xi)\right| \leq c, \quad\left|A_{i j}^{(1)}(t, \xi)\right| \leq c
$$

(3) $M\left(\left\|\theta_{0}\right\|^{2}+\left\|\xi_{0}\right\|^{2}\right)<\infty$, where, for

$$
x=\left(x_{1}, \ldots, x_{n}\right), \quad\|x\|^{2}=\sum_{i=1}^{n} x_{i}^{2}
$$

(4) The conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ is ( $P$-a.s.) Gaussian.

It follows from (1)-(3) that, at any time $t<\infty$,

$$
\begin{equation*}
M\left(\left\|\theta_{t}\right\|^{2}+\left\|\xi_{t}\right\|^{2}\right)<\infty \tag{13.49}
\end{equation*}
$$

13.2.2. If the sequence $(\theta, \xi)$ is assumed to be partially observable, the problem of filtering involves the construction of an estimate for the unobservable variables $\theta_{t}$ from the observations $\xi_{0}^{t}=\left(\xi_{0}, \ldots, \xi_{t}\right)$. Let $F_{\xi_{0}^{t}}(a)=P\left(\theta_{t} \leq\right.$ $\left.a \mid \mathcal{F}_{t}^{\boldsymbol{\xi}}\right)$,

$$
m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right), \quad \gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right]
$$

It is obvious that, due to (13.49) the a posteriori mean

$$
m_{t}=\left(m_{1}(t), \ldots, m_{k}(t)\right)
$$

is the optimal estimate (in the mean square sense) of the vector $\theta_{t}$ based on the variables $\xi_{0}^{t}=\left\{\xi_{0}, \ldots ., \xi_{t}\right\}$, and

[^13]$$
\operatorname{Tr} M \gamma_{t}=\sum_{i=1}^{k} M\left[\theta_{i}(t)-m_{i}(t)\right]^{2}
$$
yields the estimation error.
In the case of an arbitrary partially observable sequence $(\theta, \xi)$ it is difficult to find the form of the distribution $F_{\xi_{0}^{t}}(a)$ and its parameters $m_{t}, \gamma_{t}$. For the sequences $(\theta, \xi)$ governed by the system of equations given by (13.46) and (13.47) with the additional assumption of normality of the conditional distribution $P\left(\theta_{0} \leq a \mid \xi_{0}\right)$ the solution of the problem of filtering (i.e., finding $m_{t}$ and $\gamma_{t}$ ) becomes possible. The following result, analogous to Theorem 11.1 for the case of continuous time, is the basis for the method of solution.

Theorem 13.3. Let (1)-(4) be satisfied. Then the sequence $(\theta, \xi)$ governed by (13.46) and (13.47) is conditionally Gaussian, i.e., the conditional distributions

$$
P\left(\theta_{0} \leq a_{0}, \ldots, \theta_{t} \leq a_{t} \mid \mathcal{F}_{t}^{\xi}\right)
$$

are (P-a.s.) Gaussian for any $t=0,1, \ldots$.
PROOF. Let us establish the normality of the conditional distribution $P\left(\theta_{t}<\right.$ $\left.a \mid \mathcal{F}_{t}^{\boldsymbol{\xi}}\right)$. This suffices for our present purposes; the proof for the general case will be given in Subsection 13.3.6.

The proof will be carried out by induction. Assume that the distribution $F_{\xi_{0}^{t}}=P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$ is normal, $N\left(m_{t}, \gamma_{t}\right)$.

Because of (13.46) and (13.47), the conditional distribution

$$
P\left(\theta_{t+1} \leq a, \xi_{t+1} \leq x \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=b\right)
$$

is Gaussian with vector of mathematical expectations

$$
\begin{equation*}
\mathbf{A}_{0}+\mathbf{A}_{1} b=\binom{a_{0}+a_{1} b}{A_{0}+A_{1} b} \tag{13.50}
\end{equation*}
$$

and with covariance matrix

$$
\mathbf{B}=\left(\begin{array}{cc}
b \circ b & b \circ B  \tag{13.51}\\
(b \circ B)^{*} & B \circ B
\end{array}\right)
$$

where $b \circ b=b_{1} b_{1}^{*}+b_{2} b_{2}^{*}, b \circ B=b_{1} B_{1}^{*}+b_{2} B_{2}^{*}$, and $B \circ B=B_{1} B_{1}^{*}+B_{2} B_{2}^{*}$.
Let $\nu_{t}=\left(\theta_{t}, \xi_{t}\right), z=\left(z_{1}, \ldots, z_{k+l}\right)$. Then the conditional characteristic function of the vector $\nu_{t+1}$ is given by the formula

$$
\begin{equation*}
M\left(\exp \left[i z^{*} \nu_{t+1}\right] \mid \mathcal{F}_{t}^{\xi}, \theta_{t}\right)=\exp \left[i z^{*}\left(\mathbf{A}_{0}(t, \xi)+\mathbf{A}_{1}(t, \xi) \theta_{t}\right)-\frac{1}{2} z^{*} \mathbf{B}(t, \xi) z\right] \tag{13.52}
\end{equation*}
$$

Assuming that, for some $t$,

$$
\begin{align*}
& M\left(\exp \left[i z^{*}\left(\mathbf{A}_{1}(t, \xi) \theta_{t}\right)\right] \mid \mathcal{F}_{t}^{\xi}\right) \\
= & \exp \left[i z^{*}\left(\mathbf{A}_{1}(t, \xi) m_{t}-\frac{1}{2} z^{*}\left(\mathbf{A}_{1}(t, \xi) \gamma_{t} \mathbf{A}_{1}^{*}(t, \xi)\right) z\right)\right] \tag{13.53}
\end{align*}
$$

we obtain from (13.52) and (13.53)

$$
\begin{aligned}
M\left(\exp \left[i z^{*} \nu_{t+1}\right] \mid \mathcal{F}_{t}^{\xi}\right)= & \exp \left[i z^{*}\left(\mathbf{A}_{0}(t, \xi)+\mathbf{A}_{1}(t, \xi) m_{t}\right)-\frac{1}{2} z^{*} \mathbf{B}(t, \xi) z\right. \\
& \left.-\frac{1}{2} z^{*}\left(\mathbf{A}_{1}(t, \xi) \gamma_{t} \mathbf{A}_{1}^{*}(t, \xi)\right) z\right]
\end{aligned}
$$

Therefore, by induction, the conditional distributions

$$
\begin{equation*}
P\left(\theta_{t+1} \leq a, \xi_{t+1} \leq x \mid \mathcal{F}_{t}^{\xi}\right) \tag{13.54}
\end{equation*}
$$

are Gaussian.
Consider now the vector

$$
\eta=\left[\theta_{t+1}-M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)\right]-C\left[\xi_{t+1}-M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)\right] .
$$

By virtue of the theorem on normal correlation (and its accompanying note) there exists a matrix $C$ such that

$$
M\left[\eta\left(\xi_{t+1}-M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right]=0 \quad(P-\text { a.s. })
$$

It follows from this that the conditionally Gaussian vectors $\eta$ and $\xi_{t+1}$ (under the condition $\mathcal{F}_{t}^{\xi}$ ) are independent. Hence $\left(z=\left(z_{1}, \ldots, z_{k}\right)\right)$

$$
\begin{align*}
& M\left[\exp \left(i z^{*} \theta_{t+1}\right) \mid \mathcal{F}_{t}^{\xi}, \xi_{t+1}\right] \\
= & M\left\{\exp \left(i z^{*}\left[M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)+C\left(\xi_{t+1}-M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)\right)+\eta\right] \mid \mathcal{F}_{t}^{\xi}, \xi_{t+1}\right\}\right. \\
= & \exp \left(i z^{*}\left[M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)+C\left(\xi_{t+1}-M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)\right)\right]\right) M\left\{\exp \left(i z^{*} \eta\right) \mid \mathcal{F}_{t}^{\xi}, \xi_{t+1}\right\} \\
= & \exp \left(i z^{*}\left[M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)+C\left(\xi_{t+1}-M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)\right)\right]\right) M\left\{\exp \left(i z^{*} \eta\right) \mid \mathcal{F}_{t}^{\xi}, \xi_{t+1}\right\} . \tag{13.55}
\end{align*}
$$

Due to (13.54), the conditional distribution $P\left(\eta \leq y \mid \mathcal{F}_{t}^{\xi}\right)$ is Gaussian. Together with (13.55) this proves the normality of the conditional distribution $P\left(\theta_{t+1} \leq a \mid \mathcal{F}_{t+1}^{\xi}\right)$.

Thus, for all $t, t=0,1, \ldots$, the conditional distributions $P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$ are Gaussian.

Note. It can be shown in like fashion that if, at some $s$, the distribution $P\left(\theta_{s} \leq a \mid \mathcal{F}_{s}^{\xi}\right)$ is Gaussian, then the conditional distributions $P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$ will be the same for all $t \geq s$.
13.2.3. Conditional normality of the sequence $(\theta, \xi)$ enables us to deduce a closed system (compare with Section 12.1) of recursive equations for the parameters $m_{t}, \gamma_{t}$.

Theorem 13.4 In (1)-(4) the parameters $m_{t}$ and $\gamma_{t}$ can be defined by the recursive equations ${ }^{6}$

$$
\begin{align*}
m_{t+1}= & {\left[a_{0}+a_{1} m_{t}\right] }  \tag{13.56}\\
& +\left[b \circ B+a_{1} \gamma_{t} A_{1}^{*}\right]\left[B \circ B+A_{1} \gamma_{t} A_{1}^{*}\right]^{+}\left[\xi_{t+1}-A_{0}-A_{1} m_{t}\right] \\
\gamma_{t+1}= & {\left[a_{1} \gamma_{t} a_{1}^{*}+b \circ b\right] }  \tag{13.57}\\
& -\left[b \circ B+a_{1} \gamma_{t} A_{1}^{*}\right]\left[B \circ B+A_{1} \gamma_{t} A_{1}^{*}\right]^{+}\left[b \circ B+a_{1} \gamma_{t} A_{1}^{*}\right]^{*}
\end{align*}
$$

PROOF. Let us find first the parameters of the conditional Gaussian distribution

$$
P\left(\theta_{t+1} \leq a, \xi_{t+1} \leq x \mid \mathcal{F}_{t}^{\xi}\right)=M\left[P\left(\theta_{t+1} \leq a, \xi_{t+1} \leq x \mid \theta_{t}, \mathcal{F}_{t}^{\xi}\right) \mid \mathcal{F}_{t}^{\xi}\right]
$$

Due to (13.50),

$$
\begin{align*}
M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right) & =a_{0}(t, \xi)+a_{1}(t, \xi) m_{t} \\
M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right) & =A_{0}(t, \xi)+A_{1}(t, \xi) m_{t} \tag{13.58}
\end{align*}
$$

In order to find the matrices of covariances, let us take advantage of the fact that, according to (13.56)-(13.58),

$$
\begin{align*}
\theta_{t+1}-M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)= & a_{1}(t, \xi)\left[\theta_{t}-m_{t}\right] \\
& +b_{1}(t, \xi) \varepsilon_{1}(t+1)+b_{2}(t, \xi) \varepsilon_{2}(t+1) \\
\xi_{t+1}-M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)= & A_{1}(t, \xi)\left[\theta_{t}-m_{t}\right] \\
& +B_{1}(t, \xi) \varepsilon_{1}(t+1)+B_{2}(t, \xi) \varepsilon_{2}(t+1) \tag{13.59}
\end{align*}
$$

We obtain from this

$$
\begin{aligned}
& d_{11}=\operatorname{cov}\left(\theta_{t+1}, \theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)=a_{1}(t, \xi) \gamma_{t} a_{1}^{*}(t, \xi)+(b \circ b)(t, \xi), \\
& d_{12}=\operatorname{cov}\left(\theta_{t+1}, \xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)=a_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)+(b \circ B)(t, \xi) \\
& d_{22}=\operatorname{cov}\left(\xi_{t+1}, \xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)=A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)+(B \circ B)(t, \xi)
\end{aligned}
$$

Since the conditional (under the condition $\mathcal{F}_{t}^{\xi}$ ) distribution of the vector $\left(\theta_{t+1}, \xi_{t+1}\right)$ is normal, by virtue of the theorem on normal correlation (and its accompanying note)

$$
\begin{equation*}
M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}, \xi_{t}+1\right)=M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)+d_{12} d_{22}^{+}\left(\xi_{t+1}-M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right)\right) \tag{13.60}
\end{equation*}
$$

and
${ }^{6}$ In the coefficients $a_{0}, A_{0}, \ldots, b \circ b$, the arguments $(t, \xi)$ are omitted.

$$
\begin{equation*}
\operatorname{cov}\left(\theta_{t+1}, \theta_{t+1} \mid \mathcal{F}_{t}^{\xi}, \xi_{t+1}\right)=d_{11}-d_{12} d_{22}^{+} d_{12}^{*} \tag{13.61}
\end{equation*}
$$

Substituting here the expressions for $M\left(\theta_{t+1} \mid \mathcal{F}_{t}^{\xi}\right), M\left(\xi_{t+1} \mid \mathcal{F}_{t}^{\xi}\right), d_{11}, d_{12}$ and $d_{22}$, we obtain recursive equations (13.56) and (13.57) from (13.58) and (13.59).

Corollary 1. Let

$$
\begin{aligned}
a_{0}(t, \xi)=a_{0}(t)+a_{2}(t) \xi_{t}, & A_{0}(t, \xi)=A_{0}(t)+A_{2}(t) \xi_{t} \\
a_{1}(t, \xi)=a_{1}(t), & A_{1}(t, \xi)=A_{1}(t), \\
b_{i}(t, \xi)=b_{i}(t), & B_{i}(t, \xi)=B_{i}(t), \quad i=1,2
\end{aligned}
$$

where all the functions $a_{j}(t), A_{j}(t), b_{i}(t), B_{i}(t), j=0,1,2$, and $i=1,2$, are functions only of $t$. If the vector $\left(\theta_{0}, \xi_{0}\right)$ is Gaussian, then the process $\left(\theta_{t}, \xi_{t}\right)$ $t=0,1,2, \ldots$, will also be Gaussian. In this case the covariance $\gamma_{t}$ does not depend on 'chance' and, therefore, $\operatorname{Tr} \gamma_{t}$ determines the mean square estimation error corresponding to $\theta_{t}$ based on the observations $\xi_{0}^{t}=\left(\xi_{0}, \ldots, \xi_{t}\right)$.

Corollary 2. Let a partially observable sequence $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), t=0,1, \ldots$, satisfy for $t \geq 1$ the system of equations

$$
\begin{align*}
& \quad \theta_{t+1}=a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}+b_{1}(t, \xi) \varepsilon_{1}(t+1)+b_{2}(t, \xi) \varepsilon_{2}(t+1)  \tag{13.62}\\
& \xi_{t}=\tilde{A}_{0}(t-1, \xi)+\tilde{A}_{1}(t-1, \xi) \theta_{t}+\tilde{B}_{1}(t-1, \xi) \varepsilon_{1}(t)+\tilde{B}_{2}(t-1, \xi) \varepsilon_{2}(t)  \tag{13.63}\\
& \text { with } P\left(\theta_{1} \leq a \mid \xi_{1}\right) \sim N\left(m_{1}, \gamma_{1}\right)
\end{align*}
$$

Although the system of equations for $\theta_{t+1}$ and $\xi_{t}$, considered in a formal way, does not fit the scheme of (13.46) and (13.47), nevertheless, in finding equations for $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and $\gamma_{t}=\operatorname{cov}\left(\theta_{t}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$, one can take advantage of the results of Theorem 13.4. Indeed, we find from (13.62) and (13.63) that

$$
\begin{aligned}
\xi_{t+1}= & \tilde{A}_{0}(t, \xi)+\tilde{A}_{1}(t, \xi)\left[a_{0}(t, \xi)+a_{1}(t, \xi) \theta_{t}+b_{1}(t, \xi) \varepsilon_{1}(t+1)\right. \\
& \left.+b_{2}(t, \xi) \varepsilon_{2}(t+1)\right]+\tilde{B}_{1}(t, \xi) \varepsilon_{1}(t+1)+\tilde{B}_{2}(t, \xi) \varepsilon_{2}(t+1)
\end{aligned}
$$

Setting

$$
\begin{array}{ll}
A_{0}=\tilde{A}_{0}+\tilde{A}_{1} a_{0}, & A_{1}=\tilde{A}_{1} a_{1} \\
B_{1}=\tilde{A}_{1} b_{1}+\tilde{B}_{1}, & B_{2}=\tilde{A}_{1} b_{2}+\tilde{B}_{2} \tag{13.64}
\end{array}
$$

we note that the sequence $(\theta, \xi)$ satisfies Equations (13.46) and (13.47), and $m_{t}$ and $\gamma_{t}$ satisfy Equations (13.56) and (13.57).

Corollary 3 (Kalman-Bucy Filter). Let the Gaussian sequence $(\theta, \xi)$ satisfy the equations

$$
\begin{align*}
\theta_{t+1}= & a_{0}(t)+a_{1}(t) \theta_{t}+b_{1}(t) \varepsilon_{1}(t+1)+b_{2}(t) \varepsilon_{2}(t+1),  \tag{13.65}\\
& \xi_{t}=A_{0}(t)+A_{1}(t) \theta_{t}+B_{1}(t) \varepsilon_{1}(t)+B_{2}(t) \varepsilon_{2}(t) . \tag{13.66}
\end{align*}
$$

Then, due to (13.56) and (13.57) and the previous corollary, $m_{t}$ and $\gamma_{t}$ satisfy the system of equations

$$
\begin{align*}
m_{t+1}= & {\left[a_{0}(t)+a_{1}(t) m_{t}\right]+P_{\gamma}(t) Q_{\gamma}^{+}(t) } \\
& \times\left[\xi_{t+1}-A_{0}(t+1)-A_{1}(t+1) a_{0}(t)-A_{1}(t+1) a_{1}(t) m_{t}\right] \tag{13.67}
\end{align*}
$$

$$
\begin{equation*}
\gamma_{t+1}=\left[a_{1}(t) \gamma_{t} a_{1}^{*}(t)+b \circ b(t)\right]-P_{\gamma}(t) Q_{\gamma}^{+}(t) P_{\gamma}^{*}(t) \tag{13.68}
\end{equation*}
$$

where

$$
\begin{align*}
P_{\gamma}(t)= & b_{1}(t)\left[A_{1}(t+1) b_{1}(t)+B_{2}(t+1)\right]^{*}+b_{2}(t)\left[A_{1}(t+1) b_{2}(t)\right. \\
& \left.+B_{2}(t+1)\right]^{*}+a_{1}(t) \gamma_{t} a_{1}^{*}(t) A_{1}^{*}(t+1),  \tag{13.69}\\
Q_{\gamma}(t)= & {\left[A_{1}(t+1) b_{1}(t)+B_{1}(t+1)\right]\left[A_{1}(t+1) b_{1}(t)+B_{1}(t+1)\right]^{*} } \\
& +\left[A_{1}(t+1) b_{2}(t)+B_{2}(t+1)\right]\left[A_{1}(t+1) b_{2}(t)+B_{2}(t+1)\right]^{*} \\
& +A_{1}(t+1) a_{1}(t) \gamma_{t} a_{1}^{*}(t) A_{1}^{*}(t+1) . \tag{13.70}
\end{align*}
$$

With the help of the theorem on normal correlation we obtain the following expressions for $m_{0}=M\left(\theta_{0} \mid \xi_{0}\right)$ and $\gamma_{0}=\operatorname{cov}\left(\theta_{0}, \theta_{0} \mid \xi_{0}\right)$ :

$$
\begin{align*}
m_{0}= & M \theta_{0}+\operatorname{cov}\left(\theta_{0}, \theta_{0}\right) A_{1}^{*}(0)\left[A_{1}(0) \operatorname{cov}\left(\theta_{0}, \theta_{0}\right) A_{1}^{*}(0)+B \circ B(0)\right]^{+} \\
& \times\left[\xi_{0}-A_{0}(0)-A_{1}(0) M \theta_{0}\right],  \tag{13.71}\\
\gamma_{0}= & \operatorname{cov}\left(\theta_{0}, \theta_{0}\right)-\operatorname{cov}\left(\theta_{0}, \theta_{0}\right) A_{1}^{*}(0)\left[A_{1}(0) \operatorname{cov}\left(\theta_{0}, \theta_{0}\right) A_{1}^{*}(\theta)\right. \\
& +B \circ B(0)]^{+} A_{1}(0) \operatorname{cov}\left(\theta_{0}, \theta_{0}\right) . \tag{13.72}
\end{align*}
$$

Note. In the assumptions of the theorem, the conditional distribution $P\left(\theta_{t} \leq b \mid \mathcal{F}_{t}^{\xi}, \theta_{s}=a\right), t \geq s$, is also Gaussian and its parameters $m_{a}(t, s)=$ $M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}, \theta_{s}=a\right)$ and $\gamma_{a}(t, s)=\operatorname{cov}\left(\theta_{t}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}, \theta_{s}=a\right)$ satisfy, for $t \geq s$ the system of equations

$$
\begin{align*}
m_{a}(t+1, s)= & {\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{a}(t, s)\right] } \\
& +\left[b \circ B(t, \xi)+a_{1}(t, \xi) \gamma_{a}(t, s) A_{1}^{*}(t, \xi)\right] \\
& \times\left[B \circ B(t, \xi)+A_{1}(t, \xi) \gamma_{a}(t, s) A_{1}^{*}(t, \xi)\right]^{+} \\
& \times\left[\xi_{t+1}-A_{0}(t, \xi)-A_{1}(t, \xi) m_{a}(t, s)\right],  \tag{13.73}\\
\gamma_{a}(t+1, s)= & {\left[a_{1}(t, \xi) \gamma_{a}(t, s) a_{1}^{*}(t, \xi)+b \circ b(t, \xi)\right] } \\
& -\left[b \circ B(t, \xi)+a_{1}(t, \xi) \gamma_{a}(t, s) A_{1}^{*}(t, \xi)\right] \\
& \times\left[B \circ B(t, \xi)+A_{1}(t, \xi) \gamma_{a}(t, s) A_{1}^{*}(t, \xi)\right]^{+} \\
& \times\left[b \circ B(t, \xi)+a_{1}(t, \xi) \gamma_{a}(t, s) A_{1}^{*}(t, \xi)\right]^{*} \tag{13.74}
\end{align*}
$$

with $m_{a}(s, s)=a, \gamma_{a}(s, s)=0$.
It follows from (13.74) that $\gamma_{a}(t, s)$, for $t \geq s$, does not depend on $a$.
13.2.4. Notice a number of useful properties of the processes $m_{t}$ and $\gamma_{t}$, $t=0,1, \ldots$, assuming the conditions of Theorem 13.4 to be satisfied.

Property 1. For any $t=0,1, \ldots$, the values of $m_{t}$ and $\left(\theta_{t}-m_{t}\right)$ are uncorrelated, i.e.,

$$
M\left\{m_{t}^{*}\left(\theta_{t}-m_{t}\right)\right\}=M\left\{\left(\theta_{t}-m_{t}\right)^{*} m_{t}\right\}=0
$$

and, therefore,

$$
\begin{equation*}
M \theta_{t}^{*} \theta_{t}=M m_{t}^{*} m_{t}+M\left(\theta_{t}-m_{t}\right)^{*}\left(\theta_{t}-m_{t}\right) \tag{13.75}
\end{equation*}
$$

Property 2. The conditional covariance $\gamma_{t}$ does not depend explicitly on the coefficients $a_{0}(t, \xi)$ and $A_{0}(t, \xi)$.

Property 3. Let $\gamma_{0}$ and all the coefficients of the system of equations given by (13.46) and (13.47), possibly with the exception of the coefficients $a_{0}(t, \xi)$ and $A_{0}(t, \xi)$, be independent of $\xi$. Then the conditional covariance $\gamma_{t}$ is a function of time $t$ alone and $\gamma_{t}=M\left\{\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*}\right\}$. In this case the distribution of the value of $\Delta_{t}=\theta_{t}-m_{t}$ is normal, $N\left(0, \gamma_{t}\right)$.

Property 4. The estimate of $m_{t}$ is unbiased:

$$
\begin{equation*}
M m_{t}=M \theta_{t}, \quad t=0,1, \ldots \tag{13.76}
\end{equation*}
$$

13.2.5. In the following theorem a special representation is given for the sequence $\xi_{t}, t=0,1, \ldots$, (compare with Theorem 7.12 ), which will be used frequently further on.

Theorem 13.5. Let (1)-(4) be satisfied. Then there exist Gaussian vectors $\bar{\varepsilon}(t)=\left(\bar{\varepsilon}_{1}, \ldots, \bar{\varepsilon}_{l}(t)\right)$ with independent coordinates and with

$$
\begin{equation*}
M \bar{\varepsilon}(t)=0, \quad M \bar{\varepsilon}(t) \bar{\varepsilon}^{*}(s)=\delta(t-s) E_{(l \times l)} \tag{13.77}
\end{equation*}
$$

such that ( $P$-a.s.)

$$
\begin{align*}
\xi_{t+1}= & A_{0}(t, \xi)+A_{1}(t, \xi) m_{t} \\
& +\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{1 / 2} \bar{\varepsilon}(t+1) \tag{13.78}
\end{align*}
$$

If, in addition, the matrices $(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)$ are nonsingular ( $P$-a.s.), $t=0, \ldots$, then $^{7}$

$$
\begin{equation*}
\mathcal{F}_{t}^{\xi}=\mathcal{F}_{t}^{\left(\xi_{0}, \bar{\varepsilon}\right)}, \quad t=1,2, \ldots \tag{13.79}
\end{equation*}
$$

PROOF. Assume first that for all $t=0,1, \ldots$, the matrices $(B \circ B)(t, \xi)$ are positive definite. Then, since the matrices $A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)$ are at least nonnegative definite, the matrices $\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \times \gamma_{t} A_{1}^{*}(t, \xi)\right]^{1 / 2}$ are positive definite and, therefore, the following is a random vector

[^14]\[

$$
\begin{align*}
\bar{\varepsilon}(t+1)= & {\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{-1 / 2}\left[A_{1}(t, \xi)\left(\theta_{t}-m_{t}\right)\right.} \\
& \left.+B_{1}(t, \xi) \varepsilon_{1}(t+1)+B_{2}(t, \xi) \varepsilon_{2}(t+1)\right] . \tag{13.80}
\end{align*}
$$
\]

The conditional (conditioned on $\mathcal{F}_{t}^{\xi}$ ) distribution of the vector $\theta_{t}$ is Gaussian according to Theorem 13.3, and the random vectors $\varepsilon_{1}(t+1)$ and $\varepsilon_{2}(t+1)$ do not depend on $\xi_{0}^{t}=\left(\xi_{0}, \ldots, \xi_{t}\right)$. Hence it follows from (13.80) that the conditional distribution $P\left(\bar{\varepsilon}(t+1) \leq x \mid \mathcal{F}_{t}^{\xi}\right)$ is Gaussian and it is not difficult to compute

$$
\begin{gather*}
M\left[\bar{\varepsilon}(t+1) \mid \mathcal{F}_{t}^{\xi}\right]=0  \tag{13.81}\\
\operatorname{cov}\left(\bar{\varepsilon}(t+1), \bar{\varepsilon}(t+1) \mid \mathcal{F}_{t}^{\xi}\right)=E_{(l \times l)} \tag{13.82}
\end{gather*}
$$

From this it is seen that the parameters of the conditional distribution of the vector $\bar{\varepsilon}(t+1)$ do not depend on the condition and, therefore, the (unconditional) distribution of the vector $\bar{\varepsilon}(t+1)$ is also Gaussian. Here

$$
M \bar{\varepsilon}(t+1)=0, \quad \operatorname{cov}(\bar{\varepsilon}(t+1), \bar{\varepsilon}(t+1))=E_{(l \times l)}
$$

In a similar way it can be shown, employing Theorem 13.3, that at any $t$ the joint distribution of the vectors $(\bar{\varepsilon}(1), \ldots, \bar{\varepsilon}(t))$ is also Gaussian with $\operatorname{cov}(\bar{\varepsilon}(u), \bar{\varepsilon}(v))=\delta(u-v) E$. From this follows the independence of the vectors $\bar{\varepsilon}(1), \ldots, \bar{\varepsilon}(t)$. The required representation, (13.78), follows explicitly from (13.80) and (13.47).

In order to prove (13.79) note first of all that, according to (13.78),

$$
\begin{equation*}
\mathcal{F}_{t}^{\xi} \subseteq \mathcal{F}_{t}^{\left(\xi_{0}, \bar{\varepsilon}\right)} \tag{13.83}
\end{equation*}
$$

If the matrix $(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)$ is nonsingular, then, due to (13.78),

$$
\begin{aligned}
\bar{\varepsilon}(t)= & {\left[(B \circ B)(t-1, \xi)+A_{1}(t-1, \xi) \gamma_{t-1} A_{1}^{*}(t-1, \xi)\right]^{-1 / 2} } \\
& \times\left[\xi_{t}-A_{0}(t-1, \xi)-A_{1}(t-1, \xi) m_{t-1}\right]
\end{aligned}
$$

Hence $\mathcal{F}_{t}^{\xi} \supseteq \mathcal{F}_{t}^{\left(\xi_{0}, \bar{\varepsilon}\right)}$, which, together with (13.83), proves the coincidence of the $\sigma$-algebras $\mathcal{F}_{t}^{\xi}$ and $\mathcal{F}_{t}^{\left(\xi_{0}, \bar{\varepsilon}\right)}, t=1,2, \ldots$.

Assume now that at some time $t$ the matrix $(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)$ is singular (with positive probability).

Let us construct (at the expense of extending the main probability space) a sequence of independent Gaussian random vectors $z(t)=\left(z_{1}(t), \ldots, z_{l}(t)\right)$, $M z(t)=0, M z(t) z^{*}(t)=E_{(l \times l)}$, independent of the processes $\varepsilon_{1}(t), \varepsilon_{2}(t)$, $t \geq 0$, and the vectors $\left(\theta_{0}, \xi_{0}\right)$ as well. Set

$$
\begin{align*}
\bar{\varepsilon}(t+1)= & D^{+}(t, \xi)\left[A_{1}(t, \xi)\left(\theta_{t}-m_{t}\right)+B_{1}(t, \xi) \varepsilon_{1}(t+1)\right. \\
& \left.+B_{2}(t, \xi) \varepsilon_{2}(t+1)\right]+\left(E-D^{+}(t, \xi) D(t, \xi)\right) z(t+1) \tag{13.84}
\end{align*}
$$

where $D(t, \xi)=\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{1 / 2}$. It is easy to convince oneself that the sequence $\bar{\varepsilon}(1), \bar{\varepsilon}(2), \ldots$, of the vectors thus defined has the
properties given in the formulation of the theorem. In order to prove (13.78) it obviously suffices to show that

$$
D(t, \xi) \bar{\varepsilon}(t+1)=A_{1}(t, \xi)\left[\theta_{t}-m_{t}\right]+B_{1}(t, \xi) \varepsilon_{1}(t+1)+B_{2}(t, \xi) \varepsilon_{2}(t+1)
$$

Multiplying the left- and right-hand sides in (13.84) by $D(t, \xi)$, we obtain

$$
\begin{align*}
D(t, \xi) \bar{\varepsilon}(t+1)= & {\left[A_{1}(t, \xi)\left(\theta_{t}-m_{t}\right)+B_{1}(t, \xi) \varepsilon_{1}(t+1)+B_{2}(t, \xi) \varepsilon_{2}(t+1)\right] } \\
& -\left[E-D(t, \xi) D^{+}(t, \xi)\right]\left[A_{1}(t, \xi)\left(\theta_{t}-m_{t}\right)\right. \\
& \left.+B_{1}(t, \xi) \varepsilon_{1}(t+1)+B_{2}(t, \xi) \varepsilon_{2}(t+1)\right] \\
& +D(t, \xi)\left[E-\dot{D}^{+}(t, \xi) D(t, \xi)\right] z(t+1) \tag{13.86}
\end{align*}
$$

By the first property of pseudo-inverse matrices, $D\left[E-D^{+} D\right]=D-$ $D D^{+} D=0$, and, therefore, ( $P$-a.s.)

$$
\begin{equation*}
D(t, \xi)\left[E-D^{+}(t, \xi) D(t, \xi)\right] z(t+1)=0 . \tag{13.87}
\end{equation*}
$$

Write

$$
\begin{aligned}
\zeta(t+1)= & {\left[E-D(t, \xi) D^{+}(t, \xi)\right]\left[A_{1}(t, \xi)\left(\theta_{t}-m_{t}\right)+B_{1}(t, \xi) \varepsilon_{1}(t+1)\right.} \\
& \left.+B_{2}(t, \xi) \varepsilon_{2}(t+1)\right] .
\end{aligned}
$$

Then

$$
\begin{aligned}
M \zeta(t+1) \zeta^{*}(t+1) & =M\left\{M\left(\zeta(t+1) \zeta^{*}(t+1) \mid \mathcal{F}_{t}^{\xi}\right)\right\} \\
& =M\left\{\left(E-D D^{+}\right) D D^{*}\left(E-D D^{+}\right\}\right. \\
& =M\left\{\left(D D^{*}-D D^{+} D D^{*}\right)\left(E-D D^{+}\right)\right\} \\
& =M\left[\left(D D^{*}-D D^{*}\right)\left(E-D D^{+}\right)\right]=0
\end{aligned}
$$

Consequently, $\zeta(t+1)=0$ ( $P$-a.s.), which, together with (13.86) and (13.87), proves (13.85).

Note. When the matrices $B \circ B(t, \xi)+A_{1}(t, \xi)$ and $\gamma_{t} A_{1}^{*}(t, \xi), t \geq 0$, are nonsingular:

$$
\mathcal{F}_{t}^{\xi}=\mathcal{F}_{t}^{\xi_{0}, \bar{\varepsilon}}, \quad t=1,2, \ldots ;
$$

hence, the sequence $\bar{\varepsilon}=(\bar{\varepsilon}(1), \bar{\varepsilon}(2), \ldots)$ (by analogy with the definition given in Subsection 7.4.2) is naturally called an innovation sequence.

### 13.3 Forward and Backward Interpolation Equations

13.3.1. For the random sequence $(\theta, \xi)=\left(\theta_{t}, \xi_{t}\right), t=0,1, \ldots$, governed by Equations (13.46) and (13.47), interpolation is understood as a problem of constructing an optimal (in the mean square sense) estimate of the vector $\theta_{s}$ from the observations $\xi_{0}^{t}=\left\{\xi_{0}, \ldots, \xi_{t}\right\}, t \geq s$.

For $t \geq s$, let

$$
m(s, t)=M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}\right), \quad \gamma(s, t)=\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}\right)
$$

denote (respectively) the vector of mean values and the matrix of covariances of the conditional distribution $\Pi_{a}(s, t)=P\left(\theta_{s} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$. It is seen that $m(s, t)$ is an optimal estimate of $\theta_{s}$ from $\xi_{0}^{t}$. For this estimation both forward equations (over $t$ at fixed $s$ ) and backward equations (over $s$ at fixed $t$ ) can be deduced. The forward equations demonstrate how much the interpolation improves with the increase of the data, i.e., with the increase of $t$. The backward equations are of interest in those statistical problems where the vector $\xi_{0}^{t}=\left\{\xi_{0}, \ldots, \xi_{t}\right\}$ is known and by means of which the unobservable component $\theta_{s}$ for all $s=0, \ldots, t$ has to be estimated. The backward equations provide a convenient recursive technique for calculating the estimates $m(t-1, t)$ from $m(t, t)=m_{t}$ and $\xi_{t}, m(t-2, t)$ from $m(t-1, t), m(t, t), \xi_{t-1}$, and $\xi_{t}$, etc.
13.3.2. (1)-(3) in Section 13.2 will be assumed to be satisfied

For the deduction of forward equations of interpolation the following theorem is useful.

Theorem 13.6. If the conditional distribution $\Pi_{a}(s, s)=P\left(\theta_{s} \leq a \mid \mathcal{F}_{s}^{\xi}\right)$ is normal ( $P$-a.s.), then the distributions $\Pi_{a}(s, t)=P\left(\theta_{s} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$ at $t \geq s$ are also normal.

In order to prove this we shall need:

Lemma 13.5. If the conditional distribution $\Pi_{a}(s, s)=P\left(\theta_{s} \leq a \mid \mathcal{F}_{s}^{\xi}\right)$ is normal, then the conditional expectation

$$
m_{\alpha}(t, s)=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}, \theta_{s}=\alpha\right), \quad t \geq s
$$

permits the representation

$$
\begin{equation*}
m_{\alpha}(t, s)=\varphi_{s}^{t} \alpha_{+} \psi_{s}^{t} \tag{13.88}
\end{equation*}
$$

where the matrices ${ }^{8}$

[^15]\[

$$
\begin{align*}
\varphi_{s}^{s}= & E_{(k \times k)} \\
\varphi_{s}^{t}= & \prod_{u=s}^{t-1}\left\{a_{1}(u, \xi)-\left[b \circ B(u, \xi)+a_{1}(u, \xi) \gamma(u, s) A_{1}^{*}(u, \xi)\right]\right. \\
& \left.\times\left[(B \circ B)(u, \xi)+A_{1}(u, \xi) \gamma(u, s) A_{1}^{*}(u, \xi)\right]^{+} A_{1}(u, \xi)\right\} \tag{13.89}
\end{align*}
$$
\]

and the vectors

$$
\begin{align*}
\psi_{s}^{t}= & \sum_{u=s}^{t-1} \varphi_{u}^{t-1}\left\{a_{0}(u, \xi)+\left[(b \circ B)(u, \xi)+a_{1}(u, \xi) \gamma(u, s) A_{1}^{*}(u, \xi)\right]\right.  \tag{13.90}\\
& \left.\times\left[(B \circ B)(u, \xi)+A_{1}(u, \xi) \gamma(u, s) A_{1}^{*}(u, \xi)\right]^{+}\left(\xi_{u+1}-A_{0}(u, \xi)\right)\right\}
\end{align*}
$$

do not depend on $\alpha$. The matrices $\gamma(u, s), u \geq s$, can be defined from the equations

$$
\begin{align*}
\gamma(u, s)= & {\left[a_{1}(u-1, \xi) \gamma(u-1, s) a_{1}^{*}(u-1, \xi)+(b \circ b)(u-1, \xi)\right] } \\
& -\left[(b \circ B)(u-1, \xi)+a_{1}(u-1, \xi) \gamma(u-1, s) A_{1}^{*}(u-1, \xi)\right] \\
& \times\left[(B \circ B)(u-1, \xi)+A_{1}(u-1, \xi) \gamma(u-1, s) A_{1}^{*}(u-1, \xi)\right]^{+} \\
& \times\left[(b \circ B)(u-1, \xi)+a_{1}(u-1, \xi) \gamma(u-1, s) A_{1}^{*}(u-1, \xi)\right]^{*} \tag{13.91}
\end{align*}
$$

with an initial condition $\gamma(s, s)=0$.
PROOF. Note first that the pertinent analog of (13.88) was given in Lemma 12.2 (compare (13.88) with (12.79)).

According to the note to Theorem 13.4, $m_{\alpha}(t, s)$ and $\gamma_{\alpha}(t, s)=\operatorname{cov}\left(\theta_{t}\right.$, $\theta_{t} \mid \mathcal{F}_{t}^{\xi}, \theta=\alpha$ ) satisfy Equations (13.73), (13.74) with an initial condition $m_{\alpha}(s, s)=\alpha, \gamma_{\alpha}(s, s)=0$. Since $\gamma_{\alpha}(t, s)$ does not depend on $\alpha$ we shall write $\gamma(t, s)=\gamma_{\alpha}(t, s)$. (13.88) can be deduced from (13.73) by induction.

PROOF OF THEOREM 13.6. Let us first show that the conditional distribution $P\left(\theta_{s} \leq a, \xi_{t} \leq x \mid \mathcal{F}_{t-1}^{\xi}\right)$ is Gaussian. For this purpose we compute the conditional characteristic function

$$
\begin{align*}
& M\left(\exp i\left[z_{1}^{*} \theta_{s}+z_{2}^{*} \xi_{t}\right] \mid \mathcal{F}_{t-1}^{\xi}\right) \\
= & M\left(\exp i\left[z_{1}^{*} \theta_{s}\right] M\left\{\exp i\left[z_{2}^{*} \xi_{t}\right] \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\} \mid \mathcal{F}_{t-1}^{\xi}\right) \tag{13.92}
\end{align*}
$$

It is obvious that

$$
\begin{align*}
& M\left(\exp i\left[z_{2}^{*} \xi_{t}\right] \mid \mathcal{F}_{t-1}^{\xi}, \theta_{t-1}, \theta_{s}\right)=\exp \left\{i z_{2}^{*}\left(A_{0}(t-1, \xi)+A_{1}(t-1, \xi) \theta_{t-1}\right)\right. \\
& \left.\quad-\frac{1}{2} z_{2}^{*}(B \circ B)(t-1, \xi) z_{2}\right\} \tag{13.93}
\end{align*}
$$

Next,

$$
P\left\{\theta_{t-1} \leq b \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\} \sim N\left(m_{\theta_{s}}(t-1, s), \gamma(t-1, s)\right)
$$

and, due to (13.93),

$$
\begin{aligned}
& M\left\{M\left[\exp i\left(z_{2}^{*} \xi_{t}\right) \mid \mathcal{F}_{t-1}^{\xi}, \theta_{t-1}, \theta_{s}\right] \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\} \\
= & \exp \left\{i\left[z_{2}^{*} A_{0}(t-1, \xi)\right]-\frac{1}{2} z_{2}^{*}(B \circ B)(t-1, \xi) z_{2}\right\} \\
& \times M\left\{\exp i\left[z_{2}^{*} A_{1}(t-1, \xi) \theta_{t-1}\right] \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\} \\
= & \exp \left\{i z_{2}^{*} A_{0}(t-1, \xi)-\frac{1}{2} z_{2}^{*}(B \circ B)(t-1, \xi) z_{2}\right\} \\
& \times \exp \left\{i\left[z_{2}^{*} A_{1}(t-1, \xi) m_{\theta_{s}}(t-1, s)\right]\right. \\
& \left.\left.-\frac{1}{2} z_{2}^{*} A_{1}(t-1, \xi) \gamma(t-1, s) A_{1}^{*}(t-1, \xi) z_{2}\right)\right\} .
\end{aligned}
$$

By Lemma 13.5.

$$
m_{\theta_{s}}(t-1, s)=\varphi_{s}^{t-1} \theta_{s}+\psi_{s}^{t-1} \quad(P-\text { a.s. })
$$

Hence

$$
\begin{aligned}
M\left\{\exp i\left[z_{2}^{*} \xi_{t}\right] \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\}= & \exp \left\{i z_{2}^{*}\left(A_{0}(t-1, \xi)+A_{1}(t-1, \xi) \psi_{s}^{t-1}\right)\right. \\
& -\frac{1}{2} z_{2}^{*}\left((B \circ B)(t-1, \xi)+A_{1}(t-1, \xi) \gamma(t-1, s)\right. \\
& \left.\left.\times A_{1}^{*}(t-1, \xi)\right) z_{2}+i z_{2}^{*} A_{1}(t-1, \xi) \varphi_{s}^{t-1} \theta_{s}\right\}
\end{aligned}
$$

which, together with (13.92), leads to the equality

$$
\begin{align*}
M\left(\exp i\left[z_{1}^{*} \theta_{s}+z_{2}^{*} \xi_{t}\right] \mid \mathcal{F}_{t-1}^{\xi}\right)= & \exp \left\{i z_{2}^{*}\left(A_{0}(t-1, \xi)+A_{1}(t-1, \xi) \psi_{s}^{t-1}\right)\right. \\
& -\frac{1}{2} z_{2}^{*}\left((B \circ B)(t-1, \xi)+A_{1}(t-1, \xi)\right. \\
& \left.\left.\times \gamma(t-1, s) A_{1}^{*}(t-1, \xi)\right) z_{2}\right\} M\left\{\operatorname { e x p } i \left[z_{1}^{*} \theta_{s}\right.\right. \\
& \left.\left.+z_{2}^{*}\left(A_{1}(t-1, \xi) \varphi_{s}^{t-1} \theta_{s}\right)\right] \mid \mathcal{F}_{t-1}^{\xi}\right\} \tag{13.94}
\end{align*}
$$

Let $t=s+1$. Since the distribution $\Pi_{a}(s, s)=P\left(\theta_{s} \leq a \mid \mathcal{F}_{s}^{\xi}\right) \sim N\left(m_{s}, \gamma_{s}\right)$, it follows from (13.94) that the distribution $P\left(\theta_{s} \leq a, \xi_{s+1} \leq x \mid \mathcal{F}_{s}^{\xi}\right)$ is also Gaussian. It is not difficult to deduce from this that the distribution $\Pi_{a}(s, s+$ $1)$ is Gaussian. It can be proved by induction from (13.94) that for any $t>s$ the conditional distribution $\Pi_{a}(s, t)$ is also Gaussian.

Note. Normality of the conditional distributions $P\left\{\theta_{s} \leq a \mid \mathcal{F}_{t}^{\xi}, \theta_{u}=b\right\}$ for $u<s \leq t$ can be proved in the same way.
13.3.3. Therefore, according to Theorem 13.6 the distribution $\Pi_{a}(s, t)=$ $P\left(\theta_{s} \leq a \mid \mathcal{F}_{t}^{\xi}\right) \sim N(m(s, t), \gamma(s, t))$, if the distribution $\Pi_{a}(s, s)$ is Gaussian. Let us find forward equations (of interpolation) for $m(s, t)$ and $\gamma(s, t)$.

Theorem 13.7. If $\Pi_{a}(s, s) \sim N\left(m_{s}, \gamma_{s}\right)$, then $m(s, t)$ and $\gamma(s, t)$ for $t>s$ satisfy the equations

$$
\begin{align*}
& m(s, t+1)= m(s, t)+\gamma(s, t)\left(\varphi_{s}^{t}\right)^{*} A_{1}^{*}(t, \xi)\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{+} \\
& \times\left[\xi_{t+1}-A_{0}(t, \xi)-A_{1}(t, \xi) m_{t}\right]  \tag{13.95}\\
& \gamma(s, t+1)= \gamma(s, t)-\gamma(s, t)\left(\varphi_{s}^{t}\right)^{*} A_{1}^{*}(t, \xi) \\
& \times\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{+} \\
& \times A_{1}(t, \xi) \varphi_{s}^{t} \gamma(s, t) \tag{13.96}
\end{align*}
$$

where $m(t, t)=m_{t}, \gamma(t, t)=\gamma_{t}$, and the matrices $\varphi_{s}^{t}$ are defined from (13.89).

PROOF. From Theorem 13.6 it follows that the conditional distribution $P\left(\theta_{s} \leq a, \xi_{t} \leq x \mid \mathcal{F}_{t-1}^{\xi}\right)$ is normal. Parameters of this distribution could be obtained from (13.94), but it is easier to find them by taking advantage of the theorem on normal correlation.

According to the note to this theorem,

$$
\begin{equation*}
M\left(\theta_{s} \mid \xi_{t}, \mathcal{F}_{t-1}^{\xi}\right)=M\left(\theta_{s} \mid \mathcal{F}_{t-1}^{\xi}\right)+d_{12} d_{22}^{+}\left[\xi_{t}-M\left(\xi_{t} \mid \mathcal{F}_{t-1}^{\xi}\right)\right] \tag{13.97}
\end{equation*}
$$

where

$$
\begin{gather*}
d_{12}=\operatorname{cov}\left(\theta_{s}, \xi_{t} \mid \mathcal{F}_{t-1}^{\xi}\right)  \tag{13.98}\\
d_{22}=\operatorname{cov}\left(\xi_{t}, \xi_{t} \mid \mathcal{F}_{t-1}^{\xi}\right)=A_{1}(t-1, \xi) \gamma_{t-1} A_{1}^{*}(t-1, \xi)+(B \circ B)(t-1, \xi) \tag{13.99}
\end{gather*}
$$

In order to find $d_{12}$, note that, due to Lemma 13.5.

$$
\begin{align*}
m_{t-1} & =M\left(\theta_{t-1} \mid \mathcal{F}_{t-1}^{\xi}\right)=M\left[M\left(\theta_{t-1} \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right) \mid \mathcal{F}_{t-1}^{\xi}\right] \\
& =M\left[\varphi_{s}^{t-1} \theta_{s}+\psi_{s}^{t-1} \mid \mathcal{F}_{t-1}^{\xi}\right] \\
& =\varphi_{s}^{t-1} m(s, t-1)+\psi_{s}^{t-1} \tag{13.100}
\end{align*}
$$

Next,

$$
\begin{align*}
M\left[\theta_{t-1}-m_{t-1} \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right] & =\varphi_{s}^{t-1} \theta_{s}+\psi_{s}^{t-1}-\left[\varphi_{s}^{t-1} m(s, t-1)+\psi_{s}^{t-1}\right] \\
& =\varphi_{s}^{t-1}\left[\theta_{s}-m(s, t-1)\right]  \tag{13.101}\\
M\left[\xi_{t} \mid \mathcal{F}_{t-1}^{\xi}\right]=A_{0} & (t-1, \xi)+A_{1}(t-1, \xi) m_{t-1} \tag{13.102}
\end{align*}
$$

and, by Lemma 13.5 ,

$$
\begin{align*}
& M\left\{\left[\xi-M\left(\xi_{t} \mid \mathcal{F}_{t-1}^{\xi}\right)\right]^{*} \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\} \\
= & M\left\{\left[A_{1}(t-1, \xi)\left(\theta_{t-1}-m_{t-1}\right)\right.\right. \\
& \left.\left.+B_{1}(t-1, \xi) \varepsilon_{1}(t)+B_{2}(t-1, \xi) \varepsilon_{2}(t)\right]^{*} \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\} \\
= & M\left\{\left[A_{1}(t-1, \xi)\left(\theta_{t-1},-m_{t-1}\right)\right]^{*} \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right\} \\
= & {\left[\theta_{s}-m(s, t-1)\right]^{*}\left(\varphi_{s}^{t-1}\right)^{*} A_{1}^{*}(t-1, \xi) . } \tag{13.103}
\end{align*}
$$

Hence, from (13.100)-(13.103), we find that

$$
\begin{align*}
d_{12} & =\operatorname{cov}\left(\theta_{s}, \xi_{t} \mid \mathcal{F}_{t-1}^{\xi}\right) \\
& =M\left\{\left[\theta_{s}-m(s, t-1)\right]\left[\xi_{t}-M\left(\xi_{t} \mid \mathcal{F}_{t-1}^{\xi}\right)\right]^{*} \mid \mathcal{F}_{t-1}^{\xi}\right\} \\
& =M\left\{\left[\theta_{s}-m(s, t-1)\right]\left[\theta_{s}-m(s, t-1)\right]^{*}\left(\varphi_{s}^{t-1}\right)^{*} A_{1}^{*}(t-1, \xi) \mid \mathcal{F}_{t-1}^{\xi}\right\} \\
& =\gamma(s, t-1)\left(\varphi_{s}^{t-1}\right)^{*} A_{1}^{*}(t-1, \xi) \tag{13.104}
\end{align*}
$$

We obtain (13.95) from (13.97), (13.98), (13.102) and (13.104).
In order to deduce Equation (13.96), it should be noted that, according to the note to the theorem on normal correlation

$$
\begin{equation*}
\gamma(s, t)=\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t-1}^{\xi}, \xi_{t}\right)=d_{11}-d_{12} d_{22}^{+} d_{12}^{+} \tag{13.105}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{11}=\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t-1}^{\xi}\right)=\gamma(s, t-1) \tag{13.106}
\end{equation*}
$$

We obtain the required equation, (13.96), for $\gamma(s, t)$ from (13.105), (13.106), (13.104) and (13.99).
13.3.4.

Theorem 13.8. If the matrices $(B \circ B)(u, \xi), u=0,1, \ldots$, are nonsingular, then solutions $m(s, t)$ and $\gamma(s, t)$ of Equations (13.95) and (13.96) are given by the formulae

$$
\begin{align*}
m(s, t)= & {\left[E+\gamma_{s} \sum_{u=s}^{t-1}\left(\varphi_{s}^{u}\right)^{*} A_{1}^{*}(u, \xi)((B \circ B)(u, \xi)\right.} \\
& \left.\left.+A_{1}(u, \xi) \gamma(u, s) A_{1}^{*}(u, \xi)\right)^{-1} A_{1}(u, \xi) \varphi_{s}^{u}\right]^{-1} \\
& \times\left[m_{s}+\gamma_{s} \sum_{u=s}^{t-1}\left(\varphi_{s}^{u}\right)^{*} A_{1}^{*}(u, \xi)\left((B \circ B)(u, \xi)+A_{1}(u, \xi) \gamma(u, s)\right.\right. \\
& \left.\left.\times A_{1}^{*}(u, \xi)\right)^{-1}\left(\xi_{u+1}-A_{0}(u, \xi)-A_{1}(u, \xi) \psi_{s}^{u}\right)\right] \tag{13.107}
\end{align*}
$$

$$
\begin{align*}
\gamma(s, t)= & {\left[E+\gamma_{s} \sum_{u=s}^{t-1}\left(\varphi_{s}^{u}\right)^{*} A_{1}^{*}(u, \xi)((B \circ B)(u, \xi)\right.} \\
& \left.\left.+A_{1}(u, \xi) \gamma(u, s) A_{1}^{*}(u, \xi)\right)^{-1} A_{1}(u, \xi) \varphi_{s}^{u}\right]^{-1} \gamma_{s} \tag{13.108}
\end{align*}
$$

where $\varphi_{s}^{u}, \psi_{s}^{u}$ and $\gamma(u, s)$ are defined by (13.89), (13.90) and (13.91).
PROOF. Let us show first that at all $t>s$,

$$
\begin{equation*}
\gamma_{t-1}=\gamma(t-1, s)+\varphi_{s}^{t-1} \gamma(s, t-1)\left(\varphi_{s}^{t-1}\right)^{*} \tag{13.109}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\gamma_{t-1}= & \operatorname{cov}\left(\theta_{t-1}, \theta_{t-1} \mid \mathcal{F}_{t-1}^{\xi}\right)=M\left\{\left[\theta_{t-1}-m_{t-1}\right]\left[\theta_{t-1}-m_{t-1}\right]^{*} \mid \mathcal{F}_{t-1}^{\xi}\right\} \\
= & M\left\{\left[\theta_{t-1}-m_{\theta_{s}}(t-1, s)+m_{\theta_{s}}(t-1, s)-m_{t-1}\right]\right. \\
& \left.\times\left[\theta_{t-1}-m_{\theta_{s}}(t-1, s)+m_{\theta_{s}}(t-1, s)-m_{t-1}\right]^{*} \mid \mathcal{F}_{t-1}^{\xi}\right\} \\
= & M\left\{M\left[\left(\theta_{t-1}-m_{\theta_{s}}(t-1, s)\right)\left(\theta_{t-1}-m_{\theta_{s}}(t-1, s)\right)^{*} \mid \mathcal{F}_{t-1}^{\xi}, \theta_{s}\right] \mid \mathcal{F}_{t-1}^{\xi}\right\} \\
& +M\left\{\left(m_{\theta_{s}}(t-1, s)-m_{t-1}\right)\left(m_{\theta_{s}}(t-1, s)-m_{t-1}\right)^{*} \mid \mathcal{F}_{t-1}^{\xi}\right\} \\
= & \left.M\left\{\gamma(t-1, s) \mid \mathcal{F}_{t-1}^{\xi}\right)\right\}+M\left\{\varphi_{s}^{t-1}\left(\theta_{s}-m(s, t-1)\right)\right. \\
& \left.\times\left(\theta_{s}-m(s, t-1)\right)^{*}\left(\varphi_{s}^{t-1}\right)^{*} \mid \mathcal{F}_{t-1}^{\xi}\right\} \\
= & \gamma(t-1, s)+\varphi_{s}^{t-1} \gamma(s, t-1)\left(\varphi_{s}^{t-1}\right)^{*},
\end{aligned}
$$

where (13.100) is used:

$$
m_{t-1}=\varphi_{s}^{t-1} m(s, t-1)+\psi_{s}^{t-1}
$$

We obtain from (13.96) and (13.109)

$$
\begin{align*}
\gamma(s, t)= & \gamma(s, t-1)-\gamma(s, t-1)\left(\varphi_{s}^{t-1}(\xi)\right)^{*} A_{1}^{*}(t-1, \xi) \\
& \times\left[(B \circ B)(t-1, \xi)+A_{1}(t-1, \xi) \gamma(t-1, s) A_{1}^{*}(t-1, \xi)\right. \\
& \left.+A_{1}(t-1, \xi) \varphi_{s}^{t-1} \gamma(s, t-1)\left(\varphi_{s}^{t-1}\right)^{*} A_{1}^{*}(t-1, \xi)\right]^{-1} \\
& \times A_{1}(t-1, \xi) \varphi_{s}^{t-1} \gamma(s, t-1) \tag{13.110}
\end{align*}
$$

For $t>s$, define

$$
\tilde{A}_{1}(t-1, \xi)=A_{1}(t-1, \xi) \varphi_{s}^{t-1}
$$

$$
\begin{equation*}
\left.(\widetilde{B \circ B})(t-1, \xi)=(B \circ B)(t-1, \xi)+A_{1}(t-1, \xi) \gamma(t-1, s) A_{1}^{*} t-1, \xi\right) \tag{13.111}
\end{equation*}
$$

Then $\gamma(s, t)$ will satisfy (over $t>s$ ) the equation

$$
\begin{aligned}
\gamma(s, t)= & \gamma(s, t-1)-\gamma(s, t-1) \tilde{A}_{1}^{*}(t-1, \xi) \\
& \times\left[(\widetilde{B \circ B})(t-1, \xi)+\tilde{A}_{1}(t-1, \xi) \gamma(s, t-1) \tilde{A}_{1}^{*}(t-1, \xi)\right]^{-1} \\
& \times \tilde{A}_{1}(t-1, \xi) \gamma(s, t-1) .
\end{aligned}
$$

Along with (13.111), let $\tilde{A}_{0}(t-1, \xi)=A_{0}(t-1, \xi)+A_{1}(t-1, \xi) \psi_{s}^{t-1}$. Then Equation (13.95) can be rewritten as follows:

$$
\begin{aligned}
m(s, t)= & m(s, t-1)+\gamma(s, t-1) \tilde{A}_{1}^{*}(t-1, \xi) \\
& \times\left[(\widehat{B \circ B})(t-1, \xi)+\tilde{A}_{1}(t-1, \xi) \gamma(s, t-1) \tilde{A}_{1}^{*}(t-1, \xi)\right]^{-1} \\
& \times\left[\xi_{t}-\tilde{A}_{0}(t-1, \xi)-\tilde{A}_{1}(t-1, \xi) m(s, t-1)\right] .
\end{aligned}
$$

Solutions of this equation (see also Theorem 13.15) can be defined by (13.107) and (13.108).
13.3.5. We shall discuss one more class of interpolation problems involving the construction of the optimal (in the mean square sense) estimates of a vector $\theta_{s}$ from the observations $\xi_{0}^{t}=\left\{\xi_{0}, \ldots, \xi_{t}\right\}$ and the known value of $\theta_{t}=\beta$ (compare with Subsection 12.4.6).

Write

$$
\Pi_{\alpha \beta}(s, t)=P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right), \quad t \geq s
$$

and

$$
\tilde{m}_{\beta}(s, t)=M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right), \quad \tilde{\gamma}_{\beta}(s, t)=\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right)
$$

Theorem 13.9. If the conditional distribution $\Pi_{\alpha}(s)=P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{s}^{\xi}\right)$ is normal, then the a posteriori distribution $\Pi_{\alpha \beta}(s, t)$ at all $t \geq s$ is also normal.

PROOF. Let us calculate the conditional characteristic function

$$
M\left\{\exp i\left[z^{*} \theta_{s}+\tilde{z}^{*} \theta_{t}\right] \mid \mathcal{F}_{t}^{\xi}\right\}=M\left\{\exp i\left[z^{*} \theta_{s}\right] M\left(\exp i\left[\tilde{z} \theta_{t}\right] \mid \mathcal{F}_{t}^{\xi}, \theta_{s}\right) \mid \mathcal{F}_{t}^{\xi}\right\}
$$

where $z=\left(z_{1}, \ldots, z_{k}\right)$ and $\tilde{z}=\left(\tilde{z}_{1}, \ldots, \tilde{z}_{k}\right)$. According to the note to Theorem 13.4, the distribution $P\left(\theta_{t} \leq \beta \mid \theta_{s}, \mathcal{F}_{t}^{\xi}\right)$ is Gaussian, $N\left(m_{\theta_{s}}(t, s), \gamma_{\theta_{s}}(t, s)\right)$. By Lemma 13.5, $m_{\theta_{s}}(t, s)=\varphi_{s}^{t} \theta_{s}+\psi_{s}^{t}$, and the covariance $\gamma_{\theta_{s}}(t, s)$ does not depend on $\theta_{s}: \gamma_{\theta_{s}}(t, s)=\gamma(t, s)$. Hence

$$
M\left\{\exp \left[i \tilde{z}^{*} \theta_{t}\right] \mid \mathcal{F}_{t}^{\xi}, \theta_{s}\right\}=\exp \left[i \tilde{z}^{*}\left(\varphi_{s}^{t} \theta_{s}+\psi_{s}^{t}\right)-\frac{1}{2} \tilde{z}^{*} \gamma(t, s) \tilde{z}\right]
$$

and

$$
\begin{align*}
M\left(\exp i\left[z^{*} \theta_{s}+\tilde{z}^{*} \theta_{t}\right] \mid \mathcal{F}_{t}^{\xi}\right)= & \exp \left[i\left(\tilde{z}^{*} \psi_{s}^{t}\right)-\frac{1}{2} \tilde{z}^{*} \gamma(t, s) \tilde{z}\right] \\
& \times M\left(\exp i\left[z^{*} \theta_{s}+\tilde{z}^{*} \varphi_{s}^{t} \theta_{s}\right] \mid \mathcal{F}_{t}^{\xi}\right) \tag{13.112}
\end{align*}
$$

However, the conditional distribution $P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{t}^{\boldsymbol{\xi}}\right)$ is Gaussian (Theorem 13.6). Hence, it follows from (13.112) that the distribution $P\left(\theta_{s} \leq \alpha, \theta_{t} \leq\right.$ $\left.\beta \mid \mathcal{F}_{t}^{\xi}\right)$ will also be Gaussian; this, along with the normality of the distribution $P\left(\theta_{t} \leq \beta \mid \mathcal{F}_{t}^{\xi}\right)$ (see the note to Theorem 13.3) proves the normality of the a posteriori distribution $\Pi_{\alpha \beta}(s, t)=P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right)$.
13.3.6. The techniques applied in proving Theorem 13.9 enable us to complete the proof of Theorem 13.3.

PROOF OF THEOREM 13.3. We have

$$
\begin{align*}
& M\left(\exp i\left[\sum_{s=0}^{t} z_{s}^{*} \theta_{s}\right] \mid \mathcal{F}_{t}^{\xi}\right) \\
= & M\left\{\left(\exp i\left[\sum_{s=0}^{t-1} z_{s}^{*} \theta_{s}\right]\right) M\left(\exp \left[i z_{t}^{*} \theta_{t}\right] \mid \mathcal{F}_{t}^{\xi}, \theta_{0}, \ldots, \theta_{t-1}\right) \mid \mathcal{F}_{t}^{\xi}\right\} \\
= & M\left\{\left(\exp i\left[\sum_{s=0}^{t-1} z_{s}^{*} \theta_{s}\right]\right) M\left(\exp \left[i z^{*} \theta_{t}\right] \mid \mathcal{F}_{t}^{\xi}, \theta_{t-1}\right) \mid \mathcal{F}_{t}^{\xi}\right\} \\
= & M\left\{\exp i\left[\sum_{s=0}^{t-1} z_{s}^{*} \theta_{s}+z_{t-1}^{*} \theta_{t-1}+z_{t}^{*}\left(\varphi_{t-1}^{t} \theta_{t-1}+\psi_{t-1}^{t}\right)\right] \mid \mathcal{F}_{t}^{\xi}\right\} \\
& \times \exp \left\{-\frac{1}{2} z_{t}^{*} \gamma(t, t-1) z_{t}\right\}=\exp \left\{i\left[z_{t}^{*} \psi_{t-1}^{t}\right]-\frac{1}{2} z_{t}^{*} \gamma(t, t-1) z_{t}\right\} \\
= & M\left\{\left(\exp i\left[\sum_{s=0}^{t-2} z_{s}^{*} \theta_{s}\right]\right)\right. \\
& \times M\left[\exp i\left(z_{t-1}+\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right)^{*} \theta_{t-1}\left|\mathcal{F}_{t}^{\xi}, \theta_{t-2}\right| \mathcal{F}_{t}^{\xi}\right\} . \tag{13.113}
\end{align*}
$$

The distribution $P\left(\theta_{t-1} \leq \beta \mid \mathcal{F}_{t}^{\xi}, \theta_{t-2}\right)$ is normal (see the note to Theorem 13.6); its a posteriori mean depends linearly on $\theta_{t-2}$, and the covariance does not depend on $\theta_{t-2}$ at all, since equations analogous to Equations (13.95) and (13.96) hold for them. Hence,

$$
\begin{align*}
& M\left\{\exp i\left[z_{t-1}+\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right] \theta_{t-1} \mid \mathcal{F}_{t}^{\xi}, \theta_{t-2}\right\} \\
= & \exp \left[i\left(z_{t-1}+\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right)\left(a(t-1, t-2) \theta_{t-2}+b(t-1, t-2)\right)\right. \\
& \left.-\frac{1}{2}\left(z_{t-1}+\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right)^{*} c(t-1, t-2)\left(z_{t-1}+\left(\varphi_{t}^{t-1}\right)^{*} z_{t}\right)\right], \tag{13.114}
\end{align*}
$$

where $a(\cdot), b(\cdot)$ and $c(\cdot)$ are matrix functions (their explicit forms are of no consequence now), dependent only on time and $\xi_{0}^{t}$. It follows from this that $\theta_{t-2}$ enters into the exponent of the right-hand side of (13.114) linearly, and the variables $z_{t}, z_{t-1}$ quadratically.

Therefore,

$$
M\left[\exp \left(i \sum_{s=0}^{t} z_{s}^{*} \theta_{s}\right) \mid \mathcal{F}_{t}^{\xi}\right]
$$

$$
\begin{align*}
= & \exp \left\{i\left[z_{t}^{*} \psi_{t-1}^{t}+\left(z_{t-1}+\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right)^{*} b(t-1, t-2)\right]-\frac{1}{2} z_{t}^{*} \gamma(t, t-1) z_{t}\right. \\
& \left.-\frac{1}{2}\left(z_{t-1}+\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right)^{*} c(t-1, t-2)\left(z_{t-1}-\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right)\right\} \\
& \times M\left(\operatorname { e x p } i \left[\sum_{s=0}^{t-3} z_{s}^{*} \theta_{s}+\left\{z_{t-2}+\left(z_{t-1}+\left(\varphi_{t-1}^{t}\right)^{*} z_{t}\right)\right.\right.\right. \\
& \left.\left.\times a(t-1, t-2)\} \theta_{t-2}\right] \mid \mathcal{F}_{t}^{\xi}\right) \tag{13.115}
\end{align*}
$$

Extending the techniques of 'splitting off' variables given above we can see that the characteristic function

$$
M\left[\exp \left(i \sum_{s=0}^{t} z_{s}^{*} \theta_{s}\right) \mid \mathcal{F}_{t}^{\xi}\right]
$$

too is (negative) exponential in the nonnegative definite quadratic form of the variables $z_{0}, \ldots, z_{t}$, which proves the conditional normality of the sequence $(\theta, \xi)$ governed by Equations (13.46) and (13.47).
13.3.7. Let us continue our study of the interpolation problem discussed in Subsection 13.3.5.

Theorem 13.10. If the conditional distribution $\Pi_{\alpha}(s)=P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{s}^{\xi}\right)$ is normal, then the parameters $\tilde{m}_{\beta}(s, t)$ and $\tilde{\gamma}_{\beta}(s, t)$ of the distribution $\Pi_{\alpha, \beta}(s, t)=P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right)$ for all $t>s$ can be defined by the relations (compare with (12.109) and (12.110))

$$
\begin{align*}
& \tilde{m}_{\beta}(s, t)=m(s, t)+\gamma(s, t)\left(\varphi_{s}^{t}\right)^{*} \gamma_{t}^{+}\left(\beta-m_{t}\right),  \tag{13.116}\\
& \tilde{\gamma}_{\beta}(s, t)=\gamma(s, t)-\gamma(s, t)\left(\varphi_{s}^{t}\right)^{*} \gamma_{t}^{+} \varphi_{s}^{t} \gamma(s, t) \tag{13.117}
\end{align*}
$$

with $\tilde{m}_{\beta}(s, s)=\beta, \tilde{\gamma}_{\beta}(s, s)=0$.
PROOF. The conditional distribution $P\left(\theta_{s} \leq \alpha, \theta_{t} \leq \beta \mid \mathcal{F}_{t}^{\xi}\right)$ is normal. Hence, according to the note to the theorem on normal correlation,

$$
\begin{equation*}
\tilde{m}_{\beta}(s, t)=M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right)=M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}\right)+d_{12} d_{22}^{+}\left(\beta-M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)\right) \tag{13.118}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\gamma}_{\beta}(s, t)=d_{11}-d_{12} d_{22}^{+} d_{12}^{*} \tag{13.119}
\end{equation*}
$$

where

$$
\begin{align*}
d_{11}= & \operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}\right)=\gamma(s, t) \\
d_{12}= & \operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \\
d_{22} & \operatorname{cov}\left(\theta_{t}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \tag{13.120}
\end{align*}
$$

According to (13.100) and Lemma 13.5,

$$
\begin{aligned}
M\left[\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}, \theta_{s}\right] & =\theta_{s}^{*}\left(\varphi_{s}^{t}\right)^{*}+\left(\psi_{s}^{t}\right)^{*}-\left(m^{*}(s, t)\left(\varphi_{s}^{t}\right)^{*}\right)+\left(\psi_{s}^{t}\right)^{*} \\
& =\left(\theta_{s}-m(s, t)\right)^{*}\left(\varphi_{s}^{t}\right)^{*}
\end{aligned}
$$

Hence,

$$
\begin{align*}
d_{12} & =\operatorname{cov}\left(\theta_{s}, \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)=M\left[\left(\theta_{s}-m(s, t)\right)\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}\right] \\
& =M\left\{\left(\theta_{s}-m(s, t)\right) M\left[\left(\theta_{t}-m_{t}\right)^{*} \mid \mathcal{F}_{t}^{\xi}, \theta_{s}\right] \mid \mathcal{F}_{t}^{\xi}\right\} \\
& =d_{11}\left(\varphi_{s}^{t}\right)^{*}=\gamma(s, t)\left(\varphi_{s}\right)^{*} \tag{13.121}
\end{align*}
$$

We obtain (13.116) and (13.117) from (13.118)-(13.121).
Note. It follows from (13.117) that the covariance $\tilde{\gamma}_{\beta}(s, t)$ does not depend on $\beta$.
13.3.8. We shall deal now with the deduction of backward interpolation equations (over $s$ at fixed $t$ ) for $m(s, t), \gamma(s, t)$ and $\tilde{m}_{\beta}(s, t), \tilde{\gamma}_{\beta}(s, t)$.

Theorem 13.11. Let (1)-(4) be satisfied. Then the moments $\tilde{m}_{\beta}(s, t)$ and $\tilde{\gamma}_{\beta}(s, t)$ satisfy the equations (over $s<t$ )

$$
\begin{align*}
& \tilde{m}_{\beta}(s, t)= m(s, s+1)+\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+} \\
& \times\left[\tilde{m}_{\beta}(s+1, t)-m_{s+1}\right]  \tag{13.122}\\
& \tilde{\gamma}_{\beta}(s, t)= \tilde{\gamma}_{\beta}(s, s+1)+\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+} \tilde{\gamma}_{\beta}(s+1, t) \\
& \times \gamma_{s+1}^{+} \varphi_{s}^{s+1} \gamma(s, s+1) \tag{13.123}
\end{align*}
$$

with $\tilde{m}_{\beta}(t, t)=\beta, \tilde{\gamma}_{\beta}(t, t)=0$.
PROOF. We obtain from (13.116) and (13.117) the following:

$$
\begin{gather*}
\tilde{m}_{\beta}(s, s+1)=m(s, s+1)+\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+}\left(\beta-m_{s+1}\right)  \tag{13.124}\\
\tilde{\gamma}_{\beta}(s, s+1)=\gamma(s, s+1)-\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+} \varphi_{s}^{s+1} \gamma(s, s+1) \tag{13.125}
\end{gather*}
$$

Let us show that, for the process $(\theta, \xi)$ governed by Equations (13.46) and (13.47) and for all $s<u \leq t$,

$$
\begin{equation*}
P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{t}^{\xi}, \theta_{u}, \ldots, \theta_{t}\right)=P\left(\theta_{s} \leq a \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right) \tag{13.126}
\end{equation*}
$$

For this purpose we shall consider the arbitrary measurable bounded functions $f\left(\theta_{s}\right), \chi_{u+1}^{t}(\theta, \xi), g_{0}^{u}(\xi), \lambda\left(\theta_{u}\right)$ of $\theta_{s},\left(\theta_{u+1}, \ldots, \theta_{t}, \xi_{u+1}, \ldots, \xi_{t}\right)$, $\left(\xi_{0}, \ldots, \xi_{u}\right), \theta_{u}$, respectively, and note that for $s<u$,

$$
M\left\{\chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{s}, \ldots, \theta_{u}\right\}=M\left\{\chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right\}
$$

and

$$
\begin{aligned}
& M\left\{\lambda\left(\theta_{u}\right) g_{0}^{u}(\xi) M\left[f\left(\theta_{s}\right) \chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right]\right\} \\
= & M\left\{\lambda\left(\theta_{u}\right) g_{0}^{u}(\xi) f\left(\theta_{s}\right) \chi_{u+1}^{t}(\theta, \xi)\right\} \\
= & M\left\{\lambda\left(\theta_{u}\right) g_{0}^{u}(\xi) f\left(\theta_{s}\right) M\left[\chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{s}, \ldots, \theta_{u}\right]\right\} \\
= & M\left\{\lambda\left(\theta_{u}\right) g_{0}^{u}(\xi) f\left(\theta_{s}\right) M\left[\chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right]\right\} \\
= & M\left\{\lambda\left(\theta_{u}\right) g_{0}^{u}(\xi) M\left[f\left(\theta_{s}\right) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right] M\left[\chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right]\right\} .
\end{aligned}
$$

Therefore, by virtue of the arbitrariness of the functions $\lambda\left(\theta_{s}\right)$ and $g_{0}^{u}(\xi)$,

$$
\begin{aligned}
& M\left[f\left(\theta_{s}\right) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right] M\left[\chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right] \\
= & M\left[f\left(\theta_{s}\right) \chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right] \\
= & M\left\{M\left[f\left(\theta_{s}\right) \chi_{u+1}^{t}(\theta, \xi) \mid \mathcal{F}_{t}^{\xi}, \theta_{u}, \ldots, \theta_{t}\right] \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right\} \\
= & M\left\{\chi_{u+1}^{t}(\theta, \xi) M\left[f\left(\theta_{s}\right) \mid \mathcal{F}_{t}^{\xi}, \theta_{u}, \ldots, \theta_{t}\right] \mid \mathcal{F}_{u}^{\xi}, \theta_{u}\right\} .
\end{aligned}
$$

Because of the arbitrariness of $\chi_{u+1}^{t}(\theta, \xi)$, the required equality, (13.126), follows.

Taking into account (13.126), we find that

$$
\begin{equation*}
\Pi_{\alpha \beta}(s, t)=M\left[\Pi_{\alpha, \theta_{s+1}}(s, s+1) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] . \tag{13.127}
\end{equation*}
$$

It follows from this formula that

$$
\tilde{m}_{\beta}(s, t)=M\left[\tilde{m}_{\theta_{s+1}}(s, s+1) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right]
$$

which, together with (13.124), leads to Equation (13.122).
We shall employ the following known formula to compute the conditional covariances: if $\xi, \tilde{\xi}$ are random vectors such that $M \xi^{*} \xi<\infty$, and if $\mathcal{G}$ is a certain $\sigma$-algebra, then

$$
\begin{equation*}
\operatorname{cov}(\xi, \xi \mid \mathcal{G})=M[\operatorname{cov}(\xi, \xi \mid \mathcal{G}, \tilde{\xi}) \mid \mathcal{G}]+\operatorname{cov}[M(\xi \mid \mathcal{G}, \tilde{\xi}), M(\xi \mid \mathcal{G}, \tilde{\xi}) \mid \mathcal{G}] . \tag{13.128}
\end{equation*}
$$

According to this formula and (13.127)

$$
\begin{align*}
\tilde{\gamma}_{\beta}(s, t)= & \operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right) \\
= & M\left[\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] \\
& +\operatorname{cov}\left[M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}, \theta_{s+1}\right), M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] \\
= & M\left[\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{s+1}^{\xi}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] \\
& +\operatorname{cov}\left[M\left(\theta_{s} \mid \mathcal{F}_{s+1}^{\xi}, \theta_{s+1}\right), M\left(\theta_{s} \mid \mathcal{F}_{s+1}^{\xi}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] \\
= & M\left[\tilde{\gamma}_{\theta_{s+1}}(s, s+1) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] \\
& +\operatorname{cov}\left[\tilde{m}_{\theta_{s+1}}(s, s+1), \tilde{m}_{\theta_{s+1}}(s, s+1) \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] \\
= & \tilde{\gamma}_{\beta}(s, s+1)+M\left[\left(\tilde{m}_{\theta_{s+1}}(s, s+1)-\tilde{m}_{\beta}(s, t)\right)\right. \\
& \left.\left.\times \tilde{m}_{\theta_{s+1}}(s, s+1)-\tilde{m}_{\beta}(s, t)\right)^{*} \mid \mathcal{F}_{t}^{\xi}, \theta_{t}=\beta\right] . \tag{13.129}
\end{align*}
$$

But it follows from (13.122) and (13.124) that

$$
\begin{equation*}
\tilde{m}_{\theta_{s+1}}(s, s+1)-\tilde{m}_{\beta}(s, t)=\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+}\left[\theta_{s+1}-\tilde{m}_{\beta}(s+1, t)\right] \tag{13.130}
\end{equation*}
$$

which together with (13.129) leads to Equation (13.123).

Theorem 13.12. Let (1)-(4) be satisfied. Then the moments $m(s, t)$ and $\gamma(s, t)$ of the conditional distribution $\Pi_{\alpha}(s, t)=P\left(\theta_{s} \leq \alpha \mid \mathcal{F}_{t}^{\xi}\right)$ satisfy, for $s<t$, the (backward) equations

$$
\begin{align*}
& m(s, t)=m(s, s+1)+\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+}\left[m(s+1, t)-m_{s+1}\right]  \tag{13.131}\\
& \gamma(s, t)=\tilde{\gamma}(s, s+1)+\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+} \gamma(s+1, t) \gamma_{s+1}^{+} \varphi_{s}^{s+1} \gamma(s, s+1) \tag{13.132}
\end{align*}
$$

with $m(t, t)=m_{t}, \gamma(t, t)=\gamma_{t}, \tilde{\gamma}(s, s+1) \equiv \tilde{\gamma}_{\beta}(s, s+1)$.
PROOF. Equation (13.131) can be deduced immediately from (13.122). In order to deduce (13.132) let us make use of (13.127) and (13.128). We obtain

$$
\begin{align*}
\gamma(s, t)= & \operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}\right) \\
= & M\left[\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}\right] \\
& +\operatorname{cov}\left[M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{s+1}\right), M\left(\theta_{s} \mid \mathcal{F}_{t}^{\xi}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}\right] \\
= & M\left[\operatorname{cov}\left(\theta_{s}, \theta_{s} \mid \mathcal{F}_{s+1}^{\xi}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}\right] \\
& +\operatorname{cov}\left[M\left(\theta_{s} \mid \mathcal{F}_{s+1}^{\xi}, \theta_{s+1}\right), M\left(\theta_{s} \mid \mathcal{F}_{s+1}^{\xi}, \theta_{s+1}\right) \mid \mathcal{F}_{t}^{\xi}\right] \\
= & \tilde{\gamma}(s, s+1)+M\left\{\left[\tilde{m}_{\theta_{s+1}}(s, s+1)-m(s, t)\right]\right. \\
& \left.\times\left[\tilde{m}_{\theta_{s+1}}(s, s+1)-m(s, t)\right]^{*} \mid \mathcal{F}_{t}^{\xi}\right\} . \tag{13.133}
\end{align*}
$$

But, according to (13.122) and (13.131),

$$
\tilde{m}_{\theta_{s+1}}(s, s+1)-m(s, t)=\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{+}\left[\theta_{s+1}-m(s+1, t)\right]
$$

which, together with (13.133), yields Equation (13.132).

### 13.4 Recursive Equations of Optimal Extrapolation

13.4.1. Extrapolation is understood as estimation of vectors $\theta_{t}, \xi_{t}$ from the observations $\xi_{0}^{s}=\left\{\xi_{0}, \ldots, \xi_{s}\right\}$, where $t>s$. As in the case of continuous time (Section 12.5) equations of extrapolation will be deduced only in two particular cases due to the fact that the conditional distributions

$$
P\left(\theta_{t} \leq a, \xi_{t} \leq b \mid \mathcal{F}_{s}^{\xi}\right)
$$

are, generally speaking, no longer Gaussian.

Before formulating the theorems, we shall set forth the way of identifying the cases for which extrapolation estimates can be constructed.

Due to (13.56) and (13.78),

$$
\begin{align*}
m_{t+1}= & {\left[a_{0}(t, \xi)+a_{1}(t, \xi) m_{t}\right] } \\
& +\left[(b \circ B)(t, \xi)+a_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right] \\
& \times\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{y} A_{1}^{*}(t, \xi)\right]^{+} \\
& \times\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{1 / 2} \bar{\varepsilon}(t+1)  \tag{13.134}\\
\xi_{t+1}= & {\left[A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right] } \\
& +\left[(B \circ B)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{1 / 2} \bar{\varepsilon}(t+1) \tag{13.135}
\end{align*}
$$

Denote by

$$
n_{1}(t, s)=M\left(\theta_{t} \mid \mathcal{F}_{s}^{\xi}\right), \quad n_{2}(t, s)=M\left(\xi_{t} \mid \mathcal{F}_{s}^{\xi}\right)
$$

the optimal (in the mean square sense) estimates $\theta_{t}$ and $\xi_{t}$ from $\xi_{0}^{s}=$ $\left\{\xi_{0}, \ldots, \xi_{s_{0}}\right\}$. Since $n_{1}(t, s)=M\left[M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \mid \mathcal{F}_{s}^{\xi}\right]=M\left[m_{t} \mid \mathcal{F}_{s}^{\xi}\right)$ and

$$
M\left(\bar{\varepsilon}(t+1) \mid \mathcal{F}_{s}^{\xi}\right)=0
$$

for all $t+1>s$, then equations for $n_{1}(t, s)$ and $n_{2}(t, s)$ can be found by taking $M\left(\cdot \mid \mathcal{F}_{s}^{\xi}\right)$ on both sides in (13.134) and (13.135).

It is easy to see from this that the simultaneous determination of $n_{1}(t, s)$ and $n_{2}(t, s)$ becomes possible if

$$
\begin{align*}
a_{0}(t, \xi) & =a_{0}(t)+a_{2}(t) \xi_{t}, \quad a_{1}(t, \xi)=a_{1}(t)  \tag{13.136}\\
A_{0}(t, \xi) & =A_{0}(t)+A_{2}(t) \xi_{t}, \quad A_{1}(t, \xi)=A_{1}(t) \tag{13.137}
\end{align*}
$$

where the matrix functions $a_{i}(t)$ and $A_{i}(t), i=1,2$, and the vectors $a_{0}(t)$ and $A_{0}(t)$ depend only on time.

If we are interested in nothing but estimation of variables $\theta_{t}$, then determination of $n_{1}(t, s)$ becomes possible if we require (13.136) with $a_{2}(t) \equiv 0$ to be satisfied.
13.4.2.

Theorem 13.13. Let (1)-(4), (13.136) and (13.137) be satisfied. Then the moments $n_{1}(t, s)$ and $n_{2}(t, s)$ satisfy the equations

$$
\begin{align*}
& n_{1}(t+1, s)=a_{0}(t)+a_{1}(t) n_{1}(t, s)+a_{2}(t) n_{2}(t, s)  \tag{13.138}\\
& n_{2}(t+1, s)=A_{0}(t)+A_{1}(t) n_{1}(t, s)+A_{2}(t) n_{2}(t, s) \tag{13.139}
\end{align*}
$$

with $n_{1}(s, s)=m_{s}, n_{2}(s, s)=\xi_{s}$.
If (13.136) is satisfied and, in addition, $a_{2}(t) \equiv 0$, then

$$
\begin{equation*}
n_{1}(t+1, s)=a_{0}(t)+a_{1}(t) n_{1}(t, s), \quad n_{1}(s, s)=m_{s} \tag{13.140}
\end{equation*}
$$

Proof is immediate by taking $M\left(\cdot \mid \mathcal{F}_{s}^{\xi}\right)$ on both sides of (13.134) and (13.135).

Let us now consider the backward equations for $n_{1}(t, s)$ and $n_{2}(t, s)$.

Theorem 13.14. Let (1)-(4), (13.136) and (13.137) be satisfied. Then

$$
\begin{align*}
\binom{n_{1}(t, s+1)}{n_{2}(t, s+1)}= & \binom{n_{1}(t, s)}{\times n_{2}(t, s)}+\Phi_{s+1}^{t-1}\binom{D_{1}(s, \xi) \cdot D_{2}^{+}(s, \xi)}{E} \\
& \times\left[\xi_{s+1}-A_{0}(s)-A_{1}(s) m_{s}-A_{2}(s) \xi_{s}\right], \tag{13.141}
\end{align*}
$$

where

$$
\begin{aligned}
& D_{1}(s, \xi)=(b \circ B)(s, \xi)+a_{1}(s, \xi) \gamma_{s} A_{1}^{*}(s, \xi) \\
& D_{2}(s, \xi)=(B \circ B)(s, \xi)+A_{1}(s, \xi) \gamma_{s} A_{1}^{*}(s, \xi)
\end{aligned}
$$

$E=E_{(l \times l)}$, the matrix $\Phi_{s}^{t}$ can be defined by the recursive equations

$$
\Phi_{s}^{t}=\left(\begin{array}{ll}
a_{1}(t-1) & a_{2}(t-1)  \tag{13.142}\\
A_{1}(t-1) & A_{2}(t-1)
\end{array}\right) \Phi_{s}^{t-1}, \quad \Phi_{s}^{s}=E_{(k \times l) \times(k \times l)}
$$

and

$$
\begin{equation*}
\binom{n_{1}(t, 0)}{n_{2}(t, 0)}=\Phi_{0}^{t}\binom{m_{0}}{\xi_{0}}+\sum_{u=0}^{t-1} \Phi_{u}^{t-1}\binom{a_{0}(u)}{A_{0}(u)} \tag{13.143}
\end{equation*}
$$

If (13.136) is satisfied, and, in addition, $a_{2}(t) \equiv 0$, then

$$
\begin{align*}
n_{1}(t, s+1)= & n_{1}(t, s)+\psi_{s+1}^{t-1}\left[(b \circ B)(s, \xi)+a_{1}(s) \gamma_{s} A_{1}^{*}(s, \xi)\right] \\
& \times\left[(B \circ B)(s, \xi)+A_{1}(s, \xi) \gamma_{s} A_{1}^{*}(s, \xi)\right]^{+} \\
& \times\left[\xi_{s+1}-A_{0}(s, \xi)+A_{1}(s, \xi) m_{s}\right] \tag{13.144}
\end{align*}
$$

where the matrix $\psi_{s}^{t}$ can be defined by the equations

$$
\begin{equation*}
\psi_{s}^{t}=a_{1}(t-1) \psi_{s}^{t-1}, \quad \psi_{s}^{s}=E_{(k \times k)} \tag{13.145}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{1}(t, 0)=\psi_{0}^{t} m_{0}+\sum_{u=0}^{t-1} \psi_{u}^{t-1} a_{0}(u) \tag{13.146}
\end{equation*}
$$

PROOF. By induction we obtain from (13.134) and (13.135) the following:

$$
\begin{align*}
\binom{m_{t}}{\xi_{t}}= & \Phi_{0}^{t}\left(m_{0} \xi_{0}\right)+\sum_{u=0}^{t-1} \Phi_{u}^{t-1}\binom{a_{0}(u)}{A_{0}(u)} \\
& +\sum_{u=0}^{t-1} \Phi_{u}^{t-1}\binom{D_{1}(u, \xi) D_{2}^{+}(u, \xi) D_{2}^{1 / 2}(u, \xi)}{D_{2}^{1 / 2}(u, \xi)} \bar{\varepsilon}(u+1) \tag{13.147}
\end{align*}
$$

Take the conditional expectation $M\left(\cdot \mid \mathcal{F}_{s+1}^{\xi}\right)$ on both sides in (13.147). Then, taking into account that $M\left[\bar{\varepsilon}(u+1) \mid \mathcal{F}_{s+1}^{\xi}\right]=0, u>s$, we easily find from (13.147) that

$$
\binom{n_{1}(t, s+1)}{n_{2}(t, s+1)}=\binom{n_{1}(t, s)}{n_{2}(t, s)}+\Phi_{s+1}^{t-1}\binom{D_{1}(s, \xi) D_{2}^{+}(s, \xi) D_{2}^{1 / 2}(s, \xi)}{D_{2}^{1 / 2}(s, \xi)} \bar{\varepsilon}(s+1)
$$

this, together with (13.135), leads to the system of equations given by (13.141).
(13.144) can be deduced in a similar way.

### 13.5 Examples

13.5.1. We shall present here examples which illustrate the potential applications for the equations of filtering, interpolation and extrapolation deduced above.

EXAMPLE 1 (Parameter Estimation). Let $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ be a Gaussian vector with $M \theta=m$ and $\operatorname{cov}(\theta, \theta)=\gamma$. It is required to estimate $\theta$ from the observation of the $l$-dimensional process $\xi_{t}, t=0,1, \ldots$, satisfying the recursive equations

$$
\begin{equation*}
\xi_{t+1}=A_{0}(t, \xi)+A_{1}(t, \xi) \theta+B_{1}(t, \xi) \varepsilon_{1}(t+1) \tag{13.148}
\end{equation*}
$$

with $\xi_{0}=0$.
Assuming ${ }^{9}$ (1)-(4) we obtain, from (13.56) and (13.57), for $m_{t}=M\left(\theta \mid \mathcal{F}_{t}^{\xi}\right)$ and $\gamma_{t}=\operatorname{cov}\left(\theta, \theta \mid \mathcal{F}_{t}^{\xi}\right)$, recursive equations

$$
\begin{align*}
& m_{t+1}= m_{t}+\gamma_{t} A_{1}^{*}(t, \xi)\left[\left(B_{1} B_{1}^{*}\right)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{+} \\
& \times\left[\xi_{t+1}-A_{0}(t, \xi)-A_{1}(t, \xi) m_{t}\right]  \tag{13.149}\\
& \gamma_{t+1}=\gamma_{t}-\gamma_{t} A_{1}^{*}(t, \xi)\left[\left(B_{1} B_{1}^{*}\right)(t, \xi)+A_{1}(t, \xi) \gamma_{t} A_{1}^{*}(t, \xi)\right]^{+} A_{1}(t, \xi) \gamma_{t} \tag{13.150}
\end{align*}
$$

with $m_{0}=m, \gamma_{0}=\gamma$.

Theorem 13.15. If the matrices $\left(B_{1} B_{1}^{*}\right)(t, \xi)$ are nonsingular ( $P$-a.s.), $t=$ $0,1, \ldots$, then solutions of Equations (13.149) and (13.150) are given by the formulae ${ }^{10}$

[^16]\[

$$
\begin{align*}
m_{t+1}= & {\left[E+\gamma \sum_{s=0}^{t} A_{1}^{*}(s, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(s, \xi) A_{1}^{*}(s, \xi)\right]^{-1} } \\
& \times\left[m+\gamma \sum_{s=0}^{t} A_{1}^{*}(s, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(s, \xi)\left(\xi_{s+1}-A_{0}(s, \xi)\right)\right]  \tag{13.151}\\
\gamma_{t+1}= & {\left[E+\gamma \sum_{s=0}^{t} A_{1}^{*}(s, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(s, \xi) A_{1}(s, \xi)\right]^{-1} \gamma } \tag{13.152}
\end{align*}
$$
\]

PROOF. By Theorem 13.3, the conditional distribution $P\left\{\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right\}$ is Gaussian ( $P$-a.s.) with the parameters $\left(m_{t}, \xi_{t}\right)$.

Assume that the matrix $\gamma_{t}$ is positive definite. Then the conditional distribution $P\left\{\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right\}$ has the density

$$
f_{\theta}\left(a \mid \xi_{0}^{t}\right)=\frac{d P\left\{\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right\}}{d a}
$$

The conditional distribution $P\left\{\xi_{t+1} \leq b \mid \mathcal{F}_{t}^{\xi}, \theta\right\}$ is also ( $P$-a.s.) Gaussian with the parameters $\left\{\left(A_{0}(t, \xi)+A_{1}(t, \xi) \theta\right),\left(B_{1} B_{1}^{*}\right)(t, \xi)\right\}$. Since the matrices $\left(B_{1} B_{1}^{*}\right)(t, \xi), t=0,1, \ldots$, are nonsingular ( $P$-a.s.) , the distribution $P\left\{\xi_{t+1} \leq\right.$ $\left.b \mid \mathcal{F}_{t}^{\xi}, \theta\right\}$ has the density

$$
f_{\xi_{t+1}}\left(b \mid \xi_{0}^{t+1}, 0\right)=\frac{\left(d P\left\{\xi_{t+1} \leq b \mid \mathcal{F}_{t}^{\xi}, \theta\right\}\right.}{d b}
$$

But according to the Bayes formula, there exists a density

$$
f_{\theta}\left(a \mid \xi_{0}^{t+1}\right)=\frac{d P\left\{\theta \leq a \mid \mathcal{F}_{t+1}^{\xi}\right\}}{d a}
$$

given by the formula

$$
\begin{equation*}
f_{\theta}\left(a \mid \xi_{0}^{t+1}\right)=\frac{f_{\theta}\left(a \mid \xi_{0}^{t}\right) f_{\xi_{t+1}}\left(\xi_{t=1} \mid \xi_{0}^{t}, a\right)}{\int_{\mathbb{R}^{k}} f_{\xi_{t+1}}\left(\xi_{t+1} \mid \xi_{0}^{t}, x\right) f_{\theta}\left(x \mid \xi_{0}^{t}\right) d x} \quad(P-\text { a.s. }) \tag{13.153}
\end{equation*}
$$

Let us write

$$
\begin{align*}
& g_{1}(t+1, \xi)=(2 \pi)^{k / 2} \sqrt{\operatorname{det} \gamma_{t+1}}  \tag{13.154}\\
& g_{2}(t+1, \xi)=(2 \pi)^{(k+l) / 2} \sqrt{\operatorname{det} \gamma_{t} \cdot \operatorname{det}\left(B_{1} B_{1}^{*}\right)(t, \xi)} \\
& \times \int_{\mathbb{R}^{k}} f_{\xi_{t+1}}\left(\xi_{t+1} \mid \xi_{0}^{t}, x\right) f_{\theta}\left(x \mid \xi_{0}^{t}\right) d x \tag{13.155}
\end{align*}
$$

By Theorem 13.3, the density $f_{\theta}\left(a \mid \xi_{0}^{t+1}\right)$ is ( $P$-a.s.) Gaussian with the parameters ( $m_{t+1}, \gamma_{t+1}$ ), where $\gamma_{t+1}$ is a positive definite matrix. Taking this
fact as well as (13.154) and (13.155) into account, we find from (13.153) that ( $P$-a.s.)

$$
\begin{align*}
& {\left[g_{1}(t+1, \xi)\right]^{-1} \exp \left\{-\frac{1}{2}\left(a-m_{t+1}\right)^{*} \gamma_{t+1}^{-1}\left(a-m_{t+1}\right)\right\} } \\
= & {\left[g_{2}(t+1, \xi)\right]^{-1} \exp \left\{-\frac{1}{2}\left(a-m_{t}\right)^{*} \gamma_{t}^{-1}\left(a-m_{t}\right)\right.} \\
& -\frac{1}{2}\left(\xi_{t+1}-A_{0}(t, \xi)-A_{1}(t, \xi) a\right)^{*}\left(B_{1} B_{1}^{*}\right)^{-1}(t, \xi) \\
& \left.\times\left(\xi_{t+1}-A_{0}(t, \xi)-A_{1}(t, \xi) a\right)\right\} . \tag{13.156}
\end{align*}
$$

Equating now the square and linear forms over $a$ in the left- and righthand sides of (13.156), respectively, we obtain, by virtue of the arbitrariness of the vector $a$, the recursive equations

$$
\begin{gather*}
\gamma_{t+1}^{-1}=\gamma_{t}^{-1}+A_{1}^{*}(t, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(t, \xi) A_{1}(t, \xi)  \tag{13.157}\\
\gamma_{t+1}^{-1} m_{t+1}=\gamma_{t}^{-1} m_{t}+A_{1}^{*}(t, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(t, \xi)\left[\xi_{t+1}-A_{0}(t, \xi)\right] \tag{13.158}
\end{gather*}
$$

If the matrix $\gamma_{0}=\gamma$ is positive definite then by induction it follows that recursive equations (13.157) and (13.158) hold true for all $t$. Hence, in the case where $\gamma$ is nonsingular, (13.151) and (13.152) for $m_{t+1}, \gamma_{t+1}, t \geq 0$, follow from (13.157) and (13.158).

If the matrix $\gamma$ is singular, then, assuming $\gamma_{0}^{\varepsilon}=\gamma_{0}+\varepsilon E, \varepsilon>0$, we find $\gamma_{t+1}^{\varepsilon}$ and $m_{t+1}^{\varepsilon}$ from (13.151) and (13.152) with the substitution of $\gamma+\varepsilon E$ for $\gamma$. In particular,

$$
\gamma_{t+1}^{\varepsilon}=\left\{E+\left(\gamma_{\varepsilon} E\right) \sum_{s=0}^{t} A_{1}^{*}(s, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(s, \xi) A_{1}(s, \xi)\right\}^{-1}[\gamma+\varepsilon E]
$$

After a passage to the limit $\varepsilon \downarrow 0$, we obtain the required representations for $m_{t+1}$ and $\gamma_{t+1}$ for any symmetric nonnegative definite matrix $\gamma$.

Note. Let $m_{t}^{(n)}$ and $\gamma_{t}^{(n)}$ be parameters of the a posteriori distributions $P\left(\theta \leq a \mid \mathcal{F}_{t}^{\xi}\right)$, corresponding to the a priori distributions $P(\theta \leq a) \sim$ $N\left(m^{(n)}, \gamma^{(n)}\right)$.

Let $0<\gamma^{(n)}, \operatorname{Tr} \gamma^{(n)}<\infty$. Then, if $\lim _{n \rightarrow \infty}\left(\gamma^{(n)}\right)^{-1}=0$ and the ma$\operatorname{trices} \sum_{s=0}^{t} A_{1}^{*}(s, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(s, \xi) A_{1}(s, \xi)$ are nonsingular ( $P$-a.s.), it is not difficult to prove that there exist

$$
\tilde{m}_{t}=\lim _{n \rightarrow \infty} m_{t}^{(n)}, \quad \tilde{\gamma}_{t}=\lim _{n \rightarrow \infty} \gamma_{t}^{(n)}
$$

and

$$
\tilde{\gamma}_{t+1}=\left[\sum_{s=0}^{t} A_{1}^{*}(s, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(s, \xi) A_{1}(s, \xi)\right]^{-1}
$$

$$
\begin{equation*}
\tilde{m}_{t+1}=\tilde{\gamma}_{t+1}\left[\sum_{s=0}^{t} A_{1}^{*}(s, \xi)\left(B_{1} B_{1}^{*}\right)^{-1}(s, \xi)(s, \xi)\left(\xi_{s+1}-A_{0}(s, \xi)\right)\right] \tag{13.159}
\end{equation*}
$$

Note that the estimate given by (13.159) coincides with the maximum likelihood estimate for the vector $\theta$ from the observations $\xi_{0}^{t+1}=\left\{\xi_{0}, \ldots, \xi_{t+1}\right\}$. 13.5.2.

EXAMPLE 2 (Interpolation of a Gaussian Markov Chain). Let

$$
\theta_{t}=\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right), \quad t=0,1, \ldots
$$

be the Markov chain defined by the recursive equations

$$
\begin{equation*}
\theta_{t+1}=a_{0}(t)+a_{1}(t) \theta_{t}+b(t) \varepsilon_{1}(t+1) \tag{13.160}
\end{equation*}
$$

where $a_{0}(t), a_{1}(t)$ and $b(t)$ depend only on $t$, and the random vector $\theta_{0} \sim$ $N(m, \gamma)$,

Let us discuss the problem of estimating the variables $\theta_{s}$ on the assumption that $\theta_{t}=\beta, s<t$.

Let

$$
\begin{aligned}
\tilde{m}_{\beta}(s, t) & =M\left(\theta_{s} \mid \theta_{t}=\beta\right) \\
\tilde{\gamma}(s, t) & \equiv \tilde{\gamma}_{\beta}(s, t)=M\left[\left(\theta_{s}-\tilde{m}_{\beta}(s, t)\left(\theta_{s}-\tilde{m}_{\beta}(s, t)\right)^{*} \mid \theta_{t}=\beta\right]\right. \\
m_{t} & =M \theta_{t}, \quad \gamma_{t}-=\operatorname{cov}\left(\theta_{t}, \theta_{t}\right)
\end{aligned}
$$

Then, according to Theorems 13.4 and 13.10,

$$
\begin{equation*}
m_{t+1}=a_{0}(t)+a_{1}(t) m_{t}, \quad \gamma_{t+1}=a_{1}(t) \gamma_{t} a_{1}^{*}(t)+b(t) b^{*}(t) \tag{13.161}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{m}_{\beta}(s, t)=m_{t}+\gamma_{t}\left(\varphi_{s}^{t}\right)^{*} \gamma_{t}^{+}\left(\beta-m_{t}\right), \quad \tilde{\gamma}(s, t)=\gamma_{s}-\gamma_{s}\left(\varphi_{s}^{t}\right)^{*} \gamma_{t}^{+} \varphi_{s}^{t} \gamma_{s} \tag{13.162}
\end{equation*}
$$

where $\varphi_{s}^{t}=a_{1}(t-1) \cdots a_{1}(s)$. In particular, if $\theta_{t+1}=\theta_{t}+\varepsilon_{1}(t+1)$, then

$$
\begin{equation*}
\tilde{m}_{\beta}(s, t)=m+\frac{s+\gamma}{t+\gamma}(\beta-m), \quad \tilde{\gamma}(s, t)=(s+\gamma)\left[1-\frac{s+\gamma}{t+\gamma}\right] \tag{13.163}
\end{equation*}
$$

EXAMPLE 3 (Interpolation with Fixed Delay). Let us discuss the problem of estimating the variables $\theta_{s}$ from the observations $\xi_{0}^{s+h}=\left\{\xi_{0}, \ldots, \xi_{s+h}\right\}$ where $h$ is a fixed value., Let $m_{h}(s)=m(s, s+h), \gamma_{h}(s)=\gamma(s, s+h)$, and assume that for all $s, s=0,1, \ldots$, the matrices $\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{-1}$ are nonsingular.

Then the forward equation given by (13.95) yields

$$
\begin{align*}
m_{h}(s+1)= & m(s+1, s+h)+\gamma(s+1, s+h)\left(\varphi_{s+1}^{s+h}\right)^{*} A_{1}^{*}(s+h, \xi) \\
& \times\left[(B \circ B)(s+h, \xi)+A_{1}(s+h, \xi) \gamma_{s+h} A_{1}^{*}(s+h, \xi)\right]^{+} \\
& \times\left[\xi_{s+h+1}-A_{0}(s+h, \xi)-A_{1}(s+h, \xi) m_{s+h}\right] . \tag{13.164}
\end{align*}
$$

From the backward equation given by (13.131), on the assumption of nonsingularity of the matrices $\gamma(s, s+1)\left(\varphi_{s}^{s+h}\right)^{*} \gamma_{s+1}^{-1}$, we obtain

$$
\begin{equation*}
m(s+1, s+h)=m_{s+1}+\left[\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{-1}\right]^{-1}\left[m_{h}(s)-m(s, s+1)\right] \tag{13.165}
\end{equation*}
$$

which, together with (13.164), yields the following equation for $m_{h}(s)$ :

$$
\begin{align*}
m_{h}(s+1)= & m_{s+1}+\left[\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{-1}\right]^{-1}\left[m_{h}(s)-m(s, s+1)\right] \\
& +\gamma(s+1, s+h)\left(\varphi_{s+1}^{s+h}\right)^{*} A_{1}^{*}(s+h, \xi)[(B \circ B)(s+h, \xi) \\
& \left.+A_{1}(s+h, \xi) \gamma_{s+h} A_{1}^{*}(s+h, \xi)\right]^{+} \\
& \times\left[\xi_{s+h+1}-A_{0}(s+h, \xi)+A_{1}(s+h, \xi) m_{s+h}\right] . \tag{13.166}
\end{align*}
$$

Similarly, from the forward equation given by (13.96) we find for $\gamma_{h}(s+$ 1) $=\gamma(s+1, s+h+1)$ that

$$
\begin{align*}
\gamma_{h}(s+1)= & \gamma(s+1, s+h)-\gamma(s+1, s+h)\left(\varphi_{s+1}^{s+h}\right)^{*} A_{1}^{*}(s+h, \xi) \\
& \times\left[(B \circ B)(s+h, \xi)+A_{1}(s+h, \xi) \gamma_{s+h} A_{1}^{*}(s+h, \xi)\right]^{+} \\
& \times A_{1}(s, h, \xi) \varphi_{s+1}^{s+h}(s+1, s+h) \tag{13.167}
\end{align*}
$$

From (13.132) we obtain

$$
\begin{aligned}
\gamma(s+1, s+h)= & {\left[\gamma(s, s+1)\left(\varphi_{s}^{s+1}\right)^{*} \gamma_{s+1}^{-1}\right]^{-1}\left[\gamma_{h}(s)-\tilde{\gamma}(s, s+1)\right] } \\
& \times\left[\gamma_{s+1}^{-1} \varphi_{s}^{s+1} \gamma(s, s+1)\right]^{-1}
\end{aligned}
$$

Substituting this expression for $\gamma(s+1, s+h)$ in (13.166) and (13.167) we obtain equations describing the evolution of $m_{h}(s)$ and $\gamma_{h}(s)$. In this case $m_{h}(0)=m(0, h)$ and $\gamma_{h}(0)=\gamma(0, h)$ are defined from the forward equations given by (13.95) and (13.96).

In the particular case $h=1$,

$$
\begin{align*}
m_{1}(s+1)= & m_{s+1}+\gamma_{s+1} A_{1}^{*}(s+1, \xi)[(B \circ B)(s+1, \xi) \\
& \left.+A_{1}(s+1, \xi) \gamma_{s+1} A_{1}^{*}(s+1, \xi)\right]^{+} \\
& \times\left[\xi_{s+2}-A_{0}(s+1, \xi)-A_{1}(s+1, \xi) m_{s+1}\right] \tag{13.168}
\end{align*}
$$

13.5.3.

EXAMPLE 4 (Linear Prediction of Stationary Sequences). Let $\tilde{\xi}_{t}, t=$ $0, \pm 1, \pm 2$, be a stationary wide-sense process with $M \tilde{\xi}_{t} \equiv 0$ and the spectral density

$$
\begin{equation*}
\tilde{f}(\lambda)=\frac{\left|e^{i \lambda}+1\right|^{2}}{\left|e^{2 i \lambda}+\frac{1}{2} e^{i \lambda}+\frac{1}{2}\right|^{2}} \tag{13.169}
\end{equation*}
$$

Let it be required to construct an optimal (in the mean square sense) linear estimate of the variables $\tilde{\xi}_{t}$ from $\tilde{\xi}_{0}^{s}=\left\{\tilde{\xi}_{0}, \ldots, \tilde{\xi}_{s}\right\}, s \leq t$.

We shall construct the Gaussian process $\xi_{t}, t=0, \pm 1, \ldots$, with $M \xi_{t} \equiv 0$ and the spectral density $f(\lambda) \equiv \tilde{f}(\lambda)$. Such a process can be obtained by solving the equation

$$
\xi_{t+1}+\frac{1}{2}\left(\xi_{t+1}+\xi_{t}\right)=\varepsilon(t+2)+\varepsilon(t+1)
$$

where $\varepsilon(t), t=0, \pm 1, \ldots$, is a sequence of Gaussian random variables with

$$
M \varepsilon(t)=0, \quad M \varepsilon(t) \varepsilon(s)=\delta(t, s)= \begin{cases}1, & t=s \\ 0, & t \neq s\end{cases}
$$

Set $\theta_{t}=\xi_{t+1}-\varepsilon(t+1)$. Then for $\left(\theta_{t}, \xi_{t}\right), t=0, \pm 1, \ldots$, we obtain the system of equations

$$
\begin{align*}
\theta_{t+1} & =-\frac{1}{2} \theta_{t}-\frac{1}{2} \xi_{t}+\frac{1}{2} \varepsilon(t+1) \\
\xi_{t+1} & =\theta_{t}+\varepsilon(t+1) \tag{13.170}
\end{align*}
$$

According to Theorem 13.13, $n_{1}(t, s)=M\left(\theta_{t} \mid \mathcal{F}_{s}^{\xi}\right)$ and $n_{2}(t, s)=M\left(\xi_{t} \mid \mathcal{F}_{s}^{\xi}\right)$ can be defined from Equations (13.138) and (13.139):

$$
\begin{align*}
& n_{1}(t+1, s)=-\frac{1}{2} n_{1}(t, s)-\frac{1}{2} n_{2}(t, s) \\
& n_{2}(t+1, s)=n_{1}(t, s) \tag{13.171}
\end{align*}
$$

with $n_{1}(s, s)=m_{s}, n_{2}(s, s)=\xi_{s}$.
$\gamma_{s}$ and the initial condition $m_{s}=M\left(\theta_{s} \mid \mathcal{F}_{s}^{\xi}\right)$ entering into (13.171) can be defined by the equations (see (13.56) and (13.57))

$$
\begin{gather*}
m_{s+1}=-\frac{1}{2} m_{s}-\frac{1}{2} \xi_{s}+\frac{1-\gamma_{s}}{2\left(1+\gamma_{s}\right)}\left(\xi_{s+1}-m_{s}\right)  \tag{13.172}\\
\gamma_{s+1}=\frac{\gamma_{s}}{1+\gamma_{s}} \tag{13.173}
\end{gather*}
$$

Note here that $m_{0}=0, \gamma_{0}=1$.
Indeed, by virtue of the stationarity of the process $\left(\theta_{t}, \xi_{t}\right), t=0, \pm 1, \ldots$, parameters $d_{11}=M \theta_{t}^{2}, d_{12}=M \theta_{t} \xi_{t}$, and $d_{22}=M \xi_{t}^{2}$ are easily found from the following system obtained from (13.170):

$$
\begin{aligned}
& d_{11}=\frac{1}{4} d_{11}+\frac{1}{4} d_{22}+\frac{1}{2} d_{12}+\frac{1}{4} \\
& d_{12}=-\frac{1}{2} d_{11}-\frac{1}{2} d_{12}+\frac{1}{2} \\
& d_{22}=d_{11}+1
\end{aligned}
$$

Thus, $d_{11}=1, d_{12}=0, d_{22}=2$, and, by the theorem on normal correlation, $m_{0}=0, \gamma_{0}=1$.

Returning to the initial process $\tilde{\xi}_{t}, t=0, \pm 1, \ldots$, we find that optimal linear prediction can be defined from (13.171)-(13.173) where (in (13.172)) $\xi_{t}$ should be substituted for $\tilde{\xi}_{t}$ (see Lemma 14.1).

## Notes and References. 1

13.1. The theorem on normal correlation (Theorem 13.1), proved in general by Marsaglia [225] (see also Anderson [3]), has been repeatedly used in several chapters of this book. The authors owe the proof of Theorem 13.2 to Kitsul. For the properties of pseudo-inverse matrices see also Gantmacher [69]. Lemma 13.3 was proved by Pjatetsky (Masters Thesis).
13.2-3.5. The material of these sections is based on the papers of Liptser and Shiryaev [213], and Glonti [77-79].

## Notes and References. 2

13.1. The theorem of normal correlation in a general setting uses the MoorePenrose pseudo-inverse matrix. This matrix is also extensively employed in statistical applications and in Kalman filtering for the discrete-time case. The main properties of the pseudo-inverse matrix and its various applications can be found in Albert [1].

# 14. Application of Filtering Equations to Problems of Statistics of Random Sequences 

### 14.1 Optimal Linear Filtering of Stationary Sequences with Rational Spectra

14.1.1. The objective of this chapter is to show how the equations of optimal nonlinear filtering obtained for conditionally Gaussian random sequences can be applied to solving various problems of mathematical statistics. In particular, the present section deals with the problem of linear estimation of unobservable components of a multidimensional stationary wide-sense process (discrete time) with rational spectral density in the components accessible for observation.

The possibility of applying the filtering equations obtained above to this problem is based on the fact (Theorem 14.1) that any stationary sequence with a rational spectrum is a component of a multidimensional process satisfying a system of recursive equations of the type given by (13.46) and (13.47).

More precisely, let $\eta(t), t=0, \pm 1, \pm 2, \ldots$, be a (real or complex) stationary wide-sense random process permitting the spectral representation

$$
\begin{equation*}
\eta(t)=\int_{-\pi}^{\pi} e^{i \lambda t} \frac{P_{n-1}\left(e^{i \lambda}\right)}{Q_{n}\left(e^{i \lambda}\right)} \Phi(d \lambda) \tag{14.1}
\end{equation*}
$$

where $\Phi(d \lambda)$ is an orthogonal (random) measure with

$$
\begin{gathered}
M \Phi(d \lambda)=0, \quad M|\Phi(d \lambda)|^{2}=\frac{d \lambda}{2 \pi} \\
P_{n-1}(z)=\sum_{k=0}^{n-1} b_{k} z^{k}, \quad Q_{n}(z)=\sum_{k=0}^{n} a_{k} z^{k}, \quad a_{n}=1, \quad a_{k}, b_{k} \in \mathbb{R}^{1}
\end{gathered}
$$

Assume that all the roots of the equation $Q_{n}(z)=0$ lie within the unit circle.

It follows from (14.1) that the process $\eta(t)$ has the rational spectral density

$$
\begin{equation*}
f_{n}(\lambda)=\left|\frac{P_{n-1}\left(e^{i \lambda}\right)}{Q_{n}\left(e^{i \lambda}\right)}\right|^{2} \tag{14.2}
\end{equation*}
$$

Construct from the measure $\Phi(d \lambda)$ the process

$$
\begin{equation*}
\varepsilon(t)=\int_{-\pi}^{\pi} e^{i \lambda(t-1)} \Phi(d \lambda) \tag{14.3}
\end{equation*}
$$

It is clear that

$$
M \varepsilon(t)=0, \quad M|\varepsilon(t)|^{2}=\int_{-\pi}^{\pi} \frac{d \lambda}{2 \pi}=1
$$

and

$$
\begin{equation*}
M \varepsilon(t) \bar{\varepsilon}(s)=\int_{-\pi}^{\pi} e^{i \lambda(t-s)} \frac{d \lambda}{2 \pi}=\delta(t, s) \tag{14.4}
\end{equation*}
$$

where $\delta(t, s)$ denotes the Kronecker function.
It follows from (14.4) that the sequence of values of $\varepsilon(t), t=0, \pm 1, \ldots$, is a sequence of uncorrelated variables.

In addition to the process $\eta(t)$, permitting the spectral representation given by (14.1), we shall define new processes $\eta_{1}(t), \ldots, \eta_{n}(t)$ by the formulae

$$
\begin{equation*}
\eta_{j}(t)=\int_{-\pi}^{\pi} e^{i \lambda t} W_{j}\left(e^{i \lambda}\right) \Phi(d \lambda), \quad j=1, \ldots, n, \tag{14.5}
\end{equation*}
$$

where the frequency characteristics $W_{j}(z), j=1, \ldots, n$, are selected in the following specific manner:

$$
\begin{gather*}
W_{j}(z)=z^{-(n-j)} W_{n}(z)+\sum_{k=j}^{n-1} \beta_{k} z^{-(k-j+1)}, \quad j=1, \ldots, n-1  \tag{14.6}\\
W_{n}(z)=-z^{-1} \sum_{k=0}^{n-1} a_{k} W_{k+1}(z)+z^{-1} \beta_{n}  \tag{14.7}\\
\beta_{1}=b_{n-1}, \quad \beta_{j}=b_{n-j}-\sum_{i=1}^{j-1} \beta_{i} a_{n-j+1}, \quad j=2, \ldots, n . \tag{14.8}
\end{gather*}
$$

It follows from (14.6) and (14.7) that

$$
\begin{equation*}
W_{j}(z)=z^{-1}\left[W_{j+1}(z)+\beta_{j}\right] \tag{14.9}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{n}(z)=z^{-1}\left[-\sum_{k=0}^{n-1} a_{k} W_{k+1}(z)+\beta_{n}\right] . \tag{14.10}
\end{equation*}
$$

It is not difficult to deduce from this that

$$
\begin{equation*}
W_{n}(z)=z^{-1}\left[-\sum_{k=0}^{n-1} a_{k} z^{-(n-k-1)} W_{n}(z)+\sum_{j=k+1}^{n-1} \beta_{j} z^{-(j-k)}+\beta_{n}\right] \tag{14.11}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
W_{n}(z)=\frac{P_{n-1}^{(n)}(z)}{Q_{n}(z)} \tag{14.12}
\end{equation*}
$$

where $P_{n-1}^{(n)}(z)$ is a polynomial of degree less than or equal to $n-1$.
Next, due to (14.9)-(14.12),

$$
\begin{equation*}
W_{j}(z)=\frac{P_{n-1}^{(j)}(z)}{Q_{n}(z)} \tag{14.13}
\end{equation*}
$$

where the polynomials $P_{n-1}^{(j)}(z)$ also have degree less than or equal to $n-1$ and, due to (14.8),

$$
\begin{equation*}
P_{n-1}^{(1)}(z) \equiv P_{n-1}(z) \tag{14.14}
\end{equation*}
$$

Thus $\eta_{1}(t)=\eta(t)$.

Theorem 14.1. The stationary (wide-sense) process $\eta(t), t=0, \pm 1, \ldots$, with spectral representation given by (14.1) is one component of the $n$ dimensional stationary (wide-sense) process $\left(\eta_{1}(t), \ldots, \eta_{n}(t)\right), \eta_{1}(t)=\eta(t)$, obeying the system of recurrent equations

$$
\begin{align*}
\eta_{j}(t+1) & =\eta_{j+1}(t)+\beta_{j} \varepsilon(t+1), \quad j=1, \ldots, n-1 \\
\eta_{n}(t+1) & =-\sum_{j=0}^{n-1} a_{j} \eta_{j+1}(t)+\beta_{n} \varepsilon(t+1) \tag{14.15}
\end{align*}
$$

The process $\varepsilon(t), t=0, \pm 1, \ldots$, permits the representation given by (14.3)

$$
\begin{equation*}
M \eta_{j}(s) \bar{\varepsilon}(t)=0, \quad s<t, \quad j=1, \ldots, n \tag{14.16}
\end{equation*}
$$

and the coefficients $\beta_{1}, \ldots, \beta_{n}$ are given by (14.8).
PROOF. Note first that from (14.12) and (14.13) it follows that all the poles of the functions $W_{j}(z)$ lie within the unit circle.

Taking advantage of (14.6), (14.7) and (14.5), we find easily that the process $\left(\eta_{1}(t), \ldots, \eta_{n}(t)\right)$ satisfies the system of recursive equations given by (14.15).

Let us establish now the validity of (14.16). Let ${ }^{1}$

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0  \tag{14.17}\\
0 & 0 & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & \ldots & 1 \\
-a_{0} & -a_{1} & -a_{2} & \ldots & -a_{n-1}
\end{array}\right), \quad B=\left(\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\ldots \\
\beta_{n}
\end{array}\right)
$$

[^17]Then in matrix notation the system of equations given by (14.15) permits the representation

$$
\begin{equation*}
Y_{t}=A Y_{t-1}+B \varepsilon_{t} \tag{14.18}
\end{equation*}
$$

Let $t>s$. Then, due to (14.18) and (14.4),

$$
M Y_{s} \bar{\varepsilon}(t)=A M Y_{s-1} \bar{\varepsilon}(t)=A^{2} M Y_{s-2} \bar{\varepsilon}(t)=\cdots=A^{N} M Y_{s-N} \bar{\varepsilon}(t)
$$

in this case, for each $j, j=1, \ldots, n$,
$\left|M \eta_{j}(s-N) \bar{\varepsilon}(t)\right| \leq\left(M\left|\eta_{j}(s-N)\right|^{2}\right)^{1 / 2}=\left(\int_{-\pi}^{\pi}\left|\frac{P_{n-1}^{(j)}\left(e^{i \lambda}\right)}{Q_{n}\left(e^{i \lambda}\right)}\right|^{2} \frac{d \lambda}{2 \pi}\right)^{1 / 2}<\infty$.
Therefore, in order to prove (14.16), it suffices to show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} A^{N}=0 \tag{14.19}
\end{equation*}
$$

( 0 is the zero matrix).
The eigenvalues of the matrix $A$ are the roots of the equation $Q_{n}(z)=0$ and, therefore, they lie within the unit circle. Transform the matrix $A$ into a Jordan form

$$
A=C J C^{-1}
$$

where the eigenvalues of the matrix $A$ are on the main diagonal of the matrix $J$. Let $\tilde{\lambda}$ be a maximal eigenvalue of the matrix $A$. Then, since $|\tilde{\lambda}|<1$, no element of the matrix $J^{N}$ exceeds in magnitude the values of $N|\tilde{\lambda}|^{N-1}$. But $A^{N}=C J^{N} C^{-1}$ and $N|\tilde{\lambda}|^{N-1} \rightarrow 0, N \rightarrow \infty$, which proves (14.19).

Note 1. If $\eta(t), t=0, \pm 1, \ldots$, is a real process, then each of the processes $\eta_{1}(t), \eta_{2}(t), \ldots, \eta_{n}(t)$ is also real. Here the covariance matrix $\Gamma=M Y_{t} Y_{t}^{*}$ satisfies the equation

$$
\begin{equation*}
\Gamma=A \Gamma A^{*}+B B^{*} \tag{14.20}
\end{equation*}
$$

If $t>s$, then

$$
\begin{equation*}
\operatorname{cov}\left(Y_{t}, Y_{s}\right)=M Y_{t} Y_{s}^{*}=A^{t-s} \Gamma \tag{14.21}
\end{equation*}
$$

which follows from the equalities

$$
\begin{align*}
Y_{t}=A Y_{t-1}+B \varepsilon(t) & =A^{2} Y_{t-2}+A B \varepsilon(t-1)+B \varepsilon(t) \\
& =A^{t-s} Y_{s}+\sum_{j=2}^{t-1} A^{t-1-j} B \varepsilon(j+1) \tag{14.22}
\end{align*}
$$

Similarly, at $t<s$,

$$
\operatorname{cov}\left(Y_{t}, Y_{s}\right)=\Gamma\left(A^{*}\right)^{s-t}
$$

Note 2. If $\eta(t), t=0, \pm 1, \ldots$, is a Gaussian process, then $\varepsilon(t), t=$ $0, \pm 1, \ldots$, is a Gaussian sequence of independent random variables.
14.1.2. We can take advantage of (14.15) in order to deduce filtering equations of stationary sequence components with rational spectra.

Let $v_{t}=\left[\theta_{t}, \xi_{t}\right]=\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right),\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)\right], t=0, \pm 1, \ldots$, be a real stationary (wide-sense) $(k+l)$-dimensional process permitting the representation

$$
\begin{equation*}
v_{t}=\int_{-\pi}^{\pi} e^{i \lambda t} W\left(e^{i \lambda}\right) \Phi(d \lambda) \tag{14.23}
\end{equation*}
$$

where $W(z)=\left\|W_{r, q}(z)\right\|$ is the matrix of order $N \times m, N=k+l$, with the rational elements

$$
\begin{equation*}
W_{r, q}(z)=\frac{P_{n r, q-1}^{(r, q)}}{Q_{n_{r, q}}^{(r, q)}} \tag{14.24}
\end{equation*}
$$

and $\Phi(d \lambda)=\left[\Phi_{1}(d \lambda), \ldots, \Phi_{m}(d \lambda)\right]$ is the random vector measure with uncorrelated components $M \Phi_{j}(d \lambda)=0, M\left|\Phi_{j}(d \lambda)\right|^{2}=d \lambda / 2 \pi$. Assume as well that the roots of the equations $Q_{n_{r, q}}^{(r, q)}(z)=0$ lie within the unit circle.

Applying Theorem 14.1 to each of the processes

$$
\begin{equation*}
v_{p, r, q}(t)=\int_{-\pi}^{\pi} e^{i \lambda t} W_{r, q}\left(e^{i \lambda}\right) \Phi_{p}(d \lambda) \tag{14.25}
\end{equation*}
$$

after simple transformations for the vector $\xi_{t}=\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)$ and the vector $\hat{\theta}_{t}$ (composed of the vector $\theta_{t}=\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right)$ and all those additional components of the type $\eta_{2}(t), \ldots, \eta_{n}(t)$, which arise by Theorem 14.1 in the system of equations given by (14.15)), we obtain the system of recursive equations

$$
\begin{align*}
\hat{\theta}_{t+1} & =a_{1} \hat{\theta}_{t}+a_{2} \xi_{t}+b \varepsilon(t+1) \\
\xi_{t+1} & =A_{1} \hat{\theta}_{t}+A_{2} \xi_{t}+B \varepsilon(t+1) \tag{14.26}
\end{align*}
$$

where $\varepsilon(t)=\left(\varepsilon_{1}(t), \ldots, \varepsilon_{m}(t)\right)$ is the sequence of uncorrelated vectors with uncorrelated components, $M \varepsilon_{j}(t)=0, M \varepsilon_{l}^{2}(t)=1$,

$$
\begin{equation*}
\varepsilon_{j}(t)=\int_{-\pi}^{\pi} e^{i \lambda(t-1)} \Phi_{j}(d \lambda) \tag{14.27}
\end{equation*}
$$

The matrices $a_{i}, A_{i}, b$ and $B, i=1,2$, in (14.26), can be found by immediate computation.

Assume now that in the vector $v_{t}=\left(\theta_{t}, \xi_{t}\right)$ the first component is unobservable. Consider the problem of constructing for each $t, t=0,1, \ldots$, the linear optimal (in the mean square sense) estimate for $\theta_{t}$ from the observations $\left(\xi_{0}, \ldots, \xi_{t}\right)$.

If $v_{t}, t=0,1, \ldots$, is a Gaussian process, then by Theorem 13.4 and Corollary 1 of the theorem, $\hat{m}_{t}=M\left(\hat{\theta}_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and $\hat{\gamma}_{t}=M\left(\left[\hat{\theta}_{t}-\hat{m}_{t}\right]\left[\hat{\theta}_{t}-\hat{m}_{t}\right]^{*}\right)$ can be defined from the system of equations

$$
\begin{align*}
\hat{m}_{t+1}= & a_{1} \hat{m}_{t}+a_{2} \xi_{t}  \tag{14.28}\\
& +\left(b B^{*}+a_{1} \hat{\gamma}_{t} A_{1}^{*}\right)\left(B B^{*}+A_{1} \hat{\gamma}_{t} A_{1}^{*}\right)^{+}\left(\xi_{t+1}-A_{1} \hat{m}_{t}-A_{2} \xi_{t}\right)
\end{align*}
$$

$$
\begin{align*}
\hat{\gamma}_{t+1}= & a_{1} \hat{\gamma}_{t} a_{1}^{*}+b b^{*} \\
& -\left(b B^{*}+a_{1} \hat{\gamma}_{t} A_{1}^{*}\right)\left(B B^{*}+A_{1} \hat{\gamma}_{t} A_{1}^{*}\right)^{+}\left(b B^{*}+a_{1} \hat{\gamma}_{t} A_{1}^{*}\right)^{*}, \tag{14.29}
\end{align*}
$$

to be solved under the initial conditions

$$
\hat{m}_{0}=M\left(\hat{\theta}_{0} \mid \xi_{0}\right), \quad \hat{\gamma}_{0}=M\left(\left[\hat{\theta}_{0}-\hat{m}_{0}\right]\left[\hat{\theta}_{0}-\hat{m}_{0}\right]^{*}\right)
$$

According to the theorem on normal correlation (Theorem 13.1),

$$
\begin{gather*}
\hat{m}_{0}=\operatorname{cov}\left(\hat{\theta}_{0}, \xi_{0}\right) \operatorname{cov}^{+}\left(\xi_{0}, \xi_{0}\right) \xi_{0}  \tag{14.30}\\
\hat{\gamma}_{0}=\operatorname{cov}\left(\hat{\theta}_{0}, \hat{\theta}_{0}\right)-\operatorname{cov}\left(\hat{\theta}_{0}, \xi_{0}\right) \operatorname{cov}^{+}\left(\xi_{0}, \xi_{0}\right) \operatorname{cov}\left(\hat{\theta}_{0}, \xi_{0}\right) \tag{14.31}
\end{gather*}
$$

Since $\hat{m}_{t}=M\left(\hat{\theta}_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ depends linearly on $\xi_{0}, \ldots, \xi_{t}$, for the Gaussian process $\gamma_{t}=\left[\theta_{t}, \xi_{t}\right]$ the solution of the problem of constructing the optimal linear estimate of $\theta_{t}$ from $\xi_{0}, \ldots, \xi_{t}$ is given by Equations (14.28) and (14.29).

In the general case the optimal (in the mean square sense) linear estimate can be also defined from the same equations. This assertion is validated by the following:

Lemma 14.1. Let $(\alpha, \beta)$ be a random vector with $M\left(\alpha^{2}+\beta^{2}\right)<\infty$ and let $(\tilde{\alpha}, \tilde{\beta})$ be the Gaussian vector with the same two first moments as in $(\alpha, \beta)$, i.e.,

$$
\begin{gathered}
M \tilde{\alpha}^{i}=M \alpha^{i}, \quad M \tilde{\beta}^{i}=M \beta^{i}, \quad i=1,2, \\
M \tilde{\alpha} \tilde{\beta}=M \alpha \beta .
\end{gathered}
$$

Let $l(b)$ be the linear function of $b \in \mathbb{R}^{1}$, such that ( $P$-a.s.)

$$
\begin{equation*}
l(\tilde{\beta})=M(\tilde{\alpha} \mid \tilde{\beta}) \tag{14.32}
\end{equation*}
$$

Then $l(\beta)$ is the optimal (in the mean square sense) linear estimate of the value of $\alpha$ from $\beta, M l(\beta)=M \alpha$.

PROOF. First of all note that the existence of the linear function $l(\beta)$ with the property given by (14.32) follows from the theorem on normal correlation.

The unbiasedness $(M l(\beta)=M \alpha)$ of the linear estimate follows from the following explicit chain of equalities:

$$
M l(\beta)=M l(\tilde{\beta})=M[M(\tilde{\alpha} \mid \tilde{\beta})]=M \tilde{\alpha}=M \alpha
$$

Next, if $\tilde{l}(\beta)$ is some other linear estimate, then

$$
M[\tilde{\alpha}-\tilde{l}(\tilde{\beta})]^{2} \geq M[\tilde{\alpha}-l(\tilde{\beta})]^{2}
$$

Hence, by virtue of the linearity of the estimates $l(\beta)$ and $\tilde{l}(\beta)$,

$$
M[\alpha-\tilde{l}(\beta)]^{2}=M[\tilde{\alpha}-\tilde{l}(\tilde{\beta})]^{2} \geq M[\tilde{\alpha}-l(\tilde{\beta})]^{2}=M[\alpha-l(\beta)]^{2}
$$

which proves the optimality (in the mean square sense) of $l(\beta)$ in the class of linear estimates.

Note. The assertion of the lemma holds true if $\alpha$ and $\beta$ are vectors, $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{k}\right), \beta=\left(\beta_{1}, \ldots, \beta_{l}\right)$.

In order to apply Lemma 14.1 to prove that the optimal estimate of $\theta_{t}$ from $\xi_{0}, \ldots, \xi_{t}$ is defined by the system of equations given by (14.28) and (14.29), it remains only to note that the process ( $\hat{\theta}_{t}, \xi_{t}$ ) satisfying (14.26) and the Gaussian process defined by the same system have the same first two moments.
14.1.3. To illustrate the approach suggested above to the problems of estimating components of stationary processes we shall discuss the following.

EXAMPLE 1. Let $\theta_{t}$ and $\zeta_{t}, t=0, \pm 1, \ldots$, be mutually uncorrelated stationary (wide-sense) sequences with $M \theta_{t}=M \zeta_{t}=0$ and the spectral densities

$$
f_{\theta}(\lambda)=\frac{1}{\left|e^{i \lambda}+c_{1}\right|^{2}}, \quad f_{\zeta}(\lambda)=\frac{1}{\left|e^{i \lambda}+c_{2}\right|^{2}}
$$

where $\left|c_{i}\right|<1, i=1,2$.
We shall assume that $\theta_{t}$ is a 'useful signal', $\zeta_{t}$ is 'noise', and that the process

$$
\begin{equation*}
\xi_{t}=\theta_{t}+\zeta_{t} \tag{14.33}
\end{equation*}
$$

is observed.
According to Theorem 14.1, we can find uncorrelated sequences $\varepsilon_{1}(t)$ and $\varepsilon_{2}(t), t=0, \pm 1, \ldots$, with $M \varepsilon_{i}(t)=0, M \varepsilon_{i}(t) \varepsilon_{i}(s)=\delta(t, s), i=1,2$, such that

$$
\begin{equation*}
\theta_{t+1}=c \theta_{t}+\varepsilon_{1}(t+1), \quad \xi_{t+1}=c_{2} \zeta_{t}+\varepsilon_{2}(t+1) \tag{14.34}
\end{equation*}
$$

Taking into account (14.33) and (14.34), we obtain

$$
\xi_{t+1}=\theta_{t+1}+\zeta_{t+1}=\left(c_{1}-c_{2}\right) \theta_{t}+c_{2} \xi_{t}+\varepsilon_{1}(t+1)+\varepsilon_{2}(t+1)
$$

Hence the 'unobservable' process $\theta_{t}$ and the 'observable' process $\xi_{t}$ satisfy the system of equations

$$
\begin{align*}
\theta_{t+1} & =c_{1} \theta_{t}+\varepsilon_{1}(t+1) \\
\xi_{t+1} & =\left(c_{1}-c_{2}\right) \theta_{t}+c_{2} \xi_{t}+\varepsilon_{1}(t+1)+\varepsilon_{2}(t+1) \tag{14.35}
\end{align*}
$$

Due to (14.28) and (14.29), the optimal linear estimate $m_{t}, t=0,1, \ldots$, of the values of $\theta_{t}$ and the mean square filtering error $\gamma_{t}=M\left(\theta_{t}-m_{t}\right)^{2}$ satisfy the recursive equations

$$
\begin{equation*}
m_{t+1}=c_{1} m_{t}+\frac{1+c_{1}\left(c_{1}-c_{2}\right) \gamma_{t}}{2+\left(c_{1}-c_{2}\right)^{2} \gamma_{t}}\left[\xi_{t+1}-\left(c_{1}-c_{2}\right) m_{t}-c_{2} \xi_{t}\right] \tag{14.36}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{t+1}=c_{1}^{2} \gamma_{t}+1-\frac{\left[1+c_{1}\left(c_{1}-c_{2}\right) \gamma_{t}\right]^{2}}{2+\left(c_{1}-c_{2}\right)^{2} \gamma_{t}} \tag{14.37}
\end{equation*}
$$

Let us find the initial conditions $m_{0}, \gamma_{0}$ for this system of equations.
The process $\left(\theta_{t}, \xi_{t}\right), t=0, \pm 1, \ldots$, is a stationary (wide-sense) process with $M \theta_{t}=M \xi_{t}=0$ and the covariances $d_{11}=M \theta_{t}^{2}, d_{12}=M \theta_{t} \xi_{t}$, and $d_{22}=M \xi_{t}^{2}$ satisfying, due to (14.35) and (14.20), the system of equations

$$
\begin{aligned}
& d_{11}=c_{1}^{2} d_{11}+1 \\
& d_{12}=c_{1}\left(c_{1}-c_{2}\right) d_{11}+c_{1} c_{2} d_{12}+1 \\
& d_{22}=\left(c_{1}-c_{2}\right)^{2} d_{11}+c_{2}^{2} d_{22}+2 c_{2}\left(c_{1}-c_{2}\right) d_{12}+2
\end{aligned}
$$

From this we find

$$
d_{11}=\frac{1}{1-c_{1}^{2}}, \quad d_{12}=\frac{1}{1-c_{1}^{2}}, \quad d_{22}=\frac{2-c_{1}^{2}-c_{2}^{2}}{\left(1-c_{1}^{2}\right)\left(1-c_{2}^{2}\right)}
$$

which, together with (14.30) and (14.31), gives

$$
\begin{gathered}
m_{0}=\frac{d_{12}}{d_{22}} \xi_{0}=\frac{1-c_{2}^{2}}{2-c_{1}^{2}-c_{2}^{2}} \xi_{0} \\
\gamma_{0}=d_{11}-\frac{d_{12}^{2}}{d_{22}}=\frac{1}{1-c_{1}^{2}}-\frac{1-c_{2}^{2}}{\left(1-c_{1}^{2}\right)\left(2-c_{1}^{2}-c_{2}^{2}\right)}=\frac{1}{2-c_{1}^{2}-c_{2}^{2}}
\end{gathered}
$$

Thus the optimal (in the mean square sense) linear estimate $m_{t}$ of the 'useful signal' $\theta_{t}$ from $\xi_{0}, \ldots, \xi_{t}$ and the mean square error $\gamma_{t}$ are defined by means of the system of equations given by (14.36) and (14.37), and can be solved under the initial conditions

$$
m_{0}=\frac{1-c_{2}^{2}}{2-c_{1}^{2}-c_{2}^{2}} \xi_{0}, \quad \gamma_{0}=\frac{1}{2-c_{1}^{2}-c_{2}^{2}}
$$

In the case of estimation of the parameter $\theta_{t}$ from the observations $\left(\xi_{-N}, \ldots, \xi_{0}, \ldots, \xi_{t}\right)$ the system of equations given by (14.36) and (14.37) also holds true, and

$$
m_{-N}=\frac{1-c_{2}^{2}}{2-c_{1}^{2}-c_{2}^{2}} \xi_{-N}, \quad \gamma_{-N}=\frac{1}{2-c_{1}^{2}-c_{2}^{2}}
$$

14.1.4. In conclusion, we note that the optimal linear estimates of interpolation and extrapolation for a stationary sequence with a rational spectrum can be obtained (as in the case of filtering) from the results of the previous chapter if we discuss only Gaussian sequences with the same first two moments.

### 14.2 Maximum Likelihood Estimates for Coefficients of Linear Regression

14.2.1. At $t=0,1, \ldots$, let the random process

$$
\begin{equation*}
\xi(t)=\sum_{i=1}^{N} \alpha_{i}(t) \theta_{i}+\eta(t) \tag{14.38}
\end{equation*}
$$

be observed, where $\theta=\left(\theta_{1}, \ldots, \theta_{N}\right)$ is the vector (column) of unknown parameters, $-\infty<\theta_{i}<\infty, i=1, \ldots, n, \alpha(t)=\left(\alpha_{1}(t), \ldots, \alpha_{N}(t)\right)$ is the known vector function (row) and $\eta(t), t=0, \pm 1, \ldots$, is the Gaussian stationary random process with $M \eta(t)=0$ and the rational spectral density

$$
\begin{equation*}
f_{\eta}(\lambda)=\left|\frac{P_{n-1}\left(e^{i \lambda}\right)}{Q_{n}\left(e^{i \lambda}\right)}\right|^{2} \tag{14.39}
\end{equation*}
$$

In (14.39),

$$
\begin{aligned}
P_{n-1}(z) & =\sum_{j=0}^{n-1} b_{j} z^{j}, \quad b_{n-1} \neq 0 \\
Q_{n}(z) & =\sum_{j=0}^{n} a_{j} z^{j}, \quad a_{n}=1
\end{aligned}
$$

where it is assumed that the roots of the equation $Q_{n}(z)=0$ lie within the unit circle.

In order to obtain the estimates of maximal likelihood of the vector $\theta=$ $\left(\theta_{1}, \ldots, \theta_{N}\right)$ one needs to find the Radon-Nikodym derivative $d \mu_{\xi}^{\theta} / d \mu_{\xi}^{0}$ of the measure $\mu_{\xi}^{\theta}$, corresponding to the process $\xi=(\xi(t)), t=0,1, \ldots$, defined in (14.38), over the measure $\mu_{\xi}^{0}$ for the same process with $\theta=0$ ( 0 is the zero vector).

According to Theorem 14.1, the process $\eta(t), t=0, \pm 1, \ldots$, is a component of the process $\left(\eta_{1}(t), \ldots, \eta_{n}(t)\right)$ with $\eta_{1}(t)=\eta(t)$ defined by the equations

$$
\begin{align*}
& \eta_{j}(t+1)=\eta_{j+1}(t)+\beta_{j} \varepsilon(t+1), \quad j=1, \ldots, n-1 \\
& \eta_{n}(t+1)=-a_{0} \eta_{1}(t)-\sum_{j=1}^{n-1} a_{j} \eta_{j+1}(t)+\beta_{n} \varepsilon(t+1) \tag{14.40}
\end{align*}
$$

where $\varepsilon(t), t=0, \pm 1, \ldots$, is some sequence of independent Gaussian random variables with $M \varepsilon(t)=0, M \varepsilon^{2}(t)=1$, and where the numbers $\beta_{1}, \ldots, \beta_{n}$ are given by (14.8).

Since $\xi(t+1)=\alpha(t+1) \theta+\eta_{1}(t+1)$, for the process $\left(\xi_{1}(t), \ldots, \xi_{n}(t)\right)$, with $\xi_{1}(t)=\xi(t), \xi_{j}(t)=\eta_{j}(t), j=2, \ldots, n$, we have the system of recursive equations

$$
\begin{align*}
& \xi_{1}(t+1)=\alpha(t+1) \theta+\xi_{2}(t)+\beta_{1} \varepsilon(t+1) \\
& \xi_{k}(t+1)=\xi_{k+1}(t)+\beta_{k} \varepsilon(t+1), \quad 1<k<n \\
& \xi_{n}(t+1)=-a_{0}\left(\xi_{1}(t)-\alpha(t) \theta\right)-\sum_{j=1}^{n-1} a_{j} \xi_{j+1}(t)+\beta_{n} \varepsilon(t+1) \tag{14.41}
\end{align*}
$$

For a fixed value of $\theta$ let us write

$$
\begin{gathered}
m_{k}^{\theta}(t)=M\left[\xi_{k}(t) \mid \mathcal{F}_{t}^{\xi}\right], \quad k>1, \\
\gamma_{i j}^{\theta}(t)=M\left[\left(\xi_{i}(t)-m_{i}^{\theta}(t)\right)\left(\xi_{j}(t)-m_{j}^{\theta}(t)\right)\right], \quad i, j>1
\end{gathered}
$$

The system of equations given by (14.41) is a particular case of the system of equations given by (13.46) and (13.47), and, therefore, $m_{k}^{\theta}(t)$ and $\gamma_{i j}^{\theta}(t)$ satisfy Equations (13.56) and (13.57). It should be noted that the coefficients of the equations from which $\gamma_{i j}^{\theta}(t)$ are defined do not include $\theta$. The initial conditions $\gamma_{i j}^{\theta}(0)$ do not depend on $\theta$ either. Therefore, the elements of the matrix $\gamma^{\theta}(t)=\left\|\gamma_{i j}^{\theta}(t)\right\|$ do not depend on $\theta$. Hence we shall denote it simply by $\gamma(t)=\left\|\gamma_{i j}(t)\right\|, i, j \geq 2$.

For fixed $\theta$, the equations for $m_{k}^{\theta}(t), k=2, \ldots, n$, according to (13.56) have the following form:

$$
\begin{align*}
m_{k}^{\theta}(t+1)= & m_{k+1}^{\theta}(t)+\frac{\beta_{1} \beta_{k}+\gamma_{2 k}(t)}{\beta_{1}^{2}+\gamma_{22}(t)} \\
& \times\left[\xi_{t+1}-\alpha(t+1) \theta-m_{2}^{\theta}(t)\right], \quad 2 \leq k \leq n-1, \quad(14  \tag{14.42}\\
m_{n}^{\theta}(t+1)=- & a_{0}\left(\xi_{1}(t)-\alpha(t) \theta\right)-\sum_{j=1}^{n-1} a_{j} m_{j+1}^{\theta}(t) \\
+ & \frac{\beta_{1} \beta_{n}-\sum_{j=1}^{n-1} a_{j} \gamma_{1, j+1}(t)}{\beta_{1}^{2}+\gamma_{22}(t)}\left[\xi_{t+1}-\alpha(t+1) \theta-m_{2}^{\theta}(t)\right] . \tag{14.43}
\end{align*}
$$

In solving the linear system of equations given by (14.42) and (14.43) we establish that

$$
\begin{equation*}
m_{2}^{\theta}(t)=\nu_{0}(t, \xi)+\nu_{1}(t) \theta \tag{14.44}
\end{equation*}
$$

where $\nu_{0}(t, \xi)$ is a $\mathcal{F}_{t}^{\xi}$-measurable function linearly dependent on $\xi_{0}, \ldots, \xi_{t}$, and $\nu_{1}(t)=\left(\nu_{11}(t), \ldots, \nu_{1 N}(t)\right)$ is a nonrandom vector function (row).

Let us apply Theorem 13.5 to $\xi_{1}(t)=\xi(t)$. Then (for fixed $\theta$ ) there exists a sequence of independent Gaussian random variables $\tilde{\varepsilon}(t), t=0,1, \ldots$, with
$M \tilde{\varepsilon}(t)=0, M \tilde{\varepsilon}^{2}(t)=1, \mathcal{F}_{t}^{\xi}=\sigma\{\omega: \xi(0), \ldots, \xi(t)\}$-measurable for each $t$ (since $\beta_{1}=b_{n-1} \neq 0$ ), such that ( $P$-a.s.)

$$
\begin{equation*}
\xi(t+1)=\alpha(t+1) \theta+m_{2}^{\theta}(t)+\sqrt{\beta_{1}^{2}+\gamma_{22}(t)} \tilde{\varepsilon}(t+1) \tag{14.45}
\end{equation*}
$$

Therefore, making use of (14.44), we obtain

$$
\begin{equation*}
\xi(t+1)=\left[\alpha(t+1)+\nu_{1}(t)\right] \theta+\nu_{0}(t, \xi)+\beta(t) \tilde{\varepsilon}(t+1) \tag{14.46}
\end{equation*}
$$

where

$$
\beta(t)=\sqrt{\beta_{1}^{2}+\gamma_{22}(t)}
$$

But $\tilde{\varepsilon}(t), t=0,1, \ldots$, are independent Gaussian random variables with $M \tilde{\varepsilon}(t)=0, M \tilde{\varepsilon}^{2}(t)=1$. Hence, we find from (14.46) that

$$
\begin{align*}
\frac{d \mu_{\xi}^{\theta}}{d \mu_{\xi}^{0}}(\xi(0), \ldots, \xi(t))= & \exp \left\{\frac{\xi(0) \alpha(0) \theta}{\delta^{2}}-\frac{(\alpha(0) \theta)^{2}}{2 \delta^{2}}\right. \\
& +\sum_{s=1}^{t}\left(\frac{\left[\xi(s)-\nu_{0}(s-1, \xi)\right]\left[\alpha(s)+\nu_{1}(s-1)\right] \theta}{\beta^{2}(s-1)}\right. \\
& \left.\left.-\frac{1}{2} \frac{\left[\left(\alpha(s)+\nu_{1}(s-1)\right) \theta\right]^{2}}{\beta^{2}(s-1)}\right)\right\} \tag{14.47}
\end{align*}
$$

where $\delta^{2}=M \eta^{2}(0)$.
Assume that at some $t \geq N-1$ the matrix

$$
\begin{equation*}
D_{t}=\frac{\alpha^{*}(0) \alpha(0)}{\delta^{2}}+\sum_{s=1}^{t} \frac{\left[\alpha(s)+\nu_{1}(s-1)\right]^{*}\left[\alpha(s)+\nu_{1}(s-1)\right]}{\beta^{2}(s-1)} \tag{14.48}
\end{equation*}
$$

is nonsingular. Then from (14.47) we obtain the maximum likelihood estimate $\hat{\theta}_{t}$ (which maximizes the right-hand side of (14.47)) given by the formula

$$
\begin{equation*}
\hat{\theta}_{t}=D_{t}^{-1}\left\{\frac{\alpha^{*}(0) \xi(0)}{\delta^{2}}+\sum_{s=1}^{t} \frac{\left[\alpha(s)+\nu_{1}(s-1)\right]^{*}\left[\xi(s)-\nu_{0}(s-1, \xi)\right]}{\beta^{2}(s-1)}\right\} \tag{14.49}
\end{equation*}
$$

It is easy to deduce from (14.48) and (14.49) that the estimate $\hat{\theta}_{t}$ is unbiased $\left(M_{\theta} \hat{\theta}_{t}=\theta\right)$ and that

$$
\begin{equation*}
M_{\theta}\left[\left(\hat{\theta}_{t}-\theta\right)\left(\hat{\theta}_{t}-\theta\right)^{*}\right]=D_{t}^{-1} \tag{14.50}
\end{equation*}
$$

With the help of simple transformations it follows from (14.47) and (14.49) that

$$
\begin{equation*}
\frac{d \mu_{\xi}^{\theta}}{d \mu \xi^{0}}(\xi(0), \ldots, \xi(t))=\exp \left\{\theta^{*} D_{t} \hat{\theta}_{t}-\frac{1}{2} \theta^{*} D_{t} \theta\right\} \tag{14.51}
\end{equation*}
$$

It is seen from this, in particular, that $\hat{\theta}_{t}$ is a sufficient statistic for the problem under consideration (see Section 1.5).

We shall show now that in the class of unbiased estimates

$$
\tilde{\theta}_{t}=\left(\tilde{\theta}_{1}(t), \ldots, \tilde{\theta}_{k}(t)\right)
$$

with $M \sum_{i=1}^{N} \tilde{\theta}_{i}^{2}(t)<\infty$ the estimate is $\hat{\theta}_{t}$ efficient, i.e.,

$$
\begin{equation*}
M_{\theta}\left(\tilde{\theta}_{t}-\theta\right)\left(\tilde{\theta}_{t}-\theta\right)^{*} \geq M_{\theta}\left(\hat{\theta}_{t}-\theta\right)\left(\hat{\theta}_{t}-\theta\right)^{*}=D_{t}^{-1} \tag{14.52}
\end{equation*}
$$

Indeed, according to the Cramer-Rao matrix inequality (1.50),

$$
\begin{equation*}
M\left(\tilde{\theta}_{t}-\theta\right)\left(\tilde{\theta}_{t}-\theta\right)^{*} \geq I^{-1}(\theta) \tag{14.53}
\end{equation*}
$$

where $\tilde{\theta}_{t}$ is an unbiased estimate of the vector $\theta\left(M_{\theta} \tilde{\theta}_{t}=\theta\right)$ and $I(\theta)=$ $\left\|I_{i j}(\theta)\right\|$ is the Fisher information matrix with the elements
$I_{i j}(\theta)=M_{\theta}\left\{\frac{\partial}{\partial \theta_{i}} \ln \frac{d \mu_{\xi}^{\theta}}{d \mu_{\xi}^{0}}(\xi(0), \ldots, \xi(t))\right\} \times\left\{\frac{\partial}{\partial \theta_{j}} \ln \frac{d \mu_{\xi}^{\theta}}{d \mu_{\xi}^{0}}(\xi(0), \ldots, \xi(t))\right\}$.
But in our case,

$$
\begin{equation*}
I(\theta)=D_{t} \tag{14.54}
\end{equation*}
$$

In order to prove (14.54), introducing the notation $D_{i j}(t)$ and $\tilde{D}_{i j}(t)$ for the elements of the matrices $D_{t}$ and $D_{t}^{-1}$ respectively, we note that

$$
\ln \frac{d \mu_{\xi}^{\theta}}{d \mu_{\xi}^{0}}(\xi(0), \ldots, \xi(t))=\sum_{k, l=1}^{N} D_{k l}(t) \theta_{k}\left[\hat{\theta}_{l}(t)-\frac{1}{2} \theta_{l}\right],
$$

and therefore,

$$
\begin{aligned}
& \frac{\partial}{\partial \theta_{j}} \ln \frac{d \mu_{\xi}^{\theta}}{d \mu_{\xi}^{0}}(\xi(0), \ldots, \xi(t))=\sum_{l=1}^{N} D_{j l}(t)\left[\hat{\theta}_{l}(t)-\theta_{l}\right] \\
I_{i j}(\theta)= & M\left\{\frac{\partial}{\partial \theta_{i}} \ln \frac{d \mu_{\xi}^{\theta}}{d \mu_{\xi}^{0}}(\xi(0), \ldots, \xi(t))\right\}\left\{\frac{\partial}{\partial \theta_{j}} \ln \frac{d \mu_{\xi}^{\theta}}{d \mu_{\xi}^{0}}(\xi(0), \ldots, \xi(t))\right\} \\
= & \sum_{l, k=1}^{N} D_{j l}(t) D_{i k}(t) M\left[\hat{\theta}_{l}(t)-\theta_{l}\right]\left[\hat{\theta}_{k}(t)-\theta_{k}\right] \\
= & \left.\sum_{l, k=1}^{N} D_{j l}(t) D_{i k}(t) \tilde{D}_{l k}(t)=\sum_{l=1}^{N} D_{j l}(t)\left(\sum_{k=1}^{N} D_{i k}(t) \tilde{D}_{l k}\right)(t)\right) \\
= & \sum_{l=1}^{N} D_{j l}(t) \delta(i, l)=D_{i j}(t) .
\end{aligned}
$$

We obtain the required inequality (14.52) from (14.53) and (14.54), which proves the efficiency of the estimate $\theta_{t}$.

Note. The method used above for the deduction of (14.49) and (14.51) can also be applied in the case where $b_{n-1}=b_{n-2}=\cdots=b_{n-m}=0$, $b_{n-m-1} \neq 0$.

### 14.2.2.

EXAMPLE 2. Let $\xi(t)=\theta+\eta(t)$, where $\theta$ is an unknown parameter, $-\infty<\theta<\infty$, and $\eta(t), t=0, \pm 1, \ldots$, is a stationary Gaussian process with $M \eta(t)=0$ and the spectral density

$$
f(\lambda)=\left|\frac{e^{i \lambda}+1}{e^{2(i \lambda)}+e^{i \lambda}+\frac{1}{2}}\right|^{2} .
$$

The maximum likelihood estimate of the unknown parameter $\theta$ can be also interpreted as an estimate of the mean $M \xi(t)=\theta$ of the process $\xi(t)$, $t=0, \pm 1, \ldots$.

By Theorem 14.1 the process $\eta(t)$ is a component of the two-dimensional process $\left(\eta_{1}(t), \eta_{2}(t)\right)$ with $\eta_{1}(t)=\eta(t)$ defined by the recursive equations

$$
\begin{aligned}
& \eta_{1}(t+1)=\eta_{2}(t)+\varepsilon(t+1) \\
& \eta_{2}(t+1)=-\frac{1}{2} \eta_{1}(t)-\eta_{2}(t)+\frac{1}{2} \varepsilon(t+1)
\end{aligned}
$$

and a sequence of the independent Gaussian random variables $\varepsilon(t), t=0, \pm 1$, $\ldots$, where $M \varepsilon(t)=0$ and $M \varepsilon^{2}(t)=1$. From this we see that

$$
\begin{gathered}
\xi(t+1)=\theta+\eta_{2}(t)+\varepsilon(t+1) \\
\eta_{2}(t+1)=-\frac{\theta-\xi(t)}{2}-\eta_{2}(t)+\frac{1}{2} \varepsilon(t+1)
\end{gathered}
$$

In accordance with this, $m^{\theta}(t)=M\left(\eta_{2}(t) \mid \mathcal{F}_{t}^{\xi}\right)$ is a solution of the recursive equation

$$
m_{t+1}^{\theta}=-\frac{\theta-\xi(t)}{2}-m_{t}^{\theta}+\frac{\frac{1}{2}+\gamma_{t}}{1+\gamma_{t}}\left(\xi(t+1)-\theta-m^{\theta}(t)\right)
$$

where (see (13.57))

$$
\gamma_{t+1}=\gamma_{t}+\frac{1}{4}-\frac{\left(\frac{1}{2}+\gamma_{t}\right)^{2}}{1+\gamma_{t}}
$$

By virtue of Equation (14.20),

$$
M \eta_{1}^{2}(t)=\frac{12}{5}, \quad M \eta_{2}^{2}(t)=\frac{7}{5}, \text { and } M \eta_{1}(t) \eta_{2}(t)=-\frac{9}{15} .
$$

Hence

$$
M[\xi(t)-\theta]^{2}=M \eta_{1}^{2}(t)=\frac{12}{5}, \quad M[\xi(t)-\theta] \eta_{2}(t)=M \eta(t) \eta_{2}(t)=-\frac{9}{15}
$$

and, therefore, by the theorem on normal correlation (Theorem 13.1),

$$
m^{\theta}(0)=\frac{1}{4}(\theta-\xi(0)), \quad \gamma_{0}=\frac{5}{4}
$$

In solving the equation for $m^{\theta}(t)$ with the initial condition $m^{\theta}(0)=\frac{1}{4}(\theta-$ $\xi(0)$ ), we obtain

$$
\begin{aligned}
m^{\theta}(t)= & \frac{1}{4} \prod_{s=0}^{t-1}\left(-\frac{\frac{3}{2}+2 \gamma_{s}}{1+\gamma_{s}}\right)[\theta-\xi(0)] \\
& +\sum_{s=0}^{t-1} \prod_{j=s+1}^{t-1}\left(-\frac{\frac{3}{2}+2 \gamma_{j}}{1+\gamma_{j}}\right)\left[\frac{1}{2}(\xi(s)-\theta)+\frac{\frac{1}{2}+\gamma_{s}}{1+\gamma_{s}} \xi(s+1)\right] \\
= & \nu_{0}(t, \xi)-\nu_{1}(t) \theta
\end{aligned}
$$

where

$$
\begin{aligned}
\nu_{0}(t, \xi)= & -\frac{1}{4} \prod_{s=0}^{t-1}\left(-\frac{\frac{3}{2}+2 \gamma_{s}}{1+\gamma_{s}}\right) \xi_{0} \\
& +\sum_{s=0}^{t-1} \prod_{j=s+1}^{t-1}\left(-\frac{\frac{3}{2}+2 \gamma_{j}}{1+\gamma_{j}}\right)\left[\frac{1}{2} \xi(s)+\frac{\frac{1}{2}+\gamma_{s}}{1+\gamma_{s}} \xi(s+1)\right] \\
\nu_{1}(t)= & \frac{1}{4} \prod_{s=0}^{t-1}\left(-\frac{\frac{3}{2}+2 \gamma_{s}}{1+\gamma_{s}}\right)-\sum_{s=0}^{t-1} \sum_{j=s+1}^{t-1}\left(-\frac{\frac{3}{2}+2 \gamma_{j}}{1+\gamma_{j}}\right)
\end{aligned}
$$

Now, due to (14.48) and (14.49), we have $(t \geq 1)$

$$
\begin{gathered}
D_{t}=\left[\frac{5}{12}+\sum_{s=1}^{t} \frac{\left.1+\nu_{1}(s-1)\right)^{2}}{1+\gamma(s-1)}\right] \\
\hat{\theta}_{t}=D_{t}^{-1}\left[\frac{5}{12} \xi(0)+\sum_{s=1}^{t} \frac{\left(1+\nu_{1}(s-1)\right)\left(\xi(s)-\nu_{0}(s-1, \xi)\right)}{1+\gamma(s-1)}\right]
\end{gathered}
$$

### 14.3 A Control Problem with Incomplete Data (Linear System with Quadratic Performance Index)

14.3.1. In this section we shall show how the optimal nonlinear filtering equations deduced in the preceding chapter can be applied to optimal control problems.

It will be assumed that the state of some 'controlled' system is described by the process $(\theta, \xi)=\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right),\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)\right], t=0,1, \ldots, T<$ $\infty$, which obeys the equations

$$
\begin{align*}
\theta_{t+1} & =c(t) u_{t}+a(t) \theta_{t}+b(t) \varepsilon_{1}(t+1) \\
\xi_{t+1} & =A(t) \theta_{t}+B(t) \varepsilon_{2}(t+1) \tag{14.55}
\end{align*}
$$

Here $c(t), a(t), b(t), A(t)$ and $B(t)$ are matrices of dimension $(k \times r),(k \times k)$, $(k \times k),(l \times k),(l \times l)$, respectively, whose elements are deterministic bounded functions, $t=0,1, \ldots, T-1$. The mutually independent random sequences

$$
\varepsilon_{1}(t)=\left(\varepsilon_{11}(t), \ldots, \varepsilon_{1 k}(t)\right), \quad \varepsilon_{2}(t)=\left(\varepsilon_{21}(t), \ldots, \varepsilon_{2 l}(t)\right), \quad t=1, \ldots, T
$$

in (14.55) are Gaussian with the independent components, $M \varepsilon_{i j}(t)=0$, $M \varepsilon_{i j}^{2}(t)=1$.

The system of equations given by (14.55) can be solved under the initial condition $\theta_{0}$, where $\theta_{0}$ is Gaussian,

$$
M \theta_{0}=m, \quad M\left[\left(\theta_{0}-m_{0}\right)\left(\theta_{0}-m_{0}\right)^{*}\right]=\gamma
$$

independent of the sequences $\varepsilon_{i}(t), i=1,2, t=1, \ldots, T$. (14.55) includes as well the vector column $u_{t}=\left(u_{1}(t, \xi), \ldots, u_{r}(t, \xi)\right)$, where at each $t, t=$ $0,1, \ldots, T-1$, the functions $u_{i}(t, \xi)$, playing the role of controlling actions, are $\mathcal{F}_{i}^{\xi}=\sigma\left\{\omega: \xi_{0}, \ldots, \xi_{t}\right\}$-measurable ( $\xi_{0}=0$ ).

All the controls $u=\left(u_{0}, \ldots, u_{T-1}\right)$ discussed from now on will be assumed to satisfy

$$
\begin{equation*}
\sum_{i=1}^{r} M u_{i}^{2}(t, \xi)<\infty, \quad t=0,1, \ldots, T-1 \tag{14.56}
\end{equation*}
$$

Assume that the control performance of $u=\left(u_{0}, \ldots, u_{T-1}\right)$ is measured by the quadratic performance index

$$
\begin{equation*}
V(u)=M\left[\sum_{t=0}^{T-1}\left(\theta_{t}^{*} H(t) \theta_{t}+u_{t}^{*} R(t) u_{t}\right)+\theta_{T}^{*} H(T) \theta_{T}\right] \tag{14.57}
\end{equation*}
$$

where $H(t)$ and $R(t)$ are deterministic, bounded, symmetric nonnegative definite matrices of the orders $(k \times k)$ and $(r \times r)$, respectively.

It is necessary to find the (optimal) control $\tilde{u}=\left(\tilde{u}_{0}, \ldots, \tilde{u}_{T-1}\right)$ for which

$$
\begin{equation*}
V(\tilde{u})=\inf V(u) \tag{14.58}
\end{equation*}
$$

where 'inf' is taken over all the controls satisfying (14.56).
This problem is an example of control problems with incomplete data where the control must be based on the observable part of the coordinates $\left(\xi_{0}, \xi_{1}, \ldots\right)$ describing the state of the control system.
14.3.2. In searching for optimal controls (in a given problem the existence of such controls will be clear in what follows), both the ideas of dynamic programming and the results of optimal nonlinear filtering will be employed.

We shall introduce now some additional notation.
Let $P(t)$ and $\gamma_{t}, t=0,1, \ldots, T$, be matrix functions of the order $(k \times k)$ defined as solutions of the recursive equations

$$
\begin{align*}
P(t)= & H(t)+a^{*}(t) P(t+1) a(t) \\
& -a^{*}(t) P(t+1) c(t)\left[R(t)+c^{*}(t) P(t+1) c(t)\right]^{+} c^{*}(t) P(t+1) a(t) \tag{14.59}
\end{align*}
$$

with $P(T)=H(T)$ and

$$
\begin{align*}
\gamma_{t+1}= & a(t) \gamma_{t} a^{*}(t)+b(t) b^{*}(t) \\
& -a(t) \gamma_{t} A^{*}(t)\left[B(t) B^{*}(t)+A(t) \gamma_{t} A^{*}(t)\right]^{+} A(t) \gamma_{t} a^{*}(t) \tag{14.60}
\end{align*}
$$

with $\gamma_{0}=\gamma$. Also let,

$$
\begin{equation*}
D(t)=a(t) \gamma_{t} A^{*}(t)\left\{\left[B(t) B^{*}(t)+A(t) \gamma_{t} A^{*}(t)\right]^{1 / 2}\right\}^{+} \tag{14.61}
\end{equation*}
$$

and let $p(t), t=0,1, \ldots, T$, be a sequence of nonnegative numbers defined in a recursive manner:

$$
\begin{equation*}
p(t)=p(t+1)+\operatorname{Tr} P^{1 / 2}(t+1) D(t) D^{*}(t) P^{1 / 2}(t+1), \quad p(T)=0 \tag{14.62}
\end{equation*}
$$

It follows that, from (14.62),

$$
\begin{equation*}
p(t)=\sum_{s=t}^{T-1} \operatorname{Tr} P^{1 / 2}(s+1) D(s) D^{*}(s) P^{1 / 2}(s+1) \tag{14.63}
\end{equation*}
$$

The matrices $P(t)$ and $\gamma_{t}$ and the numbers $p(t)$ are found from the coefficients of the system of equations given by (14.55) and the specified matrices $H(t)$ and $R(t)$. Hence they do not depend on the data and, being only functions of $t$, can be found a priori.

Note that the matrices $P(t), t=0,1, \ldots, T$, found from the system of recursive equations given by (14.59) are symmetric and nonnegative definite. In order to convince ourselves of this, let us consider the problem of filtering for processes

$$
\begin{aligned}
\tilde{\theta}_{s+1} & =a^{*}(T-s) \tilde{\theta}_{s}+H^{1 / 2}(T-s) \tilde{\varepsilon}_{1}(s+1) \\
\tilde{\xi}_{s+1} & =c^{*}(T-s) \tilde{\theta}_{s}+R^{1 / 2}(T-s) \tilde{\varepsilon}_{2}(s+1)
\end{aligned}
$$

where $\tilde{\varepsilon}_{1}(s)$ and $\tilde{\varepsilon}_{2}(s)$ are independent Gaussian vectors with independent components whose means are equal to zero and whose variances are equal to one. Assume that $\tilde{\theta}_{0}$ is a Gaussian vector, $M \tilde{\theta}_{0}=0, M \tilde{\theta}_{0} \tilde{\theta}_{0}^{*}=H(t)$, independent of $\tilde{\varepsilon}_{1}(s), \tilde{\varepsilon}_{2}(s), s=0, \ldots, T-1$.

If we compare (13.57) for $\tilde{\gamma}_{t}=M\left[\left(\tilde{\theta}_{t}-\tilde{m}_{t}\right)\left(\tilde{\theta}_{t}-\tilde{m}_{t}\right)^{*}\right]$, where $\tilde{m}_{t}=$ $M\left(\tilde{\theta}_{t} \mid \tilde{\xi}_{1}, \ldots, \tilde{\tilde{\xi}}_{t}\right)$, with (14.59) for $P(t)$ we shall see that $P(t)=\tilde{\gamma}_{T-t}$. Therefore, the matrices $P(t)$ are symmetric and nonnegative definite.

### 14.3.3.

Theorem 14.2. In the class of controls satisfying (14.56) an optimal control $\tilde{u}=\left(\tilde{u}_{0}, \ldots, \tilde{u}_{T-1}\right)$ exists and is given by the formulae

$$
\begin{equation*}
\tilde{u}(t, \xi)=-\left[R(t)+c^{*}(t) P(t+1) c(t)\right]^{+} c^{*}(t) P(t+1) a(t) \tilde{m}_{t} \tag{14.64}
\end{equation*}
$$

where the matrices $P(t)$ can be defined from (14.59), and $\tilde{m}_{t}$ can be found from the recursive equations of optimal filtering

$$
\begin{align*}
\tilde{m}_{t+1}= & c(t) \tilde{u}_{t}+a(t) \tilde{m}(t) \\
& +a(t) \gamma_{t} A^{*}(t)\left[B(t) B^{*}(t)+A(t) \gamma_{t} A^{*}(t)\right]^{+}\left[\xi_{t+1}-A(t) \tilde{m}_{t}\right] \tag{14.65}
\end{align*}
$$

with $\tilde{m}_{0}=m$ and the matrices $\gamma_{t}$ defined in (14.60).
The observable process $\xi_{t}, t=1, \ldots, T$, in (14.65), can be defined by the system of equations

$$
\begin{align*}
\theta_{t+1} & =c(t) \tilde{u}_{t}+a(t) \theta_{t}+b(t) \varepsilon_{1}(t+1) \\
\xi_{t+1} & =A(t) \theta_{t}+B(t) \varepsilon_{2}(t+1) \tag{14.66}
\end{align*}
$$

and

$$
\begin{equation*}
V(\tilde{u})=p(0)+m^{*} P(0) m+\sum_{t=0}^{T} \operatorname{Tr} H^{1 / 2}(t) \gamma_{t} H^{1 / 2}(t) \tag{14.67}
\end{equation*}
$$

PROOF. Let $u=\left(u_{0}, \ldots, u_{T-1}\right)$ be some control satisfying (14.56). Then $M \sum_{t=0}^{T} \theta_{t}^{*} \theta_{t}<\infty$ and

$$
\begin{equation*}
V(u)=M \sum_{t=0}^{T} M\left(\theta_{t}^{*} H(t) \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)+M \sum_{t=0}^{T-1} u_{t}^{*} R(t) u_{t} \tag{14.68}
\end{equation*}
$$

For the control $u=\left(u_{0}, \ldots, u_{T-1}\right)$, let

$$
m_{t}^{u}=M\left(\theta_{t}^{u} \mid \mathcal{F}_{t}^{\xi^{u}}\right), \quad \gamma_{t}^{u}=M\left[\left(\theta_{t}^{u}-m_{t}^{u}\right)\left(\theta_{t}^{u}-m_{t}^{u}\right)^{*}\right]
$$

where the corresponding controlled processes $\theta_{t}^{u}$ and $\xi_{t}^{u}$ were defined in (14.55). It should be emphasized that for any control $u=\left(u_{0}, \ldots, u_{T-1}\right)$ subject to (14.56) the matrices $\gamma_{t}^{u}$ satisfy the system of recursive equations given by (14.60) (see Theorem 13.4 and Property 3 in Subsection 13.2.4). Since neither the coefficients of these equations nor the initial conditions depend on the control, the matrices $\gamma_{t}^{u}$ are the same for different $u$. Hence, $\gamma_{t}^{u} \equiv \gamma_{t}$ (see (14.60)). Let us show now that in (14.68)

$$
\begin{equation*}
M\left(\theta_{t}^{u *} H(t) \theta_{t}^{u} \mid \mathcal{F}_{t}^{\xi^{u}}\right)=\left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+\operatorname{Tr} H^{1 / 2}(t) \gamma_{t} H^{1 / 2}(t) \tag{14.69}
\end{equation*}
$$

We have

$$
\begin{align*}
& M\left(\theta_{t}^{u *} H(t) \theta_{t}^{u} \mid \mathcal{F}_{t}^{\xi^{u}}\right)=M\left[\left(\theta_{t}^{u}-m_{t}^{u}+m_{t}^{u}\right)^{*} H(t)\left(\theta_{t}^{u}-m_{t}^{u}-m_{t}^{u}\right) \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
= & \left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+2 M\left[\left(\theta_{t}^{u}-m_{t}^{u}\right) H(t) m_{t}^{u} \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
& +M\left[\left(\theta_{t}^{u}-m_{t}^{u}\right)^{*} H(t)\left(\theta_{t}^{u}-m_{t}^{u}\right) \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
= & \left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+\operatorname{Tr} M\left[H^{1 / 2}(t)\left(\theta_{t}^{u}-m_{t}^{u}\right)\left(\theta_{t}^{u}-m_{t}^{u}\right)^{*} H^{1 / 2}(t) \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
= & \left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+\operatorname{Tr} H^{1 / 2}(t) M\left[\left(\theta_{t}^{u}-m_{t}^{u}\right)\left(\theta_{t}^{u}-m_{t}^{u}\right)^{*} \mid \mathcal{F}_{t}^{\xi^{u}}\right] H^{1 / 2}(t) . \tag{14.70}
\end{align*}
$$

But, according to Property 3 in Subsection 13.2.4,

$$
M\left[\left(\theta_{t}^{u}-m_{t}^{u}\right)\left(\theta_{t}^{u}-m_{t}^{u}\right)^{*} \mid \mathcal{F}_{t}^{\xi^{u}}\right]=M\left[\left(\theta_{t}^{u}-m_{t}^{u}\right)\left(\theta_{t}^{u}-m_{t}^{u}\right)^{*}\right]=\gamma_{t}
$$

which, together with (14.70), proves (14.69).
Thus, due to (14.68) and (14.69),

$$
\begin{equation*}
V(u)=\sum_{t=0}^{T} \operatorname{Tr} H^{1 / 2}(t) \gamma_{t} H^{1 / 2}(t)+M \sum_{t=0}^{T}\left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+M \sum_{t=0}^{T-1} u_{t}^{*} R(t) u_{t} \tag{14.71}
\end{equation*}
$$

Since the functions $\operatorname{Tr} H^{1 / 2}(t) \gamma_{t} H^{1 / 2}(t)$ depend only on $t$ and do not depend on either the control or the processes describing the state of the system, it is obvious that the optimal control $\tilde{u}$ in the primary problem (assuming it exists) coincides with the optimal control in the problem of minimization of the functional

$$
\begin{equation*}
\bar{V}(u)=M\left(\sum_{t=0}^{T}\left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+\sum_{t=0}^{T-1} u_{t}^{*} R(t) u_{t}\right) \tag{14.72}
\end{equation*}
$$

The 'controlled' process $m_{t}^{u}$ is defined by the equation

$$
\begin{align*}
m_{t+1}^{u}= & c(t) u_{t}+a(t) m_{t}^{u} \\
& +a(t) \gamma_{t} A^{*}(t)\left[B(t) B^{*}(t)+A(t) \gamma_{t} A^{*}(t)\right]^{+}\left[\xi_{t+1}^{u}-A(t) m_{t}^{u}\right] \tag{14.73}
\end{align*}
$$

According to Theorem 13.5, there exists a sequence of independent Gaussian vectors $\bar{\varepsilon}^{u}(t)=\left(\bar{\varepsilon}_{1}^{u}(t), \ldots, \bar{\varepsilon}_{l}^{u}(t)\right), t=1, \ldots, T$, with independent components $M \bar{\varepsilon}_{i}^{u}(t)=0, M\left(\bar{\varepsilon}_{u}^{i}(t)\right)^{2}=1, i=1, \ldots, l$, such that

$$
\begin{equation*}
m_{t+1}^{u}=c(t) u_{t}+a(t) m_{t}^{u}+D(t) \bar{\varepsilon}^{u}(t+1) \tag{14.74}
\end{equation*}
$$

It should be noted here that for every permissible $u$ the values of $\bar{\varepsilon}^{u}(t)$ coincide $\left(\bar{\varepsilon}^{u}(t) \equiv \bar{\varepsilon}(t), t=1, \ldots, T\right)$. This follows from (13.84) and the fact that the $\theta_{t}^{u}-m_{t}^{u}$ do not depend on $u$ (see (14.73) and (14.55))

Thus the primary problem of determining the optimal control for the system (14.55) and the functional (14.57) is reduced to a problem of finding the optimal control for the filtered system given by (14.74) with the functional (14.72) ('the separation principle' [313]).
14.3.4. In finding optimal controls in this reduced problem the following two lemmas will be useful.

Lemma 14.2. If $u=\left(u_{0}, \ldots, u_{T-1}\right)$ is the control subject to (14.56), then for any nonnegative definite symmetric matrix $S(t+1)$

$$
\begin{align*}
& M\left[\left(m_{t+1}^{u}\right)^{*} S(t+1) m_{t+1}^{u} \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
= & M\left[\left(m_{t+1}^{u}\right)^{*} S(t+1) m_{t+1}^{u} \mid m_{t}^{u}, u_{t}\right] \\
= & \left(m_{t}^{u}\right)^{*} a^{*}(t) S(t+1) a(t) m_{t}^{u}+u_{t}^{*} c^{*}(t) S(t+1) c(t) u_{t} \\
& +2 u_{t}^{*} c^{*}(t) S(t+1) a(t) m_{t}^{u} \\
& +\operatorname{Tr} S^{1 / 2}(t+1) D(t) D^{*}(t) S^{1 / 2}(t+1) \tag{14.75}
\end{align*}
$$

PROOF. Due to (14.74),

$$
\begin{aligned}
& M\left[\left(m_{t+1}^{u}\right)^{*} S(t+1) m_{t+1}^{u} \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
= & M\left\{\left[c(t) u_{t}+a(t) m_{t}^{u}-D(t) \bar{\varepsilon}(t+1)\right]^{*}\right. \\
& \left.\times S(t+1)\left[c(t) u_{t}+a(t) m_{t}^{u}+D(t) \bar{\varepsilon}(t+1)\right] \mid \mathcal{F}_{t}^{\xi^{u}}\right\} \\
= & \left(m_{t}^{u}\right)^{*} a^{*}(t) S(t+1) a(t) m_{t}^{u}+u_{t}^{*} c^{*}(t) S(t+1) c(t) u_{t} \\
& +2 u_{t}^{*} c^{*}(t) S(t+1) a(t) m_{t}^{u} \\
& +2 M\left(\bar{\varepsilon}^{*}(t+1) \mid \mathcal{F}_{t}^{\xi^{u}}\right) D^{*}(t) S(t+1)\left(c(t) u_{t}+a(t) m_{t}^{u}\right) \\
& +M\left[\bar{\varepsilon}^{*}(t+1) D^{*}(t) S(t+1) D(t) \bar{\varepsilon}(t+1) \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
= & \left(m_{t}^{u}\right)^{*} a^{*}(t) S(t+1) a(t) m_{t}^{u}+u_{t}^{*} c^{*}(t) S(t+1) c(t) u_{t} \\
& +2 u_{t}^{*} c(t) S(t+1) a(t) m_{t}^{u}+\operatorname{Tr} S^{1 / 2}(t+1) D(t) D^{*}(t) S^{1 / 2}(t+1)
\end{aligned}
$$

where we took advantage of the fact that $M\left(\bar{\varepsilon}(t+1) \mid \mathcal{F}_{t}^{\xi^{u}}\right)=0$ and

$$
\begin{align*}
& M\left[\bar{\varepsilon}^{*}(t+1) D^{*}(t) S(t+1) D(t) \bar{\varepsilon}(t+1) \mid \mathcal{F}_{t}^{\xi^{u}}\right] \\
= & M\left[\bar{\varepsilon}^{*}(t+1) D^{*}(t) S(t+1) D(t) \bar{\varepsilon}(t+1)\right] \\
= & \operatorname{Tr} S^{1 / 2}(t+1) D(t) M \bar{\varepsilon}(t+1) \bar{\varepsilon}^{*}(t+1) D^{*}(t) S^{1 / 2}(t+1) \\
= & \operatorname{Tr} S^{1 / 2}(t+1) D(t) D^{*}(t) S^{1 / 2}(t) . \tag{14.76}
\end{align*}
$$

Note. Let $\bar{\delta}(1), \ldots, \bar{\delta}(T)$ be a sequence of independent Gaussian vectors $\left(\bar{\delta}(t)=\left(\bar{\delta}_{1}(t), \ldots, \bar{\delta}_{l}(t)\right)\right)$ with the independent components having zero mean and unit variances. Consider the process $m, t=0, \ldots, T$, defined by the recursive relations

$$
\begin{equation*}
m_{t+1}=c(t) u_{t}+a(t) m_{t}+D(t) \bar{\delta}(t+1), \quad m_{0}=m \tag{14.77}
\end{equation*}
$$

where $u_{t}=u_{t}(\omega)$ does not depend on $\bar{\delta}(t+1)$. As in the proof of (14.75), we show here that

$$
\begin{align*}
& M\left[m_{t+1}^{*} S(t+1) m_{t+1} \mid u_{t}, m_{t}\right] \\
= & m_{t}^{*} a^{*}(t) S(t+1) a(t) m_{t} \\
& +u_{t}^{*} c^{*}(t) S(t+1) c(t) u_{t} \\
& +2 u_{t}^{*} c^{*}(t) S(t+1) a(t) m_{t} \\
& +\operatorname{Tr} S^{1 / 2}(t+1) D(t) D^{*}(t) S^{1 / 2}(t+1) \tag{14.78}
\end{align*}
$$

Let the matrices $P(x)$ introduced above and the functions $p(t), t=$ $0, \ldots, T$, be related to the scalar functions

$$
\begin{equation*}
Q_{t}(x)=p(t)+x^{*} P(t) x, \tag{14.79}
\end{equation*}
$$

where $x \in \mathbb{R}^{k}$. Since $p(T)=0$, and $P(T)=H(T)$,

$$
\begin{equation*}
Q_{T}(x)=x^{*} H(T) x \tag{14.80}
\end{equation*}
$$

Lemma 14.3. The functions $Q_{t}(x), t=0,1, \ldots, T$, satisfy the recursive equations

$$
\begin{equation*}
Q_{t}(x)=\inf _{V}\left\{x^{*} H(t) x+V^{*} R(t) V+M\left[Q_{t+1}\left(x_{t+1}^{x, V}\right)\right]\right\} \tag{14.81}
\end{equation*}
$$

where $V \in \mathbb{R}^{r}, x \in \mathbb{R}^{k}$,

$$
\begin{equation*}
x_{t+1}^{x, V}=c(t) V+a(t) x+D(t) \bar{\delta}(t+1) \tag{14.82}
\end{equation*}
$$

In this case, the inf in (14.81) can be attained on the $r$-dimensional vector

$$
\begin{equation*}
\tilde{V}=-\left[R(t)+c^{*}(t) P(t+1) c(t)\right]^{+} c^{*}(t) P(t+1) a(t) x \tag{14.83}
\end{equation*}
$$

PROOF. Let us verify that the functions $Q_{t}(x)=p(t)+x^{*} P(t) x$ satisfy Equation (14.81), i.e., that

$$
\begin{align*}
p(t)+x^{*} P(t) x= & \inf _{V}\left\{x^{*} H(t) x+V^{*} R(t) V+p(t+1)\right. \\
& \left.+M\left[\left(x_{t+1}^{x, V}\right)^{*} P(t+1) x_{t+1}^{x, V}\right]\right\} \tag{14.84}
\end{align*}
$$

Set

$$
\begin{equation*}
J(V, x)=V^{*}\left[R(t)+c^{*}(t) P(t+1) c(t)\right] V+2 V^{*} c^{*}(t) P(t+1) a(t) x \tag{14.85}
\end{equation*}
$$

Then, taking into account the note to Lemma 14.2, we find that (14.84) is equivalent to the equations
$p(t)+x^{*} P(t) x=p(t+1)+\operatorname{Tr} P^{1 / 2}(t+1) D(t) D^{*}(t) P^{1 / 2}(t+1)+\inf _{V} J(V, x)$.

But, due to (14.62),

$$
p(t)=p(t+1)+\operatorname{Tr} P^{1 / 2}(t+1) D(t) D^{*}(t) P^{1 / 2}(t+1)
$$

Hence, it need only be verified that

$$
\begin{equation*}
x^{*} P(t) x=\inf _{V} J(V, x) \tag{14.86}
\end{equation*}
$$

for any $x \in \mathbb{R}^{k}$.
If the matrices $R(t), t \geq 0$, in $J(V, x)$ were positive definite, then $J(V, x)>$ $-\infty$ and $\inf _{V} J(V, x)$ would be attained on the vector

$$
\begin{equation*}
\tilde{V}=-\left[R(t)+c^{*}(t) P(t+1) c(t)\right]^{+} c^{*}(t) P(t+1) a(t) x \tag{14.87}
\end{equation*}
$$

and it would be easy to check immediately that $J(\tilde{V}, x)=x^{*} P(t) x$.
In order to prove (14.86) in the general case we shall consider the system of algebraic equations (with respect to $V=\left(V_{1}, \ldots, V_{r}\right)$ )

$$
\begin{equation*}
\frac{1}{2} \nabla J(V, x)=0 \tag{14.88}
\end{equation*}
$$

i.e., the system

$$
\begin{equation*}
\left[R(t)+c^{*}(t) P(t+1) c(t) V\right]=-c^{*}(t) P(t+1) a(t) x . \tag{14.89}
\end{equation*}
$$

According to Lemma 13.3, this system is solvable and the vector $\tilde{V}$ defined by (14.83) is one of its solutions. Hence the minimum of the quadratic form $J(V, x)$ is attained on the vector $\tilde{V}$, and in order to verify (14.86) it remains only to establish that $x^{*} P(t) x=J(\tilde{V}, x)$, i.e., that

$$
\begin{align*}
x^{*} P(t) x= & x^{*}\left[H(t)+a^{*}(t) P(t+1) a(t+1)\right.  \tag{14.90}\\
& -a^{*}(t) P(t+1) c(t)\left(R(t)+c^{*}(t) P(t) c(t)\right)^{+} \\
& \left.\times c^{*}(t) P(t+1) a(t)\right] x .
\end{align*}
$$

The validity of this equality follows from the definition of the matrices $P(t)$ (see Equation (14.59)).
14.3.5. Returning to the proof of Theorem 14.2, consider the control

$$
\tilde{u}=\left(\tilde{u}_{0}, \ldots, \tilde{u}_{T-1}\right)
$$

defined in (14.64). Then, due to Lemma 14.3,

$$
\begin{equation*}
-M\left[Q_{t+1}\left(\tilde{m}_{t+1}\right)-Q_{t}\left(\tilde{m}_{t}\right)\right]=M\left[\tilde{m}_{t}^{*} H(t) \tilde{m}_{t}+\tilde{u}_{t}^{*} R(t) \tilde{u}_{t}\right] \tag{14.91}
\end{equation*}
$$

Summing (14.91) over $t$ from 0 to $T-1$ and taking into account that $\tilde{m}_{0}=m$, we find

$$
\begin{align*}
Q_{0}(m) & =M Q_{T}\left(\tilde{m}_{T}\right)+\sum_{t=0}^{T-1} M\left[\tilde{m}_{t}^{*} H(t) \tilde{m}_{t}+\tilde{u}_{t}^{*} R(t) \tilde{u}_{t}\right] \\
& =\sum_{t=0}^{T} M \tilde{m}_{t}^{*} H(t) \tilde{m}_{t}+\sum_{t=0}^{T-1} M \tilde{u}_{t}^{*} R(t) \tilde{u}_{t} \tag{14.92}
\end{align*}
$$

On the other hand, let $u=\left(u_{0}, \ldots, u_{T-1}\right)$ be any of the controls satisfying (14.56). Then, due to Lemmas 14.2 and 14.3,

$$
-M\left[Q_{t+1}\left(m_{t+1}^{u}\right)-Q_{t}\left(m_{t}^{u}\right)\right] \leq M\left[\left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+u_{t}^{*} R(t) u_{t}\right]
$$

whence it follows that

$$
\begin{equation*}
Q_{0}(m) \leq \sum_{t=0}^{T} M\left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+\sum_{t=0}^{T-1} M u_{t}^{*} R(t) u \tag{14.93}
\end{equation*}
$$

The comparison of (14.92) with (14.93) proves the optimality of the control $\tilde{u}=\left(\tilde{u}_{0}, \ldots, \tilde{u}_{T-1}\right)$. (14.67) follows from (14.71), (14.79) and the fact that

$$
V(\tilde{u})=Q_{0}(m)+\sum_{t=0}^{T} \operatorname{Tr} H^{1 / 2}(t) \gamma_{t} H^{1 / 2}(t)
$$

Note. Let $\theta_{0}=m$ be a deterministic vector, $b(t) \equiv 0$. Consider the problem (with complete data) of controlling the deterministic process $\theta_{t}, t=0, \ldots, T$, with

$$
\begin{equation*}
\theta_{t+1}=c(t) u_{t}+a(t) \theta_{t}, \quad \theta_{0} \equiv m \tag{14.94}
\end{equation*}
$$

and the functional

$$
\begin{equation*}
V(u)=\sum_{t=0}^{T} \theta_{t}^{*} H(t) \theta_{t}+\sum_{t=0}^{T-1} u_{t}^{*} H(t) u_{t} \tag{14.95}
\end{equation*}
$$

In this particular case, the optimal control is

$$
\begin{equation*}
\tilde{u}_{t}=-\left[R(t)+c^{*}(t) P(t+1) c(t)\right]^{+} c^{*}(t) P(t+1) a(t) \tilde{\theta}_{t}, \tag{14.96}
\end{equation*}
$$

where

$$
\tilde{\theta}_{t+1}=c(t) \tilde{u}_{t}+a(t) \tilde{\theta}_{t}, \quad \tilde{\theta}_{0}=m,
$$

and

$$
\begin{equation*}
V(\tilde{u})=m^{*} P(0) m \tag{14.97}
\end{equation*}
$$

### 14.4 Asymptotic Properties of the Optimal Linear Filter

14.4.1. Consider the filtering problem ${ }^{2}$ for the Gaussian process

$$
(\tilde{\theta}, \tilde{\xi})=\left[\left(\tilde{\theta}_{1}(t), \ldots, \tilde{\theta}_{k}(t)\right),\left(\tilde{\xi}_{1}(t), \ldots, \tilde{\xi}_{l}(t)\right)\right], \quad t=0,1, \ldots,
$$

satisfying the recursive equations

$$
\begin{align*}
\tilde{\theta}_{t+1} & =a_{1} \tilde{\theta}_{t}+a_{2} \tilde{\xi}_{t}+b_{1} \varepsilon_{1}(t+1)+b_{2} \varepsilon_{2}(t+1), \\
\tilde{\xi}_{t+1} & =A_{1} \tilde{\theta}_{t}+A_{2} \tilde{\xi}_{t}+B_{1} \varepsilon_{1}(t+1)+B_{2} \varepsilon_{2}(t+1) \tag{14.98}
\end{align*}
$$

with the constant matrices $a_{1}, a_{2}, b_{1}, b_{2}, A_{1}, A_{2}, B_{1}$ and $B_{2}$ of order ( $k \times k$ ), $(k \times l),(k \times k),(k \times l),(l \times k),(l \times l),(l \times k),(l \times l)$, respectively.

Let $m_{t}=M\left(\tilde{\theta}_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and $\gamma_{t}=M\left[\left(\tilde{\theta}_{t}-\tilde{m}_{t}\right)\left(\tilde{\theta}_{t}-\tilde{m}_{t}\right)^{*}\right]$. Then, according to Theorem 13.4, the error matrix $\gamma_{t}$ satisfies the equation

$$
\begin{align*}
\gamma_{t+1}= & a_{1} \gamma_{t} a_{1}^{*}+b \circ b \\
& -\left[b \circ B+a_{1} \gamma_{t} A_{1}^{*}\right]\left[B \circ B+A_{1} \gamma_{t} A_{1}^{*}\right]^{+}\left[b \circ B+a_{1} \gamma_{t} A_{1}^{*}\right]^{*}, \tag{14.99}
\end{align*}
$$

where $b \circ b=b_{1} b_{1}^{*}+b_{2} b_{2}^{*}, b \circ B=b_{1} B_{1}^{*}+b_{2} B_{2}^{*}$ and $B \circ B=B_{1} B_{1}^{*}+B_{2} B_{2}^{*}$.
In this section we investigate the asymptotic behavior of the matrices $\gamma_{t}$ at $t \rightarrow \infty$. Under the assumptions formulated later in Theorem 14.3 we shall show that $\lim _{t \rightarrow \infty} \gamma_{t}=\gamma^{0}$ exists and $0<\operatorname{Tr} \gamma^{0}<\infty$.

The existence of such a limit is crucial for the application since in this case the optimal mean square estimate $m_{t}, t \geq 0$, 'tracks' the values of $\tilde{\theta}_{t}$, $t \geq 0$, with finite error even when

$$
\sum_{j=1}^{k} M \tilde{\theta}_{j}^{2}(t) \rightarrow \infty, \quad t \rightarrow \infty
$$

Before passing to a clarification of the conditions guaranteeing the existence of the limit $\gamma^{0}=\lim _{t \rightarrow \infty} \gamma_{t}$, note that it is enough to consider the system of equations

$$
\begin{align*}
& \theta_{t+1}=a \theta_{t}+b \varepsilon_{1}(t+1) \\
& \xi_{t+1}=A \theta_{t}+B \varepsilon_{2}\left(t_{+} 1\right) \tag{14.100}
\end{align*}
$$

instead of the system of equations given by (14.98), with $\theta_{0}=\tilde{\theta}_{0}, \xi_{0}=\tilde{\xi}_{0}$,

$$
\begin{gather*}
a=a_{1}-(b \circ B)(B \circ B)^{+} A_{1}, \quad A=A_{1},  \tag{14.101}\\
b=\left[(b \circ b)-(b \circ B)(B \circ B)^{+}(b \circ B)^{*}\right], \quad B=(B \circ B)^{1 / 2}, \tag{14.102}
\end{gather*}
$$

since the equations for $\gamma_{t}$ in (14.98) and (14.100) will coincide.
Indeed, if $m_{\tilde{\theta}_{t}}(t+1, t)=M\left(\tilde{\theta}_{t+1} \mid \mathcal{F}_{t+1}^{\xi}, \tilde{\theta}_{t}\right)$, then

[^18]\[

$$
\begin{aligned}
\gamma_{t+1}= & M\left[\left(\tilde{\theta}_{t+1}-m_{t+1}\right)\left(\tilde{\theta}_{t+1}-m_{t+1}\right)^{*}\right] \\
= & M\left[\left(\tilde{\theta}_{t+1}-m_{\tilde{\theta}_{t}}(t+1, t)+m_{\tilde{\theta}_{t}}(t+1, t)-m_{t+1}\right)\right. \\
& \left.\times\left(\tilde{\theta}_{t+1}-m_{\tilde{\theta}_{t}}(t+1, t)+m_{\tilde{\theta}_{t}}(t+1, t)-m_{t+1}\right)^{*}\right] \\
= & M\left[\left(\tilde{\theta}_{t+1}-m_{\tilde{\theta}_{t}}(t+1, t)\right)\left(\tilde{\theta}_{t+1}-m_{\tilde{\theta}_{t}}(t+1, t)\right)^{*}\right] \\
& +M\left[\left(m_{\tilde{\theta}_{t}}(t+1, t)-m_{t+1}\right)\left(m_{\tilde{\theta}_{t}}(t+1, t)-m_{t+1}\right)^{*}\right] .
\end{aligned}
$$
\]

Due to (13.91),

$$
\begin{aligned}
& M\left[\left(\tilde{\theta}_{t+1}-m_{\tilde{\theta}_{t}}(t+1, t)\right)\left(\tilde{\theta}_{t+1}-m_{\tilde{\theta}_{t}}(t+1, t)\right)\right]=\gamma(t+1, t) \\
& \quad=b \circ b-(b \circ B)(B \circ B)^{+}(b \circ B)^{*}=b b^{*},
\end{aligned}
$$

and it follows from the definition of $m_{\tilde{\theta}_{t}}(t+1, t)$, due to the note to Theorem 13.4, that

$$
m_{\tilde{\theta}_{t}}(t+1, t)=a_{1} \tilde{\theta}_{t}-a_{2} \tilde{\xi}_{t}+(b \circ B)(B \circ B)^{+}\left(\tilde{\xi}_{t+1}-A_{1} \tilde{\theta}_{t}-A_{2} \tilde{\xi}_{t}\right) .
$$

Since $m_{t+1}=M\left[m_{\tilde{\theta}_{t}}(t+1, t) \mid \mathcal{F}_{t+1}^{\tilde{\xi}}\right]$, we obtain from the recursive equation for $m_{\tilde{\theta}_{t}}(t+1, t)$ that

$$
\begin{aligned}
m_{t+1}= & a_{1} m(t, t+1)+a_{2} \tilde{\xi}_{t} \\
& +(b \circ B)(B \circ B)^{+}\left(\xi_{t+1}-A_{1} m(t, t+1)-A_{2} \xi_{t}\right),
\end{aligned}
$$

where $m(t, t+1)=M\left[\tilde{\theta}_{t} \mid \mathcal{F}_{t+1}^{\tilde{\xi}}\right]$. Consequently,

$$
\begin{aligned}
m_{\tilde{\theta}_{t}}(t+1)-m_{t+1} & =\left[a_{1}-(b \circ B)(B \circ B)^{+} A_{1}\right]\left(\tilde{\theta}_{t}-m(t, t+1)\right. \\
& =a\left(\tilde{\theta}_{t}-m(t, t+1)\right),
\end{aligned}
$$

and

$$
M\left[\left(m_{\tilde{\theta}_{t}}(t+1, t)-m_{t+1}\right)\left(m_{\tilde{\theta}_{t}}(t+1, t)-m_{t+1}\right)^{*}\right]=a \gamma(t, t+1) a^{*},
$$

where

$$
\gamma(t, t+1)=M\left[\left(\tilde{\theta}_{t}-m(t, t+1)\right)\left(\tilde{\theta}_{t}-m(t, t+1)\right)^{*}\right] .
$$

But, according to (13.110),

$$
\gamma(t, t+1)=\gamma_{t}-\gamma_{t} A_{1}^{*}\left[B \circ B+A_{1} \gamma_{t} A_{1}^{*}\right]^{+} A_{1} \gamma_{t}
$$

Therefore, for $\gamma_{t}, t>0$, we have:

$$
\begin{aligned}
\gamma_{t+1}= & {\left[a_{1}-(b \circ B)(B \circ B)^{+} A_{1}\right] \gamma_{t}\left[a_{1}-(b \circ B)(B \circ B)^{+} A_{1}\right]^{*} } \\
& +\left[b \circ b-(b \circ B)(B \circ B)^{+}(b \circ B)^{*}\right] \\
& -\left[a_{1}-(b \circ B)(B \circ B)^{+}(b \circ B)^{*}\right] \gamma_{t} A_{1}^{*} \\
& \times\left[B \circ B+A_{1} \gamma_{t} A_{1}^{*}\right]^{+} A_{1} \gamma_{t}\left[a_{1}-(b \circ B)(B \circ B)^{+}(b \circ B)^{*}\right]^{*} .
\end{aligned}
$$

Hence, in what follows, we shall discuss only the system of equations given by (14.100) and study the asymptotic behavior of the matrices $\gamma_{t}$ satisfying the recursive equation

$$
\begin{equation*}
\gamma_{t+1}=a \gamma_{t} a^{*}+b b^{*}-a \gamma_{t} A^{*}\left[B B^{*}+A \gamma_{t} A^{*}\right]^{+} A \gamma_{t} a \tag{14.103}
\end{equation*}
$$

Theorem 14.3. Let the following conditions be satisfied:
(1) the rank of the block matrix

$$
G_{1}=\left(\begin{array}{c}
A \\
A a \\
\cdots \\
A a^{k-1}
\end{array}\right)
$$

of dimension $(k l \times k)$ is equal to $k$;
(2) the rank of the block matrix $G_{2}=\left(b a b \ldots a^{k-1} b\right)$ of dimension $(k \times l k)$ is equal to $k$;
(3) the matrix $B B^{*}$ is nonsingular.

Then $\lim _{t \rightarrow \infty} \gamma_{t}=\gamma^{0}$ exists and does not depend on $\gamma_{0} . \operatorname{Tr} \gamma^{0}<\infty$ and the matrix $\gamma^{0}$ is the unique solution (in the class of symmetric positive definite matrices) of the matrix equation

$$
\begin{equation*}
\gamma=a \gamma a^{*}+b b^{*}-a \gamma A^{*}\left(B B^{*}+A \gamma A^{*}\right)^{-1} A \gamma a^{*} \tag{14.104}
\end{equation*}
$$

14.4.2. Before proving this theorem let us make some auxiliary assertions.

Lemma 14.4. Let $D$ and $d$ be matrices of dimension $(l \times k)$ and $(k \times k)$, respectively, and let

$$
D_{n}=\left(\begin{array}{c}
D \\
D d \\
\cdots \\
D d^{n-1}
\end{array}\right), \quad n \geq k
$$

be block matrices of dimension $(n l \times k)$.
Then the matrices $D_{k}^{*} D_{k}$ and $D_{n}^{*} D_{n}, n>k$, are either both singular or both nonsingular.

PROOF. From the rule for multiplication of block matrices it follows that

$$
\begin{equation*}
D_{n}^{*} D_{n}=D_{k}^{*} D_{k}+\sum_{j=k}^{n-1}\left(d^{*}\right)^{j} D^{*} D d^{j} \tag{14.105}
\end{equation*}
$$

It is seen from this that the singularity of the matrix $D_{n}^{*} D_{n}$ implies the singularity of the matrix $D_{k}^{*} D_{k}$.

Let now the matrix $D_{k}^{*} D_{k}$ be singular. We shall show that the matrices $D_{n}^{*} D_{n}, n>k$ are also singular.

Denote by $x=\left(x_{1}, \ldots, x_{k}\right)$ a nonzero column vector such that

$$
\begin{equation*}
x^{*} D_{k}^{*} D_{k} x=0 . \tag{14.106}
\end{equation*}
$$

We shall show that $D d^{j} x=0$ for all $j \geq k$. Since

$$
D_{k}^{*} D_{k}=\sum_{j=0}^{k-1}\left(d^{*}\right)^{j} D^{*} D d^{j},
$$

due to (14.106) it follows that

$$
\begin{equation*}
D x=0, \quad D d x=0, \ldots, \quad D d^{k-1} x=0 . \tag{14.107}
\end{equation*}
$$

Set

$$
y_{0}=x, \quad y_{1}=d x=d y_{0}, \quad y_{j+1}=d y_{j}, \quad j \leq k-1 .
$$

Then

$$
\begin{equation*}
D y_{0}=0, \quad D y_{1}=0, \ldots, \quad D y_{k-1}=0 . \tag{14.18}
\end{equation*}
$$

But the system of vectors ( $y_{0}, y_{1}, \ldots, y_{k}$ ), where each vector has the dimension $k$, is linearly dependent. Hence, there exist numbers $c_{0}, \ldots, c_{k}$, not all equal to zero, such that

$$
\begin{equation*}
\sum_{j=0}^{k} c_{j} y_{j}=0 \tag{14.109}
\end{equation*}
$$

Let $i=\max \left[j \leq k: c_{j} \neq 0\right]$. Then, from (14.109), we obtain

$$
y_{i}=\sum_{j=0}^{i-1} c_{j}^{\prime} y_{j}, \quad c_{j}^{\prime}=-\frac{c_{j}}{c_{i}},
$$

and, therefore,

$$
y_{k}=d^{k-i} y_{i}=\sum_{j=0}^{i-1} c_{j}^{\prime} d^{k-i} y_{j}=\sum_{j=0}^{i-1} c_{j}^{\prime} y_{k-i+j} .
$$

Hence, due to (14.108),

$$
D d^{k} x=D y^{k}=\sum_{j=0}^{i-1} c_{j}^{\prime} D y_{k-i+j}=0 .
$$

We establish by induction from this that $D d^{j} x=0, j \geq k$, which, together with (14.105), proves the statement of the lemma.

Corollary. Let $D=D_{(k \times l)}, d=d_{(k \times k)}$ be some matrices and let

$$
\tilde{D}_{n}=\left(D d D \cdots d^{n-1} D\right)
$$

be a block matrix of order $(k \times n l), n \geq k$. Then the matrices $\tilde{D}_{n} \tilde{D}_{n}^{*}$ and $\tilde{D}_{k} \tilde{D}_{k}^{*}$ are either both singular or both nonsingular.

Lemma 14.5. Let $\theta=\left[\theta_{1}(t), \ldots, \theta_{k}(t)\right], t=0,1, \ldots$, be a Gaussian sequence satisfying the recursive equation

$$
\begin{equation*}
\theta_{t+1}=a \theta_{t}+b \varepsilon(t+1), \quad \theta_{0}=0 \tag{14.110}
\end{equation*}
$$

where $a$ and $b$ are matrices of dimension $(k \times k)$ and $\varepsilon(t)$ is a sequence of independent Gaussian vectors $\varepsilon(t)=\left(\varepsilon_{1}(t), \ldots, \varepsilon_{k}(t)\right)$ with independent components, $M \varepsilon_{j}(t)=0, M \varepsilon_{j}^{2}(t)=1, j=1, \ldots, k, t=0,1, \ldots$.

If the matrix $G_{2}=\left(b a b \ldots a^{k-1} b\right)$ of dimension $(k \times l k)$ has rank $k$, then the matrix $\Gamma_{t}=M \theta_{t} \theta_{t}^{*}$ at $t \geq k$ is positive definite.

PROOF. We find from (14.110) that

$$
\begin{aligned}
\Gamma_{t+1} & =M \theta_{t+1} \theta_{t+1}^{*}=M\left[a \theta_{t}+b \varepsilon(t+1)\right]\left[a \theta_{t}+b \varepsilon(t+1)\right]^{*} \\
& =a M \theta_{t} \theta_{t}^{*} a^{*}+b M \varepsilon(t+1) \varepsilon^{*}(t+1) b^{*}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\Gamma_{t+1}=a \Gamma_{t} a^{*}+b b^{*}, \quad \Gamma_{0}=0 \tag{14.111}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\Gamma_{1} & =b b^{*}, \quad \Gamma_{2}=b b^{*}+a b b^{*} a^{*}, \ldots, \\
\Gamma_{t} & =b b^{*}+a b b^{*} a^{*}+\cdots++a^{t-1} b b^{*}\left(a^{*}\right)^{t-1}
\end{aligned}
$$

Let $t=k$. Then, obviously, $\Gamma_{t}=G_{2} G_{2}^{*}$ and at $t>k$

$$
\begin{equation*}
\Gamma_{t}=G_{2} G_{2}^{*}+\sum_{j=k}^{t-1} a^{j} b b^{*}\left(a^{*}\right)^{j} \tag{14.112}
\end{equation*}
$$

Since the rank of the matrix $G_{2}$ is assumed to be equal to $k$, then the rank of the matrix $G_{2} G_{2}^{*}$ is also equal to $k$. It follows, therefore, from (14.112) that for $t \geq k$ the matrix $\Gamma_{t}$ is nonsingular.

Lemma 14.6. Let $(\tilde{\theta}, \tilde{\xi})=\left(\left[\tilde{\theta}_{1}, \ldots, \tilde{\theta}_{n}\right],\left[\tilde{\xi}_{1}, \ldots, \tilde{\xi}_{N}\right]\right)$ be a Gaussian vector with the positive definite matrices ${ }^{3}$

$$
\begin{array}{r}
\operatorname{cov}(\tilde{\theta}, \tilde{\theta})=M\left[(\tilde{\theta}-M \tilde{\theta})(\tilde{\theta}-M \tilde{\theta})^{*}\right] \\
\operatorname{cov}(\tilde{\xi}, \tilde{\xi} \mid \tilde{\theta})=M\left[(\tilde{\xi}-M(\tilde{\xi} \mid \tilde{\theta}))(\tilde{\xi}-M(\tilde{\xi} \mid \tilde{\theta}))^{*}\right] . \tag{14.114}
\end{array}
$$

[^19]Then the matrix

$$
\begin{equation*}
\operatorname{cov}(\tilde{\theta}, \tilde{\theta} \mid \tilde{\xi})=M\left[(\tilde{\theta}-M(\tilde{\theta} \mid \tilde{\xi}))(\tilde{\theta}-M(\tilde{\theta} \mid \tilde{\xi}))^{*}\right] \tag{14.115}
\end{equation*}
$$

is also positive definite.
PROOF. Because of the nonsingularity of the matrices given by (14.113) and (14.114), the Gaussian distributions ${ }^{4} P(\tilde{\theta} \leq a)$ and $P(\tilde{\xi} \leq b \mid \tilde{\theta}=a)$ have the densities $f_{\tilde{\theta}}(a)$ and $f_{\tilde{\xi} \mid \tilde{\theta}}(b \mid a)$. It can be easily deduced from this that there exists a density $f_{\tilde{\xi}}(b)$. Hence, it follows from the Bayes formula that the distribution $P(\tilde{\theta} \leq a \mid \tilde{\xi})$ has density $f_{\tilde{\theta} \mid \tilde{\xi}}(a \mid b)$ as well, and

$$
f_{\tilde{\theta} \mid \tilde{\xi}}(a \mid b)=\frac{f_{\tilde{\xi} \mid \tilde{\theta}}(b \mid a) f_{\tilde{\theta}}(a)}{f_{\tilde{\xi}}(b)}
$$

The existence of this (Gaussian) density implies that the corresponding matrix of the covariances $\operatorname{cov}(\tilde{\theta}, \tilde{\theta} \mid \tilde{\xi})$ is nonsingular and, therefore, positive definite.

Lemma 14.7. Let $\gamma_{t}^{0}, t=0,1, \ldots$, be a solution of the equation

$$
\begin{equation*}
\gamma_{t+1}=a \gamma_{t} a^{*}+b b^{*}-a \gamma_{t} A^{*}\left(B B^{*}+A \gamma_{t} A^{*}\right)^{+} A \gamma_{t} a^{*} \tag{14.116}
\end{equation*}
$$

with the initial condition $\gamma_{0}^{0}=0$ ( 0 being the zero matrix of order $(k \times k)$ ). If the matrix $B B^{*}$ is positive definite, and the rank of the matrix $G_{2}$ is equal to $k$, then the matrix $\gamma_{k}^{0}$ is positive definite.

PROOF. Let $\theta_{t}^{0}, t=0,1, \ldots$, be a solution of the equation

$$
\begin{equation*}
\theta_{t+1}=a \theta_{t}+b \varepsilon_{1}(t+1) \tag{14.117}
\end{equation*}
$$

(see (14.100)) with $\theta_{0}=0$. Then $\gamma_{t}^{0}=M\left[\left(\theta_{t}^{0}-m_{t}^{0}\right)\left(\theta_{t}^{0}-m_{t}^{0}\right)^{*}\right]$ and $m_{t}^{0}=$ $M\left(\theta_{t}^{0} \mid \mathcal{F}_{t}^{\xi}\right)$ where

$$
\begin{equation*}
\xi_{t+1}=A \theta_{t}^{0}+B \varepsilon_{2}(t+1) \tag{14.118}
\end{equation*}
$$

Write: $\tilde{\theta}=\theta_{k}^{0} ; \tilde{\xi}=\left(\xi_{1}, \ldots, \xi_{k}\right) ; \hat{\theta}=\left(\theta_{0}^{0}, \ldots, \theta_{k-1}\right) ; \tilde{\varepsilon}=\left(\varepsilon_{2}(1), \ldots, \varepsilon_{2}(k)\right)$. Also, let

$$
\tilde{B}=\operatorname{diag}(B \cdots B), \quad \tilde{a}=\operatorname{diag}(a \cdots a)
$$

be block diagonal matrices in which only the blocks situated on the diagonals of the matrices $B$ and $a$, respectively, are different from zero. Then the system of equations given by (14.118) for $t=0,1, \ldots, k-1$ can be represented as $\tilde{\xi}=\tilde{a} \hat{\theta}+\tilde{B} \tilde{\varepsilon}$. The vectors $(\tilde{\theta}, \hat{\theta})$ and $\tilde{\varepsilon}$ are independent since the sequences $\varepsilon_{1}(t)$ and $\varepsilon_{2}(t), t=1,2, \ldots$ are independent. Hence

[^20]$$
M(\tilde{\xi} \mid \tilde{\theta})=\tilde{a} M(\hat{\theta} \mid \tilde{\theta})
$$
and
$$
\tilde{\xi}-M(\tilde{\xi} \mid \tilde{\theta})=\tilde{a}[\hat{\theta}-M(\hat{\theta} \mid \tilde{\theta})]+B \tilde{\varepsilon}
$$

Because of the independence of the vectors $\tilde{\theta}$ and $\tilde{\varepsilon}$, from this it follows that

$$
\operatorname{cov}(\tilde{\xi}, \tilde{\xi} \mid \tilde{\theta})=\tilde{a} \operatorname{cov}(\hat{\theta}, \hat{\theta} \mid \tilde{\theta}) \tilde{a}^{*}+\tilde{B} \tilde{B}^{*}
$$

Since the matrix $B B^{*}$ is nonsingular, the matrix

$$
\tilde{B} \tilde{B}^{*}=\operatorname{diag}\left(B B^{*} \cdots B B^{*}\right)
$$

is also nonsingular. Next, the matrix $\operatorname{cov}(\tilde{\theta}, \tilde{\theta})=M \theta_{k}^{0}\left(\theta_{k}^{0}\right)^{*}$ is nonsingular by Lemma 14.5. Hence, by Lemma 14.6, the matrix

$$
\operatorname{cov}(\tilde{\theta}, \tilde{\theta} \mid \tilde{\xi})=M\left[\left(\theta_{k}^{0}-M\left(\theta_{k}^{0} \mid \mathcal{F}_{k}^{\xi}\right)\right)\left(\theta_{k}^{0}-M\left(\theta_{k}^{0} \mid \mathcal{F}_{k}^{\xi}\right)\right)^{*}\right]=\gamma_{k}^{0}
$$

will also be nonsingular.

Lemma 14.8. If the rank of the matrix $G_{1}$ is equal to $k$, then for any vector $x=\left(x_{1}, \ldots, x_{k}\right),\left|x_{i}\right|<\infty, i=1, \ldots, k$,

$$
\begin{equation*}
\sup _{t \geq 0} x^{*} \gamma_{t} x<\infty \tag{14.119}
\end{equation*}
$$

PROOF. Let $x_{t}=\left(x_{1}(t), \ldots, x_{k}(t)\right), t=0,1, \ldots T>k$, be the controlled process satisfying the recursive equation $x_{t+1}=a^{*} x_{t}+A^{*} u_{t}, x_{0}=x$, where the control $u_{t}=\left(u_{1}\left(t, x_{0}, \ldots, x_{t}\right), \ldots, u_{l}\left(t, x_{0}, \ldots, x_{t}\right)\right)$ is chosen to minimize the functional

$$
\begin{equation*}
V_{T}(x ; u)=x_{T}^{*} \gamma_{0} x_{T}+\sum_{t=0}^{T-1}\left[x_{t}^{*} b b^{*} x_{t}+u_{t}^{*} B B^{*} u_{t}\right] \tag{14.120}
\end{equation*}
$$

According to the note to Theorem 14.2, the optimal control $\tilde{u}_{t}, t=$ $0,1, \ldots, T-1$, exists and is given by the formula

$$
\tilde{u}_{t}=-\left[B B^{*}+A P(t+1) A^{*}\right]^{+} A P(t+1) a^{*} \tilde{x}_{t}
$$

where $\tilde{x}_{t+1}=a^{*} \tilde{x}_{t}+A^{*} \tilde{u}_{t}$ and

$$
\begin{align*}
P(t)= & b b^{*}+a P(t+1) a^{*}-a P(t+1) A^{*}\left[B B^{*}+A P(t+1) A^{*}\right]^{+} \\
& \times A P(t+1) a^{*}, \quad P(T)=\gamma_{0} . \tag{14.121}
\end{align*}
$$

Comparing this equation with Equation (14.103) we convince ourselves that

$$
\begin{equation*}
P(t)=\gamma_{T-t} . \tag{14.122}
\end{equation*}
$$

Since (see (14.94)) for the optimal control $\tilde{u}=\left(\tilde{u}_{0}, \ldots, \tilde{u}_{T-1}\right)$

$$
V_{T}(x ; \tilde{u})=x^{*} P(0) x=x^{*} \gamma_{T} x
$$

in order to prove the lemma it suffices to show that

$$
\begin{equation*}
V_{T}(x ; \tilde{u}) \leq c<\infty \tag{14.123}
\end{equation*}
$$

where the constant $c$ does not depend on $T$.
By the conditions of the lemma, the matrix $G_{1}$ has rank $k$. Hence, the matrix $G_{1}^{*} G_{1}$ is nonsingular.

Consider the control $\hat{u}_{t}=\left(\hat{u}_{t}\left(t, x_{0}\right), \ldots, \hat{u}_{l}\left(t, x_{0}\right)\right)$ defined as

$$
\hat{u}_{t}= \begin{cases}-A a^{k-t-1}\left(G_{1}^{*} G_{1}\right)^{-1}\left(a^{*}\right)^{k} x_{0}, & t \leq k \\ 0, & t>k\end{cases}
$$

The associated controlled process $\hat{x}_{t}, t=0,1, \ldots, \hat{x}_{t+1}=a^{*} \hat{x} t+A^{*} \hat{u}_{t}$, goes to zero in $k$ steps, since

$$
\begin{aligned}
\hat{x}_{k} & =\left(a^{*}\right)^{k} x_{0}+\sum_{t=0}^{k-1}\left(a^{*}\right)^{k-t-1} A^{*} \hat{u}_{t} \\
& =\left(a^{*}\right)^{k}\left\{E-\left[\sum_{t=0}^{k-1}\left(a^{*}\right)^{k-t-1} A^{*} A a^{k-t-1}\right]\left(G_{1}^{*} G_{1}\right)^{-1}\right\} x_{0} \\
& =\left(a^{*}\right)^{k}\left\{E-\left(G_{1}^{*} G_{1}\right)\left(G_{1}^{*} G_{1}\right)^{-1}\right\} x_{0}=0 .
\end{aligned}
$$

Consider the functional $V_{T}(x ; \hat{u})$. Since $\hat{u}_{t}=0 . \hat{x}_{t}=0, t>k$, we have $\sup _{T>k} V_{T}(x ; u)<\infty$. But by virtue of the optimality of the control $\tilde{u}=$ $\left(\tilde{u}_{0}, \ldots, \tilde{u}_{T-1}\right)$,

$$
\sup _{T \geq k} V_{T}(x, \tilde{u}) \leq \sup _{T \geq k} V_{T}(x, \hat{u}) .
$$

Hence

$$
\sup _{T \geq 0} x^{*} \gamma_{T} x=\sup _{T \geq 0} V_{T}(x ; \tilde{u}) \leq \sup _{T \geq 0} V_{T}(x ; \hat{u})=\max _{0 \leq T \leq k} V_{T}(x, \hat{u})<\infty .
$$

Lemma 14.9. Let $\gamma_{t}^{0}, t=0,1, \ldots$, be the solution of Equation (14.116) with the initial condition $\gamma_{0}^{0}=0$. If the rank of the matrix $G_{1}$ is equal to $k$, then there exists

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \gamma_{t}^{0}=\gamma^{0} \tag{14.124}
\end{equation*}
$$

where $\gamma^{0}$ is a nonnegative definite symmetric matrix with $\operatorname{Tr} \gamma^{0}<\infty$. If, in addition, the rank of the matrix $G_{2}$ is equal to $k$ and the matrix $B B^{*}$ is nonsingular, then the matrix $\gamma^{0}$ is positive definite.

PROOF. According to Lemma 14.8, the values of $x^{*} \gamma_{T} x$ are bounded for any $T \geq 0\left(\left|x_{i}\right|<\infty, i=1, \ldots, k\right)$. Let us show that these values are monotone nondecreasing functions of $T$.

Let $T_{2}>T_{1}, \tilde{u}^{0}\left(T_{1}\right)$ and $\tilde{u}^{0}\left(T_{2}\right)$ be optimal controls corresponding to the observation durations $T_{1}$ and $T_{2}$, respectively.

If $\tilde{x}_{t}^{0}\left(T_{1}\right)$ and $\tilde{x}_{t}^{0}\left(T_{2}\right)$ are trajectories of the controlled processes for the controls $\tilde{u}^{0}\left(T_{1}\right)$ and $\tilde{u}^{0}\left(T_{2}\right)$, respectively ${ }^{5}$, then

$$
\begin{aligned}
x^{*} \gamma_{T_{2}}^{0} x & =V_{T_{2}}^{0}\left(x ; \tilde{u}^{0}\left(T_{2}\right)\right) \\
& =\sum_{t=0}^{T_{2}-1}\left[\left(\tilde{x}_{t}^{0}\left(T_{2}\right)\right)^{*} b b^{*}\left(\tilde{x}_{t}^{0}\left(T_{2}\right)\right)+\left(\tilde{u}_{t}^{0}\left(T_{2}\right)\right)^{*} B B^{*}\left(\tilde{u}_{t}^{0}\left(T_{2}\right)\right)\right] \\
& \geq \sum_{t=0}^{T_{1}-1}\left[\left(\tilde{x}_{t}^{0}\left(T_{2}\right)\right)^{*} b b^{*}\left(\tilde{x}_{t}^{0}\left(T_{2}\right)\right)+\left(\tilde{u}_{t}^{0}\left(T_{2}\right)\right)^{*} B B^{*}\left(\tilde{u}_{t}^{0}\left(T_{2}\right)\right)\right] \\
& \geq V_{T_{1}}^{0}\left(x ; \tilde{u}^{0}\left(T_{1}\right)\right)=x^{*} \gamma_{T_{1}} x .
\end{aligned}
$$

Hence, if $\tilde{u}^{0}\left(T_{n}\right)$ is an optimal control on the interval $T_{n}$, and $T_{n+1}=$ $T_{n}+1$, then

$$
V_{T_{1}}^{0}\left(x ; \tilde{u}^{0}\left(T_{1}\right)\right) \leq V_{T_{2}}^{0}\left(x ; \tilde{u}^{0}\left(T_{2}\right)\right) \leq \cdots \leq V_{T_{n}}^{0}\left(x ; \tilde{u}^{0}\left(T_{n}\right)\right)
$$

and, because of the uniform (over $T_{n}$ ) boundedness of the values of $V_{T_{n}}^{0}(x$; $\tilde{u}^{0}\left(T_{n}\right)$ ), there exists

$$
\lim _{T_{n} \rightarrow \infty} V_{T_{n}}^{0}\left(x ; \tilde{u}^{0}\left(T_{n}\right)\right)=x^{*} \gamma^{0} x
$$

Because of the arbitrariness of the vector $x$ it is seen that the limit matrix $\gamma^{0}$ is symmetric nonnegative definite and that $\operatorname{Tr} \gamma^{0}<\infty$.

If, finally, rank $G_{2}=k$ and the matrix $B B^{*}$ is nonsingular, then, by Lemma 14.7, we have that $x^{*} \gamma_{k} x>0$ for any nonzero vector $x$. But $x^{*} \gamma_{T} x$ is monotone nondecreasing in $T$. Hence, for any nonzero vector $x$ the values of $x^{*} \gamma_{T} x>0, T>k$, which proves the positive definiteness of the matrix $\gamma^{0}$. $\square$
14.4.3.

PROOF OF THEOREM 14.3. Take the control

$$
\begin{equation*}
\bar{u}_{t}=-\left[B B^{*}+A \gamma^{0} A^{*}\right]^{-1} A \gamma^{0} a^{*} \bar{x}_{t} \tag{14.125}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{x}_{t+1}=a^{*} \bar{x}_{t}+A^{*} \bar{u}_{t} \tag{14.126}
\end{equation*}
$$

and the matrix $\gamma^{0}$ is defined by (14.124). We shall show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \bar{x}_{t}^{*} \gamma^{0} \bar{x}_{t}=0 \tag{14.127}
\end{equation*}
$$

Due to (14.125) and (14.126),

[^21]\[

$$
\begin{align*}
\bar{x}_{t+1}^{*} \gamma^{0} \bar{x}_{t+1}= & \left\{\bar{x}_{t}^{*} a+\bar{u}_{t}^{*} A\right\} \gamma^{0}\left\{a^{*} \bar{x}_{t}+A^{*} \bar{u}_{t}\right\} \\
= & \bar{x}_{t}^{*}\left\{a \gamma^{0} a^{*}-2 a \gamma^{0} A^{*}\left(B B^{*}+A \gamma^{0} A^{*}\right)^{-1} A \gamma^{0} a^{*}\right. \\
& +a \gamma^{0} A\left(B B^{*}+A \gamma^{0} A^{*}\right)^{-1}\left[B B^{*}+A \gamma^{0} A^{*}\right] \\
& \left.\times\left(B B^{*}+A \gamma^{0} A^{*}\right)^{-1} A \gamma^{0} a^{a}\right\} x_{t}-\bar{u}_{t}^{*} B B^{*} \bar{u}_{t} \\
= & \bar{x}_{t}^{*}\left\{a \gamma^{0} a^{*}-a \gamma^{0} A^{*}\left(B B^{*}+A \gamma^{0} A^{*}\right)^{-1} A \gamma^{0} a^{*}\right\} \bar{x}_{t}-\bar{u}_{t}^{*} B B^{*} \bar{u}_{t} . \tag{14.128}
\end{align*}
$$
\]

$\gamma^{0}$ is the limit of the sequence of matrices $\gamma_{t}^{0}$ satisfying (14.116), and the matrix $B B^{*}$ is nonsingular; hence it satisfies the equation

$$
\gamma^{0}=a \gamma^{0} a^{*}+b b^{*}-a \gamma^{0} A^{*}\left(B B^{*}+A \gamma^{0} A^{*}\right)^{-1} A \gamma^{0} a^{*}
$$

We find from this and (14.128) that

$$
\bar{x}_{t+1}^{*} \gamma^{0} \bar{x}_{t+1}-\bar{x}_{t}^{*} \gamma^{0} \bar{x}_{t}=\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}+\bar{u}_{t}^{*} B B^{*} \bar{u}_{t}\right]
$$

Therefore, according to Lemma 14.9,

$$
\begin{aligned}
0 & \leq \bar{x}_{T}^{*} \gamma^{0} \bar{x}_{T}=x^{*} \gamma^{0} x-\sum_{t=0}^{T-1}\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}-\bar{u}_{t}^{*} B B^{*} \bar{u}_{t}\right] \\
& \leq x^{*} \gamma^{0} x-V_{T}^{*}\left(x ; \tilde{u}^{0}(T)\right) \rightarrow 0, \quad T \rightarrow \infty
\end{aligned}
$$

Now it is seen that, since the matrix $\gamma^{0}$ is nonsingular (Lemma 14.9),

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \bar{x}_{T}=0 \tag{14.129}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{T \rightarrow \infty} V_{T}^{0}\left(x ; \tilde{u}^{0}(T)\right)=x^{*} \gamma^{0} x=\lim _{T \rightarrow \infty} \sum_{t=0}^{T-1}\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}+\bar{u}_{t}^{*} B B^{*} \bar{u}_{t}\right] \tag{14.130}
\end{equation*}
$$

Let $\gamma_{0}$ be any nonnegative definite symmetric matrix. Then, due to (14.120),

$$
\begin{equation*}
V_{T}^{0}\left(x ; \tilde{u}^{0}(T)\right) \leq V_{T}(x ; \tilde{u}(T)) \leq \bar{x}_{T}^{*} \gamma_{0} \bar{x}_{T}+\sum_{t=0}^{T-1}\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}+\bar{u}_{t}^{*} B B^{*} \bar{u}_{t}\right] \tag{14.131}
\end{equation*}
$$

Passing in these inequalities to the limit $(T \rightarrow \infty)$ we find, taking into account (14.129) and (14.30), that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} x^{*} \gamma_{T} x=\lim _{T \rightarrow \infty} V_{T}(x ; \tilde{u}(T))=\lim _{T \rightarrow \infty} V_{T}^{0}\left(x ; \tilde{u}^{0}(T)\right)=x^{*} \gamma^{0} x \tag{14.132}
\end{equation*}
$$

Therefore, because of the arbitrariness of the vector $x, \lim _{T \rightarrow \infty} \gamma_{T}=\gamma^{0}$ exists, and $\gamma^{0}$ does not depend on the initial matrix $\gamma_{0}$.

It was noted above that $\gamma^{0}$ is a positive definite solution of the matrix equation given by (14.104). We shall show that in the class of the positive definite symmetric matrices this solution is unique.

Indeed, let $\gamma^{(1)}$ and $\gamma^{(2)}$ be two such solutions. Denote by $\gamma_{t}^{(i)}, t \geq 0$, the solutions of (14.103) with $\gamma_{0}^{(1)}=\gamma^{(1)}$ and $\gamma_{0}^{(2)}=\gamma^{(2)}$, respectively. Then, according to what we have already proved,

$$
\lim _{T \rightarrow \infty} \gamma_{T}^{(i)}=\gamma^{0}=\gamma^{(i)}, \quad i=1,2
$$

Note 1. If $\sup _{t \geq 0} \operatorname{Tr} M \theta_{t} \theta_{t}^{*}<\infty$, then in the formulation of Theorem 14.3 one can discard the first assumption since $\operatorname{Tr} \gamma_{t} \leq \operatorname{Tr} M \theta_{t} \theta_{t}^{*}$.

Note 2. Let the process $\left(\theta_{t}, \xi_{t}\right)=\left(\left[\theta_{1}(t), \ldots, \theta_{k}(t)\right],\left[\xi_{1}(t), \ldots, \xi_{l}(t)\right]\right)$ satisfy the recursive equations (Kalman-Bucy problem)

$$
\begin{align*}
\theta_{t+1} & =a_{1} \theta_{t}+b_{1} \varepsilon_{1}(t+1) \\
\xi_{t} & =A_{1} \theta_{t}+B_{1} \varepsilon_{2}(t) \tag{14.133}
\end{align*}
$$

(compare with (14.100)). In order to formulate the conditions providing the existence of the limit $\lim _{t \rightarrow \infty} \gamma_{t}$ in terms of the matrices $a_{1}, b_{1}, A_{1}$ and $B_{1}$, it suffices to note the following. Since

$$
\xi_{t+1}=A_{1} a_{1} \theta_{t}+A_{1} b_{1} \varepsilon_{1}(t+1)+B_{1} \varepsilon_{2}(t+1)
$$

assuming

$$
\begin{aligned}
a & =a_{1}-b_{1} b_{1}^{*} A_{1}\left[A_{1} b_{1} b_{1}^{*} A_{1}^{*}+B_{1} B_{1}^{*}\right]^{-1} A_{1} a_{1} \\
A & =A_{1} a_{1} \\
b & =\left[b_{1} b_{1}^{*}-b_{1} b_{1}^{*} A_{1}^{*}\left(A_{1} b_{1} b_{1}^{*} A_{1}^{*}+B_{1} B_{1}^{*}\right)^{-1} A_{1} b_{1} b_{1}^{*}\right]^{1 / 2} \\
B & =\left(A_{1} b_{1} b_{1}^{*} A_{1}^{*}+B_{1} B_{1}^{*}\right)^{1 / 2}
\end{aligned}
$$

reduces the problem of the existence of $\lim _{t \rightarrow \infty} \gamma_{t}$ to the problem studied for the system given by (14.100).
14.4.4.

EXAMPLE 3. Let $\theta_{t}$ and $\xi_{t}$ be one-dimensional processes with

$$
\theta_{t+1}=a \theta_{t}+b \varepsilon_{1}(t+1), \quad \xi_{t+1}=A \theta_{t}+B \varepsilon_{2}(t+1)
$$

Then, if $A \neq 0, b \neq 0$ and $B \neq 0$, the conditions of Theorem 14.3 are satisfied and the limiting filtering error $\gamma^{0}=\lim _{t \rightarrow \infty} \gamma_{t}\left(\gamma_{t}=M\left(\theta_{t}-m_{t}\right)^{2}\right.$; $\left.m_{t}=M\left(\theta_{1} \mid \xi_{0}, \ldots, \xi_{t}\right)\right)$ can be defined as the positive root of the quadratic equation

$$
\gamma^{2}+\left[\frac{B^{2}\left(1-a^{2}\right)}{A^{2}}-b^{2}\right] \gamma-\frac{b^{2} B^{2}}{A^{2}}=0
$$

### 14.5 Recursive Computation of the Best Approximate Solutions (Pseudo-solutions) of Linear Algebraic Systems

14.5.1. Let the vector $y=\left(y_{1}, \ldots, y_{k}\right)$ and the matrix $A=\left\|a_{i j}\right\|$ of order $(k \times n)$ and $\operatorname{rank} A \leq \min (k, n)$ be given. Then the system of linear algebraic equations

$$
\begin{equation*}
A x=y \tag{14.134}
\end{equation*}
$$

need have no solutions, generally speaking, and even if it has, the solution need not be unique.

The vector $x^{0}$ is said to be the best approximate solution (pseudosolution) of the system of equations given by (14.134) if

$$
\begin{equation*}
\left|y-A x^{0}\right|^{2}=\inf _{x}|y-A x|^{2} ; \tag{14.135}
\end{equation*}
$$

if, also, $\left|y-A x^{\prime}\right|=\inf _{x}|y-A x|$, then

$$
\begin{equation*}
\left|x^{0}\right|^{2} \leq\left|x^{\prime}\right|^{2} \tag{14.136}
\end{equation*}
$$

where

$$
|y-A x|^{2}=\sum_{i=1}^{k}\left|y_{i}-\sum_{j=1}^{n} a_{i j} x_{j}\right|^{2}, \quad|x|^{2}=\sum_{j=1}^{n}\left|x_{j}\right|^{2}
$$

In other words, the pseudo-solution is an approximate solution having the least norm.

It is well known ${ }^{6}$ that such a solution $x^{0}$ is given by the formula

$$
\begin{equation*}
x^{0}=A^{+} y \tag{14.137}
\end{equation*}
$$

where $A^{+}$is the matrix which is the pseudo-inverse with respect to the matrix $A$ (see Section 13.1).

It is seen from (14.137) that in order to find pseudo-solutions it is necessary for the pseudo-inverse matrix $A^{+}$to be found. As will be shown in this section, taking advantage of the optimal filtering equations given by (13.56) and (13.57), one can, however, offer recursive procedures for finding the pseudo-solutions which do not require the 'pseudo-inversion' of the matrix $A$.

[^22]14.5.2. Let us start with the case where the system of algebraic equations $A x=y$ is solvable $(k \leq n)$. In this case the pseudo-solution $x^{0}=A^{+} y$ is distinguished among all the solutions $x$ by the fact that its norm is the least, i.e., $\left|x^{0}\right| \leq|x|$.

Let us introduce some additional notation. Let $t=1,2, \ldots, k$ be the numbers of the rows of the matrix $A$, let $a_{t}$ be the rows of the matrix $A$,

$$
A_{t}=\left(\begin{array}{c}
a_{1} \\
\ldots \\
a_{t}
\end{array}\right)
$$

and let $y_{t}$ be the elements of the vector $y, t=1 \ldots, k$,

$$
y^{t}=\left(\begin{array}{c}
y_{1} \\
\ldots \\
y_{t}
\end{array}\right)
$$

Consider for each $t$ (solvable) systems of linear algebraic equations ${ }^{7}$

$$
\begin{equation*}
A_{t} x=y^{t} \tag{14.138}
\end{equation*}
$$

Let

$$
\begin{equation*}
x_{t}=A_{t}^{+} y^{t}, \quad \gamma_{t}=E-A_{t}^{+} A_{t} . \tag{14.139}
\end{equation*}
$$

Theorem 14.4. The vectors $x_{t}$ and the matrices $\gamma_{t}, t=1, \ldots, k$, satisfy the system of recursive equations

$$
\begin{gather*}
x_{t+1}=x_{t}+\gamma_{t} a_{t+1}^{*}\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{+}\left(y_{t+1}-a_{t+1} x_{t}\right), \quad x_{0}=0  \tag{14.140}\\
\gamma_{t+1}=\gamma_{t}-\gamma_{t} a_{t+1}^{*}\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{+} a_{t+1} \gamma_{t}, \quad \gamma_{0}=E \tag{14.141}
\end{gather*}
$$

where

$$
\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{+}= \begin{cases}{\left[a_{t+1} \gamma_{t} a_{t+1}^{*}\right]^{-1},} & a_{t+1} \gamma_{t} a_{t+1}^{*}>0  \tag{14.142}\\ 0, & a_{t+1} \gamma_{t} a_{t+1}^{*}=0\end{cases}
$$

and the vector $x_{k}$ coincides with the pseudo-solution $x^{0}$.
If the rank of $A$ is equal to $k$, then $\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{+}=\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{-1}$ for all $t=0, \ldots, k-1$.

PROOF. Let $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ be a Gaussian vector with $M \theta=0, M \theta \theta^{*}=E$, and let

$$
\begin{equation*}
\xi^{t}=A_{t} \theta \tag{14.143}
\end{equation*}
$$

Then, by the theorem on normal correlation (Theorem 13.1) and the fact that $M \xi^{t}=0, M \theta\left(\xi^{t}\right)^{*}=A_{t}^{*}, M\left(\xi^{t}\right)\left(\xi^{t}\right)^{*}=A_{t} A_{t}^{*}$, we have

$$
m_{t}=M\left(\theta \mid \xi^{t}\right)=A_{t}^{*}\left(A_{t} A_{t}^{*}\right)^{+} \xi^{t}
$$

[^23]But by ( $6^{\circ}$ ) of Section 13.1 regarding pseudo-inverse matrices,

$$
A_{t}^{*}\left(A_{t} A_{t}^{*}\right)^{+}=A_{t}^{+}
$$

Hence

$$
\begin{equation*}
m_{t}=A_{t}^{+} \xi^{t} \tag{14.144}
\end{equation*}
$$

Next, again by the theorem on normal correlation,

$$
\begin{aligned}
\gamma_{t} & =E-A_{t}^{+} A_{t}=E-A_{t}^{*}\left(A_{t} A_{t}^{*}\right)^{+} A_{t} \\
& =M \theta \theta^{*}-M \theta\left(\xi^{t}\right)^{*}\left(M\left(\xi^{t}\right)\left(\xi^{t}\right)^{*}\right)^{+}\left(M \theta\left(\xi^{t}\right)^{*}\right)^{*}=M\left[\left(\theta-m_{t}\right)\left(\theta-m_{t}\right)^{*}\right] .
\end{aligned}
$$

On the other hand, the system of equations given by (14.143) can be represented in the following equivalent form adopted in the filtering scheme considered above:

$$
\begin{equation*}
\theta_{t+1}=\theta_{t}, \quad \theta_{0}=\theta ; \quad \xi_{t+1}=a_{t+1} \theta, \quad \xi_{0}=0 \tag{14.146}
\end{equation*}
$$

(compare with the system of equations given by (13.46) and (13.47)). We find from the filtering equations given by (13.56) and (13.57), as an application of (14.146), that

$$
\begin{gather*}
m_{t+1}=m_{t}+\gamma_{t} a_{t+1}^{*}\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{+}\left(\xi_{t+1}-a_{t+1} m_{t}\right), \quad m_{0}=0  \tag{14.147}\\
\gamma_{t+1}=\gamma_{t}-\gamma_{t} a_{t+1}^{*}\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{+} a_{t+1} \gamma_{t}, \quad \gamma_{0}=E \tag{14.148}
\end{gather*}
$$

Thus, the required recursive equation, (14.141), for $\gamma_{t}$ is established. In order to deduce (14.140) from (14.147) we proceed as follows.

Let $z=\theta^{*} x$. Then

$$
\begin{align*}
M \xi^{t} z & =M A_{t} \theta \theta^{*} x=A_{t} x=y^{t} \\
M \xi_{t} z & =M a_{t} \theta \theta^{*} x=a_{t} x=y_{t} \\
M m_{t} z & =M A_{t}^{+} \xi^{t} z=A_{t}^{+} M \xi^{t} z=A_{t}^{+} y^{t}=x_{t} \tag{14.149}
\end{align*}
$$

Multiplying the left- and right-hand sides of (14.147) by $z$ and then taking the mathematical expectation of the expressions obtained, we find

$$
M m_{t+1} z=M m_{t} z+\gamma_{t} a_{t+1}^{*}\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{+}\left[M \xi_{t+1} z-a_{t+1} M m_{t} z\right]
$$

which, together with (14.149), leads to the desired equation, (14.140).
It also follows from (14.139) and (14.137) that $x_{k}=x^{0}$.
In order to prove the concluding part of the theorem, for each prescribed $t$, let

$$
\begin{equation*}
b=a_{t+1}-\sum_{s=1}^{t} c_{s} a s_{s} \tag{14.150}
\end{equation*}
$$

where the numbers $c_{1}, \ldots, c_{t}$ are chosen so that the value of $b b^{*}$ is minimal. Denoting by $c$ the vector row $\left(c_{1}, \ldots, c_{t}\right)$, we shall write (14.150) in vectorial form

$$
\begin{equation*}
b=a_{t+1}-c A_{t} \tag{14.151}
\end{equation*}
$$

Then

$$
b b^{*}=a_{t+1} a_{t+1}^{*}-2 a_{t+1} A_{t}^{*} c^{*}+c A_{t} A_{t}^{*} c
$$

From this, because of the minimality of the value of $b b^{*}$, it follows that the vector $c=\left(c_{1}, \ldots, c_{t}\right)$ satisfies the system of linear algebraic equations $c\left(A_{t} A_{t}^{*}\right)=a_{t+1} A_{t}^{*}$ and, therefore,

$$
\begin{equation*}
c=a_{t+1} A_{t}^{*}\left(A_{t} A_{t}^{*}\right)^{+}=a_{t+1} A_{t}^{+} \tag{14.152}
\end{equation*}
$$

It follows from (14.151) and (14.152) that

$$
b=a_{t+1}\left(E-A_{t}^{+} A_{t}\right)
$$

and

$$
\begin{aligned}
b b^{*} & =a_{t+1}\left(E-2 A_{t}^{+} A_{t}+\left(A_{t}^{+} A_{t}\right)^{2}\right) a_{t+1}^{*} \\
& =a_{t+1}\left(E-A_{t}^{+} A_{t}\right) a_{t+1}^{*}=a_{t+1} \gamma_{t} a_{t+1}^{*}
\end{aligned}
$$

where we have made use of $\left(4^{\circ}\right)$, one of the properties of pseudo-inverse matrices (see Section 13.1).

If the rank of the matrix $A$ is equal to $k$, then the ranks of the matrices $A_{t}, t=1, \ldots, k_{t}$, are all equal to $t$. Hence, for any $t=1, \ldots, k$, the row $a_{t+1}$ is not a linear combination of the rows $a_{1}, \ldots, a_{t}$, and, therefore, $b b^{*}>0$. But $b b^{*}=a_{t+1} \gamma_{t} a_{t+1}^{*}$, hence $a_{t+1} \gamma_{t} a_{t+1}^{*}>0$.
14.5.3. Let us discuss now the case where the system of algebraic equations $A x=y$ is insolvable. It turns out that in this case in order to find the pseudosolution $x^{0}=A^{+} y$, a recursive procedure can be constructed which does not require 'pseudo-inversion' of the matrix $A$.

Assume that the matrix $A=\left\|a_{i j}\right\|$ has the order ( $k \times n$ ). In describing recursive processes it is essential to distinguish between the cases $k \leq n$ and $k>n$. Here we consider only the case $k \leq n$.

Theorem 14.5. Let $k \leq n$ and let the rank of $A$ equal $k$. Then the pseudosolution $x^{0}=A^{+} y$ coincides with the vector $x_{k}$ obtained from the system of recursive equations (14.140) and (14.141).

In order to prove this we need the following.

Lemma 14.10. Let $B$ be a matrix of order $(m \times n)$ and let $E$ be the unit matrix of order $(n \times n)$. Then

$$
\begin{equation*}
\lim _{\alpha \downarrow 0}\left(\alpha E+B^{*} B\right)^{-1} B^{*}=B^{+} \tag{14.153}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{\alpha \downarrow 0}\left(\alpha E+B^{*} B\right)^{-1} \alpha=E-B^{+} B \tag{14.154}
\end{equation*}
$$

PROOF. We have

$$
\begin{aligned}
\Delta(\alpha) & \equiv B^{+}-\left(\alpha E+B^{*} B\right)^{-1} B^{*}=\left(\alpha E+B^{*} B\right)^{-1}\left[\left(\alpha E+B^{*} B\right) B^{+}-B^{*}\right] \\
& =\left(\alpha E+B^{*} B\right)^{-1}\left[\alpha B^{+}+B^{*} B B^{+}-B\right]
\end{aligned}
$$

But $B^{*} B B^{+}=B^{*}\left(\right.$ see $\left(7^{\circ}\right)$, Section 13.1). Hence

$$
\Delta(\alpha)=\alpha\left(\alpha E+B^{*} B\right)^{-1} B^{+}
$$

and

$$
\begin{equation*}
\Delta(\alpha)(\Delta(\alpha))^{*}=\alpha^{2}\left(\alpha E+B^{*} B\right)^{-1}\left(B^{*} B\right)^{+}\left(\alpha E+B^{*} B\right)^{-1} \tag{14.155}
\end{equation*}
$$

since $B^{+}\left(B^{+}\right)^{*}=\left(B^{*} B\right)^{+}$(see ( $5^{\circ}$ ), Section 13.1).
If $B^{*} B$ is a diagonal matrix, then the validity of (14.153) follows from (14.155), since the zeros on the diagonals of the matrices $B^{*} B$ and $\left(B^{*} B\right)^{+}$ coincide. Otherwise, with the aid of orthogonal transformation of $S\left(S^{*}=\right.$ $S^{-1}$ ), we obtain

$$
S^{*}\left(B^{*} B\right) S=\operatorname{diag}\left(B^{*} B\right), \quad S^{*}\left(B^{*} B\right)^{+} S=\operatorname{diag}\left(B^{*} B\right)^{+}
$$

and

$$
\begin{aligned}
S^{*} \Delta(\alpha)(\Delta(\alpha))^{*} S= & \alpha\left[\alpha E+\operatorname{diag}\left(B^{*} B\right)\right]^{-1} \\
& \times \operatorname{diag}\left(B^{*} B\right)^{+}\left[\alpha E+\operatorname{diag}\left(B^{*} B\right)\right]^{-1} \rightarrow 0, \quad \alpha \downarrow 0
\end{aligned}
$$

From this, because of the nonsingularity of the matrix $S$, we obtain

$$
\Delta(\alpha)(\Delta(\alpha))^{*} \rightarrow 0, \quad \alpha \downarrow 0
$$

Thus (14.153) is established.
In order to prove (14.154), it remains only to note that, due to (14.153),

$$
\begin{aligned}
E-B^{+} B & =E-\lim _{\alpha \downarrow 0}\left(\alpha E+B^{*} B\right)^{-1} B^{*} B \\
& =E-\lim _{\alpha \downarrow 0}\left(\alpha E+B^{*} B\right)^{-1}\left(B^{*} B+\alpha E-\alpha E\right) \\
& =\lim _{\alpha \downarrow 0}\left(\alpha E+B^{*} B\right)^{-1} \alpha
\end{aligned}
$$

PROOF OF THEOREM 14.5. If the system $A x=y$ is solvable, then the required statement follows from Theorem 14.4. Let us proceed to the general case.

First of all we shall show that the vector $x_{t}=A_{t}^{+} y^{t}$ can be obtained in the following way:

$$
\begin{equation*}
x_{t}=\lim _{\alpha \downarrow 0} x_{t}^{\alpha} \tag{14.156}
\end{equation*}
$$

where $x_{t}^{\alpha}, \alpha>0$ is a solution of the solvable system of linear equations

$$
\begin{equation*}
\left(\alpha E-A_{t}^{*} A_{t}\right) x_{t}^{\alpha}=A_{t}^{*} y^{t} \tag{14.157}
\end{equation*}
$$

Indeed, let the vector $x_{t}^{\alpha}(t)=\left(x_{1}^{\alpha}(t), \ldots, x_{n}^{\alpha}(t)\right)$ minimize the functional

$$
J\left(x^{\alpha}\right)=\sum_{s=1}^{t}\left[a_{s} x^{\alpha}-y_{s}\right]^{2}+\alpha \sum_{j=1}^{m}\left(x_{j}^{\alpha}\right)^{2}
$$

where $x^{\alpha}=\left(x_{1}^{\alpha}, \ldots, x_{n}^{\alpha}\right)$. Then it is not difficult to see that

$$
\begin{equation*}
x_{t}^{\alpha}=\left(\alpha E+A_{t}^{*} A_{t}\right)^{-1} A_{t}^{*} y^{t} . \tag{14.158}
\end{equation*}
$$

It follows immediately that $x_{t}^{\alpha}$ is a solution of the solvable system of equations given by (14.157). But, by Lemma 14.10,

$$
\lim _{\alpha \downarrow 0}\left(\alpha E+A_{t}^{*} A_{t}\right)^{-1} A_{t}^{*}=A_{t}^{+}
$$

which, together with (14.158), proves the equality

$$
x_{t}=\lim _{\alpha \downarrow 0} x_{t}^{\alpha}
$$

We can deduce recursive equations for the vectors $x_{t}^{\alpha}, t \leq k$. For this purpose let us take advantage of the technique applied in proving the previous theorem.

Let $\theta=\left(\theta_{1}, \ldots, \theta_{n}\right)$ be a Gaussian vector with $M \theta=0, M \theta \theta^{*}=E$, and let $\varepsilon_{t}, t=1, \ldots, k$, be a Gaussian sequence of independent random variables with $M \varepsilon_{t}=0, M \varepsilon_{t}^{2}=1$, independent of the vector $\theta$.

Set

$$
\begin{equation*}
\xi_{t+1}=a_{t+1} \theta_{t}+\alpha^{1 / 2} \varepsilon_{t+1}, \quad \alpha>0 \tag{14.159}
\end{equation*}
$$

where $\theta_{t} \equiv \theta$. Then $m_{t}^{\alpha}=M\left(\theta_{t} \mid \xi_{1}, \ldots, \xi_{t}\right)=M\left(\theta \mid \xi_{1}, \ldots, \xi_{t}\right)$ and $\gamma_{t}^{\alpha}=$ $M\left[\left(\theta-m_{t}^{\alpha}\right)\left(\theta-m_{t}^{\alpha}\right)^{*}\right]$, according to Theorem 13.4, satisfy the following system of equations:

$$
\begin{gather*}
m_{t+1}^{\alpha}=m_{t}^{\alpha}+\frac{\gamma_{t}^{\alpha} a_{t+1}^{*}}{\alpha+a_{t+1} \gamma_{t}^{\alpha} a_{t+1}^{*}}\left(\xi_{t+1}-a_{t+1} m_{t}^{\alpha}\right), \quad m_{0}^{\alpha}=0  \tag{14.160}\\
\gamma_{t+1}^{\alpha}=\gamma_{t}^{\alpha}-\frac{\gamma_{t}^{\alpha} a_{t+1}^{*} a_{t+1} \gamma_{t}^{\alpha}}{\alpha+a_{t+1} \gamma_{t}^{\alpha} a_{t+1}^{*}}, \quad \gamma_{0}^{\alpha}=E \tag{14.161}
\end{gather*}
$$

According to Theorem 13.15, the solutions $m_{t}^{\alpha}$ and $\gamma_{t}^{\alpha}$ of these equations are given by the formulae

$$
\begin{equation*}
m_{t}^{\alpha}=\left(\alpha E+A_{t}^{*} A_{t}\right)^{-1} \sum_{s=0}^{t-1} a_{s+1}^{*} \xi_{s+1}=\left(\alpha E+A_{t}^{*} A_{t}\right)^{-1} A_{t}^{*} \xi^{t} \tag{14.162}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{t}^{\alpha}=\alpha\left(\alpha E+\sum_{s=0}^{t-1} a_{s+1}^{*} a_{s+1}\right)^{-1}=\alpha\left(\alpha E+A_{t}^{*} A_{t}\right)^{-1} \tag{14.163}
\end{equation*}
$$

Let $\Delta_{t}^{\alpha}=y_{t}-a_{t} x_{t}^{\alpha}, \Delta^{\alpha}=\left(\Delta_{1}^{\alpha}, \ldots, \Delta_{k}^{\alpha}\right), \varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right)$ and $E_{t} \Delta^{\alpha}=$ $y^{t}-A_{t} x^{\alpha}$, where $E_{t}$ is the matrix formed by the first $t$ rows of the unit matrix $E$ of dimension $(k \times k)$. Set $z=\theta^{*} x^{\alpha}+\alpha^{-1 / 2} \varepsilon^{*} \Delta^{\alpha}$. Then

$$
\begin{align*}
M \xi_{t} z & =M\left[a_{t} \theta+\alpha^{1 / 2} \varepsilon_{t}\right]\left[\theta^{*} x^{\alpha}+\alpha^{-1 / 2} \varepsilon^{*} \Delta^{\alpha}\right]=a_{t} x^{\alpha}+\Delta_{t}^{\alpha}=y_{t} . \\
M \xi^{t} z & =M\left[A_{t} \theta+\alpha^{1 / 2} E_{t} \Delta^{\alpha}\right]\left[\theta^{*} x^{\alpha}+\alpha^{-1 / 2} \varepsilon^{*} \Delta^{\alpha}\right] \\
& =A_{t} x^{\alpha}+E_{t} \Delta^{\alpha}=y^{t},  \tag{14.164}\\
M m_{t}^{\alpha} z= & \left(\alpha E+A_{t}^{*} A_{t}\right)^{-1} A_{t}^{*} M \xi^{t} z=\left(\alpha E+A_{t}^{*} A_{t}\right)^{-1} A_{t}^{*} y^{t}=x_{t}^{\alpha} . \tag{14.165}
\end{align*}
$$

Multiplying (on the right) the left- and right-hand sides of (14.160) by $z$, then taking the mathematical expectation and taking into account relations (14.164) and (14.165), we find that

$$
\begin{equation*}
x_{t+1}^{\alpha}=x_{t}^{\alpha}+\frac{\gamma_{t}^{\alpha} a_{t+1}^{*}}{\alpha+a_{t+1} \gamma_{t}^{\alpha} a_{t+1}^{*}}\left(y_{t+1}-a_{t+1} x_{t}^{*}\right), \quad x_{0}^{\alpha}=0 \tag{14.166}
\end{equation*}
$$

From Lemma 14.10 we have

$$
\lim _{\alpha \downarrow 0} \gamma_{t}^{\alpha}=E-A_{t}^{+} A_{t} \quad\left(=\gamma_{t}\right)
$$

Since the rank of $A$ is equal to $k, \alpha_{t+1} \gamma_{t}^{\alpha} a_{t+1}^{*}>0$ for all $\alpha \geq 0$, which follows from (14.163) and Theorem 14.4. Hence in (14.161) we may take the limit as $\alpha \downarrow 0$, yielding for $\gamma_{t}=\lim _{\alpha \downarrow 0} \gamma_{t}^{\alpha}$ the equation

$$
\gamma_{t+1}=\gamma_{t}-\gamma_{t} a_{t+1}^{*}\left(a_{t+1} \gamma_{t} a_{t+1}^{*}\right)^{-1} a_{t+1} \gamma_{t}, \quad \gamma_{0}=E
$$

Finally, taking the limit as $\alpha \downarrow 0$ in (14.166), we obtain from (14.156) the required equation, (14.140).

Note. The system of recursive relations given by (14.166) and (14.161) for $\alpha>0$ holds true for the case $k>n$, $\operatorname{rank} A \leq n$ as well. Thus, with the aid of this system the vectors $x_{k}^{\alpha}=\left(\alpha E+A^{*} A\right)^{-1} A^{*} y \rightarrow A^{+} y$ for the matrix $A$ ( $k \times n$ ) of $\operatorname{rank} r \leq \min (k, n)$ can be found (see Lemma 14.10).

### 14.6 Kalman Filter under Wrong Initial Conditions

Here, we consider a Kalman filtering model with a vector signal $\theta_{t}$ (of size $k$ ) and a vector observation $\xi_{t}$ (of size $\ell$ ) defined by recursions

$$
\begin{align*}
\theta_{t+1} & =a \theta_{t}+b \varepsilon_{1}(t+1) \\
\xi_{t+1} & =A \xi_{t}+B \varepsilon_{2}(t+1) \tag{14.167}
\end{align*}
$$

where $a, A, b$, and $B$ are matrices of dimension $(k \times k),(\ell \times k),(k \times k),(\ell \times \ell)$ respectively and $\left(\left(\varepsilon_{1}(t)\right)_{t \geq 1},\left(\varepsilon_{2}(t)\right)_{t \geq 1}\right.$ are zero-mean vector white noises (of sizes $k, \ell$ respectively) with unit covariance matrices. White noises $\left(\left(\varepsilon_{1}(t)\right)_{t \geq 1}\right.$ and $\left(\varepsilon_{2}(t)\right)_{t \geq 1}$ are assumed to be orthogonal to each other. The recursion for $\theta_{t}$ is subject to a random initial condition $\theta_{0}$ with $M \theta_{0}^{*} \theta_{0}<\infty$ orthogonal to $\left(\left(\varepsilon_{1}(t)\right)_{t \geq 1},\left(\varepsilon_{2}(t)\right)_{t \geq 1}\right.$. Assume that $\xi_{0}=0$ and that $B B^{*}$ is a nonsingular matrix. If

$$
m_{0}=M \theta_{0} \quad \text { and } \quad \gamma_{0}=M\left(\theta_{0}-m\right)\left(\theta_{0}-m\right)^{*}
$$

are known parameters, then the Kalman filter is defined as (see Corollary 3 to Theorem 13.4)

$$
\begin{align*}
m_{t} & =a m_{t-1}+a \gamma_{t-1} A^{*}\left[A \gamma_{t-1} A^{*}+B B^{*}\right]^{-1}\left(\xi_{t}-A m_{t-1}\right)  \tag{14.168}\\
\gamma_{t} & =a \gamma_{t-1} a^{*}+b b^{*}-a \gamma_{t-1} A^{*}\left[A \gamma_{t-1} A^{*}+B B^{*}\right]^{-1} A \gamma_{t-1} a^{*}
\end{align*}
$$

subject to the initial conditions $m_{0}$ and $\gamma_{0}$. For every fixed $t, m_{t}$ is the orthogonal projection $\widehat{M}\left(\theta_{t} \mid \xi_{[1, t]}\right)$ of $\theta_{t}$ on the linear space generated by $\left(1, \xi_{1}, \cdots, \xi_{t}\right)$ while

$$
\gamma_{t}=M\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*}
$$

i.e., $m_{t}$ is a linear optimal (in the mean square sense) filtering estimate for $\theta_{t}$, given the observation $\xi_{[1, t]}=\left\{\xi_{s}, 1 \leq s \leq t\right\}$. If $\left(\theta_{0},\left(\varepsilon_{1}(t), \varepsilon_{2}(t)\right)_{t \geq 0}\right)$ forms the Gaussian object, then $m_{t}$ is the conditional expectation for $\theta_{t}$ given the $\sigma$ algebra generated by $\xi_{[1, t]}$. If only the noises $\left(\varepsilon_{1}(t), \varepsilon_{2}(t)\right)_{t \geq 0}$ are Gaussian but $\theta_{0}$ is not, the Kalman filter (14.168) creates only the linear optimal estimate, that is for any $t$

$$
\begin{equation*}
\gamma_{t} \geq M\left(X_{t}-\pi_{t}\right)\left(X_{t}-\pi_{t}\right)^{*}, \tag{14.169}
\end{equation*}
$$

where $\pi_{t}$ is the conditional expectation $M\left(\theta_{t} \mid \xi_{[1, t]}\right)$ defined by a nonlinear filter of more sophisticated structure than the Kalman filter. Nevertheless, the use of the Kalman filter instead of the nonlinear one makes sense, if $m_{t}$ 'forgets' the distribution of $\theta_{0}$ in the sense that ( $\|\cdot\|^{2}$ is the Euclidean norm)

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M\left\|m_{t}-\pi_{t}\right\|^{2}=0 \tag{14.170}
\end{equation*}
$$

Assume now that even the parameters $m_{0}$ and $\gamma_{0}$ of the distribution $\theta_{0}$ are unknown. Then one can apply wrong $m_{0}^{\prime}$ and $\gamma_{0}^{\prime}$ (nonnegative definite matrix). In this case, $m_{t}^{\prime}$, $\gamma_{t}^{\prime}$, being defined by the same Kalman filter, are neither the orthogonal projection nor the matrix of filtering errors. Moreover, the use of such a filter makes sense provided that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M\left\|m_{t}^{\prime}-\pi_{t}\right\|^{2}=\lim _{t \rightarrow \infty} M\left\|m_{t}^{\prime}-m_{t}\right\|^{2}=0 \tag{14.171}
\end{equation*}
$$

We establish below the validity of (14.171) under the assumptions of Theorem 14.3 on matrices

$$
G_{1}=\left(\begin{array}{c}
A \\
A a \\
\vdots \\
A a^{k-1}
\end{array}\right) \quad \text { and } \quad G_{2}=\left(\begin{array}{llll}
b & a b & \cdots & a^{k-1} b
\end{array}\right)
$$

In what follows, we assume that matrices $G_{1}, G_{2}$ have rank $k$. Then by Theorem $14.3 \lim _{t \rightarrow \infty} \gamma_{t}=\gamma$ exists and is independent of $\gamma_{0}$. Moreover, $\gamma$ is a positive definite matrix, being the unique solution (in the class of symmetric positive definite matrices) of the algebraic equation

$$
\begin{equation*}
\gamma=a \gamma a^{*}+b b^{*}-a \gamma A^{*}\left[A \gamma A^{*}+B B^{*}\right]^{-1} A \gamma a^{*} \tag{14.172}
\end{equation*}
$$

and

$$
\lim _{t \rightarrow \infty} M\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*}=\gamma
$$

For further analysis, introduce, the so-called Kalman gain

$$
K_{t}=a \gamma_{t} A^{*}\left(A \gamma_{t} A^{*}+B B^{*}\right)^{-1}
$$

and note that there exists a limit matrix

$$
\begin{equation*}
K:=a \gamma A^{*}\left(A \gamma A^{*}+B B^{*}\right)^{-1}=\lim _{t \rightarrow \infty} K_{t} . \tag{14.173}
\end{equation*}
$$

Lemma 4.11. Let the assumptions of Theorem 14.3 be fulfilled. Then the eigenvalues of the matrix $a-K A$ lie inside the unit circle.

PROOF. With $K_{t-1}$ defined as above, the recursion for $\gamma_{t}$ can be rewritten as

$$
\gamma_{t}=\left(a-K_{t-1} A\right) \gamma_{t-1}\left(a-K_{t-1} A\right)^{*}+b b^{*}+K_{t-1} B B^{*} K_{t-1}^{*}
$$

and, therefore, passing to limit with $t \rightarrow \infty$, we find

$$
\begin{equation*}
\gamma=(a-K A) \gamma(a-K A)^{*}+b b^{*}+K B B^{*} K^{*} \tag{14.174}
\end{equation*}
$$

Let $\varphi$ be a left eigenvector of the matrix $a-K A$ corresponding to eigenvalue $\lambda\left(\lambda^{*}\right)$. Since $\gamma$ is a positive definite matrix, $\varphi \gamma \varphi^{*}=c>0$. Then, multiplying the right-hand side of (14.174) from the left by $\varphi$ and from the right by $\varphi^{*}$, we arrive at a linear equation with respect to $|\lambda|^{2}$

$$
c=|\lambda|^{2} c+\varphi\left[b b^{*}+K B B^{*} K^{*}\right] \varphi^{*}
$$

which implies $|\lambda| \leq 1$. If simultaneously $\varphi K \neq 0, \varphi b \neq 0$, then, by virtue of the assumption that $B B^{*}$ is positive definite, we have $\varphi\left[b b^{*}+K B B^{*} K^{*}\right] \varphi^{*}=$ $c_{1}>0$ and so, $|\lambda|<1$. Hence, it remains to show only that ' $\varphi K=0, \varphi b=0$ ' contradicts the assumptions of the lemma. Assume ' $\varphi K=0, \varphi b=0$ ' holds. Then $\varphi$ is the left eigenvector of the matrix $a$ with the eigenvalue $\lambda$. In this case, the ( $k \times k$ )-matrix $G_{2} G_{2}^{*}=b b^{*}+a b b^{*} a^{*}+\cdots+a^{k-1} b b^{*}\left(a^{s-1}\right)^{*}$ is singular:

$$
\varphi G_{2} G_{2}^{*} \varphi^{*}=0
$$

and at the same time the rank of $G_{2}$ is $k$. The contradiction obtained confirms the statement of the lemma.
14.6.1 Asymptotically Optimal Kalman Filter. Assume the rank of both $G_{1}$ and $G_{2}$ is $k$. Consider a linear Kalman type filter in which the limiting matrix $\gamma$ involves $\gamma$ instead of $\gamma_{t}$

$$
\begin{equation*}
\widetilde{m}_{t}=a \widetilde{m}_{t-1}+a \gamma A^{*}\left[A \gamma A^{*}+B B^{*}\right]^{-1}\left(\xi_{t}-A \widetilde{m}_{t-1}\right) \tag{14.175}
\end{equation*}
$$

subject to a reasonable initial condition $\widetilde{m}_{0}$.

Theorem 14.6. Assume $\theta_{0}$ is an arbitrarily distributed random vector with $M\left\|\theta_{0}\right\|^{2}<\infty$. Denote $m_{t}=\widehat{M}\left(\theta_{t} \mid \xi_{[1, t]}\right)$ and $\pi_{t}=M\left(\theta_{t} \mid \xi_{[0, t]}\right)$. Then

1. $\lim _{t \rightarrow \infty} M\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*}=\lim _{t \rightarrow \infty} M\left(\theta_{t}-\widetilde{m}_{t}\right)\left(\theta_{t}-\widetilde{m}_{t}\right)^{*}=\gamma ;$
2. with Gaussian noises $\left(\varepsilon_{1}(t), \varepsilon_{2}(t)\right)_{t \geq 1}$,

$$
\lim _{t \rightarrow \infty} M\left(\theta_{t}-\pi_{t}\right)\left(\theta_{t}-\pi_{t}\right)^{*}=\lim _{t \rightarrow \infty} M\left(\theta_{t}-\widetilde{m}_{t}\right)\left(\theta_{t}-\widetilde{m}_{t}\right)^{*}=\gamma ;
$$

3. ${ }^{8}$ with Gaussian noises $\left(\varepsilon_{1}(t), \varepsilon_{2}(t)\right)_{t \geq 1}, \theta_{t}-\pi_{t}, t \rightarrow \infty$ converges in distribution to a zero-mean Gaussian vector with covariance $\gamma$.

PROOF. 1. Let us note that

$$
\begin{aligned}
M\left(\theta_{t}-\widetilde{m}_{t}\right)\left(\theta_{t}-\tilde{m}_{t}\right)^{*}= & M\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*} \\
& +M\left(m_{t}-\widetilde{m}_{t}\right)\left(m_{t}-\widetilde{m}_{t}\right)^{*}
\end{aligned}
$$

It suffices therefore to show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M\left\|m_{t}-\widetilde{m}_{t}\right\|^{2}=0 \tag{14.176}
\end{equation*}
$$

We now convert the recursion for $m_{t}$ to a form more relevant for verifying the validity of (14.176). Introduce an innovation difference (see Theorem 13.5)

$$
\bar{\varepsilon}_{t}=\left[A \gamma_{t-1} A^{*}+B B^{*}\right]^{-1 / 2}\left(\xi_{t}-A m_{t-1}\right)
$$

which forms white noise $\left(\bar{\varepsilon}_{t}\right)_{t \geq 1}$ with a unit covariance matrix. Then, by the definition of the matrices $K_{t-1}$ and $K$ (see (14.173))

$$
\begin{equation*}
m_{t}=a m_{t-1}+K\left(\xi_{t}-A m_{t-1}\right)+\left(K_{t-1}-K\right)\left[A \gamma_{t-1} A^{*}+B B^{*}\right]^{1 / 2} \bar{\varepsilon}_{t} \tag{14.177}
\end{equation*}
$$

and at the same time

$$
\begin{equation*}
\widetilde{m}_{t}=A \widetilde{m}_{t-1}+K\left(\xi_{t}-A \tilde{m}_{t-1}\right) \tag{14.178}
\end{equation*}
$$

(14.177) and (14.178) imply for $\Delta_{t}=m_{t}-\widetilde{m}_{t}$ the recursion

$$
\begin{equation*}
\Delta_{t}=(a-K A) \Delta_{t-1}+\left(K_{t-1}-K\right)\left[A \gamma_{t-1} A^{*}+B B^{*}\right]^{1 / 2} \bar{\varepsilon}_{t} \tag{14.179}
\end{equation*}
$$

Denote by $V_{t}=M \Delta_{t} \Delta_{t}^{*}$ and note that (14.179) implies

[^24]$V_{t}=(a-K A) V_{t-1}(a-K A)^{*}+\left(K_{t-1}-K\right)\left[A \gamma_{t-1} A^{*}+B B^{*}\right]\left(K_{t-1}-K\right)^{*}$.
Since by Lemma 4.11 the eigenvalues of the matrix ( $a-K A$ ) lie within the unit circle and $K_{t-1}-K \rightarrow 0, t \rightarrow \infty$, it follows that $\lim _{t \rightarrow \infty} V_{t}=0$.
2. We use the upper bound $M\left(\theta_{t}-\pi_{t}\right)\left(\theta_{t}-\pi_{t}\right)^{*} \leq M\left(\theta_{t}-\widetilde{m}_{t}\right)\left(\theta_{t}-\widetilde{m}_{t}\right)^{*}$ and the lower bound $M\left(\theta_{t}-\pi_{t}\right)\left(\theta_{t}-\pi_{t}\right)^{*} \geq M\left(\theta_{t}-\pi_{t}^{\circ}\right)\left(\theta_{t}-\pi_{t}^{\circ}\right)^{*}$, where $\pi_{t}^{\circ}=$ $M\left(\theta_{t} \mid \theta_{0}, \xi_{[1, t]}\right)$. Under the assumption made, the conditional distributions $P\left(\theta_{t} \leq x \mid \theta_{0}, \xi_{[1, t]}\right), t \geq 0$ are Gaussian with probability one (see Chapter 13), and moreover $\pi_{t}^{\circ}$ is defined as:
\[

$$
\begin{aligned}
\pi_{t}^{\circ} & =a \pi_{t-1}^{\circ}+a \gamma_{t-1}^{\circ} A^{*}\left[A \gamma_{t-1}^{\circ} A^{*}+B B^{*}\right]^{-1}\left(\xi_{t}-A \pi_{t-1}^{\circ}\right) \\
\gamma_{t}^{\circ} & =a \gamma_{t-1}^{\circ} a^{*}+b b^{*}-a \gamma_{t-1}^{\circ} A^{*}\left[A \gamma_{t-1}^{\circ} A^{*}+B B^{*}\right]^{-1} A \gamma_{t-1}^{\circ} a
\end{aligned}
$$
\]

subject to $\pi_{0}^{\circ}=\theta_{0}, \gamma_{0}^{\circ}=0$. By Theorem $14.3 \lim _{t \rightarrow \infty} \gamma_{t}^{\circ}=\gamma$, that is

$$
\lim _{t \rightarrow 0} M\left(\theta_{t}-\pi_{t}^{\circ}\right)\left(\theta_{t}-\pi_{t}^{\circ}\right)^{*}=\gamma
$$

Coupled with the first statement of the theorem, this implies the validity of the second statement as well.
3. Since for any $t, \theta_{t}-\pi_{t}^{\circ}$ is a zero-mean Gaussian vector with covariance $\gamma_{t}^{\circ}$, its distribution converges weakly to the distribution of a zero-mean Gaussian vector with covariance $\gamma$. Therefore (see, for example, Theorem 4.1 in [19]) the required result holds provided that $\pi_{t}-\pi_{t}^{\circ} \rightarrow 0, t \rightarrow 0$ in probability. To verify this, note that

$$
M\left(\pi_{t}-\pi_{t}^{\circ}\right)\left(\pi_{t}-\pi_{t}^{\circ}\right)^{*}=M\left(\theta_{t}-\pi_{t}\right)\left(\theta_{t}-\pi_{t}\right)^{*}-M\left(\theta_{t}-\pi_{t}^{\circ}\right)\left(\theta_{t}-\pi_{t}^{\circ}\right)^{*}
$$

Thus 3. is implied by 2.

## Notes and References. 1

14.1-14.2. In these sections we have systematically used the fact that a stationary sequence with rational spectrum is a component of a multidimensional stationary process obeying the system of recursive equations given by (14.15) (see also Section 15.3). The idea of deducing recursive equations has been borrowed from Laning and Battin [184].
14.3. The optimal control problem for a linear system with a quadratic performance index has been studied by Krasovsky and Lidsky [162], Letov [188] and Kalman, Falb and Arbib [141]. The same control problem with incomplete data has been presented in Aoki [5], Meditch [227] and Wonham [311].
14.4. Theorem 14.3 is analogous to the similar result due to Kalman [139] for the case of continuous time, see also Section 16.2.
14.5. The results obtained in this section have been obtained by Albert and Sittler [2] and also Zhukovsky and Liptser [334].

## Notes and References. 2

14.1. The application of the Kalman filter of the minimal dimension for a homogeneous finite-state-space Markov process as an unobservable signal can be found in $[200,201]$.
14.6. For the continuous time case, statements similar to Theorem 14.6 can be found in Ocone and Pardoux [249]. Statement 3. of Theorem 14.6 is proved differently in Makowski and Sowers [224]. Different approaches to the analysis for discrete time filters can be found in Budhiraja and Ocone [33].

## 15. Linear Estimation of Random Processes

### 15.1 Wide-Sense Wiener Processes

15.1.1. In the previous chapter the interrelation between properties in the 'wide' and in the 'strict' sense, which is frequently applied in probability theory, was used in finding optimal linear estimates for stationary sequences with rational spectra. Thus it was enough for our purposes to consider the case of Gaussian sequences (Lemma 14.1) for the construction of the optimal mean square linear estimate. This technique will now be used in problems of linear estimation of processes with continuous time. Here the consideration of the concept of a wide-sense Wiener process turns out to be useful.
15.1.2.

Definition. The measurable random process $W=\left(W_{t}\right), t \geq 0$, given on a probability space $(\Omega, \mathcal{F}, P)$ is called a wide-sense Wiener process if

$$
\begin{align*}
W_{0} & =0 \quad(P \text {-a.s. }), \\
M W_{t} & =0, \quad t \geq 0 \\
M W_{t} W_{s} & =t \wedge s . \tag{15.1}
\end{align*}
$$

It is clear that any Wiener process is a wide-sense Wiener process at the same time. Another example of a wide-sense Wiener process is the process

$$
\begin{equation*}
W_{t}=\pi_{t}-t \tag{15.2}
\end{equation*}
$$

where $\Pi=\left(\pi_{t}\right), t \geq 0$, is a Poisson process with $P\left(\pi_{0}=0\right)=1$ and $P\left(\pi_{t}=k\right)=e^{-t}\left(t^{k} / k!\right)$.

Let $\mathcal{F}_{t}, t \geq 0$, be a nondecreasing family of sub- $\sigma$-algebras of $\mathcal{F}$, let $z=\left(z_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a Wiener process, and let $a=\left(a_{t}(\omega), \mathcal{F}_{t}\right), t \geq 0$, be some process with $M a_{t}^{2}(\omega)>0,0<t<T$. Then the process

$$
\begin{equation*}
W_{t}=\int_{0}^{t} \frac{a_{s}(\omega)}{\sqrt{M a_{s}^{2}(\omega)}} d z_{s}, \quad 0 \leq t \leq T \tag{15.3}
\end{equation*}
$$

is another example of a wide-sense Wiener process. Note that this process has ( $P$-a.s.) a continuous modification.

It is seen from the definition that a wide-sense Wiener process is a 'process with orthogonal increments', i.e.,

$$
\left.M\left[W_{t_{2}}-W_{t_{1}}\right] W_{s_{2}}-W_{s_{1}}\right]=0
$$

if $s_{1}<s_{2}<t_{1}<t_{2}$.
Let $\Phi(d \lambda),-\infty<\lambda<\infty$, be the orthogonal spectral measure with $M \Phi(d \lambda)=0, M|\Phi(d \lambda)|^{2}=d \lambda / 2 \pi$. It is known from the spectral theory of stationary processes that for any measurable function $\varphi(\lambda)$, such that

$$
\int_{-\infty}^{\infty}|\varphi(\lambda)|^{2} d \lambda<\infty
$$

one can define the stochastic integral ${ }^{1}$

$$
I(\varphi, \Phi)=\int_{-\infty}^{\infty} \varphi(\lambda) \Phi(d \lambda)
$$

having the following two essential properties:

$$
\begin{gather*}
M \int_{-\infty}^{\infty} \varphi(\lambda) \Phi(d \lambda)=0  \tag{15.4}\\
M \int_{-\infty}^{\infty} \varphi_{1}(\lambda) \Phi(d \lambda) \overline{\int_{-\infty}^{\infty} \varphi_{2}(\lambda) \Phi(d \lambda)}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \varphi_{1}(\lambda) \bar{\varphi}_{2}(\lambda) d \lambda . \tag{15.5}
\end{gather*}
$$

Lemma 15.1. The random process

$$
\begin{equation*}
W_{t}=\int_{-\infty}^{\infty} \frac{e^{i \lambda t}-1}{i \lambda} \Phi(d \lambda) \tag{15.6}
\end{equation*}
$$

is a wide-sense Wiener process.
PROOF. Only the property $M W_{s} W_{t}=s \wedge t$ is not obvious. In order to verify it we shall denote by $\Delta=\left(t_{1}, t_{2}\right)$ and $\Delta^{\prime}=\left(s_{1}, s_{2}\right)$ two nonintersecting intervals. Then

$$
\begin{aligned}
M\left[W_{t_{2}}-W_{t_{1}}\right]\left[W_{s_{2}}-W_{s_{1}}\right] & =M\left[W_{t_{2}}-W_{t_{1}}\right] \overline{\left[W_{s_{2}}-W_{s_{1}}\right]} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(e^{i \lambda t_{2}}-e^{i \lambda t_{1}}\right)\left(e^{-i \lambda s_{2}}-e^{-i \lambda s_{1}}\right) \frac{d \lambda}{\lambda^{2}}
\end{aligned}
$$

But if

$$
\chi_{\Delta}(t)= \begin{cases}1, & t \in \Delta \\ 0, & t \notin \Delta,\end{cases}
$$

then, by virtue of Parseval's theorem,

[^25]$$
\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(e^{i \lambda t_{2}}-e^{i \lambda t_{1}}\right)\left(e^{-i \lambda s_{2}}-e^{-i \lambda s_{1}}\right) \frac{d \lambda}{\lambda^{2}}=\int_{-\infty}^{\infty} \chi_{\Delta}(t) \chi_{\Delta^{\prime}}(t) d t=0
$$

Hence

$$
\begin{equation*}
M\left[W_{t_{2}}-W_{t_{1}}\right]\left[W_{s_{2}}-W_{s_{1}}\right]=0 \tag{15.7}
\end{equation*}
$$

Similarly, it can be shown that

$$
\begin{equation*}
M\left[W_{t_{2}}-W_{t_{1}}\right]^{2}=\int_{-\infty}^{\infty}\left(\chi_{\Delta}(t)\right)^{2} d t=t_{2}-t_{1} \tag{15.8}
\end{equation*}
$$

It follows from (15.7) and (15.8) that this process is a process with uncorrelated increments and with $M W_{t}^{2}=t$. Hence, if $t>s$, then

$$
M W_{t} W_{s}=M\left[W_{t}-W_{s}+W_{s}\right] W_{s}=M W_{s}^{2}=s=t \wedge s
$$

Similarly, at $t<s$

$$
M W_{t} W_{s}=t \wedge s
$$

It is useful to note that if the wide-sense Wiener process $W_{t}, t \geq 0$, is Gaussian, then it has a continuous modification that is a Brownian motion process. Indeed, because of the normality, $M\left[W_{t}-W_{s}\right]^{4}=3\left(M\left[W_{t}-W_{s}\right]^{2}\right)^{2}=$ $3|t-s|^{2}$. Hence, by the Kolmogorov criterion (Theorem 1.10) the process considered has a continuous modification that by definition (see Section 1.4) is a Brownian motion process.
15.1.3. Let $f(\cdot) \in L_{2}[0, T]$. Using the wide-sense Wiener process $W=\left(W_{t}\right)$, $t \geq 0$, one can define the Itô stochastic integral (in a wide sense)

$$
\begin{equation*}
I_{T}(f)=\int_{0}^{T} f(s) d W_{s} \tag{15.9}
\end{equation*}
$$

by defining

$$
\begin{equation*}
I_{T}(f)=\text { l.i.m.n } \sum_{k} f_{n}\left(t_{k}^{(n)}\right)\left[W_{t_{k+1}^{(n)}}-W_{t_{k}^{(n)}}\right] \tag{15.10}
\end{equation*}
$$

(where $f_{n}(t)$ is an array of simple functions $\left(f_{n}(t)=f_{n}\left(t_{k}^{(n)}\right)\right.$ for $t_{k}^{(n)}<t \leq$ $\left.t_{k+1}^{(n)}, 0=t_{0}^{(n)}<t_{1}^{(n)}<\cdots<t_{n}^{(n)}=T\right)$, having the property that

$$
\begin{equation*}
\lim _{n} \int_{0}^{T}\left[f(t)-f_{n}(t)\right]^{2} d t=0 \tag{15.11}
\end{equation*}
$$

The integral thus defined has the following properties (compare with Subsection 4.2.5):

$$
\begin{align*}
I_{T}\left(a f_{1}+b f_{2}\right)= & a I_{T}\left(f_{1}\right)+b I_{T}\left(f_{2}\right), \quad a, b=\text { constant, } f_{i} \in L_{2}[0, T]  \tag{15.12}\\
& \int_{0}^{t} f(s) d W_{s}=\int_{0}^{u} f(s) d W_{s}+\int_{u}^{t} f(s) d W_{s} \tag{15.13}
\end{align*}
$$

where

$$
\begin{equation*}
\int_{u}^{t} f(s) d W_{s}=\int_{0}^{T} f(s) \chi_{(u, t]}(s) d W_{s} \tag{15.14}
\end{equation*}
$$

and $\chi_{(u t]}(s)$ is the characteristic function of the set $u<s \leq t$. The process $I_{t}(t)=\int_{0}^{t} f(s) d W_{s}$ is continuous over $t$ in the mean square

$$
\begin{gather*}
M \int_{0}^{t} f(s) d W_{s}=0  \tag{15.15}\\
M \int_{0}^{t} f_{1}(s) d W_{s} \int_{0}^{t} f_{2}(s) d W_{s}=\int_{0}^{t} f_{1}(s) f_{2}(s) d s, \quad f_{i} \in L_{2}[0, T] \tag{15.16}
\end{gather*}
$$

If $^{2}$

$$
\int_{0}^{T}|g(s)| d s<\infty, \quad \int_{0}^{T} f^{2}(s) d s<\infty
$$

then

$$
\begin{align*}
\int_{0}^{t} g(s) d s \int_{0}^{t} f(s) d W_{s}= & \int_{0}^{t}\left(\int_{0}^{s} g(u) d u\right) f(s) d W_{s} \\
& +\int_{0}^{t}\left(\int_{0}^{s} f(u) d W_{u}\right) g(s) d s \tag{15.17}
\end{align*}
$$

The existence of the integral in (15.9) and the properties formulated can be verified in the same way as in the case of the Itô stochastic integral for a Wiener process (see Section 4.2).
15.1.4. Let $a(t), b(t), f(t), t \leq T$, be measurable (deterministic) functions such that

$$
\begin{align*}
& \int_{0}^{T}|a(t)| d t<\infty, \quad \int_{0}^{T} b^{2}(t) d t<\infty,  \tag{15.18}\\
& \int_{0}^{T}\left(|f(t) a(t)|+|f(t) b(t)|^{2}\right) d t<\infty . \tag{15.19}
\end{align*}
$$

Set

$$
\begin{equation*}
\xi_{t}=\int_{0}^{t} a(s) d s+\int_{0}^{t} b(s) d W_{s} \tag{15.20}
\end{equation*}
$$

where $W_{s}, s \geq 0$, is a wide-sense Wiener process.

$$
\begin{aligned}
& { }^{2} \text { The last integral in (15.17) exists due to the Fubini theorem and the inequality } \\
& \qquad \begin{aligned}
M \int_{0}^{T}\left|\int_{0}^{s} f(u) d W_{u}\right||g(s)| d s & \leq \int_{0}^{T}\left(M\left[\int_{0}^{s} f(u) d W_{u}\right]^{2}\right)^{1 / 2}|g(s)| d s \\
& =\int_{0}^{T}\left(\int_{0}^{s} f^{2}(u) d u\right)^{1 / 2}|g(s)| d s<\infty .
\end{aligned}
\end{aligned}
$$

With this process the integral $\int_{0}^{t} f(s) d \xi_{s}$ can be defined by setting

$$
\begin{equation*}
\int_{0}^{t} f(s) d \xi_{s}=\text { l.i.m. } \cdot n \sum_{k} f_{n}\left(t_{k}^{(n)}\right)\left[\xi_{t_{k+1}^{(n)}}-\xi_{t_{k}^{(n)}}\right] \tag{15.21}
\end{equation*}
$$

where $f_{n}(t)$ is a sequence of simple functions such that

$$
\lim _{n} \int_{0}^{T}\left[|a(t)|\left|f(t)-f_{n}(t)\right|+b^{2}(t)\left|f(t)-f_{n}(t)\right|^{2}\right] d t=0
$$

The integrals $\int_{0}^{t} f(s) d \xi_{s}$ thus defined are $\mathcal{F}_{t}^{\xi}$-measurable and have the property that ( $P$-a.s.)

$$
\begin{equation*}
\int_{0}^{t} f(s) d \xi_{s}=\int_{0}^{t} f(s) a(s) d s+\int_{0}^{t} f(s) b(s) d W_{s}, \quad 0 \leq t \leq T \tag{15.22}
\end{equation*}
$$

(compare with Subsection 4.2.11).
15.1.5. Let $\nu=\left(\nu_{t}\right), t \geq 0$, be a process with orthogonal increments, with $M\left(\nu_{t}-\nu_{s}\right)=0$ and

$$
\begin{equation*}
M\left(\nu_{t}-\nu_{s}\right)^{2}=\int_{s}^{t} a^{2}(u) d u \tag{15.23}
\end{equation*}
$$

where $\int_{0}^{T} a^{2}(u) d u<\infty$. For deterministic (measurable) functions $f(t)$ satisfying the condition

$$
\begin{equation*}
\int_{0}^{T} a^{2}(u) f^{2}(u) d u<\infty \tag{15.24}
\end{equation*}
$$

one can also define the stochastic integral

$$
\begin{equation*}
\int_{0}^{T} f(s) d \nu_{s} \tag{15.25}
\end{equation*}
$$

as the limit (in the mean square) of the corresponding integral sums

$$
\sum_{k} f_{n}\left(s_{k}^{(n)}\right)\left[\nu_{s_{k+1}^{(n)}}-\nu_{s_{k}^{(n)}}\right]
$$

at $n \rightarrow \infty$, where the sequence of the simple functions $f_{n}(s)$ is such that

$$
\int_{0}^{T}\left|f_{n}(s)-f(s)\right|^{2} a^{2}(s) d s \rightarrow 0, \quad n \rightarrow \infty
$$

The correctness of such a definition can be established in the same way as in the case of stochastic integrals of a square integrable martingale ${ }^{3}$ for which the corresponding predictable increasing process is absolutely continuous with probability one (see Theorem 5.10).

[^26]Note two useful properties of the integral in (15.25);

$$
\begin{gather*}
M \int_{0}^{T} f(s) d \nu_{s}=0  \tag{15.26}\\
M \int_{0}^{T} f_{1}(s) d \nu_{s} \int_{0}^{T} f_{2}(s) d \nu_{s}=\int_{0}^{T} f_{1}(s) f_{s}(s) a^{2}(s) d s \tag{15.27}
\end{gather*}
$$

(it is assumed that $\int_{0}^{T} f_{i}^{2}(s) a^{2}(s) d s<\infty, i=1,2$ ).
In the case, where the process $\nu=\left(\nu_{t}\right), t \geq 0$ is also a martingale and $a^{2}(u)>0,0 \leq u \leq T$, the process

$$
\begin{equation*}
W_{t}=\int_{0}^{t} \frac{d \nu_{s}}{a(s)} \tag{15.28}
\end{equation*}
$$

is a Brownian motion process (as was shown in Theorem 5.12). Discarding the assumption on the martingale property leads us to the following result.

Lemma 15.2. Let $\nu=\left(\nu_{t}\right), t \geq 0$, be a process with orthogonal increments, $M\left(\nu_{t}-\nu_{s}\right)=0$,

$$
M\left(\nu_{t}-\nu_{s}\right)^{2}=\int_{s}^{t} a^{2}(u) d u
$$

If $\inf _{0 \leq u \leq T} a^{2}(u)>0$ and $\int_{0}^{T} a^{2}(u) d u<\infty$, then the process ${ }^{4}$

$$
W_{t}=\int_{0}^{t} \frac{d \nu_{s}}{a(s)}
$$

is a wide-sense Wiener process.
PROOF. It is seen that $M W_{t}=0, M W_{t}^{2}=t$. Finally, due to (15.27),

$$
\begin{aligned}
M W_{t} W_{s}=M \int_{0}^{t} \frac{d \nu_{u}}{a(u)} \int_{0}^{s} \frac{d \nu_{u}}{a(u)} & =M \int_{0}^{t \vee s} \chi_{(u \leq t)} \frac{d \nu_{u}}{a(u)} \int_{0}^{t \vee s} \chi_{(v \leq s)} \frac{d \nu_{v}}{a(v)} \\
& =\int_{0}^{t \vee s} \chi_{(u \leq t)} \chi_{(u \leq s)} d u=t \wedge s
\end{aligned}
$$

[^27]15.1.6. Let the deterministic (measurable) functions $a_{0}(t), a_{1}(t)$ and $b(t)$ be such that
\[

$$
\begin{equation*}
\int_{0}^{T}\left|a_{i}(t)\right| d t<\infty, \quad \int_{0}^{T} b^{2}(t) d t<\infty, \quad i=0,1 \tag{15.29}
\end{equation*}
$$

\]

Consider the linear equation

$$
\begin{equation*}
x_{t}=x_{0}+\int_{0}^{t}\left[a_{0}(s)+a_{1}(s) x_{s}\right] d s+\int_{0}^{t} b(s) d W_{s} \tag{15.30}
\end{equation*}
$$

where $W=\left(W_{s}\right), s \geq 0$, is a wide-sense Wiener process, and $x_{0}$ is a random variable uncorrelated with $W$ with $M x_{0}^{2}<\infty$ (as in the case of the Wiener process, Equation (15.30) will be written symbolically as $d x_{t}=\left[a_{0}(t)+\right.$ $\left.\left.a_{1}(t) x_{t}\right] d t+b(t) d W_{t}\right)$.

If $W=\left(W_{s}\right), s \geq 0$, is a Wiener process, then, according to Theorem 4.10, Equation (15.30) has a unique continuous ( $P$-a.s.) solution given by the formula

$$
\begin{align*}
x_{t}= & \exp \left\{\int_{0}^{t} a_{1}(u) d u\right\}\left\{x_{0}+\int_{0}^{t} \exp \left[-\int_{0}^{s} a_{1}(u) d u\right] a_{0}(s) d s\right. \\
& \left.+\int_{0}^{t} \exp \left[-\int_{0}^{s} a_{1}(u) d u\right] b(s) d W_{s}\right\} \tag{15.31}
\end{align*}
$$

The stochastic integral on the right-hand side of (15.31) is defined for a wide-sense Wiener process as well. (15.31) in the case of the Wiener process $W_{s}$ holds true also in the mean square sense. Hence, it also holds true in the mean square sense when $W_{s}$ is a wide-sense Wiener process which proves the existence of a solution of equation (15.30) with a wide-sense Wiener process given by (15.31). It is not difficult to convince oneself, using (15.17), that the process $x_{t}, 0 \leq t \leq T$, is continuous in the mean square. Let $y_{t}, 0 \leq t \leq T$, be another similar solution of Equation (15.30). Then $\Delta_{t}=x_{t}-y_{t}, 0 \leq t \leq T$, satisfies the equation

$$
\Delta_{t}=\int_{0}^{t} a_{1}(s) \Delta_{s} d s
$$

and, therefore, is a continuous ( $P$-a.s.) process, whence

$$
\left|\Delta_{t}\right| \leq \int_{0}^{t}\left|a_{1}(s) \| \Delta_{s}\right| d s
$$

By Lemma 4.13, $\Delta_{s}=0$ ( $P$-a.s.), $0 \leq t \leq T$. Hence

$$
P\left\{\sup _{0 \leq t \leq T}\left|x_{t}-y_{t}\right|>0\right\}=0
$$

Now let $W=\left(W_{1}, \ldots, W_{n}\right)$ be an $n$-dimensional wide-sense Wiener process (each of the processes $W_{i}=\left(W_{i}(t)\right), t \geq 0, i=1, \ldots, n$, is a wide-sense Wiener process, and the components $W_{i}, W_{j}$ at $i \neq j$ are uncorrelated).

Let there be given the random vector $x_{0}=\left(x_{1}(0), \ldots, x_{n}(0)\right)$, uncorrelated with $W, \sum_{i=1}^{n} M x_{i}^{2}(0)<\infty$, the vector function $a_{0}(t)=\left(a_{01}(t), \ldots\right.$, $a_{0 n}(t)$ ), and the matrices $a_{1}(t)=\left\|a_{i j}^{1}(t)\right\|$ and $b(t)=\left\|b_{i j}(t)\right\|$ of dimension $(n \times n)$. We shall ălso assume that for the elements $a_{0 i}(t), a_{i j}^{1}(t)$ and $b_{i j}(t)$ the associated conditions given by (15.29) are satisfied. Then, as in the case $n=1$, the equation

$$
\begin{equation*}
x_{t}=x_{0}+\int_{0}^{t}\left[a_{0}(s)+a_{1}(s) x_{s}\right]+\int_{0}^{t} b(s) d W_{s} \tag{15.32}
\end{equation*}
$$

has the unique continuous (in the mean square) solution $x_{t}=\left(x_{1}(t), \ldots, x_{n}(t)\right)$ given by the formula

$$
\begin{equation*}
x_{t}=\Phi_{0}^{t}\left\{x_{0}+\int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} a_{0}(s) d s+\int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) d W_{s}\right\}, \tag{15.33}
\end{equation*}
$$

where $\Phi_{0}^{t}$ is the fundamental matrix

$$
\begin{equation*}
\frac{d \Phi_{0}^{t}}{d t}=a_{1}(t) \Phi_{0}^{t}, \quad \Phi_{0}^{0}=E_{(n \times n)} . \tag{15.34}
\end{equation*}
$$

For the process $x_{t}$ so obtained, let $n_{t}=M x_{t}, \Gamma(t, s)=M\left(x_{t}-n_{t}\right)\left(x_{s}-\right.$ $\left.n_{s}\right)^{*}, \Gamma_{t}=\Gamma(t, t)$.

Theorem 15.1. The vector $n_{t}$ and the matrix $\Gamma_{t}$ are solutions of the differential equations

$$
\begin{gather*}
\frac{d n_{t}}{d t}=a_{0}(t)+a_{1}(t) n_{t}  \tag{15.35}\\
\frac{d \Gamma_{t}}{d t}=a_{1}(t) \Gamma_{t}+\Gamma_{t} a_{1}^{*}(t)+b(t) b^{*}(t) \tag{15.36}
\end{gather*}
$$

The matrix $\Gamma(t, s)$ is given by the formula

$$
\Gamma(t, s)= \begin{cases}\Phi_{s}^{t} \Gamma_{s}, & t \geq s,  \tag{15.37}\\ \Gamma_{t}\left(\Phi_{t}^{s}\right)^{*}, & t \leq s,\end{cases}
$$

where $\Phi_{s}^{t}=\Phi_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1}, t \geq s$.
PROOF. Equation (15.35) can be obtained by averaging both sides in (15.32). It follows from (15.33) that the solution of Equation (15.35) is defined by the formula

$$
\begin{equation*}
n_{t}=\Phi_{0}^{t}\left\{n_{0}+\int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} a_{0}(s) d s\right\} \tag{15.38}
\end{equation*}
$$

Next, let $V_{t}=x_{t}-n_{t}$. Then it follows from (15.33) and (15.38) that

$$
\begin{equation*}
V_{t}=\Phi_{0}^{t}\left\{V_{0}+\int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) d W_{s}\right\} \tag{15.39}
\end{equation*}
$$

from which, due to the lack of correlation of $x_{0}$ and $W$, we obtain

$$
\begin{aligned}
\Gamma_{t} & =M V_{t} V_{t}^{*} \\
& =\Phi_{0}^{t}\left\{M V_{0} V_{0}^{*}+M \int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) d W_{s}\left(\int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) d W_{s}\right)^{*}\right\}\left(\Phi_{0}^{t}\right)^{*}
\end{aligned}
$$

Since the components of the process $W$ are uncorrelated, from (15.15) and (15.16) it follows that

$$
\begin{aligned}
& M \int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) d W_{s}\left(\int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) d W_{s}\right)^{*} \\
= & \int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) b^{*}(s)\left[\left(\Phi_{0}^{s}\right)^{-1}\right]^{*} d s
\end{aligned}
$$

Therefore,

$$
\Gamma_{t}=\Phi_{0}^{t}\left\{\Gamma_{0}+\int_{0}^{t}\left(\Phi_{0}^{s}\right)^{-1} b(s) b^{*}(s)\left[\left(\Phi_{0}^{s}\right)^{-1}\right]^{*} d s\right\}\left(\Phi_{0}^{t}\right)^{*}
$$

By differentiating the right-hand side of this relation and taking into account (15.34) we arrive at the required equation, (15.36).

Let us now establish (15.37). Let $t \geq s$. Then

$$
\begin{aligned}
\Gamma(t, s)= & M V_{t} V_{s}^{*} \\
= & \Phi_{0}^{t}\left\{M V_{0} V_{0}^{*}\right. \\
& \left.+M\left[\int_{0}^{t}\left(\Phi_{0}^{u}\right)^{-1} b(u) d W_{u}\right]\left[\int_{0}^{t} \chi_{(s \geq u)}\left(\Phi_{0}^{u}\right)^{-1} b(u) d W_{u}\right]\left(\Phi_{0}^{s}\right)^{*}\right\} \\
= & \Phi_{s}^{t} \Phi_{0}^{s}\left\{\Gamma_{0}+\int_{0}^{s}\left(\Phi_{0}^{u}\right)^{-1} b(u) b^{*}(u)\left[\left(\Phi_{0}^{u}\right)^{-1}\right]^{*} d u\right\}\left(\Phi_{0}^{s}\right)^{*}=\Phi_{s}^{t} \Gamma_{s}
\end{aligned}
$$

The other side of (15.37) can be verified for $t \leq s$ in the same fashion.
15.1.7. For the process $x_{t}, 0 \leq t \leq T$, satisfying Equation (15.30), for $t>s$ let

$$
R(t, s)=\Gamma(t, s) \Gamma_{s}^{+}
$$

For $s<u<t$, let us show that

$$
\begin{equation*}
R(t, s)=R(t, u) R(u, s) \tag{15.40}
\end{equation*}
$$

In order to prove this relation it suffices to consider the case where $x_{0}=0$, $a_{0}(s) \equiv 0$, and $W_{s}$ is a Wiener process. Then it follows from the theorem on normal correlation (Theorem 13.1) that

$$
M\left(x_{t} \mid x_{u}\right)=R(t, u) x_{u}
$$

It follows from (15.33) that the process $x_{t}$ is a Markov process, and, in particular,

$$
M\left(x_{t} \mid x_{s}, x_{u}\right)=M\left(x_{t} \mid x_{u}\right) \quad(P-\text { a.s. })
$$

Consequently,

$$
M\left(x_{t}-R(t, u) x_{u} \mid x_{s}, x_{u}\right)=0
$$

and, therefore,

$$
M\left(x_{t} x_{s}^{*} \Gamma_{s}^{+}-R(t, u) x_{u} x_{s}^{*} \Gamma_{s}^{+}\right)=0
$$

which proves (15.40).
Thus, for the process $x_{t}, 0 \leq t \leq T$, satisfying Equation (15.32), the function $R(t, s)$ satisfies (15.40). The converse holds true, in a certain sense, as well.

Theorem 15.2. Let $x=\left(x_{1}(t), \ldots, x_{n}(t)\right), 0 \leq t \leq T$ be a random process with the first two moments $n_{t}=M x_{t}$ and $\Gamma(t, s)=M\left[\left(x_{t}-n_{t}\right)\left(x_{s}-n_{s}\right)^{*}\right]$ given. Assume that the matrix $R(t, s)=\Gamma(t, s) \Gamma_{s}^{+}$satisfies (15.40) and that the following assumptions are satisfied
(1) there exist a vector $a_{0}(t)$ and matrices $a_{1}(t)$ and $B(t)$ such that their elements belong to $L_{1}[0, t]$;
(2) the elements of the matrices $R(t, s)$ are continuous over $t(t>s)$, and

$$
R(t, s)=R(s, s)+\int_{s}^{t} a_{1}(u) R(u, s) d u
$$

(3) the elements of the matrices $\gamma_{t}=\Gamma(t, t)$ are continuous and

$$
\Gamma_{t}=\Gamma_{0}+\int_{0}^{t}\left[a_{1}(u) \Gamma_{u}+\Gamma_{u} a_{1}^{*}(u)\right] d u+\int_{0}^{t} B(u) d u
$$

(4) the elements of the vectors $n_{t}$ are continuous over $t$, and

$$
n_{t}=n_{0}+\int_{0}^{t}\left[a_{0}(u)_{+} a_{1}(u) n_{u}\right] d u
$$

Then there exists a wide-sense Wiener process $W_{t}=\left(W_{1}(t), \ldots, W_{n}(t)\right)$, such that ( $P$-a.s.) for all $t, 0 \leq t \leq T$,

$$
\begin{equation*}
x_{t}=x_{0}+\int_{0}^{t}\left[a_{0}(s)+a_{1}(s) x_{s}\right] d s+\int_{0}^{t} B^{1 / 2}(s) d W_{s} . \tag{15.41}
\end{equation*}
$$

PROOF. Let $\tilde{W}_{t}, 0 \leq t \leq T$, be some $n$-dimensional wide-sense Wiener process, and let $\tilde{x}_{0}$ be an $n$-dimensional vector with the same first two moments as $x_{0}$ and independent of $\tilde{W}_{t}, 0 \leq t \leq T$. Assume that for almost all $s$, $0 \leq s \leq T$, the matrices $B(s)$ are nonnegative definite. Let the process $\tilde{x}_{t}$, $0 \leq t \leq T$, be a solution of the equation (Subsection 15.1.6)

$$
\tilde{x}_{t}=\tilde{x}_{0}+\int_{0}^{t}\left[a_{0}(s)+a_{1}(s) \tilde{x}_{s}\right] d s+\int_{0}^{t} B^{1 / 2}(e) d \tilde{W}_{s} .
$$

Then, due to Theorem 15.1 and assumptions (1)-(4), the first two moments in the processes $x_{t}$ and $\tilde{x}_{t}$ coincide. Therefore, the first two moments in the processes

$$
\begin{align*}
\nu_{t} & =x_{t}-x_{0}-\int_{0}^{t}\left[a_{0}(s)+a_{1}(s) x_{s}\right] d s \\
\tilde{\nu}_{t} & =\tilde{x}_{t}-\tilde{x}_{0}-\int_{0}^{t}\left[a_{0}(s)+a_{1}(s) \tilde{x}_{s}\right] d s \tag{15.42}
\end{align*}
$$

also coincide.
But $\tilde{\nu}_{t}=\int_{0}^{t} B^{1 / 2}(s) d \tilde{W}_{s}$ is a process with orthogonal increments and, hence, so also is the process $\nu_{t}, 0 \leq t \leq T$.

If the matrices $B(t)$ are positive definite for almost all $t, 0 \leq t \leq T$, the process

$$
W_{t}=\int_{0}^{t} B^{-1 / 2}(s) d \nu_{s}
$$

by the multidimensional version of Lemma 15.2, is a wide-sense Wiener process. Hence $\nu_{t}=\int_{0}^{t} B^{1 / 2}(s) d W_{s}$, which, together with (15.42), proves (15.41) in this case.

If the matrices $B(t)$ for almost all $t, 0 \leq t \leq T$, are nonnegative definite, then

$$
W_{t}=\int_{0}^{t}\left[B^{1 / 2}(s)\right]^{+} d \nu_{s}+\int_{0}^{t}\left[E-\left(B^{1 / 2}(s)\right)^{+}\left(B^{1 / 2}(s)\right)\right] d z_{s}
$$

where $z_{t}, 0 \leq t \leq T$, is an $n$-dimensional wide-sense Wiener process uncorrelated with the initial process $x_{t}, 0 \leq t \leq T$. (Such a process exists, if the initial probability space is sufficiently 'rich'). Then, as in Lemma 10.4, we can show that the process $W_{t}, 0 \leq t \leq T$, thus defined is a wide-sense Wiener process.

Let us show now that the assumption made on the nonnegative definiteness of the matrices $B(t)$ (for almost all $t, 0 \leq t \leq T$ ) is a consequence of conditions (2) and (3) of the theorem.

The properties of the matrices $B(t)$ depend only on the properties of the first two moments of the process $x_{t}, 0 \leq t \leq T$; hence, without loss of generality, this process can be considered Gaussian. Then, by the theorem on normal correlation, the matrix

$$
\Gamma(t+\Delta, t+\Delta)-\Gamma(t+\Delta, t) \Gamma^{+}(t, t) \Gamma^{*}(t+\Delta, t), \quad 0 \leq t \leq t+\Delta \leq T
$$

is symmetric and nonnegative definite. By the properties of pseudo-inverse matrices (see Section 13.1),

$$
\Gamma^{+}(t, t)=\Gamma^{+}(t, t) \Gamma(t, t) \Gamma^{+}(t, t), \quad\left(\Gamma^{+}(t, t)\right)^{*}=\left(\Gamma^{*}(t, t)\right)^{+}=\Gamma^{+}(t, t)
$$

Hence, the matrix

$$
\begin{align*}
& \Gamma(t+\Delta, t+\Delta)-\Gamma(t+\Delta, t) \Gamma^{+}(t, t) \Gamma(t, t)\left(\Gamma^{+}(t, t)\right)^{*} \Gamma^{*}(t+\Delta, t) \\
= & \Gamma(t+\Delta, t+\Delta)-R(t+\Delta, t) \Gamma(t, t) R^{*}(t+\Delta, t) \tag{15.43}
\end{align*}
$$

is also symmetric and nonnegative definite. After simple transformations we find from (12.43), (2), (3) and the formula $\Gamma(u, t) \Gamma^{+}(t, t) \Gamma(t, t)=\Gamma(u, t)$, $u \geq t$ (see the proof of Theorem 13.1), that

$$
B(t)=\lim _{\Delta \downarrow 0} \frac{1}{\Delta}\left\{\Gamma(t+\Delta, t+\Delta)-R(t+\Delta, t) \Gamma(t, t) R^{*}(t+\Delta, t)\right\}
$$

(for almost all $t, 0 \leq t \leq T$ ). Consequently, the matrices $B(t)$ for almost all $t$ are nonnegative definite.

EXAMPLE. Let $W=\left(W_{t}\right), 0 \leq t \leq 1$, be a wide-sense Wiener process and let

$$
\xi_{t}=W_{1} \cdot t+W_{t}
$$

(i.e., $d \xi_{t}=W_{1} d t+d W_{t}, \xi_{0}=0$ ).

Using the theorem above, we shall show that there exists a wide-sense Wiener process $\bar{W}_{t}, 0 \leq t \leq 1$, such that ( $P$-a.s.)

$$
\xi_{t}=\int_{0}^{t} \frac{3 \xi_{s}}{1+3 s} d s+\bar{W}_{t}
$$

(compare with Theorem 7.12).
Indeed, in our case $M \xi_{t} \equiv 0$ and $\Gamma(t, s)=M \xi_{t} \xi_{s}=3 t s+t \wedge s$. We obtain from this, for $t \geq s>0$,

$$
R(t, s)=\frac{3 t s+s}{3 s^{2}+s}=\frac{3 t+1}{3 s+1}
$$

This function satisfies the condition of (15.40) and it is easy to see that

$$
a_{0}(t) \equiv 0, \quad a_{1}(t)=\frac{3}{+3 t}, \quad B(t) \equiv 1
$$

Note that in our case the values of $\bar{W}_{t}$ are $\mathcal{F}_{t}^{\xi}$-measurable for all $t, 0 \leq t \leq 1$.

### 15.2 Optimal Linear Filtering for some Classes of Nonstationary Processes

15.2.1. Let $W_{1}=\left(W_{11}, \ldots, W_{1 k}\right)$ and $W_{2}=\left(W_{21}, \ldots, W_{2 l}\right)$ be mutually uncorrelated wide-sense Wiener processes. We shall discuss the random process $(\theta, \xi)=\left[\theta_{t}, \xi_{t}\right], t \geq 0$, whose components $\theta_{t}=\left[\theta_{1}(t), \ldots, \theta_{k}(t)\right]$ and $\xi_{t}=\left[\xi_{1}(t), \ldots, \xi_{l}(t)\right], t \geq 0$, satisfy the system of stochastic equations

$$
\begin{align*}
d \theta_{t} & =\left[a_{0}(t)+a_{1}(t) \theta_{t}+a_{2}(t) \xi_{t}\right] d t+b_{1}(t) d W_{1}(t)+b_{2}(t) d W_{2}(t) \\
d \xi_{t} & =\left[A_{0}(t)+A_{1}(t) \theta_{t}+A_{2}(t) \xi_{t}\right] d t+B_{1}(t) d W_{1}(t)+B_{2}(t) d W_{2}(t) \tag{15.44}
\end{align*}
$$

where the coefficients satisfy the conditions of Subsection 10.3.1. Assume as well that the vector of the initial values of $\left(\theta_{0}, \xi_{0}\right)$ is uncorrelated with the processes $W_{1}$ and $W_{2}$, with $M\left(\theta_{0}^{*} \theta_{0}+\xi_{0}^{*} \xi_{0}\right)<\infty$.

Taking advantage of the results of Chapter 10, let us construct optimal (in the mean square sense) linear estimates of the unobservable component $\theta_{t}$ from the observations $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$.

Definition. We shall say that the vector $\lambda_{t}=\left[\lambda_{1}(t, \xi), \ldots, \lambda_{k}(t, \xi)\right]$ is a linear estimate of the vector $\theta_{t}$ from $\xi_{0}^{t}$, if the values of $\lambda_{j}(t, \xi)$ belong ${ }^{5}$ to a closed linear subspace generated by the variables $\xi_{s}, s \leq t ; j=1, \ldots, k$.

The linear estimate $\lambda_{t}=\left[\lambda_{1}(t, \xi), \ldots, \lambda_{k}(t, \xi)\right]$ will be called optimal if for any other linear estimate $\bar{\lambda}_{t}=\left[\bar{\lambda}_{1}(t, \xi), \ldots, \bar{\lambda}_{k}(t, \xi)\right]$ the following holds:

$$
M\left[\theta_{j}(t)-\lambda_{j}(t, \xi)\right]^{2} \leq M\left[\theta_{j}(t)-\bar{\lambda}_{j}(t, \xi)\right]^{2}, \quad j=1, \ldots, k
$$

Note that the value of $\lambda_{j}(t, \xi)$ is frequently written $\hat{M}\left(\theta_{j}(t) \mid \mathcal{F}_{t}^{\xi}\right)$ and called the wide-sense conditional mathematical expectation of the random variable $\theta_{j}(t)$ with respect to the $\sigma$-algebra $\mathcal{F}_{t}^{\xi}$.
15.2.2.

Theorem 15.3. The optimal linear estimate $\lambda_{t}$ of the vector $\theta_{t}$ from the observations $\xi_{0}^{t}$ can be defined from the system of equations

$$
\begin{align*}
d \lambda_{t}= & {\left[a_{0}(t)+a_{1}(t) \lambda_{t}+a_{2}(t) \xi_{t}\right] d t+\left[(b \circ B)(t)+\gamma_{t} A_{1}^{*}(t)\right] } \\
& \times(B \circ B)^{-1}(t)\left[d \xi_{t}-\left(A_{0}(t)+A_{1}(t) \lambda_{t}+A_{2}(t) \xi_{t}\right) d t\right],  \tag{15.45}\\
\dot{\gamma}_{t}= & a_{1}(t) \gamma_{t}+\gamma_{t} a_{1}^{*}(t)+(b \circ b)(t)  \tag{15.46}\\
& -\left[(b \circ B)(t)+\gamma_{t} A_{1}^{*}(t)\right](B \circ B)^{-1}(t)\left[(b \circ B)(t)+\gamma_{t} A_{1}^{*}(t)\right]^{*},
\end{align*}
$$

with

$$
\begin{equation*}
\lambda_{0}=M \theta_{0}+\operatorname{cov}\left(\theta_{0}, \xi_{0}\right) \operatorname{cov}^{+}\left(\xi_{0}, \xi_{0}\right)\left(\xi_{0}-M \xi_{0}\right) \tag{15.47}
\end{equation*}
$$

[^28]\[

$$
\begin{equation*}
\gamma_{0}=\operatorname{cov}\left(\theta_{0}, \theta_{0}\right)-\operatorname{cov}\left(\theta_{0}, \xi_{0}\right) \operatorname{cov}^{+}\left(\xi_{0}, \xi_{0}\right) \operatorname{cov}^{*}\left(\theta_{0}, \xi_{0}\right) \tag{15.48}
\end{equation*}
$$

\]

In this case $\gamma_{t}=M\left[\left(\theta_{t}-\lambda_{t}\right)\left(\theta_{t}-\lambda_{t}\right)^{*}\right]$.
PROOF. Let $\left(\tilde{\theta}_{t}, \tilde{\xi}_{t}\right), t \geq 0$ be the Gaussian process satisfying (15.44) where, instead of the processes ( $W_{1}, W_{2}$ ), the mutually independent Wiener processes $\left(\tilde{W}_{1}, \tilde{W}_{2}\right)$ are considered. Assume that the first two moments in ( $\left.\tilde{\theta}_{0}, \tilde{\xi}_{0}\right)$ are the same as those in the vector $\left(\theta_{0}, \xi_{0}\right)$ and that $\left(\tilde{\theta}_{0}, \tilde{\xi}_{0}\right)$ does not depend on the processes $\left(W_{1}, W_{2}\right)$. Let

$$
\tilde{\lambda}_{t}=M\left(\tilde{\theta}_{t} \mid \mathcal{F}_{t}^{\tilde{\xi}}\right), \quad \tilde{\gamma}_{t}=M\left[\left(\tilde{\theta}_{t}-\tilde{\lambda}_{t}\right)\left(\tilde{\theta}_{t}-\tilde{\lambda}_{t}\right)^{*}\right]
$$

Then, according to Theorem $10.3, \tilde{\lambda}_{t}$ and $\tilde{\gamma}_{t}$ satisfy the system of equations given by (15.45) and (15.46) with the substitution of $\xi_{t}$ for $\tilde{\xi}_{t}$ and $\lambda_{t}$ for $\tilde{\lambda}_{t}$, and with $\gamma_{t} \equiv \tilde{\gamma}_{t}$. It follows from (15.45) that the estimate $\lambda_{t}$ is linear (compare with (15.33)).

Let us show now that the estimate $\lambda_{t}$ is optimal. Let $q_{j}(t, \xi)$ be some linear estimate of $\theta_{j}(t)$ from $\xi_{0}^{t}$, and let $q_{j}^{(n)}(t, \xi)$ be a sequence of linear estimates from $\xi_{t_{0}^{(n)}}, \ldots, \xi_{t_{n}^{(n)}}$, where

$$
T^{(n)}=\left\{t_{0}^{(n)}, \ldots, t_{n}^{(n)}\right\} \subseteq T^{(n+1)}=\left\{t_{0}^{(n+1)}, \ldots, t_{n+1}^{(n+1)}\right\}, t_{0}^{(n)} \equiv 0, t_{n}^{(n)} \equiv t
$$

such that

$$
q_{j}(t, \xi)=\text { l.i.m. } \cdot n q_{j}^{(n)}(t, \xi)
$$

Set $\tilde{\lambda}_{j}^{(n)}(t, \tilde{\xi})=M\left(\tilde{\theta}_{j}(t) \mid \mathcal{F}_{t, n}^{\tilde{\xi}}\right)$ where $\mathcal{F}_{t, n}^{\tilde{\xi}}=\sigma\left\{\omega: \tilde{\xi}_{t_{0}^{(n)}}, \ldots \tilde{\xi}_{t_{n}^{(n)}}\right\}$, and denote by $\lambda_{j}^{(n)}(t, \xi)$ the estimate obtained from $\tilde{\lambda}_{j}^{(n)}(t, \xi)$ by means of the substitution of the values of $\tilde{\xi}_{t_{0}^{(n)}}, \ldots, \tilde{\xi}_{t_{n}^{(n)}}$ for $\xi_{t_{0}^{(n)}}, \ldots, \xi_{t_{n}^{(n)}}$. By Lemma 14.1, the linear estimate $\lambda_{j}^{(n)}(t, \xi)$ is an optimal linear estimate of $\theta_{t}$ from the values of $\xi_{t_{0}^{(n)}}, \ldots, \xi_{t_{n}^{(n)}}$, i.e.,

$$
M\left[\theta_{j}(t)-\lambda_{j}^{(n)}(t, \xi)\right]^{2} \leq M\left[\theta_{j}(t)-q_{j}^{(n)}(t, \xi)\right]^{2} .
$$

But

$$
M\left[\lambda_{j}(t, \xi)-\lambda_{j}^{(n)}(t, \xi)\right]^{2}=M\left[\tilde{\lambda}_{j}(t, \tilde{\xi})-\tilde{\lambda}_{j}^{(n)}(t, \tilde{\xi})\right]^{2}
$$

It can be established in the same way as in the proof of Lemma 10.1 that

$$
\lim _{n} M\left[\tilde{\lambda}_{j}(t, \tilde{\xi})-\tilde{\lambda}_{j}^{(n)}(t, \tilde{\xi})\right]^{2}=0
$$

Hence,

$$
\begin{aligned}
M\left[\theta_{j}(t)-\lambda_{j}(t, \xi)\right]^{2} & =\lim _{n} M\left[\theta_{j}(t)-\lambda_{j}^{(n)}(t, \xi)\right]^{2} \\
& \leq \lim _{n} M\left[\theta_{j}(t)-q_{j}^{(n)}(t, \xi)\right]^{2}=M\left[\theta_{j}(t)-q_{j}(t, \xi)\right]^{2}
\end{aligned}
$$

which proves the optimality of the estimate $\lambda_{j}(t, \xi), j=1, \ldots, k$.
Note. It can be verified in similar fashion that the optimal (in the mean square sense) linear estimates of interpolation and extrapolation for the process $\left(\theta_{t}, \xi_{t}\right)$ satisfying the system of equations given by (15.44) can be obtained from the corresponding estimates for the case of the Gaussian processes $\left(\tilde{\theta}_{t}, \tilde{\xi}_{t}\right)$.
15.2.3. We present now two examples illustrating the possibilities of the application of Theorem 15.3.

These examples are particularly useful in the sense that the processes considered are given in the form of a system of equations different from (15.44), the system considered above.

EXAMPLE 1 . Let $y_{t}$ and $z_{t}$ be mutually independent Wiener processes. Consider the process $\left(\theta_{t}, \xi_{t}\right), t \geq 0$, satisfying the system of stochastic equations

$$
\begin{align*}
d \theta_{t} & =-\theta_{t} d t+\left(1+\theta_{t}\right) d y_{t} \\
d \xi_{t} & =\theta_{t} d t+d z_{t} \tag{15.49}
\end{align*}
$$

where $\xi_{0}=0$ and $\theta_{0}$ is a random variable independent of the Wiener processes $y_{t}, z_{t}, t \geq 0$, with $M \theta_{0}=m$ and $M\left(\theta_{0}-m\right)^{2}=\gamma>0$.

Set

$$
W_{1}(t)=\int_{0}^{t} \frac{1+\theta_{s}}{\sqrt{M\left(1+\theta_{s}\right)^{2}}} d y_{s}, \quad W_{2}(t)=z_{t}
$$

These two processes are mutually uncorrelated wide-sense Wiener processes, and

$$
\begin{align*}
& d \theta_{t}=-\theta_{t} d t+\sqrt{M\left(1+\theta_{t}\right)^{2}} d W_{1}(t) \\
& d \xi_{t}=\theta_{t} d t+d W_{2}(t) \tag{15.50}
\end{align*}
$$

Unlike (15.49), this system is a particular case of the system of equations given by (15.44). Hence, by Theorem 15.3, the optimal linear estimate $\lambda_{t}$ of values of $\theta_{t}$ from $\xi_{0}^{t}=\left(\xi_{s}, s \leq t\right)$ and the filtering error $\gamma_{t}=M\left[\theta_{t}-\lambda_{t}\right]^{2}$ can be defined from the equations

$$
\begin{aligned}
d \lambda_{t} & =-\lambda_{t} d t+\gamma_{t}\left(d \xi_{t}-\lambda_{t} d t\right), \quad \lambda_{0}=m \\
\dot{\gamma}_{t} & =-2 \gamma_{t}+M\left(1+\theta_{t}\right)^{2}-\gamma_{t}^{2}, \quad \gamma_{0}=\gamma
\end{aligned}
$$

For the complete solution of the problem it is necessary to compute

$$
\begin{aligned}
& M\left(1+\theta_{t}\right)^{2}=1+2 n_{t}+\Delta_{t}+n_{t}^{2} \\
& n_{t}=M \theta_{t}, \quad \Delta_{t}=M\left(\theta_{t}-n_{t}\right)^{2}
\end{aligned}
$$

where

$$
n_{t}=n_{0}-\int_{0}^{t} n_{s} d s
$$

We find from (15.50) that

$$
n_{t}=n_{0}-\int_{0}^{t} n_{s} d s
$$

and, due to the Itô formula

$$
\begin{aligned}
\Delta_{t}= & M\left(\theta_{t}-n_{t}\right)^{2} \\
= & M\left\{\left(\theta_{0}-n_{0}\right)^{2}-2 \int_{0}^{t}\left(\theta_{s}-n_{s}\right)^{2} d s\right. \\
& \left.+\int_{0}^{t}\left(1+\theta_{s}\right)^{2} d s+2 \int_{0}^{t}\left(\theta_{s}-n_{s}\right)\left(1+\theta_{s}\right) d y\right\} \\
= & \Delta_{0}-2 \int_{0}^{t} \Delta_{s} d s+\int_{0}^{t}\left(1+\Delta_{s}+2 n_{s}+n_{s}^{2}\right) d s
\end{aligned}
$$

Therefore, the optimal linear estimate $\lambda_{t}$ and the error $\gamma_{t}$ can be defined from the system of equations

$$
\begin{align*}
d \lambda_{t} & =-\lambda_{t} d t+\gamma_{t}\left(d \xi_{t}-\lambda_{t} d t\right) \\
\dot{\gamma}_{t} & =-2 \gamma_{t}-\gamma_{t}^{2}+1+\Delta_{t}+2 n_{t}+n_{t}^{2} \\
\dot{n}_{t} & =-n_{t} \\
\dot{\Delta}_{t} & =-\Delta_{t}+1+2 n_{t}+n_{t}^{2} \tag{15.51}
\end{align*}
$$

where $\lambda_{0}=n_{0}=m$ and $\gamma_{0}=\Delta_{0}=\gamma$.
EXAMPLE 2. Again let $y$ and $z_{t}$ be mutually independent Wiener processes, and let the process $\left(\theta_{t}, \xi_{t}\right), t \geq 0$, be defined from the equations

$$
\begin{align*}
d \theta_{t} & =-\theta_{t} d t+d y_{t}, \\
d \xi_{t} & =-\theta_{t}^{3} d t+d z_{t}, \tag{15.52}
\end{align*}
$$

where $\xi_{0}=0$ and $\theta_{0}$ is Gaussian, $M \theta_{0}=0, M \theta_{0}^{2}=\frac{1}{2}$, independent of the processes $y_{t}$ and $z_{t}$. Consider the problem of linear estimation of the variables $\theta_{t}$ and $\theta_{t}^{3}$ from $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$.

Let $\theta_{1}(t)=\theta_{t}$ and $\theta_{2}(t)=\theta_{t}^{3}$. With the aid of the Itô formula we can easily see that

$$
d \theta_{2}(t)=-3 \theta_{2}(t) d t+3 \theta_{1}(t) d t+3 \theta_{1}^{2}(t) d y_{t} .
$$

Thus, $\theta_{1}(t)$ and $\theta_{2}(t)$ satisfy the system of stochastic equations

$$
\begin{align*}
d \theta_{1}(t) & =-\theta_{1}(t) d t+d y_{t} \\
d \theta_{2}(t) & =\left[-3 \theta_{2}(t)+3 \theta_{1}(t)\right] d t+3 \theta_{1}^{2}(t) d y_{t} . \tag{15.53}
\end{align*}
$$

Let

$$
W_{1}(t)=y_{t}, \quad W_{2}(t)=\sqrt{2} \int_{0}^{t} \theta_{1}^{2}(s) d y_{s}-\frac{y_{t}}{\sqrt{2}}, \quad W_{3}(t)=z_{t}
$$

It is not difficult to verify that $W_{1}(t), W_{2}(t)$ and $W_{3}(t)$ are mutually uncorrelated wide-sense Wiener processes. Therefore, the processes $\theta_{1}(t), \theta_{2}(t)$ and $\xi_{t}$ satisfy the system of equations

$$
\begin{align*}
d \theta_{1}(t) & =-\theta_{1}(t) d t+d W_{1}(t) \\
d \theta_{2}(t) & =\left[-3 \theta_{2}(t)+3 \theta_{1}(t)\right] d t+\frac{3}{2} d W_{1}(t)+\frac{3}{\sqrt{2}} d W_{2}(t) \\
d \xi_{t} & =\theta_{2}(t) d t+d W_{3}(t) \tag{15.54}
\end{align*}
$$

where $\xi_{0}=0$ and the vector $\left(\theta_{1}(0), \theta_{2}(0)\right)$ has the following moments:

$$
\begin{gathered}
M \theta_{1}(0)=M \theta_{2}(0)=0, \quad M \theta_{1}^{2}(0)=\frac{1}{2}, \quad M \theta_{1}(0) \theta_{2}(0)=M \theta_{0}^{4}=\frac{3}{4} \\
M \theta_{2}^{2}(0)=M \theta_{0}^{6}=\frac{15}{8}
\end{gathered}
$$

(15.54) is of the type (15.44), and, therefore, optimal linear estimates for $\theta_{1}(t)=\theta_{t}$ and $\theta_{2}(t)=\theta_{t}^{3}$ can be found from the system of equations given by (15.45) and (15.46).

### 15.3 Linear Estimation of Wide-Sense Stationary Random Processes with Rational Spectra

15.3.1. The object of this section is to show how Theorem 15.3 can be applied to the construction of optimal linear estimates for the processes listed in the title of the section. The pertinent results for random sequences were discussed in Section 14.1. Let $\eta=\left(\eta_{t}\right),-\infty<t<\infty$, be a real stationary (wide-sense) process permitting the spectral representation

$$
\begin{equation*}
\eta_{t}=\int_{-\infty}^{\infty} e^{i \lambda t} \frac{P_{n-1}(i \lambda)}{Q_{n}(i \lambda)} \Phi(d \lambda) \tag{15.55}
\end{equation*}
$$

where $\Phi(d \lambda)$ is the orthogonal spectral measure, $M \Phi(d \lambda)=0$,

$$
M|\Phi(d \lambda)|^{2}=\frac{d \lambda}{2 \pi}, \quad P_{n-1}(z)=\sum_{k=0}^{n-1} b_{k} z^{k}, \quad Q_{n}(z)=z^{n}+\sum_{k=0}^{n-1} a_{k} z^{k}
$$

and the real parts of the roots of the equation $Q_{n}(z)=0$ are negative. Consider the processes

$$
\begin{equation*}
\eta_{j}(t)=\int_{-\infty}^{\infty} e^{i \lambda t} W_{j}(i \lambda) \Phi(d \lambda), \quad j=1, \ldots, n \tag{15.56}
\end{equation*}
$$

where the frequency characteristics of $W_{j}(z), j=1, \ldots, n$ are selected in the following special way:

$$
\begin{equation*}
W_{j}(z)=z^{-(n-j)} W_{n}(z)+\sum_{k=j}^{n-1} \beta_{k} z^{-(k-j+1)}, \quad j=1, \ldots, n-1 \tag{15.57}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{n}(z)=-z^{-1} \sum_{k=0}^{n-1} a_{k} W_{k+1}(z)+z^{-1} \beta_{n} \tag{15.58}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta_{1}=b_{n-1}, \quad \beta_{j}=b_{n-j}-\sum_{i=1}^{j-1} \beta_{i} a_{n-j+i}, \quad j=2, \ldots, n \tag{15.59}
\end{equation*}
$$

It follows from (15.57) and (15.58) that

$$
\begin{align*}
W_{j}(z) & =z^{-1}\left[W_{j+1}(z)+\beta_{j}\right], \quad j=1, \ldots, n-1 \\
W_{n}(z) & =z^{-1}\left[-\sum_{k=0}^{n-1} a_{k} W_{k+1}(z)+\beta_{n}\right] \tag{15.60}
\end{align*}
$$

We obtain from this

$$
W_{n}(z)=z^{-1}\left[-\sum_{k=0}^{n-1} a_{k}\left(z^{-(n-k-1)} W_{n}(z)+\sum_{j=k+1}^{n-1} \beta_{j} z^{-(j-k)}\right)+\beta_{n}\right]
$$

and, therefore,

$$
\begin{equation*}
W_{n}(z)=P_{n-1}^{(n)}(z) / Q_{n}(z) \tag{15.61}
\end{equation*}
$$

where $P_{n-1}^{(n)}(z)$ is a polynomial of degree less than $n$.
Then, we obtain from (15.60) and (15.61)

$$
\begin{equation*}
W_{j}(z)=\frac{P_{n-1}^{(j)}(z)}{Q_{n}(z)}, \quad j=1, \ldots, n-1 \tag{15.62}
\end{equation*}
$$

where the polynomials $P_{n-1}^{(j)}(z)$ have degree less than $n-1$, and, due to (15.59),

$$
\begin{equation*}
W_{1}(z)=\frac{P_{n-1}(z)}{Q_{n}(z)} \tag{15.63}
\end{equation*}
$$

Therefore, the process $\eta_{1}(t)=\eta_{t}, t \geq 0$.

Theorem 15.4. The stationary wide-sense process $\eta_{1}(t)=\eta_{t}$, permitting the spectral representation given by (15.55), is a component of the $n$-dimensional stationary (wide-sense) process $\tilde{\eta}_{t}=\left(\eta_{1}(t), \ldots, \eta_{n}(t)\right)$ satisfying the linear stochastic equations

$$
\begin{align*}
d \eta_{j}(t) & =\eta_{j+1}(t) d t+\beta_{j} d W_{t}, \quad j=1, \ldots, n-1 \\
d \eta_{n}(t) & =-\sum_{j=0}^{n-1} a_{j} \eta_{j+1}(t) d t+\beta_{n} d W_{t} \tag{15.64}
\end{align*}
$$

with the wide-sense Wiener process

$$
\begin{equation*}
W_{t}=\int_{-\infty}^{\infty} \frac{e^{i \lambda t}-1}{i \lambda} \Phi(d \lambda) \tag{15.65}
\end{equation*}
$$

and the coefficients $\beta_{1}, \ldots, \beta_{n}$ given by (15.59). In this case $M \eta_{j}(0) W_{t}=0$, $t \geq 0, j=1, \ldots, n$.

In order to prove this theorem we shall need the following lemma.
Lemma 15.3. Let $W(z)$ be some frequency characteristic with $\int_{-\infty}^{\infty}|W(i \lambda)|^{2} d \lambda<\infty$, and let

$$
\begin{equation*}
\zeta_{t}=\int_{-\infty}^{\infty} e^{i \lambda t} W(i \lambda) \Phi(d \lambda) \tag{15.66}
\end{equation*}
$$

where $\Phi(d \lambda)$ is the orthogonal spectral measure with $M \Phi(d \lambda)=0$ and $M|\Phi(d \lambda)|^{2}=d \lambda / 2 \pi$. Then with probability one,

$$
\begin{gather*}
\int_{0}^{t}\left|\zeta_{s}\right| d s<\infty, \quad t<\infty  \tag{15.67}\\
\int_{0}^{t} \zeta_{s} d s=\int_{-\infty}^{\infty} \frac{e^{i \lambda t}-1}{i \lambda} W(i \lambda) \Phi(d \lambda) \tag{15.68}
\end{gather*}
$$

PROOF. The integrability of $\left|\zeta_{s}\right|$ follows from the Fubini theorem and the estimate

$$
\begin{aligned}
\int_{0}^{t} M\left|\zeta_{s}\right| d s & \leq \int_{0}^{t}\left(M \zeta_{s}^{2}\right)^{1 / 2} d s \leq\left(t \int_{0}^{t} M \zeta_{s}^{2} d s\right)^{1 / 2} \\
& =t\left(\frac{1}{2 \pi} \int_{-\infty}^{\infty}|W(i \lambda)|^{2} d \lambda\right)^{1 / 2}<\infty
\end{aligned}
$$

Therefore, the integral $\int_{0}^{t} \zeta_{s} d s$ exists and, due to (15.66),

$$
\begin{equation*}
\int_{0}^{t} \zeta_{s} d s=\int_{0}^{t} \int_{-\infty}^{\infty} e^{i \lambda s} W(i \lambda) \Phi(d \lambda) d s \tag{15.69}
\end{equation*}
$$

Let us show that in the right-hand side of (15.69) a change of integration order is possible:

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{\infty} e^{i \lambda s} W(i \lambda) \Phi(d \lambda) d s=\int_{-\infty}^{\infty}\left(\int_{0}^{t} e^{i \lambda s} d s\right) W(i \lambda) \Phi(d \lambda) \tag{15.70}
\end{equation*}
$$

Let the function $\varphi(\lambda)$ be such that $\int_{-\infty}^{\infty}|\varphi(\lambda)|^{2} d \lambda<\infty$. Then, due to (15.5) and the Fubini theorem,

$$
\begin{aligned}
& M \int_{0}^{t} \int_{-\infty}^{\infty} e^{i \lambda s} W(i \lambda) \Phi(d \lambda) d s \int_{-\infty}^{\infty} \varphi(\lambda) \Phi(d \lambda) \\
= & \frac{1}{2 \pi} \int_{0}^{t} \int_{-\infty}^{\infty} e^{i \lambda s} W(i \lambda) \bar{\varphi}(\lambda) d \lambda d s \\
= & \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\int_{0}^{t} e^{i \lambda s} d s\right) W(i \lambda) \bar{\varphi}(\lambda) d \lambda \\
= & M \int_{-\infty}^{\infty}\left(\int_{0}^{t} e^{i \lambda s} d s\right) W(i \lambda) \Phi(d \lambda) \overline{\int_{-\infty}^{\infty} \varphi(\lambda) \Phi(d \lambda)},
\end{aligned}
$$

which by virtue of the arbitrariness of $\varphi(\lambda)$ proves (15.70).
To complete the proof it remains only to note that

$$
\frac{e^{i \lambda t}-1}{i \lambda}-=\int_{0}^{t} e^{i \lambda s} d s
$$

15.3.2.

PROOF OF THEOREM 15.4. It is clear that

$$
\eta_{j}(t)-\eta_{j}(0)=\int_{-\infty}^{\infty}\left[e^{i \lambda t}-1\right] W_{j}(\lambda) \Phi(d \lambda), \quad j=1, \ldots, n-1
$$

and, according to (15.60),

$$
\begin{equation*}
\eta_{j}(t)-\eta_{j}(0)=\int_{-\infty}^{\infty} \frac{e^{i \lambda t}-1}{i \lambda} W_{j+1}(i \lambda) \Phi(d \lambda)+\beta_{j} \int_{-\infty}^{\infty} \frac{e^{i \lambda t}-1}{i \lambda} \Phi(d \lambda) \tag{15.71}
\end{equation*}
$$

By Lemma 15.3,

$$
\begin{align*}
\int_{-\infty}^{\infty} \frac{e^{i \lambda t}-1}{i \lambda} W_{j+1}(i \lambda) \Phi(d \lambda) & =\int_{0}^{t} \int_{-\infty}^{\infty} e^{i \lambda s} W_{j+1}(i \lambda) \Phi(d \lambda) d s \\
& =\int_{0}^{t} \eta_{j+1}(s) d s \tag{15.72}
\end{align*}
$$

and, by Lemma 15.1, the process

$$
\begin{equation*}
W_{t}=\int_{-\infty}^{\infty} \frac{e^{i \lambda t}-1}{i \lambda} \Phi(d \lambda) \tag{15.73}
\end{equation*}
$$

is a wide-sense Wiener process. Hence, we obtain from (15.71)-(15.73), for $t>s$,

$$
\eta_{j}(t)-\eta_{j}(s)=\int_{s}^{t} \eta_{j+1}(u) d y+\beta_{j}\left[W_{t}-W_{s}\right], \quad j=1, \ldots, n-1
$$

which in differential form is: $d \eta_{j}(t)=\eta_{j+1} d t+\beta_{j} d W_{t}$.
The last equation in this system of equations given by (15.64) can be established in similar fashion.

We shall now verify the lack of correlation between the variables $\eta_{j}(0)$ and $W_{t}$ for $t \geq 0$ and $j=1, \ldots, n$. For this purpose we shall write the system of equations given by (15.64) in matrix form

$$
\begin{equation*}
d \tilde{\eta}_{t}=A \tilde{\eta}_{t} d t+B d W_{t} \tag{15.74}
\end{equation*}
$$

with the matrices

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
-a_{0} & -a_{1} & \ldots & \ldots & -a_{n-1}
\end{array}\right), \quad B=\left(\begin{array}{c}
\beta_{1} \\
\ldots \\
\beta_{n}
\end{array}\right)
$$

Note that (15.74) remains valid for $t \geq T(T<0)$ as well if, instead of $W_{t}$, we consider the wide-sense Wiener process

$$
\begin{equation*}
W_{t}(T)=\int_{-\infty}^{\infty} \frac{e^{i \lambda t}-e^{i \lambda T}}{i \lambda} \Phi(d \lambda) \tag{15.75}
\end{equation*}
$$

i.e.,

$$
\tilde{\eta}_{0}=\tilde{\eta}_{T}+\int_{T}^{0} A \tilde{\eta}_{u} d u+B W_{0}(T) .
$$

But $M W_{t} W_{0}(T)=0$ (see the Parseval equality in Lemma 15.1). Therefore $M \tilde{\eta}_{0} W_{t}=M \tilde{\eta}_{T} W_{t}+\int_{T}^{0} A M \tilde{\eta}_{u} W_{t} d u$. By solving this equation for $M \tilde{\eta}_{T} W_{t}$, $T \leq 0$, we find that

$$
\begin{equation*}
M \tilde{\eta}_{0} W_{t}=e^{-A T} M \tilde{\eta}_{T} W_{t} . \tag{15.76}
\end{equation*}
$$

The eigenvalues of the matrix $A$ lie within the left-half plane, and the elements of the vector $M \tilde{\eta}_{T} W_{t}$ are bounded and independent of $T$. Hence,

$$
\lim _{T \rightarrow-\infty} M \tilde{\eta}_{0} W_{t}=0
$$

To complete the proof it remains only to show that the process $\tilde{\eta}_{t}$ is a wide-sense stationary process (for $t \geq 0$ ).

It follows from (15.56) that $M \tilde{\eta}_{t} \equiv 0$. Next, according to Theorem 15.1, the matrix $\Gamma_{t}=M \tilde{\eta}_{t} \tilde{\eta}_{t}^{*}$ is a solution of the differential equation

$$
\begin{equation*}
\dot{\Gamma}_{t}=A \Gamma_{t}+\Gamma_{t} A^{*}+B B^{*} \tag{15.77}
\end{equation*}
$$

It is seen from (15.56) that the matrices $\Gamma_{t}$ do not depend on $t$. Let $\Gamma \equiv \Gamma_{t}$. Then the matrix $\Gamma$ satisfies the system of algebraic equations

$$
\begin{equation*}
A \Gamma+\Gamma A^{*}+B B^{*}=0 \tag{15.78}
\end{equation*}
$$

Taking advantage of Equation (15.77) and of the fact that the eigenvalues of the matrix $A$ lie within the left-half plane, it is not difficult to show that the solution of the system of equations given by (15.78) is unique and given by the formula

$$
\begin{equation*}
\Gamma=\int_{-\infty}^{0} e^{-A u} B B^{*} e^{-A^{*} u} d u \tag{15.79}
\end{equation*}
$$

Finally, it follows from (15.74) that the matrix $\Gamma(t, s)=M \tilde{\eta} \tilde{\eta}_{s}^{*}$ is given by the formula

$$
\Gamma(t, s)= \begin{cases}e^{A(t-s)} \Gamma, & t \geq s  \tag{15.80}\\ \Gamma e^{A^{*}(t-s)}, & s \geq t\end{cases}
$$

This proves that the process $\tilde{\eta}_{t}, t \geq 0$ is a wide-sense stationary process.
15.3.3. Consider the partially observable wide-sense stationary process $v_{t}=$ $\left(\theta_{t}, \xi_{t}\right)=\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right),\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)\right],-\infty<t<\infty$, permitting the spectral representation

$$
\begin{equation*}
v_{t}=\int_{-\infty}^{\infty} e^{i \lambda t} W(i \lambda) \Phi(d \lambda) \tag{15.81}
\end{equation*}
$$

where $W(z)$ is the matrix of dimension $(k+l) \times n$ with elements

$$
\begin{equation*}
W_{r q}(z)=P_{n_{r q}-1}^{(r q)}(z) / Q_{n_{r q}}^{(r q)}(z) \tag{15.82}
\end{equation*}
$$

where $P_{n_{r q}-1}^{(r q)}(z)$ and $Q_{n_{r q}}^{(r q)}(z)$ are polynomials of degree $n_{r q}-1$ and $n_{r q}$ (respectively) with the coefficient of $z^{n_{r q}}$ in $Q_{n_{r q}}^{(r q)}(z)$ being equal to one, and where the roots of the equation $Q_{n_{r q}}^{(r q)}(z)=0$ lie within the left-half plane. The measure $\Phi(d \lambda)=\left(\Phi_{1}(d \lambda), \ldots, \Phi_{n}(d \lambda)\right)$ is a vectorial measure with uncorrelated components $M \Phi_{j}(d \lambda)=0$ and $M\left|\Phi_{j}(d \lambda)\right|^{2}=d \lambda / 2 \pi$.

It is assumed that $\theta_{t}$ is an unobservable component to be estimated from the observations $\xi_{s}, 0 \leq s \leq T$. In the case $t=T$ we have a filtering problem; in the case $T \geq t$ we have an interpolation problem; in the case $t \geq T$, we have an extrapolation problem.

For the sake of brevity we shall consider only the problem of optimal (in the mean square sense) linear filtering. In order to apply Theorem 15.3 it suffices to show that the process $v_{t}=\left(\theta_{t}, \xi_{t}\right), t \geq 0$, can be represented as a component of the process satisfying a system of equations of the type given by (15.44).

Using Theorem 15.4, we find that the vector $v_{t}$ is a component of the vector $\left(\hat{\theta}_{t}, \xi_{t}\right)$ having the dimension

$$
\begin{equation*}
N=\sum_{q=1}^{n} \sum_{r=1}^{n_{q}} n_{r q} \tag{15.83}
\end{equation*}
$$

where $n_{r q}$ is the degree of the fraction denominator $W_{r q}(z)$ and $n_{q}$ is the number of noncoincident elements of $W_{r q}$ in the column of index $q$ in the matrix $W(z)$.

It is obvious that the vector $\hat{\theta}_{t}$ contains all the components of the vector $\theta_{t}$. Hence, by estimating the vector $\hat{\theta}_{t}$ the problem of estimating the vector $\theta_{t}$ is also solved. By Theorem 15.4, $\left(\hat{\theta}_{t}, \xi_{t}\right), t \geq 0$, satisfies the system of stochastic equations

$$
\begin{align*}
d \hat{\theta}_{t} & =\left[a_{1} \hat{\theta}_{t}+a_{2} \xi_{t}\right] d t+b d W_{t} \\
d \xi_{t} & =\left[A_{1} \hat{\theta}_{t}+A_{2} \xi_{t}\right] d t+B d W_{t} \tag{15.84}
\end{align*}
$$

with matrix coefficients of the appropriate dimensions and the vector widesense Wiener process $W_{t}=\left(W_{1}(t), \ldots, W_{n}(t)\right)$.

If the matrix $B B^{*}$ is positive definite, then we can apply Theorem 15.3.
Indeed, for this purpose it suffices to establish that there exist mutually uncorrelated wide-sense Wiener processes

$$
W_{1}(t)=\left(W_{11}(t), \ldots, W_{1, n-l}(t)\right), \quad W_{2}(t)=\left(W_{21}(t), \ldots, W_{2 l}(t)\right)
$$

such that

$$
\begin{equation*}
b W_{t}=b_{1} W_{1}(t)+b_{2} W_{2}(t), \quad B W_{t}=B_{1} W_{1}(t)+B_{2} W_{2}(t) \tag{15.85}
\end{equation*}
$$

The feasibility of such a representation can be proved in the same way as in Lemma 10.4. In this case, the matrices $b_{1}, b_{2}, B_{1}$ and $B_{2}$ can be defined by the equalities

$$
\begin{equation*}
b_{1} b_{1}^{*}+b_{2} b_{2}^{*}=b b^{*}, \quad b_{1} B_{1}^{*}+b_{2} B_{2}^{*}=b B^{*}, \quad B_{1} B_{1}^{*}+B_{2} B_{2}^{*}=B B^{*} \tag{15.86}
\end{equation*}
$$

Note. If the matrix $B B^{*}$ is singular, then according to the result of Section 10.4, there is a possibility of obtaining linear (nonoptimal) estimates for $\hat{\theta}_{t}$, close (in the mean square sense) to optimal linear estimates.
15.3.4. Let us indicate here an example illustrating the techniques of finding optimal linear estimates. Let

$$
W(z)=\left(\begin{array}{cc}
\frac{\sqrt{c_{1}}}{z+\alpha} & 0 \\
\frac{\sqrt{c_{1}}}{z+\alpha} & \frac{\sqrt{c_{2}}}{z+\beta}
\end{array}\right), \quad \alpha>0, \beta>0, c_{i}>0, i=1,2 .
$$

Then,

$$
\theta_{t}=\sqrt{c_{1}} \int_{-\infty}^{\infty} \frac{e^{i \lambda t}}{i \lambda+\alpha} \Phi_{1}(d \lambda)
$$

$$
\xi_{t}=\sqrt{c_{1}} \int_{-\infty}^{\infty} \frac{e^{i \lambda t}}{i \lambda+\alpha} \Phi_{1}(d \lambda)+\sqrt{c_{2}} \int_{-\infty}^{\infty} \frac{e^{i \lambda t}}{i \lambda+\beta} \Phi_{2}(d \lambda)
$$

If we let

$$
\eta_{t}=\sqrt{c_{2}} \int_{-\infty}^{\infty} \frac{e^{i \lambda t}}{i \lambda+\beta} \Phi_{2}(d \lambda)
$$

then $\xi_{t}=\theta_{t}+\eta_{t}$ and the problem of estimating $\theta_{t}$ from $\xi_{0}^{t}=\left(\xi_{s}, s \leq t\right)$ is a conventional problem of estimating the 'signal' $\theta_{t}$ in additive 'noise' $\eta_{t}$. According to Theorem 15.4, there exist mutually uncorrelated wide-sense Wiener processes $W_{1}(t)$ and $W_{2}(t)$ such that

$$
d \theta_{t}=-\alpha \theta_{t} d t+\sqrt{c_{1}} d W_{1}(t), \quad d \eta_{t}=-\beta \eta_{t} d t+\sqrt{c_{2}} d W_{2}(t)
$$

Therefore, the partially observable process $\left(\theta_{t}, \xi_{t}\right), t \geq 0$ satisfies:

$$
\begin{aligned}
& d \theta_{t}=-\alpha \theta_{t} d t+\sqrt{c_{1}} d W_{1}(t) \\
& d \xi_{t}=\left[-(\alpha-\beta) \theta_{t}-\beta \xi_{t}\right] d t+\sqrt{c_{1}} d W_{1}(t)+\sqrt{c_{2}} d W_{2}(t)
\end{aligned}
$$

Applying Theorem 15.3 to this system, we find that the optimal linear estimate $\lambda_{t}$ and its error $\gamma_{t}=M\left(\theta_{t}-\lambda_{t}\right)^{2}$ can be found from the system of equations

$$
\begin{align*}
d \lambda_{t} & =-\alpha \lambda_{t} d t+\frac{c_{1}+\gamma_{t}(\beta-\alpha)}{c_{1}+c_{2}}\left[d \xi_{t}-\left((\beta-\alpha) \lambda_{t}-\beta \xi_{t}\right) d t\right] \\
\dot{\gamma}_{t} & =-2 \alpha \gamma_{t}+c_{1}-\frac{\left[c_{1}+\gamma_{t}(\beta-\alpha)\right]^{2}}{c_{1}+c_{2}} \tag{15.87}
\end{align*}
$$

Let us find the initial conditions $\lambda_{0}$ and $\gamma_{0}=M\left(\theta_{0}-\lambda_{0}\right)^{2}$. By Theorem 15.3,

$$
\lambda_{0}=\frac{M \theta_{0} \xi_{0}}{M \xi_{0}^{2}} \xi_{0}, \quad \gamma_{0}=M \theta_{0}^{2}-\frac{\left(M \theta_{0} \xi_{0}\right)^{2}}{M \xi_{0}^{2}}
$$

Let

$$
d_{11}=M \theta_{0}^{2}, \quad d_{12}=M \theta_{0} \xi_{0}, \quad d_{22}=M \xi_{0}^{2}, \quad D=\left(\begin{array}{ll}
d_{11} & d_{12} \\
d_{12} & d_{22}
\end{array}\right)
$$

By (15.78),

$$
A D+D A^{*}+B B^{*}=0
$$

where

$$
A=\left(\begin{array}{cc}
-\alpha & 0 \\
\beta-\alpha & -\beta
\end{array}\right), \quad B=\left(\begin{array}{cc}
\sqrt{c_{1}} & 0 \\
\sqrt{c_{1}} & \sqrt{c_{2}}
\end{array}\right)
$$

Hence

$$
\begin{array}{r}
-2 \alpha d_{11}+c_{1}=0 \\
(\beta-\alpha) d_{11}-(\beta+\alpha) d_{12}+c_{1}=0 \\
2(\beta-\alpha) d_{12}-2 \beta d_{22}+c_{1}+c_{2}=0
\end{array}
$$

and

$$
d_{11}=\frac{c_{1}}{2 \alpha}, \quad d_{12}=\frac{c_{1}}{2 \alpha}, \quad d_{22}=\frac{\alpha c_{2}+\beta c_{1}}{2 \alpha \beta} .
$$

Thus, the optimal linear estimate of $\theta_{t}$ from $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$ can be found from (15.87), solvable under the conditions

$$
\begin{equation*}
\lambda_{0}=\frac{c_{1} \beta}{\alpha c_{2}+\beta c_{1}} \xi_{0}, \quad \gamma_{0}=\frac{c_{1} c_{2} \alpha}{2 \alpha\left(\alpha c_{2}+\beta c_{1}\right)} \tag{15.88}
\end{equation*}
$$

If we wish to estimate $\theta_{t}$ from $\xi_{-T}^{t}=\left\{\xi_{s},-T \leq s \leq t\right\}$ where $T>0$, then $\lambda_{t}$ and $\gamma_{t}$ can also be obtained from (15.87) with

$$
\begin{equation*}
\lambda_{-T}=\frac{c_{1} \beta}{\alpha c_{2}+\beta c_{1}} \xi_{-T}, \quad \gamma_{-T}=\frac{c_{1} c_{2} \alpha}{2 \alpha\left(\alpha c_{2}+\beta c_{1}\right)} \tag{15.89}
\end{equation*}
$$

Letting $T \rightarrow \infty$, it is easy to show from (15.87) and (15.89) that the optimal linear estimate $\tilde{\lambda}_{t}$ and the estimation error $\tilde{\gamma} \equiv M\left[\tilde{\lambda}_{t}-\theta_{t}\right]^{2}$ of the value of $\theta_{t}$ from $\xi_{-\infty}^{t}=\left\{\xi_{s},-\infty<s \leq t\right\}$ can be defined by the equalities

$$
\tilde{\lambda}_{t}=\delta_{1} \xi_{t}+\int_{-\infty}^{t} e^{-\delta_{2}(t-s)}\left[\delta_{0}-\delta_{1} \delta_{2}\right] \xi_{s} d s
$$

where

$$
\delta_{0}=\delta_{1} \beta, \quad \delta_{1}=\frac{\tilde{\gamma}(\beta-\alpha)+c_{1}}{c_{1}+c_{2}}, \quad \delta_{2}=\delta_{1}(\beta-\alpha)+\alpha
$$

and

$$
\tilde{\gamma}= \begin{cases}\frac{\sqrt{\left(\alpha^{2} c_{2}+\beta^{2} c_{1}\right)\left(c_{1}+c_{2}\right)}-\alpha c_{2}-\beta c_{1}}{\beta-\alpha}, & \alpha \neq \beta \\ \frac{c_{1} c_{2}}{2 \alpha\left(c_{1}+c_{2}\right)}, & \alpha=\beta\end{cases}
$$

In particular, for $\alpha=\beta$, i.e., when the spectra of the signal and the noise are 'similar', we have:

$$
\tilde{\lambda}_{t}=\frac{c_{1}}{c_{1}+c_{2}} \xi_{t}
$$

### 15.4 Comparison of Optimal Linear and Nonlinear Estimates

15.4.1. Let $\theta_{t}, t \geq 0$, be a Markov process with two states 0 and $1, P\left(\theta_{0}=\right.$ $1)=\pi_{0}$, whose transient probability $P_{1 \alpha}(t, s)=P\left(\theta_{t}=1 \mid \theta_{s}=\alpha\right), \alpha=0,1$, satisfies the Kolmogorov equation

$$
\begin{equation*}
\frac{d P_{1 \alpha}(t, s)}{d t}=\lambda\left(1-2 P_{1 \alpha}(t, s)\right), \quad \lambda>0, t>s . \tag{15.90}
\end{equation*}
$$

We shall assume that the process $\theta_{t}$ (called a 'telegraph signal') is unobservable, and that what is observed is the process

$$
\begin{equation*}
\xi_{t}=\int_{0}^{t} \theta_{s} d s+W_{t} \tag{15.91}
\end{equation*}
$$

where $W_{t}, t \geq 0$ is a Wiener process independent of $\theta_{t}, t \geq 0$.
Using the problem of filtering $\theta_{t}$ from $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$ as an example, we shall compare optimal linear and nonlinear estimates.

The optimal (in the mean square sense) nonlinear estimate $\pi_{t}$ of the value of $\theta_{t}$ from $\left\{\xi_{s}, s \leq t\right\}$, is the conditional mathematical expectation $\pi_{t}=$ $M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)=P\left(\theta_{t}=1 \mid \mathcal{F}_{t}^{\xi}\right)$.

According to (9.86), $\pi_{t}, t \geq 0$ is a solution of the stochastic equation

$$
\begin{equation*}
d \pi_{t}=\lambda\left(1-2 \pi_{t}\right) d t+\pi_{t}\left(1-\pi_{t}\right)\left(d \xi_{t}-\pi_{t} d t\right) \tag{15.92}
\end{equation*}
$$

In particular, it is seen from this equation that the optimal estimate $\pi_{t}$ is actually nonlinear.

In order to construct the optimal linear estimate $\lambda_{t}$ it suffices to consider the filtering problem for the process $\tilde{\theta}_{t}$ from the values of $\left\{\tilde{\xi}_{s}, s \leq t\right\}$, where $\tilde{\xi}_{t}=\int_{0}^{t} \tilde{\theta}_{s} d s+\tilde{W}_{t}, \tilde{W}_{t}$ is some Wiener process and $\tilde{\theta}_{s}$ is a Gaussian process independent of $\tilde{W}_{t}, t \geq 0$, and having the same first two moments as the process $\theta_{t}, t \geq 0$.

Making use of Equation (15.90), in standard fashion we find that $n_{t}=$ $M \theta_{t}$ satisfies the equation

$$
\begin{equation*}
\frac{d n_{t}}{d t}=\lambda\left(1-2 n_{t}\right), \quad n_{0}=\pi_{0} \tag{15.93}
\end{equation*}
$$

and the correlation function $K(t, s)$ can be defined by the equality $K(t, s)=$ $K(s, s) e^{-2 \lambda|t-s|}$ where $K(s, s)=M\left[\theta_{s}-n_{s}\right]^{2}=n_{s}-n_{s}^{2}$. In solving Equation (15.93) we find $n_{t}=\frac{1}{2}\left[1-\left(1-2 n_{0}\right) e^{-2 \lambda t}\right]$.

Consequently,

$$
M\left(\theta_{t}-n_{t}\right)^{2} \equiv K(t, t)=\frac{1}{4}\left[1-\left(1-2 \pi_{0}\right)^{2} e^{-4 \lambda t}\right]
$$

and $\lim _{t \rightarrow \infty} M\left(\theta_{t}-n_{t}\right)^{2}=\frac{1}{4}$.

It is not difficult to see now that the required Gaussian process $\tilde{\theta}_{t}, t \geq 0$, having $M \tilde{\theta}_{t}=n_{t}$ and $M\left(\tilde{\theta}_{t}-n_{t}\right)\left(\tilde{\theta}_{s}-n_{s}\right)=K(t, s)$, can be constructed in terms of the solution of the stochastic differential equation

$$
\begin{equation*}
d \tilde{\theta}_{t}=\lambda\left(1-2 \tilde{\theta}_{t}\right) d t+\sqrt{\lambda} d W_{1}(t), \tag{15.94}
\end{equation*}
$$

where $W_{1}(t)$ is a Wiener process independent of $\tilde{W}_{t}, t>0$ (see also Theorem 15.2). Then, setting $W_{2}(t)=\tilde{W}_{t}$, we obtain

$$
\begin{equation*}
d \tilde{\xi}_{t}=\tilde{\theta}_{t} d t+d W_{2}(t) . \tag{15.95}
\end{equation*}
$$

Applying Theorem 15.3 to the system of equations given by (15.94) and (15.95), we find that $\lambda_{t}=\hat{M}\left(\theta_{t} \mid \mathcal{F}_{t}^{\mathcal{\xi}}\right)$ and $\gamma_{t}=M\left(\theta_{t}-\lambda_{t}\right)^{2}$ satisfy the system of equations

$$
\begin{gather*}
d \lambda_{t}=\lambda\left(1-2 \lambda_{t}\right) d t+\gamma_{t}\left(d \xi_{t}-\lambda_{t} d t\right), \quad \lambda_{0}=n_{0},  \tag{15.96}\\
\dot{\gamma}_{t}=-4 \lambda \gamma_{t}+\lambda-\gamma_{t}^{2}, \quad \gamma_{0}=n_{0}-n_{0}^{2} . \tag{15.97}
\end{gather*}
$$

We can show (see also Theorem 16.2) that $\lim _{t \rightarrow \infty} \gamma_{t}=\gamma(\lambda)$ exists, where $\gamma(\lambda)$ is the unique positive solution of the equation

$$
\begin{equation*}
\gamma^{2}(\lambda)+4 \lambda \gamma(\lambda)-\lambda=0 . \tag{15.98}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\gamma(\lambda)=\sqrt{\lambda+4 \lambda^{2}}-2 \lambda, \tag{15.99}
\end{equation*}
$$

and, therefore,

$$
\gamma(\lambda)= \begin{cases}\sqrt{\lambda}+O(\lambda), & \lambda \downarrow 0  \tag{15.100}\\ \frac{1}{4}+O(1 / \lambda), & \lambda \uparrow \infty .\end{cases}
$$

15.4.2. Let us find now the value of $\delta(\lambda)=\lim _{t \rightarrow \infty} M\left(\theta_{t}-\pi_{t}\right)^{2}$ for the optimal nonlinear estimates $\pi_{t}, t \geq 0$.

According to Theorem 7.12 , the process $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\mathcal{\xi}}\right), t \geq 0$, defined by

$$
\begin{equation*}
\bar{W}_{t}=\xi_{t}-\int_{0}^{t} \pi_{s} d s \tag{15.101}
\end{equation*}
$$

is a Wiener process. Hence, Equation (15.92) can be rewritten as

$$
\begin{equation*}
d \pi_{t}=\lambda\left(1-2 \pi_{t}\right) d t+\pi_{t}\left(1-\pi_{t}\right) d \bar{W}_{t}, \quad \pi_{0}=n_{0} . \tag{15.102}
\end{equation*}
$$

Next, since $M\left(\theta_{t}-\pi_{t}\right)^{2}=M \pi_{t}\left(1-\pi_{t}\right)$, to find $\delta(\lambda)$ one has to know how to find $\lim _{t \rightarrow \infty} M \pi_{t}\left(1-\pi_{t}\right)$ for the process $\pi_{t}, t \geq 0$, with the differential given by (15.102).

According to Theorem 4.6, Equation (15.102) has a unique strong ( $\mathcal{F}_{t}^{\bar{W}}-$ measurable at each $t \geq 0$ ) solution. We can show that this solution is a Markov process whose one-dimensional distribution density $q(t, x)=$ $d P\left(\pi_{t} \leq x\right) / d x$ satisfies the forward Kolmogorov equation

$$
\begin{equation*}
\frac{\partial q(t, x)}{\partial t}=-\frac{\partial}{\partial x}[\lambda(1-2 x) q(t, x)]+\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}\left[x^{2}(1-x)^{2} q(t, x)\right], \quad t \geq 0 \tag{15.103}
\end{equation*}
$$

Due to the fact that the process $\pi_{t}, t \geq 0$, is (in the terminology of Markov chain theory) positive recurrent ${ }^{6}$

$$
\delta(\lambda)=\lim _{t \rightarrow \infty} M \pi_{t}\left(1-\pi_{t}\right)=\lim _{t \rightarrow \infty} \int_{0}^{1} x(1-x) q(t, x) d x
$$

exists and

$$
\begin{equation*}
\delta(\lambda)=\int_{0}^{1} x(1-x) q(x) d x \tag{15.104}
\end{equation*}
$$

where $q(x)$ is the unique probability $\left(q(x) \geq 0, \int_{0}^{1} q(x) d x=1\right)$ solution of the equation

$$
\begin{equation*}
\frac{d}{d x}[\lambda(1-2 x) q(x)]=\frac{1}{2} \frac{d^{2}}{d x^{2}}\left[x^{2}(1-x)^{2} q(x)\right] \tag{15.105}
\end{equation*}
$$

It is easy to find that this solution is given by the formula

$$
\begin{equation*}
q(x)=\frac{\exp \left\{-\frac{2 \lambda}{x(1-x)}\right\} \frac{1}{x^{2}(1-x)^{2}}}{\int_{0}^{1} \exp \left\{-\frac{2 \lambda}{y(1-y)}\right\} \frac{d y}{y^{2}(1-y)^{2}}} \tag{15.106}
\end{equation*}
$$

Hence,

$$
\delta(\lambda)=\frac{\int_{0}^{1} \exp \left(-\frac{2 \lambda}{x(1-x)}\right) \frac{d x}{x(1-x)}}{\int_{0}^{1} \exp \left(-\frac{2 \lambda}{x(1-x)}\right) \frac{x}{x^{2}(1-x)^{2}}}
$$

or, by virtue of the symmetry of the integrands with respect to the point $x=\frac{1}{2}$,

$$
\begin{equation*}
\delta(\lambda)=\frac{\int_{0}^{1 / 2} \exp \left(-\frac{2 \lambda}{x(1-x)}\right) \frac{d x}{x(1-x)}}{\int_{0}^{1 / 2} \exp \left(-\frac{2 \lambda}{x(1-x)}\right) \frac{d x}{x^{2}(1-x)^{2}}} \tag{15.107}
\end{equation*}
$$

Let us investigate $\lim _{\lambda \uparrow 0} \delta(\lambda)$. Substituting in (15.107) the variables

$$
y=\frac{2 \lambda}{x(1-x)}-8 \lambda
$$

we find that

$$
\begin{equation*}
\delta(\lambda)=\frac{2 \lambda \int_{0}^{\infty} e^{-y} \sqrt{\frac{y+8 \lambda}{y}} \frac{d y}{y+8 \lambda}}{\int_{0}^{\infty} e^{-y} \sqrt{\frac{y+8 \lambda}{y}} d y} \tag{15.108}
\end{equation*}
$$

Since, for $0<c<\infty$,

[^29]$$
\int_{0}^{\infty} e^{-y} \sqrt{\frac{y+8 c}{y}} d y<\infty
$$
by the Lebesgue theorem on dominated convergence (Theorem 1.4)
$$
\lim _{\lambda \downarrow 0} \int_{0}^{\infty} e^{-y} \sqrt{\frac{y+8 \lambda}{y}} d y=\int_{0}^{\infty} e^{-y} d y=1
$$

Next,

$$
2 \lambda \int_{0}^{\infty} e^{-y} \frac{d y}{\sqrt{y(y+8 \lambda)}}=2 \lambda\left[\int_{0}^{1} e^{-y} \frac{d y}{\sqrt{y(y+8 y)}}+d(\lambda)\right]
$$

where

$$
d(\lambda)=\int_{1}^{\infty} e^{-y} \frac{d y}{\sqrt{y(y+8 \lambda)}}, \quad d(0)=\lim _{\lambda \downarrow 0} d(\lambda)=\int_{1}^{\infty} \frac{e^{-y}}{y} d y<1
$$

Hence, by the theorem on the mean $\left(e^{-1} \leq c(\lambda) \leq 1\right)$,

$$
2 \lambda \int_{0}^{\infty} e^{-y} \frac{d y}{\sqrt{y(y+8 \lambda)}}-2 \lambda\left[c(\lambda) \int_{0}^{1} \frac{d y}{\sqrt{y(y+8 \lambda)}}+d(\lambda)\right] .
$$

But

$$
\int_{0}^{1} \frac{d y}{\sqrt{y(y+8 \lambda)}}=-\ln \lambda\left[1+\frac{\ln 8}{\ln \lambda}-\frac{[2 \sqrt{1+8 \lambda}+2+8 \lambda]}{\ln \lambda}\right]
$$

therefore,

$$
\begin{equation*}
\delta(\lambda)=-2 \lambda \ln \lambda[c(\lambda)+\mathrm{O}(1 / \ln \lambda)], \quad \lambda \downarrow 0 \tag{15.109}
\end{equation*}
$$

Just as we showed the existence of

$$
\lim _{t \rightarrow \infty} M \pi_{t}\left(1-\pi_{t}\right)=\int_{0}^{1} x(1-x) q(x) d x
$$

we can also show that the limits

$$
\lim _{t \rightarrow \infty} M\left(1-2 \pi_{t}\right)^{2}, \quad \lim _{t \rightarrow \infty} M \pi_{t}^{2}\left(1-\pi_{t}\right)^{2}
$$

exist, and that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M\left(1-2 \pi_{t}\right)^{2}=\frac{1}{\lambda} \lim _{t \rightarrow \infty} M \pi_{t}^{2}\left(1-\pi_{t}\right)^{2} \tag{15.110}
\end{equation*}
$$

Note that one can arrive at (15.110) in the following way. By the Ito formula, from (15.102) it follows that

$$
\begin{aligned}
\pi_{t}\left(1-\pi_{t}\right)= & n_{0}\left(1-n_{0}\right)+\lambda \int_{0}^{t}\left(1-2 \pi_{s}\right)^{2} d s-\int_{0}^{t} \pi_{s}^{2}\left(1-\pi_{s}\right)^{2} d s \\
& +\int_{0}^{t}\left(1-2 \pi_{s}\right) \pi_{s}\left(1-\pi_{s}\right) d \bar{W}_{s}
\end{aligned}
$$

It follows from this that

$$
M \pi_{t}\left(1-\pi_{t}\right)=n_{0}\left(1-n_{0}\right)+\lambda \int_{0}^{t} M\left(1-2 \pi_{s}\right)^{2} d s-\int_{0}^{t} M \pi_{s}^{2}\left(1-\pi_{s}\right)^{2} d s
$$

or,

$$
\begin{equation*}
\frac{d\left[M \pi_{t}\left(1-\pi_{t}\right)\right]}{d t}=\lambda M\left(1-2 \pi_{t}\right)^{2}-M \pi_{t}^{2}\left(1-\pi_{t}\right)^{2} \tag{15.111}
\end{equation*}
$$

But it is natural to expect that $\lim _{t \rightarrow \infty} d\left[M \pi_{t}\left(1-\pi_{t}\right)\right] / d t=0$. Together with (15.111), this leads to (15.110). Noting now that $(1-2 x)^{2}=1-4 x(1-x)$, we obtain from (15.110)

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M \pi_{t}\left(1-\pi_{t}\right)=\frac{1}{4}-\lim _{t \rightarrow \infty} \frac{M \pi_{t}^{2}\left(1-\pi_{t}\right)^{2}}{4 \lambda}=\frac{1}{4}+\mathrm{O}(1 / \lambda) \tag{15.112}
\end{equation*}
$$

Thus, by combining estimates (15.109) and (15.112), we obtain

$$
\delta(\lambda)= \begin{cases}-2 \lambda \ln \lambda(c(\lambda+\mathrm{O}(1 / \ln \lambda)), & \lambda \downarrow 0  \tag{15.113}\\ \frac{1}{4}+\mathrm{O}(1 / \lambda), & \lambda \uparrow \infty\end{cases}
$$

Along with (15.100) for the effectiveness value $\varepsilon(\lambda)=\gamma(\lambda) / \delta(\lambda)$ of the optimal nonlinear estimate with respect to the optimal linear estimate we find the following expression

$$
\varepsilon(\lambda)= \begin{cases}-\frac{1}{2 \sqrt{\lambda} \ln \lambda}[c(\lambda)+o(1)], & \lambda \downarrow 0  \tag{15.114}\\ 1+\mathrm{o}(1), & \lambda \uparrow \infty .\end{cases}
$$

It is seen from this that for small $\lambda$, (i.e., when the average occupation time of the 'telegraph signal' in the 0 and 1 states is long) the linear filter is inferior to the nonlinear filter with respect to the mean square error. In the case $\lambda \uparrow \infty$, the two filters are equivalent and function equally 'poorly':

$$
\delta(\lambda) \sim \lim _{t \rightarrow \infty} M\left(\theta_{t}-n_{t}\right)^{2}=\frac{1}{4} ; \quad \gamma(\lambda) \sim \lim _{t \rightarrow \infty} M\left(\theta_{t}-n_{t}\right)^{2}=\frac{1}{4} ; \quad \lambda \rightarrow \infty
$$

i.e., for large $\lambda$ they yield the same error as an a priori filter for which the average value of $n_{t}$ is taken as an estimate of the value of $\theta_{t}$.

Since $\lim _{t \rightarrow \infty} M\left(\theta_{t}-n_{t}\right)^{2}=\frac{1}{4}$ at all $\lambda>0$, it is seen from (15.100) that for small $\lambda$ the optimal linear filter functions 'well' (from the point of view of asymptotic 'tracking' of the process $\theta_{t}$ in comparison with the a priori filter), i.e.,

$$
\frac{\lim _{t \rightarrow \infty} M\left(\theta_{t}-\lambda_{t}\right)^{2}}{\lim _{t \rightarrow \infty} M\left(\theta_{t}-n_{t}\right)^{2}}=4 \sqrt{\lambda}+\mathrm{O}(\lambda), \quad \lambda \downarrow 0
$$

Under these conditions (i.e., for small $\lambda$ ) the nonlinear filter provides, however, a higher accuracy of 'tracking':

$$
\frac{\lim _{t \rightarrow \infty} M\left(\theta_{t}-\pi_{t}\right)^{2}}{\lim _{t \rightarrow \infty} M\left(\theta-n_{t}\right)^{2}}=8 \lambda \ln \frac{1}{\lambda}[c(\lambda)+\mathrm{O}(1 / \ln \lambda)], \quad \lambda \downarrow 0 .
$$

This remark points to the fact observed in filtering problems that the 'gain' obtained with the aid of an optimal nonlinear filter increases as the 'tracking' accuracy of an optimal filter improves.

## Notes and References. 1

15.1-15.3. In these sections the general equations of optimal filtering for linear estimation of random processes have been used.
15.4 Optimal linear estimates and nonlinear estimates have been compared by Stratonovich [296] and Liptser [193].

## Notes and References. 2

15.4. Related results can be found in Khasminskii and Lazareva [149, 150], Khasminskii, Lazareva and Stapleton [151], and Khasminskii and Zeitouni [152].

# 16. Application of Optimal Nonlinear Filtering Equations to some Problems in Control Theory and Estimation Theory 

### 16.1 An Optimal Control Problem Using Incomplete Data

16.1.1. In this section the results obtained in Section 14.3 for linear control problems (using incomplete data) with quadratic performance index are extended to the case of continuous time.

We shall assume that the partially observable controlled process $(\theta, \xi)=$ $\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right) ;\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)\right], 0 \leq t \leq T$, is given by the stochastic equations

$$
\begin{align*}
d \theta_{t} & =\left[c(t) u_{t}+a(t) \theta_{t}\right] d t+b(t) d W_{1}(t) \\
d \xi_{t} & =A(t) \theta_{t} d t+B(t) d W_{2}(t) \tag{16.1}
\end{align*}
$$

The matrices $c(t), a(t), b(t), A(t), B(t)$ have the dimensions $(k \times r),(k \times k)$, $(k \times k),(l \times k),(l \times l)$, respectively; their elements $c_{i j}(t), a_{i j}(t), b_{i j}(t), A_{i j}(t)$, $B_{i j}(t)$ are deterministic functions of time, with

$$
\begin{gathered}
\left|c_{i j}(t)\right| \leq c, \quad\left|a_{i j}(t)\right| \leq c, \quad\left|b_{i j}(t)\right| \leq c \\
\int_{0}^{T} A_{i j}^{2}(t) d t<\infty, \quad \int_{0}^{T} B_{i j}^{2}(t) d t<\infty
\end{gathered}
$$

for all admissible values $i, j$. We shall also assume that the elements of the matrices $\left(B(t) B^{*}(t)\right)^{-1}$ are uniformly bounded. The independent Wiener processes $W_{1}=\left(W_{11}(t), \ldots, W_{1 k}(t)\right), W_{2}=\left(W_{21}(t), \ldots, W_{2 l}(t)\right), 0 \leq t \leq T$ in (16.1) do not depend on the Gaussian vector $\theta_{0}\left(M \theta_{0}=m_{0}, \operatorname{cov}\left(\theta_{0}, \theta_{0}\right)=\right.$ $\gamma_{0}$ ), and $\xi_{0}=0$.

The vector $u_{t}=\left[u_{1}(t, \xi), \ldots, u_{r}(t, \xi)\right]$ in (16.1) is called a control action at time $t$. The measurable processes $u_{j}(t, \xi), j=1, \ldots, r$, are assumed to be such that

$$
\begin{equation*}
M \int_{0}^{T} \sum_{j=1}^{r}\left(u_{j}(t, \xi)\right)^{4} d t<\infty \tag{16.2}
\end{equation*}
$$

and the values of $u_{j}(t, \xi)$ are $\mathcal{F}_{t}^{\xi}$-measurable.
The controls $u=\left(u_{t}\right), 0 \leq t \leq T$, for which the system of equations given by (16.1) has a unique strong solution and for which the condition given by (16.2) is satisfied, will be called henceforth admissible controls.
16.1.2. To formulate the optimality criterion, let us introduce a performance index into our consideration.

Let $h$ and $H(t)$ be symmetric nonnegative definite matrices of the order ( $k \times k$ ). Denote by $R(t)$ symmetric uniformly ${ }^{1}$ positive definite matrices (of dimension $(r \times r)$ ). Assume that the elements of the matrices $H(t)$ are $R(t)$ are measurable bounded functions of $t$.

Consider the performance functional

$$
\begin{equation*}
V(u ; T)=M\left\{\theta_{T}^{*} h \theta_{T}+\int_{0}^{T}\left[\theta_{t}^{*} H(t) \theta_{t}+u_{t}^{*} R(t) u_{t}\right] d t\right\} \tag{16.3}
\end{equation*}
$$

for each admissible control $u=\left(u_{t}\right), 0 \leq t \leq T$.
The admissible control $\tilde{u}$ is called optimal if

$$
\begin{equation*}
V(\tilde{u} ; T)=\inf _{u} V(u ; T) \tag{16.4}
\end{equation*}
$$

where 'inf' is taken over the class of all admissible controls.
For admissible controls $u$, set

$$
m_{t}^{u}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right), \quad \gamma_{t}^{u}=M\left[\left(\theta_{t}-m_{t}^{u}\right)\left(\theta_{t}-m_{t}^{u}\right)^{*}\right]
$$

where $\theta_{t}$ and $\xi_{t}$ are the processes corresponding to this control, and which are defined by the system of equations given by (16.1).

Theorem 16.1. In the class of admissible controls the optimal control $\tilde{u}=$ $\left(\tilde{u}_{t}\right), 0 \leq t \leq T$, exists and is defined by the formulae

$$
\begin{equation*}
\tilde{u}_{t}=-R^{-1}(t) c^{*}(t) P(t) \tilde{m}_{t}, \quad 0 \leq t \leq T \tag{16.5}
\end{equation*}
$$

where the nonnegative definite symmetric ${ }^{2}$ matrix $P(t)=\left\|P_{i j}(t)\right\|$ of order $(k \times k), 0 \leq t \leq T$, is the solution of the Ricatti equation

$$
\begin{align*}
-\frac{d P(t)}{d t}= & a^{*}(t) P(t)+P(t) a^{*}(t)+H(t) \\
& -P(t) c(t) R^{-1}(t) c^{*}(t) P(t), \quad P(T)=h \tag{16.6}
\end{align*}
$$

and the vector $\tilde{m}_{t}$ is defined by the system of equations

$$
\begin{align*}
d \tilde{m}_{t}= & {\left[c(t) \tilde{u}_{t}+a(t) \tilde{m}_{t}\right] d t } \\
& +\gamma_{t} A^{*}(t)\left(B(t) B^{*}(t)\right)^{-1}\left[d \xi_{t}-A(t) \tilde{m}_{t} d t\right], \quad \tilde{m}_{0}=m_{0}=M \theta_{0} \tag{16.7}
\end{align*}
$$

[^30]\[

$$
\begin{align*}
\dot{\gamma}_{t} & =a(t) \gamma_{t}+\gamma_{t} a^{*}(t)+b(t) b^{*}(t)-\gamma_{t} A^{*}(t)\left(B(t) B^{*}(t)\right)^{-1} A(t) \gamma_{t} \\
\gamma_{0}(t) & =\operatorname{cov}\left(\theta_{0}, \theta_{0}\right) \tag{16.8}
\end{align*}
$$
\]

In this case,

$$
\begin{equation*}
V(\tilde{u} ; T)=p(0)+m_{0}^{*} P(0) m_{0}+\operatorname{Tr}\left[\int_{0}^{T} H^{1 / 2}(t) \gamma_{t} H^{1 / 2}(t) d t+h^{1 / 2} \gamma_{T} h^{1 / 2}\right] \tag{16.9}
\end{equation*}
$$

where

$$
\begin{equation*}
p(t)=\int_{t}^{T} \sum_{i, j=1}^{k} D_{i j}(s) P_{i j}(s) d s \tag{16.10}
\end{equation*}
$$

and $D_{i j}(t)$ are elements of the matrix

$$
\begin{equation*}
D(t)=\gamma_{t} A^{*}(t)\left[B(t) B^{*}(t)\right]^{-1} A(t) \gamma_{t} \tag{16.11}
\end{equation*}
$$

PROOF. First of all note that, under the assumptions made above,

$$
M\left[\sup _{0 \leq t \leq T} \sum_{j=1}^{k} \theta_{j}^{4}(t)\right]<\infty
$$

which is proved as in Lemma 12.1. Next, in the same way as in the proof of Theorem 14.2, it can be established that

$$
\begin{align*}
V(u ; T)= & M\left\{\theta_{T}^{*} h \theta_{T}+\int_{0}^{T}\left[\theta_{t}^{*} H(t) \theta_{t}+u_{t}^{*} R(t) u_{t}\right] d t\right\} \\
= & M\left\{M\left(\theta_{T}^{*} h \theta_{T} \mid \mathcal{F}_{T}^{\xi}\right)+\int_{0}^{T}\left[M\left(\theta_{t}^{*} H(t) \theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)+u_{t}^{*} R(t) u_{t}\right] d t\right\} \\
= & M\left\{\left(m_{T}^{u}\right)^{*} h m_{T}^{u}+\int_{0}^{t}\left[\left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+u_{t}^{*} R(t) u_{t}\right] d t\right. \\
& \left.+\operatorname{Tr}\left[h^{1 / 2} \gamma_{T}^{u} h^{1 / 2}+\int_{0}^{T} H^{1 / 2}(t) \gamma_{t}^{u} H^{1 / 2}(t) d t\right]\right\} \tag{16.12}
\end{align*}
$$

It should be noted that the function $\gamma_{t}^{u}$ does not depend on the control $u$ and coincides with the function $\gamma_{t}$ satisfying Equation (16.8) (see Theorem 12.1). Hence,

$$
\begin{align*}
V(u ; T)= & \operatorname{Tr}\left[h^{1 / 2} \gamma_{T} h^{1 / 2}+\int_{0}^{T} H^{1 / 2}(t) \gamma_{t} H^{1 / 2}(t) d t\right] \\
& +M\left\{\left(m_{t}^{u}\right)^{*} h m_{t}^{u}+\int_{0}^{T}\left[\left(m_{t}^{u}\right)^{*} H(t) m_{t}^{u}+u_{t}^{*} R(t) u_{t}\right] d t\right\} \tag{16.13}
\end{align*}
$$

where, according to the same Theorem 12.1, $m_{t}^{u}, 0 \leq t \leq T$, is obtained from the equation
$d m_{t}^{u}=\left[c(t) u_{t}+a(t) m_{t}^{u}\right] d t+\gamma_{t}\left(B(t) B^{*}(t)\right)^{-1}\left[d \xi_{t}^{u}-A(t) m_{t}^{u} d t\right], \quad m_{t}^{u}=m_{0}$,
with the process $\xi_{t}^{u}, 0 \leq t \leq T$, defined by (16.1).
According to the vector version of Lemma 11.3 , the process $\bar{W}^{u}=$ $\left(\bar{W}_{t}^{u}, \mathcal{F}_{t}^{\xi^{u}}\right), 0 \leq t \leq T$,

$$
\begin{equation*}
\bar{W}_{t}^{u}=\int_{0}^{t} B^{-1}(s)\left[d \xi_{s}^{u}-A(s) m_{s}^{u} d u\right] \tag{16.15}
\end{equation*}
$$

is a Wiener process. Hence, from (16.14) and (16.15),

$$
\begin{equation*}
d m_{t}^{u}=\left[c(t) u_{t}+a(t) m_{t}^{u}\right] d t+\gamma_{t} A^{*}(t)\left(B^{*}(t)\right)^{-1} d \bar{W}_{t}^{u} \tag{16.16}
\end{equation*}
$$

16.1.3. To solve the primary problem we shall consider the following auxiliary problem.

Let $(\Omega, \mathcal{F}, P)$ be some probability space, with $\left(\mathcal{F}_{t}\right), 0 \leq t \leq T$, a nondecreasing family of sub- $\sigma$-algebras of $\mathcal{F}, z=\left(z_{t}, \mathcal{F}_{t}\right)$ an $r$-dimensional Wiener process, and $u=\left(u_{t}, \mathcal{F}_{t}\right)$, an $r$-dimensional process satisfying the condition

$$
\begin{equation*}
M \int_{0}^{T} \sum_{j=1}^{r} u_{j}^{4}(t, \omega) d t<\infty \tag{16.17}
\end{equation*}
$$

where $\left(u_{1}(t, \omega), \ldots, u_{r}(t, \omega)\right)=u_{t}$. Let us associate the control $u=\left(u_{t}, \mathcal{F}_{t}\right)$, $0 \leq t \leq T$, with the governed process

$$
\begin{equation*}
d \mu_{t}^{u}=\left[c(t) u_{t}+a(t) \mu_{t}^{u}\right] d t+\gamma_{t} A^{*}(t)\left(B^{*}(t)\right)^{-1} d z_{t} \tag{16.18}
\end{equation*}
$$

where $c(t), a(t), A(t)$ and $B(t)$ are the matrices introduced above, and $\mu_{0}^{u}=$ $m_{0}$. As before, we shall call the control $u=\left(u_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, admissible if for this control (16.17) is satisfied and Equation (16.18) has a unique strong solution.

Let the functional

$$
\begin{equation*}
\bar{V}(u ; T)=M\left\{\left(\mu_{T}^{u}\right)^{*} h\left(\mu_{T}^{u}\right)+\int_{0}^{T}\left[\left(\mu_{t}^{u}\right)^{*} H(t) \mu_{t}^{u}+u_{t}^{*} R(t) u_{t}\right] d t\right\} \tag{16.19}
\end{equation*}
$$

be the performance index. We shall show that in this problem the optimal control $\tilde{u}=\left(\tilde{u}_{t}, \mathcal{F}_{t}\right)$ is defined by the formulae

$$
\begin{equation*}
\tilde{u}_{t}=-R^{-1}(t) c^{*}(t) P(t) \tilde{\mu}_{t}, \tag{16.20}
\end{equation*}
$$

where $\tilde{\mu}_{t}, 0 \leq t \leq T$ is found from the equation

$$
\begin{equation*}
d \tilde{\mu}_{t}=\left[a(t)-c(t) R^{-1}(t) c^{*}(t) P(t)\right] \tilde{\mu}_{t} d t+\gamma_{t} A^{*}(t)\left(B^{*}(t)\right)^{-1} d z_{t}, \quad \tilde{\mu}_{0}=m_{0} \tag{16.21}
\end{equation*}
$$

For this purpose introduce the function

$$
\begin{equation*}
Q(t, x)=x^{*} P(t) x+p(t), \quad x \in \mathbb{R}^{k}, \quad 0 \leq t \leq T \tag{16.22}
\end{equation*}
$$

where $P(t)$ is defined by (16.6) and $p(t)$ by (16.10).

Lemma 16.1. The function $Q(t, x)=x^{*} P(t) x+p(t)$ is a solution of the differential equation

$$
\begin{equation*}
\Phi(t, x, Q(t, x))=0 \tag{16.23}
\end{equation*}
$$

where

$$
\begin{aligned}
\Phi(t, x, Q(t, x))= & x^{*} H(t) x+x^{*} a^{*}(t) \operatorname{grad}_{x} Q(t, x) \\
& +\frac{1}{2} \sum_{i, j=1}^{k} D_{i j}(t) \frac{\partial^{2} Q(t, x)}{\partial x_{i} \partial x_{j}}+\frac{\partial Q(t, x)}{\partial t} \\
& +\min _{u}\left[u^{*} R(t) u+u^{*} c^{*}(t) \operatorname{grad}_{x} Q(t, x)\right]
\end{aligned}
$$

with $u=\left(u_{1}, \ldots, u_{r}\right), Q(T, x)=x^{*} h x$.
PROOF. Because of the positive definiteness of the matrices $R(t), 0 \leq t \leq T$, the quadratic form

$$
J(u ; t)=u^{*} R(t) u+u^{*} c^{*}(t) \operatorname{grad}_{x} Q(t, x)
$$

is positive definite and attains its minimum on the vector

$$
\tilde{u}_{t}(x)=\left(\tilde{u}_{1}(t, x), \ldots, \tilde{u}_{r}(t, x)\right)
$$

satisfying the system of linear algebraic equations

$$
\operatorname{grad}_{u} J(u ; t)=0 .
$$

Since $\operatorname{grad}_{u} J(u ; t)=2 R(t) u+c^{*}(t) \operatorname{grad}_{x} Q(t, x)$,

$$
\tilde{u}_{t}(x)=-\frac{1}{2} R^{-1}(t) c^{*}(t) \operatorname{grad}_{x} Q(t, x) .
$$

But

$$
\begin{equation*}
\operatorname{grad}_{x} Q(t, x)=2 P(t) x \tag{16.24}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\tilde{u}_{t}(x)=-R^{-1}(t) c^{*}(t) P(t) x . \tag{16.25}
\end{equation*}
$$

Due to (16.6) and (16.22),

$$
\begin{align*}
\frac{\partial}{\partial t} Q(t, x)= & x^{*} \frac{d P(t)}{d t} x^{*}+\frac{d p(t)}{d t} \\
= & x^{*}\left[-a^{*}(t) P(t)-P(t) a(t)-H(t)+P(t) c(t) R^{-1}(t) c^{*}(t) P(t)\right] x \\
& -\sum_{i, j=1}^{k} D_{i j}(t) P_{i j}(t) \tag{16.26}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} Q(t, x)}{\partial x_{i} \partial x_{j}}=2 P_{i j}(t) \tag{16.27}
\end{equation*}
$$

(16.24)-(16.27) together with the equality $J(\tilde{u} ; t)=\min _{u} J(u ; t)$, indicate that the function $Q(t, x)=x^{*} P(t) x+p(t)$ satisfies Equation (16.23).

Let us show now that for the auxiliary problem the control defined by (16.20) is optimal.

It is seen from (16.23) that

$$
\begin{equation*}
\Phi\left(t, \tilde{\mu}_{t}, Q\left(t, \tilde{\mu}_{t}\right)\right)=0 \tag{16.28}
\end{equation*}
$$

Let now $u_{t}=\left(u_{1}(t), \ldots, u_{r}(t)\right), 0 \leq t \leq T$, be any admissible control and $\mu_{t}=\left(\mu_{1}(t), \ldots, \mu_{k}(t)\right)$ be defined by

$$
\begin{equation*}
d \mu_{t}=\left[c(t) u_{t}+a(t) \mu_{t}\right] d t+\gamma_{t} A_{t}^{*}\left(B^{*}(t)\right)^{-1} d z_{t} \tag{16.29}
\end{equation*}
$$

Then it follows from (16.23) and the inequality $J(\tilde{u} ; t) \leq J(u ; t)$ that

$$
\begin{equation*}
\Phi\left(t, \mu_{t}, Q\left(t, \mu_{t}\right)\right) \geq 0 . \tag{16.30}
\end{equation*}
$$

By applying the Itô formula to $Q\left(t, \tilde{\mu}_{t}\right)$ we obtain

$$
\begin{align*}
Q\left(T, \tilde{\mu}_{T}\right)-Q\left(0, \tilde{\mu}_{0}\right)= & \int_{0}^{T}\left[\frac{\partial Q\left(s, \tilde{\mu}_{s}\right)}{\partial s}+\left(c(s) \tilde{u}_{s}+a(s) \tilde{\mu}_{s}\right)^{*} \operatorname{grad}_{\tilde{\mu}} Q\left(s, \tilde{\mu}_{s}\right)\right. \\
& \left.+\frac{1}{2} \sum_{i, j=1}^{k} D_{i j}(s) \frac{\partial^{2} Q\left(s, \tilde{\mu}_{s}\right)}{\partial \tilde{\mu}_{i} \partial \tilde{\mu}_{j}}\right] d s \\
& +\int_{0}^{t}\left[\operatorname{grad}_{\tilde{\mu}} Q\left(s, \tilde{\mu}_{s}\right)\right]^{*} \gamma_{s} A^{*}(s)\left(B^{*}(s)\right)^{-1} d z_{s} \tag{16.31}
\end{align*}
$$

Taking into account (16.28) we find that

$$
\begin{align*}
Q\left(T, \tilde{\mu}_{T}\right)-Q\left(0, \tilde{\mu}_{0}\right)= & -\int_{0}^{T}\left[\left(\tilde{\mu}_{s}\right)^{*} H(s) \tilde{\mu}_{s}+\left(\tilde{u}_{s}\right)^{*} R(s) \tilde{u}_{s}\right] d s \\
& +\int_{0}^{T}\left[\operatorname{grad}_{\tilde{\mu}} Q\left(s, \tilde{\mu}_{s}\right)\right]^{*} \gamma_{s} A^{*}(s)\left(B^{*}(s)\right)^{-1} d z_{s} \tag{16.32}
\end{align*}
$$

Taking now the mathematical expectation on both sides of this equality and taking into account the equality $\tilde{\mu}_{0}=m_{0}$, we obtain

$$
\begin{equation*}
Q\left(0, m_{0}\right)=M\left\{\left(\tilde{\mu}_{T}\right)^{*} h \tilde{\mu}_{T}+\int_{0}^{T}\left[\left(\tilde{\mu}_{t}\right)^{*} H(t) \tilde{\mu}_{t}+\left(\tilde{\mu}_{t}\right)^{*} R(t) \tilde{u}_{t}\right] d t\right\} \tag{16.33}
\end{equation*}
$$

Similarly, applying the same technique to $Q\left(t, \mu_{t}\right)$, we find that

$$
\begin{equation*}
Q\left(0, m_{0}\right) \leq M\left\{\left(\tilde{\mu}_{T}\right)^{*} h \tilde{\mu}_{T}+\int_{0}^{T}\left[\left(\mu_{t}\right)^{*} H(t) \mu_{t}+\left(u_{t}\right)^{*} R(t) u_{t}\right] d t\right\} \tag{16.34}
\end{equation*}
$$

Comparing (16.33) with (16.34) we obtain

$$
\begin{equation*}
\bar{V}(\tilde{u} ; T)=Q\left(0, m_{0}\right) \leq \bar{V}(u ; T) \tag{16.35}
\end{equation*}
$$

The control $\tilde{u}$ defined by (16.20) is admissible since the linear equation given by (16.21) has a solution, which is unique and strong (Theorem 4.10). (16.17) is satisfied by the vector version of Theorem 4.6. Together with (16.35) this proves that the control $\tilde{u}$ is optimal in the class of admissible controls.
16.1.4.

COMPLETION OF THE PROOF OF THEOREM 16.1. Let us consider the processes

$$
\bar{W}^{u}=\left(\bar{W}_{t}^{u}, \mathcal{F}_{t}^{\xi^{u}}\right), \quad 0 \leq t \leq T
$$

in more detail.
It follows from (16.14) and (16.1) that with probability one the values of $\theta_{t}^{u}-m_{t}^{u}$ and $\theta_{t}^{0}-m_{t}^{0}$ coincide (the index 0 corresponds to the 'zero' control $\left.u_{t} \equiv 0,0 \leq t \leq T\right)$. Hence, it is seen from (16.15) that with probability one all the processes $\bar{W}_{t}^{u}$ coincide $\left(\bar{W}_{t}^{u}=\bar{W}_{t}^{0}\right)$ and, therefore, Equation (16.16) can be written as follows:

$$
d m_{t}^{u}=\left[c(t) u_{t}+a(t) m_{t}^{u}\right] d t+\gamma_{t} A^{*}(t)\left(B^{*}(t)\right)^{-1} d \bar{W}_{t}^{0}
$$

Let now $\bar{u}$ be any admissible control, and let $\xi^{\bar{u}}=\left(\xi_{t}^{\bar{u}}\right), 0 \leq t \leq T$, be an associated process where

$$
\mathcal{F}_{t}^{\xi^{\bar{u}}}=\sigma\left\{\omega ; \xi_{s}^{\bar{u}}, s \leq t\right\}
$$

Let us take advantage of the results of Subsection 16.1.3, setting $\mathcal{F}_{\boldsymbol{t}}=\mathcal{F}_{\boldsymbol{t}}^{\xi^{\bar{u}}}$ and $z_{t}=\bar{W}_{t}^{0}$. Let $\bar{U}$ be the class of all admissible controls $u=\left(u_{t}\right), 0 \leq t \leq T$, which are $\mathcal{F}_{t}^{\xi^{\bar{\mu}}}$-measurable at any time $t$. Since for any $\bar{u}$

$$
\mathcal{F}_{t}^{\xi^{\bar{u}}} \supseteq \mathcal{F}_{t}^{\bar{W}^{\bar{u}}} \equiv \mathcal{F}_{t}^{\bar{W}^{0}}, \quad 0 \leq t \leq T
$$

the control $\tilde{u}$ given by (16.20) belongs to $\bar{U}$ for any $\bar{u}$ (the admissibility of the control $\tilde{u}$ follows from Theorem 4.10 and the vector version of Theorem 4.6). Hence (see (16.35)), $\bar{V}(\tilde{u} ; T) \leq \bar{V}(u ; T)$ for all $u \in \bar{U}$ and, in particular, $\bar{V}(\tilde{u} ; T) \leq \bar{V}(\bar{u} ; T)$. By virtue of the arbitrariness of the control $\bar{u}$ it follows that the control $\tilde{u}$ is optimal.

Finally, note that (16.9) follows from (16.13) and the equalities

$$
\bar{V}(\tilde{u} ; T)=Q\left(0, m_{0}\right)=m_{0}^{*} P(0) m_{0}+p(0)
$$

Note. As in the case of discrete time (Section 14.3), the theorem proved above exhibits the so-called 'principle of separation' (which holds true in a more general situation, for which see [313]), according to which the optimal control problem with incomplete data decomposes into two problems: a filtering problem and a control problem with complete data for a certain system.
16.1.5. Consider a particular case of the system of equations given by (16.1). Let $b(t) \equiv 0, A(t) \equiv E(k \times k)$, and $B(t) \equiv 0$. Then in the control problem of the process $\theta=\left(\theta_{t}\right), 0<t \leq T$, with

$$
\begin{equation*}
\frac{d \theta_{t}}{d t}=c(t) u_{t}+a(t) \theta_{t}, \tag{16.36}
\end{equation*}
$$

where $\theta_{0}$ is a deterministic vector with performance functional

$$
V(u ; T)=\theta_{T}^{*} h \theta_{T}+\int_{0}^{T}\left[\theta_{t}^{*} H(t) \theta_{t}+u_{t}^{*} R(t) u_{t}\right] d t
$$

the optimal control $\tilde{u}=\left(\tilde{u}_{t}\right), 0 \leq t \leq T$, exists and is given by the formula

$$
\begin{equation*}
\tilde{u}_{t}=-R^{-1}(t) c^{*}(t) P(t) \theta_{t}, \tag{16.37}
\end{equation*}
$$

where $P(t)$ is a solution of Equation (16.6). In this case

$$
\begin{equation*}
V(\tilde{u} ; T)=\inf _{u} V(u ; T)=\theta_{0}^{*} P(0) \theta_{0} \tag{16.38}
\end{equation*}
$$

This result can be obtained by the same techniques as in the proof of Theorem 16.1. It can also be obtained from this theorem by a formal passage to the limit if we set $B(t) \equiv \varepsilon E, \varepsilon \downarrow 0$.

### 16.2 Asymptotic Properties of Kalman-Bucy Filters

16.2.1. Consider the Gaussian partially observable random process $(\theta, \xi)=$ $\left[\left(\theta_{1}(t), \ldots, \theta_{k}(t)\right),\left(\xi_{1}(t), \ldots, \xi_{l}(t)\right)\right], t \geq 0$, satisfying the system of stochastic equations

$$
\begin{align*}
& d \theta_{t}=\left[a_{1} \theta_{t}+a_{2} \xi_{t}\right] d t+b_{1} d W_{1}(t)+b_{2} d W_{2}(t) \\
& d \xi_{t}=\left[A_{1} \theta_{t}+A_{2} \xi_{t}\right] d t+B_{1} d W_{1}(t)+B_{2} d W_{2}(t), \tag{16.39}
\end{align*}
$$

with the constant matrices $a_{1}, a_{2}, A_{1}, A_{2}, b_{1}, b_{2}, B_{1}$ and $B_{2}$ of the orders $(k \times k),(k \times l),(l \times k),(l \times l),(k \times k),(k \times l),(l \times k)$ and $(l \times l)$, respectively. The mutually independent Wiener processes $W_{1}=\left(W_{11}(t), \ldots, W_{1 k}(t)\right)$ and $W_{2}(t)=\left(W_{21}(t), \ldots, W_{2 l}(t)\right), t \geq 0$ are supposed (as usual) to be independent of a Gaussian vector with initial values $\left(\theta_{0}, \xi_{0}\right)$.

If the matrix $(B \circ B)=B_{1} B_{1}^{*}+B_{2} B_{2}^{*}$ is positive definite, then, according to Theorem 10.3, the mean vector $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and the covariance matrix

$$
\begin{equation*}
\gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*}\right] \tag{16.40}
\end{equation*}
$$

satisfy the system of equations

$$
\begin{gather*}
d m_{t}=\left[a_{1} m_{t}+a_{2} \xi_{t}\right] d t+\left[(b \circ B)+\gamma_{t} A_{1}^{*}\right](B \circ B)^{-1}\left[d \xi_{t}-\left(A_{1} m_{t}+A_{2} \xi_{t}\right) d t\right] \\
\dot{\gamma}_{t}=a_{1} \gamma_{t}+\gamma_{t} a_{1}^{*}-\left[(b \circ B)+\gamma_{t} A_{1}^{*}\right](B \circ B)^{-1}\left[(b \circ B)+\gamma_{t} A_{1}^{*}\right]+(b \circ b), \tag{16.41}
\end{gather*}
$$

where $(b \circ b)=b_{1} b_{1}^{*}+b_{2} b_{2}^{*}$ and $(b \circ B)=b_{1} B_{1}^{*}+b_{2} B_{2}^{*}$.
The components of the vector $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ are the best (in the mean square sense) estimates of the corresponding components of the vector $\theta_{t}$ from the observations $\xi_{0}^{t}$. The elements of the matrix $\gamma_{t}$ and its trace $\operatorname{Tr} \gamma_{t}$ exhibit the accuracy of 'tracking' the unobservable states $\theta_{t}$ by the estimate $m_{t}$. In this case, as in the analogous problem for the case of discrete time, the critical question (with respect to applications) is: when does the matrix $\gamma_{t}$ converge as $t \uparrow \infty$ ? The present section deals with the investigation of the existence of $\lim _{t \rightarrow \infty} \gamma_{t}$ and the techniques for its computation.
16.2.2. Before giving a precise formulation, let us note first that by setting

$$
\begin{align*}
a & =a_{1}-(b \circ B)(B \circ B)^{-1} A_{1}, \\
b & =\left[(b \circ b)-(b \circ B)(B \circ B)^{-1}(b \circ B)^{*}\right]^{1 / 2}, \\
B & =[B \circ B]^{1 / 2}, \quad A=A_{1}, \tag{16.43}
\end{align*}
$$

Equation (16.42) can be rewritten in a more convenient form:

$$
\begin{equation*}
\dot{\gamma}_{t}=a \gamma_{t}+\gamma_{t} a^{*}+b b^{*}-\gamma_{t} A^{*}\left(B B^{*}\right)^{-1} A \gamma_{t} \tag{16.44}
\end{equation*}
$$

This equation coincides with the equation for the covariance of the pair of Gaussian processes $(\theta, \xi)$ satisfying the system

$$
\begin{align*}
& d \theta_{t}=a \theta_{t} d t+b d W_{1}(t) \\
& d \xi_{t}=A \theta_{t} d t+B d W_{2}(t) \tag{16.45}
\end{align*}
$$

So, in terms of the behavior of the matrices $\gamma_{t}$ for $t \rightarrow \infty$ it is enough to consider the simpler system of equations given by (16.45) instead of (16.39).

Theorem 16.2. Let the system of equations given by (16.45) satisfy the following conditions:
(1) the rank of the block matrix

$$
G_{1}=\left(\begin{array}{c}
A  \tag{16.46}\\
A a \\
\ldots \\
A a^{k-1}
\end{array}\right)
$$

of dimension $(k l \times k)$ is equal to $k$;
(2) the rank of the block matrix

$$
\begin{equation*}
G_{2}=\left(b a b \ldots a^{k-1} b\right) \tag{16.47}
\end{equation*}
$$

of dimension $(k \times l k)$ is equal to $k$;
(3) the matrix $B B^{*}$ is nonsingular.

Then, for $\gamma_{t}=M\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*}, \lim _{t \rightarrow \infty} \gamma_{t}=\gamma$ exists. This limit $\gamma$ does not depend on the initial value $\gamma_{0}$ and is the unique (in the class of positive definite matrices) solution of the equation

$$
\begin{equation*}
a \gamma+\gamma a^{*}+b b^{*}-\gamma A^{*}\left(B^{*} B\right)^{-1} A \gamma=0 \tag{16.48}
\end{equation*}
$$

Before proving this theorem we shall prove some auxiliary lemmas.
16.2.3.

Lemma 16.2. Let $D$ and $\Delta$ be matrices of dimensions $(l \times k)$ and $(k \times k)$, respectively. We shall form the block matrix (of order $(n l \times k)$ )

$$
D_{n}=\left(\begin{array}{c}
D \\
D \Delta \\
\ldots \\
D \Delta^{n-1}
\end{array}\right)
$$

Then the matrices $D_{n}^{*} D_{n}$ and $\int_{0}^{T} e^{-\Delta^{*} t} D^{*} D e^{-\Delta t} d t, 0<T<\infty$, are either both singular or both nonsingular.

PROOF. According to Lemma 14.4, the matrices $D_{n}^{*} D_{n}$ and $D_{k}^{*} D_{k}, n \geq k$, are either both singular or both nonsingular. If the matrix $D_{k}^{*} D_{k}$ is singular, then, by that lemma, there exists a nonzero vector $x=\left(x_{1}, \ldots, x_{n}\right)$ such that $D \Delta^{j} x=0, j=0,1, \ldots, k, k+1, \ldots$.

But, then,

$$
D e^{-\Delta t} x=\sum_{j=0}^{\infty} \frac{(-t)^{j}}{j!}\left(D \Delta^{j} x\right)=0
$$

and, therefore,

$$
\begin{equation*}
x^{*} \int_{0}^{T} e^{-\Delta^{*} t} D^{*} D e^{-\Delta t} d t x=0 \tag{16.49}
\end{equation*}
$$

which proves the singularity of the matrix $\int_{0}^{T} e^{-\Delta^{*} t} D^{*} D e^{-\Delta t} d t$.
Otherwise, let (16.49) be satisfied. Then, obviously, $x^{*} e^{-\Delta^{*} t} D^{*} D e^{-\Delta t} x \equiv$ $0,0 \leq t \leq T$. Hence,

$$
\begin{equation*}
D e^{-\Delta t} x \equiv 0 \tag{16.50}
\end{equation*}
$$

and (after differentiation over $t$ )

$$
\begin{align*}
D \Delta e^{-\Delta t} x & \equiv 0 \\
& \cdots  \tag{16.51}\\
D \Delta^{k-1} e^{-\Delta t} & \equiv 0 .
\end{align*}
$$

It follows from (16.50) and (16.51) for $t=0$ that $D \Delta^{j} x=0, j=0, \ldots, k-1$, which is equivalent to the equality $x^{*} D_{k}^{*} D_{k} x=0$.

Corollary. Let $\tilde{D}_{k}=\left(D \Delta D \ldots \Delta^{k-1} D\right)$ be a block matrix of order $(k \times k l)$ where $D$ and $\Delta$ are matrices of dimensions $(k \times l)$ and $(k \times k)$, respectively. Then the matrices $\tilde{D}_{k} \tilde{D}_{k}^{*}$ and $\int_{0}^{T} e^{-\Delta t} D D^{*} e^{-\Delta^{*} t} d t$ are either both singular or both nonsingular.

Lemma 16.3. If the matrix $G_{2}$ has rank $k$ then, for $t>0$, the matrices $\gamma_{t}$ defined by Equation (16.44) are positive definite.

PROOF. The matrix $\gamma_{t}$ is the covariance matrix of the conditionally Gaussian distribution $P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$. If this distribution has a ( $P$-a.s.) density then obviously the matrix $\gamma_{t}$ will be positive definite. Considering the system of equations given by (16.45) and taking into account Corollary 1 of Theorem 7.23 (see Subsection 7.9.5), we see that the distribution $P\left(\theta_{t} \leq a \mid \mathcal{F}_{t}^{\xi}\right)$, $t>0$, has a density ( $P$-a.s.) if the distribution $P\left(\theta_{t} \leq a\right)$ also has a density, which is equivalent to the condition of positive definiteness of the matrix

$$
\Gamma_{t}=\operatorname{cov}\left(\theta_{t}, \theta_{t}\right)
$$

According to Theorem 15.1, the matrices $\Gamma_{t}$ are solutions of the differential equation

$$
\begin{equation*}
\dot{\Gamma}_{t}=a \Gamma_{t}+\Gamma_{t} a^{*}+b b^{*} \tag{16.52}
\end{equation*}
$$

From this we find

$$
\Gamma_{t}=e^{a t} \Gamma_{0} e^{a^{*} t}+e^{a t}\left[\int_{0}^{t} e^{-a s} b b^{*} e^{-a^{*} s} d s\right] e^{a^{*} t}
$$

But, by virtue of the corollary to Lemma 16.2 , the matrices $\Gamma_{t}, t>0$, are positive definite, since so also is the matrix $G_{2} G_{2}^{*}\left(\operatorname{rank} G_{2}=k\right)$.

Lemma 16.4. If the rank of the matrix $G_{1}$ is equal to $k$, then the elements of all the matrices $\gamma_{t}$ are uniformly bounded.

PROOF. Consider the auxiliary problem of control of the deterministic process $x_{t}=\left(x_{1}(t), \ldots, x_{k}(t)\right), 0 \leq t \leq T$, satisfying the equation

$$
\begin{equation*}
\frac{d x_{t}}{d t}=a^{*} x_{t}+A^{*} u_{t}, \quad x_{0}=x \tag{16.53}
\end{equation*}
$$

with the performance functional

$$
V(u ; T)=x_{T}^{*} \gamma_{0} x_{T}+\int_{0}^{T}\left[x_{t}^{*} b b^{*} x_{t}+u_{t}^{*} B B^{*} u_{t}\right] d t
$$

The controls $u_{t}, 0 \leq t \leq T$, are chosen from the class of admissible controls (see the previous section).

According to (16.37), the optimal control $\tilde{u}_{t}$ exists and is given by the formula

$$
\begin{equation*}
\tilde{u}_{t}=-\left(B B^{*}\right)^{-1} A \gamma_{T-t} \tilde{x}_{t}, \tag{16.54}
\end{equation*}
$$

where $\tilde{x}_{t}$ is the solution of Equation (16.53) with $u_{t}=\tilde{u}_{t}, 0 \leq t \leq T$. In this case $V(\tilde{u} ; T)=x^{*} \gamma_{T} x$. Since the elements of the matrices $\gamma_{t}$ are continuous functions, to prove the lemma it suffices to show that all the elements of the matrices $\gamma_{T}$ for $T>1$ are uniformly bounded.

Since rank $G_{1}=k$, the matrix $G_{1}^{*} G_{1}$ is nonsingular and, by Lemma 16.2, so is the matrix

$$
\int_{0}^{1} e^{-a^{*} t} A^{*} A e^{-a t} d t
$$

Take now a special control

$$
\hat{u}_{t}= \begin{cases}-A e^{-a t}\left(\int_{0}^{1} e^{-a^{*} s} A^{*} A e^{-a s}\right)^{-1} x, & 0 \leq t \leq 1 \\ 0, & t>1\end{cases}
$$

and let $\hat{x}_{t}$ be the solution of Equation (16.53) with $u_{t}=\hat{u}_{t}$. By solving this equation we find that $\hat{x}_{t} \equiv 0, t \geq 1$. But then, because of optimality of the control $\tilde{u}_{t}, 0 \leq t \leq T, T>1$,

$$
x^{*} \gamma_{T} x \leq \int_{0}^{1}\left[\hat{x}_{t} b b^{*} \hat{x}_{t}+\hat{u}_{t}^{*} B B^{*} \hat{u}_{t}\right] d t<\infty
$$

Lemma 16.5. Let $\gamma_{t}^{0}$ be the solution of (16.44) with $\gamma_{0}^{0}=\gamma_{0}=0$ and rank $G_{1}=k$. Then $\gamma^{0}=\lim _{t \rightarrow \infty} \gamma_{t}^{0}$ exists and is the nonnegative definite symmetric matrix satisfying the equation

$$
\begin{equation*}
a \gamma^{0}+\gamma^{0} a^{*}+b b^{*}-\gamma^{0} A^{*}\left(B B^{*}\right)^{-1} A \gamma^{0}=0 \tag{16.55}
\end{equation*}
$$

If, in addition, $\operatorname{rank} G_{2}=k$, then $\gamma^{0}$ is a positive definite matrix.
PROOF. By virtue of the assumption that rank $G_{1}=k$ it follows from the previous lemma that the elements of all the matrices $\gamma_{t}^{0}, t \geq 0$, are uniformly bounded.

We shall show that for $\gamma_{0}=0$ the function $x^{*} \gamma_{T}^{0} x$ is monotone nondecreasing in $T$. Let $T_{2}>T_{1}$. Then, denoting by $u_{t}\left(T_{i}\right)$ and $x_{t}\left(T_{i}\right)$ the optimal controls and their associated processes in the auxiliary control problems, $i=1,2, \ldots$, we find that

$$
\begin{aligned}
x^{*} \gamma_{T_{2}} x & =\int_{0}^{T_{2}}\left[\left(x_{t}\left(T_{2}\right)\right)^{*} b b^{*} x_{t}\left(T_{2}\right)+\left(u_{t}\left(T_{2}\right)\right)^{*} B B^{*} u_{t}\left(T_{2}\right)\right] d t \\
& \geq \int_{0}^{T_{1}}\left[\left(x_{t}\left(T_{2}\right)\right)^{*} b b^{*} x_{t}\left(T_{2}\right)+\left(u_{t}\left(T_{2}\right)\right)^{*} B B^{*} u_{t}\left(T_{2}\right)\right] d t \\
& \geq \int_{0}^{T_{1}}\left[\left(x_{t}\left(T_{1}\right)\right)^{*} b b^{*} x_{t}\left(T_{1}\right)+\left(u_{t}\left(T_{1}\right)\right)^{*} B B^{*} u_{t}\left(T_{1}\right)\right] d t=x^{*} \gamma_{T_{1}} x
\end{aligned}
$$

From boundedness and monotonicity of the functions $x^{*} \gamma_{T}^{0} x$ follows the existence of the matrix $\gamma^{0}=\lim _{T \rightarrow \infty} \gamma_{T}^{0}$ with the properties stated.

If, in addition, rank $G_{2}=k$, then, by Lemma 16.3, the matrices $\gamma_{t}^{0}$ are nonsingular and consequently the matrix $\gamma^{0}=\lim _{t \rightarrow \infty} \gamma_{t}^{0}$ is also nonsingular.

### 16.2.4.

PROOF OF THEOREM 16.2. Set $\gamma^{0}=\lim _{t \rightarrow \infty} \gamma_{t}^{0}$ for $\gamma_{0}=0$, and set

$$
\begin{equation*}
\bar{u}_{t}=-\left(B B^{*}\right)^{-1} A \gamma^{0} \bar{x}_{t}, \tag{16.56}
\end{equation*}
$$

where $\bar{x}_{t}$ is the solution of Equation (16.53) with $u_{t}=\bar{u}_{t}$ and $\bar{x}_{0}=x$. We shall show that $\bar{x}_{t} \rightarrow 0, t \rightarrow \infty$. For this purpose it is enough, for example, to show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \bar{x}_{t}^{*} \gamma^{0} \bar{x}_{t}=0 \tag{16.57}
\end{equation*}
$$

since the matrix $\gamma^{0}$ is symmetric and positive definite.
Due to (16.53), (16.55) and (16.56),

$$
\begin{aligned}
\frac{d}{d t}\left(\bar{x}_{t}^{*} \gamma^{0} \bar{x}_{t}\right)= & \bar{x}_{t}^{*} \gamma_{0}\left[a^{*}-A^{*}\left(B B^{*}\right)^{-1} A\right] \gamma^{0} \bar{x}_{t} \\
& +\bar{x}_{t}^{*}\left[a-\gamma^{0} A^{*}\left(B B^{*}\right)^{-1} A \gamma^{0}\right] \bar{x}_{t}-\bar{x}_{t}^{*} \gamma^{0} A^{*}\left(B B^{*}\right)^{-1} A \gamma^{0} \bar{x}_{t} \\
= & -\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}-\bar{x}_{t}^{*} \gamma^{0} A^{*}\left(B B^{*}\right)^{-1}\left(B B^{*}\right)\left(B B^{*}\right)^{-1} A \gamma^{0} \bar{x}_{t} \\
= & -\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}+\bar{u}_{t}^{*} B B^{*} \bar{u}_{t}\right]
\end{aligned}
$$

Therefore, by Lemma 16.5,

$$
\begin{align*}
0 \leq \bar{x}_{T}^{*} \gamma^{0} \bar{x}_{T} & =x^{*} \gamma^{0} x-\int_{0}^{T}\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}+\bar{u}_{t}^{*} B B^{*} \bar{u}_{t}\right] d t \\
& \leq x \gamma^{0} x-\int_{0}^{T}\left[\tilde{x}_{t}^{*} b b^{*} \tilde{x}_{t}+\tilde{u}_{t}^{*} B B^{*} \tilde{u}_{t}\right] d t \\
& =x^{*}\left[\gamma^{0}-\gamma_{T}^{0}\right] x \rightarrow 0, \quad T \rightarrow \infty \tag{16.58}
\end{align*}
$$

where $\tilde{u}_{t}$ is the optimal control defined in (16.54).
It also follows from (16.58) that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \int_{0}^{T}\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}+\bar{u}_{t}^{*} B B^{*} \bar{u}_{t}\right] d t=x^{*} \gamma^{0} x \tag{16.59}
\end{equation*}
$$

Next, let $\gamma_{0}$ be an arbitrary nonnegative definite matrix. Then

$$
\begin{align*}
& \bar{x}_{T}^{*} \gamma_{0} \bar{x}_{T}+\int_{0}^{T}\left[\bar{x}_{t}^{*} b b^{*} \bar{x}_{t}+\bar{u}_{u}^{*} B B^{*} \bar{u}_{t}\right] d t \\
\geq & x^{*} \gamma_{T} x=\tilde{x}_{T}^{*} \gamma_{0} \tilde{x}_{T}+\int_{0}^{T}\left[\tilde{x}_{t}^{*} b b^{*} \tilde{x}_{t}+\tilde{u}_{t}^{*} B B^{*} \tilde{u}_{t}\right] d t \\
\geq & \int_{0}^{T}\left[\tilde{x}_{t}^{*} b b^{*} \tilde{x}_{t}+\tilde{u}_{t}^{*} B B^{*} \tilde{u}_{t}\right] d t \\
\geq & \int_{0}^{T}\left[\breve{x}_{t}^{*} b b^{*} \breve{x}_{t}+\breve{u}_{t}^{*} B B^{*} \breve{u}_{t}\right] d t=x^{*} \gamma_{T}^{0} x, \tag{16.60}
\end{align*}
$$

where $\breve{u}_{t}=-\left(B B^{*}\right)^{-1} A \gamma_{T-1}^{0} \breve{x}_{t}$, and $\breve{x}_{t}$ is the solution of Equation (16.53) with $u_{t}=\breve{u}_{t}$. It follows from these inequalities and (16.59) that

$$
\lim _{T \rightarrow \infty} \bar{x}_{T}^{*} \gamma_{0} \bar{x}_{T}+x^{*} \gamma^{0} x \geq \varlimsup_{T \rightarrow \infty} x^{*} \gamma_{T} x \geq \varliminf_{T \rightarrow \infty} x^{*} \gamma_{T} x \geq \lim _{T \rightarrow \infty} x^{*} \gamma_{T}^{0} x
$$

But, according to (16.57), $\lim _{T \rightarrow \infty} \bar{x}_{T}^{*} \gamma_{0} \bar{x}_{T}=0$ and $\lim _{T \rightarrow \infty} x^{*} \gamma_{T}^{0} x=x^{*} \gamma^{0} x$ (see Lemma 16.5). Hence $\lim _{T \rightarrow \infty} x^{*} \gamma_{T} x\left(=x^{*} \gamma x\right)$ does exist,

$$
\lim _{T \rightarrow \infty} x^{*} \gamma_{T} x=x^{*} \gamma^{0} x
$$

and

$$
\gamma=\lim _{T \rightarrow \infty} \gamma_{T}=\gamma^{0}
$$

The limit matrix $\gamma=\lim _{T \rightarrow \infty} \gamma_{T}$ does not depend on the value of $\gamma_{0}$ and satisfies Equation (16.48).

The uniqueness of the solution of this equation (in the class of positive definite matrices) can be proved as in Theorem 14.3.

Note. If the eigenvalues of the matrix $a$ lie in the left-hand plane, then one can remove the first assumption, (I), of Theorem 16.2, since the $\operatorname{Tr} \gamma_{t} \leq$ $\operatorname{Tr} M \theta_{t} \theta_{t}^{*}<\infty, t \geq 0$.

### 16.3 Computation of Mutual Information and Channel Capacity of a Gaussian Channel with Feedback

16.3.1. Let $(\Omega, \mathcal{F}, P)$ be some probability space, with $\left(\mathcal{F}_{t}\right), 0 \leq t \leq T$, a system of nondecreasing sub- $\sigma$-algebras of $\mathcal{F}$. Let $\theta=\left(\theta_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, be some transmitted information to be transmitted over a channel with Gaussian white noise. To make this description precise we suppose a Wiener process $W=\left(W_{t}, \mathcal{F}_{t}\right)$, independent of the process $\theta=\left(\theta_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, to be given. If the received signal $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right)$ has the form

$$
\begin{equation*}
d \xi_{t}=a_{t}(\theta) d t+d W_{t}, \quad \xi_{0}=0 \tag{16.61}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\xi_{t}=\int_{0}^{t} a_{s}(\theta) d s+W_{t} \tag{16.62}
\end{equation*}
$$

then the message $\theta$ is said to be transmitted over the white Gaussian channel without feedback ${ }^{3}$. The functionals $a_{s}(\theta), 0 \leq s \leq T$, with $P\left(\int_{0}^{T}\left|a_{s}(\theta)\right| d s<\right.$ $\infty)=1$ determine the coding and are assumed to be nonanticipative.

In the case where the received signal $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, permits the representation

$$
\begin{equation*}
d \xi_{t}=a_{t}(\theta, \xi) d t+d W_{t}, \quad \xi_{0}=0 \tag{16.63}
\end{equation*}
$$

with the nonanticipative functional $a_{t}(\theta, \xi), 0 \leq t \leq T$,

$$
P\left(\int_{0}^{T}\left|a_{t}(\theta, \xi)\right| d t<\infty\right)=1
$$

then the transmission is said to occur over the white Gaussian channel with noiseless feedback.

Therefore, in the case of noiseless feedback, the received signal $\xi$ is sent back and can be taken into account in the future in transmitting the information $\theta$.

Let $\left(\theta, \mathcal{B}_{\theta}\right)$ be a measure space to which the values of the signal $\theta=\left(\theta_{t}\right)$ $0 \leq t \leq T$, belong.

We shall denote by $\left(C_{T}, \mathcal{B}_{T}\right)$ the measure space of continuous functions on $[0, T], x=\left(x_{t}\right), 0 \leq t \leq T$, with $x_{0}=0$. Let $\mu_{W}, \mu_{\xi}$ and $\mu_{\theta, \xi}$ be measures corresponding to the processes $W, \xi$ and $(\theta, \xi)$.

If a certain coding $a_{t}(\theta, \xi), 0 \leq t \leq T$, is chosen, then it is natural to ask how much information $I_{T}(\theta, \xi)$ is contained in the received signal $\xi=\left\{\xi_{s}, s \leq\right.$ $t\}$ about the transmitted signal $\theta=\left\{\theta_{s}, s \leq t\right\}$. By definition

$$
\begin{equation*}
I_{T}(\theta, \xi)=M \ln \frac{d \mu_{\theta, \xi}}{d\left[\mu_{\theta} \times \mu_{\xi}\right]}(\theta, \xi) \tag{16.64}
\end{equation*}
$$

setting $I_{T}(\theta, \xi)=\infty$ if the measure $\mu_{\theta, \xi}$ is not absolutely continuous with respect to the measure $\mu_{\theta} \times \mu_{\xi}$.

Theorem 16.3. Let the following conditions be satisfied:
(1) Equation (16.63) has a strong (i.e., $\mathcal{F}_{t}^{\theta, W}{ }_{-m e a s u r a b l e ~ f o r ~ e a c h ~} t, 0 \leq t \leq$ T) solution;

[^31](2)
$$
\int_{0}^{t} M a_{t}^{2}(\theta, \xi) d t<\infty
$$

Then

$$
\begin{equation*}
I_{T}(\theta, \xi)=\frac{1}{2} M \int_{0}^{T}\left[a_{t}^{2}(\theta, \xi)-\bar{a}_{t}^{2}(\xi)\right] d t \tag{16.65}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{a}_{t}(\xi)=M\left[a_{t}(\theta, \xi) \mid \mathcal{F}_{t}^{\xi}\right] . \tag{16.66}
\end{equation*}
$$

PROOF. According to the assumptions made above and Lemmas 7.6 and 7.7, $\mu_{\xi} \ll \mu_{W}$ and $\mu_{\theta, \xi} \ll \mu_{\theta} \times \mu_{W}$. Hence, due to the note to Theorem 7.23,

$$
\begin{equation*}
\frac{d \mu_{\theta, \xi}}{d\left[\mu_{\theta} \times \mu_{\xi}\right]}(\theta, \xi)=\frac{d \mu_{\theta, \xi}}{d\left[\mu_{\theta} \times \mu_{W}\right]}(\theta, \xi) / \frac{d \mu_{\xi}}{d \mu_{W}}(\xi) . \tag{16.67}
\end{equation*}
$$

But, due to Lemmas 7.6 and 7.7,

$$
\begin{gather*}
\frac{d \mu_{\theta, \xi}}{d\left[\mu_{\theta} \times \mu_{W}\right]}(\theta, \xi)=\exp \left[\int_{0}^{T} a_{t}(\theta, \xi) d \xi_{t}-\frac{1}{2} \int_{0}^{T} a_{t}^{2}(\theta, \xi) d t\right]  \tag{16.68}\\
\frac{d \mu_{\xi}}{d \mu_{W}}(\xi)=\exp \left[\int_{0}^{T} \bar{a}_{t}(\xi) d \xi_{t}-\frac{1}{2} \int_{0}^{T} \bar{a}_{t}^{2}(\xi) d t\right] \tag{16.69}
\end{gather*}
$$

where

$$
\bar{a}_{t}(x)=M\left[a_{t}(\theta, \xi) \mid \mathcal{F}_{t}^{\xi}\right]_{\xi=x}
$$

Here,

$$
\int_{0}^{T} M \bar{a}_{t}^{2}(\xi) d t=\int_{0}^{T} M\left[M\left(a_{t}(\theta, \xi) \mid \mathcal{F}_{t}^{\xi}\right)\right]^{2} d t \leq \int_{0}^{T} M a_{t}^{2}(\theta, \xi) d t<\infty
$$

It follows from (16.67)-(16.69) that

$$
\begin{align*}
\ln \frac{d \mu_{\theta, \xi}}{d\left[\mu_{\theta} \times \mu_{\xi}\right]}(\theta, \xi)= & \int_{0}^{T}\left[a_{t}(\theta, \xi)-\bar{a}_{t}(\xi)\right] d \xi_{t}-\frac{1}{2} \int_{0}^{T}\left[a_{t}^{2}(\theta, \xi)-\bar{a}_{t}^{2}(\xi)\right] d t \\
= & \int_{0}^{T}\left(\left[a_{t}(\theta, \xi)-\bar{a}_{t}(\xi)\right] a_{t}(\theta, \xi)\right. \\
& \left.-\frac{1}{2}\left[a_{t}^{2}(\theta, \xi)-\bar{a}_{t}^{2}(\xi)\right]\right) d t \\
& +\int_{0}^{T}\left[a_{t}(\theta, \xi)-\bar{a}_{t}(\xi)\right] d W_{t} \tag{16.70}
\end{align*}
$$

From this, by the properties of stochastic integrals,

$$
\begin{align*}
M \ln \frac{d \mu_{\theta, \xi}}{d\left[\mu_{\theta} \times \mu_{\xi}\right]}(\theta, \xi) & =\frac{1}{2} \int_{0}^{T} M\left[a_{t}^{2}(\theta, \xi)-2 a_{t}(\theta, \xi) \bar{a}_{t}(\xi)+\bar{a}_{t}^{2}(\xi)\right] d t \\
& =\frac{1}{2} \int_{0}^{T} M\left[a_{t}(\theta, \xi)-\bar{a}_{t}(\xi)\right]^{2} d t \\
& =\frac{1}{2} \int_{0}^{T} M\left\{M\left[a_{t}(\theta, \xi)-\bar{a}_{t}(\xi)\right]^{2} \mid \mathcal{F}_{t}^{\xi}\right\} d t \\
& =\frac{1}{2} \int_{0}^{T} M\left[a_{t}^{2}(\theta, \xi)-\bar{a}_{t}^{2}(\xi)\right] d t \tag{16.71}
\end{align*}
$$

16.3.2. We use this theorem to prove the fact that (subject to 'power' limitation) feedback does not increase the channel capacity.

By definition, for a channel with feedback

$$
\begin{equation*}
C=\sup \frac{1}{T} I_{T}(\theta, \xi) \tag{16.72}
\end{equation*}
$$

where 'sup' is taken over all the information $\theta$ and the nonanticipative functionals $\left\{a_{t}(\theta, \xi), 0 \leq t \leq T\right\}$ for which Equation (16.63) has a unique strong solution and

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} M a_{t}^{2}(\theta, \xi) d t \leq P \tag{16.73}
\end{equation*}
$$

with the constant $P$ characterizing the power constraint of the transmitter. Due to (16.71),

$$
\begin{align*}
0 \leq I_{T}(\theta, \xi) & =\frac{1}{2} M \int_{0}^{T}\left[a_{t}^{2}(\theta, \xi)-\bar{a}_{t}^{2}(\xi)\right] d t \\
& \leq \frac{1}{2} M \int_{0}^{T} a_{t}^{2}(\theta, \xi) d t \leq \frac{P T}{2} \tag{16.74}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
C \leq \frac{P}{2} \tag{16.75}
\end{equation*}
$$

We shall show now that for a channel without feedback

$$
\begin{equation*}
C_{0}=\sup \frac{1}{T} I_{T}(\theta, \xi)=\frac{P}{2} \tag{16.76}
\end{equation*}
$$

where 'sup' is taken over all the signals $\theta$ and the nonanticipative functionals $a_{t}(\theta), 0 \leq t \leq T$, for which

$$
\frac{1}{T} \int_{0}^{T} M a_{t}^{2}(\theta) d t \leq P
$$

Since $C \geq C_{0}$, then it will follow from (16.75) and (16.76) that feedback does not improve the channel capacity:

$$
\begin{equation*}
C=C_{0}=\frac{P}{2} \tag{16.77}
\end{equation*}
$$

For this purpose we consider the following example.
EXAMPLE 1. Consider $a_{t}(x)=x_{t}$, and $\theta^{\alpha}=\left(\theta_{t}^{\alpha}\right), 0 \leq t \leq T$, a Gaussian stationary process with $M \theta_{t}^{\alpha} \equiv 0$ and the correlation function

$$
K(t, s)=P \exp \{-\alpha|t-s|\}
$$

We shall assume that the received signal $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, at the channel output can be expressed as

$$
d \xi_{t}=\theta_{t}^{\alpha} d t+d W_{t}, \quad \xi_{0}=0
$$

where $W=\left(W_{t}\right), t \geq 0$, is a Wiener process independent of the process $\theta^{\alpha}$.
According to Theorem 15.2, the process $\theta_{t}^{\alpha}$ has the differential

$$
d \theta_{t}^{\alpha}=-\alpha \theta_{t}^{\alpha} d t+\sqrt{2 \alpha P} d z_{t}
$$

where $z=\left(z_{t}\right), t \geq 0$, is a Wiener process independent of $W$.
Let $m_{t}^{\alpha}=M\left(\theta_{t}^{\alpha} \mid \mathcal{F}_{t}^{\xi}\right), \gamma_{t}^{\alpha}=M\left(\theta_{t}^{\alpha}-m_{t}^{\alpha}\right)^{2}$. By Theorem 10.1,

$$
\begin{align*}
d m_{t}^{\alpha} & =-\alpha m_{t}^{\alpha} d t+\gamma_{t}^{\alpha}\left(d \xi_{t}-m_{t}^{\alpha} d t\right), \quad m_{0}^{\alpha}=0 \\
\dot{\gamma}_{t}^{\alpha} & =-2 \alpha \gamma_{t}^{\alpha}+2 \alpha P-\left(\gamma_{t}^{\alpha}\right)^{2}, \quad \gamma_{0}^{\alpha}=P \tag{16.78}
\end{align*}
$$

From (16.78) and the normality of the process $\theta^{\alpha}$, the assumptions of Theorem 16.3 are satisfied and, therefore,

$$
\begin{equation*}
I_{T}\left(\theta^{\alpha}, \xi\right)=\frac{1}{2}\left[\int_{0}^{T} M\left(\theta_{t}^{\alpha}\right)^{2} d t-\int_{0}^{T} M\left(m_{t}^{\alpha}\right)^{2} d t\right]=\frac{P T}{2}-\frac{1}{2} \int_{0}^{T} M\left(m_{t}^{\alpha}\right)^{2} d t \tag{16.79}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
\lim _{\alpha \uparrow \infty} \int_{0}^{T} M\left(m_{t}^{\alpha}\right)^{2} d t=0 \tag{16.80}
\end{equation*}
$$

By Theorem 7.12 , the process $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi}\right)$ with $\bar{W}_{t}=\xi_{t}-\int_{0}^{t} m_{s}^{\alpha} d s$ is a Wiener process.

Therefore

$$
d m_{t}^{\alpha}=-\alpha m_{t}^{\alpha} d t+\gamma_{t}^{\alpha} d \bar{W}_{t}
$$

and, hence,

$$
m_{t}^{\alpha}=e^{-\alpha t} \int_{0}^{t} e^{\alpha s} \gamma_{s}^{\alpha} d \bar{W}_{s}
$$

and by the properties of stochastic integrals we obtain

$$
\begin{align*}
M\left(m_{t}^{\alpha}\right)^{2} & =\int_{0}^{t} e^{-2 \alpha(t-s)}\left(\gamma_{s}^{\alpha}\right)^{2} d s \\
& \leq \int_{0}^{t} e^{-2 \alpha(t-s)} P^{2} d s=P^{2} \frac{1-e^{-2 \alpha t}}{2 \alpha} \tag{16.81}
\end{align*}
$$

since $\gamma_{t}^{\alpha}=M\left(\theta_{t}^{\alpha}-m_{t}^{\alpha}\right)^{2} \leq M\left(\theta_{t}^{\alpha}\right)^{2}=P$. The required relation (16.80) follows from (16.81).

Thus we have proved the following theorem.

Theorem 16.4. Let the conditions of Theorem 16.3 be satisfied. Then the capacity $C$ of the channel with feedback coincides with the capacity $C_{0}$ of the channel without feedback and

$$
C=C_{0}=\frac{P}{2}
$$

### 16.4 Optimal Coding and Decoding for Transmission of a Gaussian Signal Through a Channel with Noiseless Feedback

16.4.1. The theory of optimal nonlinear filtering of conditionally Gaussian processes developed in the preceding chapters enables us to find the optimal method for transmission of a Gaussian process through channels with additive white noise using instant noiseless feedback.

Assume first that the signal to be transmitted is a Gaussian random variable $\theta$ with $M \theta=m, D \theta=\gamma>0$, where the parameters $m$ and $\gamma$ are known at both the transmitting and the receiving ends.

The signal $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$ at the transmitter output is assumed to satisfy the stochastic differential equation

$$
\begin{equation*}
d \xi_{t}=A(t, \theta, \xi) d t+d W_{t}, \quad \xi_{0}=0 \tag{16.82}
\end{equation*}
$$

where $W=\left(W_{t}\right), 0 \leq t \leq T$, is a Wiener process independent of $\theta$. The nonanticipative functional $A=(A(t, \theta, \xi)), 0 \leq t \leq T$, determines the coding and is assumed to be such that Equation (16.82) has a unique strong solution with

$$
P\left\{\int_{0}^{T} A^{2}(s, \theta, \xi) d s<\infty\right\}=1
$$

We shall also assume that the functionals $A=(A(t, \theta, \xi)), 0 \leq t \leq T$, are subject to the constraints

$$
\begin{equation*}
\frac{1}{t} \int_{0}^{t} M A^{2}(s, \theta, \xi) d s \leq P \tag{16.83}
\end{equation*}
$$

where $P$ is given constant. (The coding satisfying the conditions listed above will be called admissible).

At each instant of time $t$ the output signal $\hat{\theta}_{t}(\xi)$ can be constructed from the received signal $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$.

The nonanticipative functional $\hat{\theta}=\left(\hat{\theta}_{t}(\xi)\right), 0 \leq t \leq T$, specifying the decoding must be chosen, naturally, to reproduce the signal $\theta$ in the optimal manner.

Set

$$
\Delta(t)=\inf M\left[\theta-\hat{\theta}_{t}(\xi)\right]^{2}, \quad 0 \leq t \leq T,
$$

where 'inf' is taken over all the admissible codings $A=(A(s, \theta, \xi)), s \geq 0$, and the decodings $\hat{\theta}_{t}(\xi)$. The problem is to find optimal coding, decoding (if such exist, of course) and the minimal reproduction error $\Delta(t)$ as a function of time.

Since (with given coding)

$$
M\left[\theta-\hat{\theta}_{t}(\xi)\right]^{2} \geq M\left[\theta-m_{t}(\xi)\right]^{2},
$$

where $m_{t}=M\left(\theta \mid \mathcal{F}_{t}^{\mathcal{\xi}}\right)$, then it is seen that $\Delta(t)=\inf _{A} M\left[\theta-m_{t}\right]^{2}$ and that the optimal decoding (of the signals $\xi_{0}^{t}$ ) is the a posteriori mean $m_{t}=M\left(\theta \mid \mathcal{F}_{t}^{\xi}\right)$.

Thus the primary problem is reduced to the problem of finding only the optimal coding.
16.4.2. Consider first the subclass of admissible coding functions $A(t, \theta, \xi)$ linearly dependent on $\theta$ :

$$
\begin{equation*}
A(t, \theta, \xi)=A_{0}(t, \xi)+A_{1}(t, \xi) \theta, \tag{16.84}
\end{equation*}
$$

where $A_{0}=\left(A_{0}(t, \xi)\right)$ and $A_{1}=\left(A_{1}(t, \xi)\right), 0 \leq t \leq T$, are nonanticipative functionals. Let

$$
\begin{equation*}
\left.\Delta^{*}(t)=\inf _{\left(A_{0}, A_{1}\right)} M\right]\left[\theta-m_{t}\right]^{2} . \tag{16.85}
\end{equation*}
$$

The problem is to find the optimal coding function $\left(A_{0}^{*}, A_{1}^{*}\right)$ which attains the 'inf' in (16.85).

Let some coding $\left(A_{0}, A_{1}\right)$ be chosen, and let $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, be a process satisfying the equation

$$
\begin{equation*}
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta\right] d t+d W_{t}, \quad \xi_{0}=0 . \tag{16.86}
\end{equation*}
$$

Then, according to Theorem 12.1, $m_{t}=M\left(\theta \mid \mathcal{F}_{t}^{\xi}\right)$ and

$$
\gamma_{t}=M\left[\left(\theta-m_{t}\right)^{2} \mid \mathcal{F}_{t}^{\xi}\right]
$$

satisfy the equations

$$
\begin{gather*}
d m_{t}=\gamma_{t} A_{1}(t, \xi)\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right] .  \tag{16.87}\\
\dot{\gamma}_{t}=-\gamma_{t}^{2} A_{1}^{2}(t, \xi), \tag{16.88}
\end{gather*}
$$

with $m_{0}=m, \gamma_{0}=\gamma$. Equation (16.88) has the solution (Theorem 12.2)

$$
\gamma_{t}=\frac{\gamma}{1+\gamma \int_{0}^{t} A_{1}^{2}(s, \xi) d s},
$$

and it is seen that $P\left(\inf _{0 \leq s \leq T} \gamma_{s}>0\right)=1$. Hence, we obtain from (16.88)

$$
\frac{\dot{\gamma}_{t}}{\gamma_{t}}=-\gamma_{t} A_{1}^{2}(t, \xi),
$$

and, therefore,

$$
\ln \gamma_{t}-\ln \gamma=-\int_{0}^{t} \gamma_{s} A_{1}^{2}(s, \xi) d s
$$

i.e.,

$$
\begin{equation*}
\gamma_{t}=\gamma \exp \left\{-\int_{0}^{t} \gamma_{s} A_{1}^{2}(s, \xi) d s\right\} \tag{16.89}
\end{equation*}
$$

Since

$$
\begin{align*}
& M\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta\right]^{2} \\
= & M\left\{\left[A_{0}(t, \xi)+m_{t} A_{1}(t, \xi)\right]+\left[\theta-m_{t}\right] A_{1}(t, \xi)\right\}^{2} \\
= & M\left\{A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right\}^{2}+M \gamma_{t} A_{1}^{2}(t, \xi), \tag{16.90}
\end{align*}
$$

then, due to the boundedness of (16.83),

$$
\begin{equation*}
\int_{0}^{t} M \gamma_{s} A_{1}^{2}(s, \xi) d s \leq P t \tag{16.91}
\end{equation*}
$$

Hence, by the Jensen inequality $\left(M e^{-\eta}>e^{-M \eta}\right)$, (16.89) and (16.91),

$$
\begin{equation*}
M \gamma_{t} \geq \gamma e^{-P t}, \quad 0 \leq t \leq T \tag{16.92}
\end{equation*}
$$

Therefore, for the specified coding $\left(A_{0}, A_{1}\right)$ we have

$$
\begin{equation*}
M\left[\theta-m_{t}\right]^{2}=M \gamma_{t} \geq \gamma e^{-P t} \tag{16.93}
\end{equation*}
$$

and, consequently (see (16.85)),

$$
\begin{equation*}
\Delta^{*}(t) \geq \gamma e^{-P t} \tag{16.94}
\end{equation*}
$$

For the optimal coding $\left(A_{0}^{*}, A_{1}^{*}\right)$ the inequalities in (16.91) and (16.92) have to be equalities. This will occur if we take

$$
\begin{equation*}
A_{1}^{*}(t)=\sqrt{\frac{P}{\gamma}} e^{P t / 2} \tag{16.95}
\end{equation*}
$$

since then the corresponding $\gamma_{t}^{*}$ (see (16.88)) will be equal to $\gamma e^{-P t}$.
Comparing (16.90) with the equality

$$
\int_{0}^{t} M \gamma_{s}^{*}\left(A_{1}^{*}(s)\right)^{2} d s=\int_{0}^{t} \gamma_{s}^{*}\left(A_{1}^{*}(s)\right)^{2} d s=P t
$$

we find that the equality

$$
\begin{equation*}
A_{0}^{*}\left(t, \xi^{*}\right)+A_{1}^{*}(t) m_{t}^{*}\left(\xi^{*}\right)=0 \tag{16.96}
\end{equation*}
$$

must also be satisfied, where, according to (16.87), the optimal decoding $m_{t}^{*}$ can be defined by the equation

$$
\begin{equation*}
d m_{t}^{*}=\sqrt{P \gamma} e^{-P t / 2} d \xi_{t}^{*}, \quad m_{0}^{*}=m \tag{16.97}
\end{equation*}
$$

and the transmitted signal $\xi^{*}=\left(\xi_{t}^{*}\right), 0 \leq t \leq T$ (see (16.86)), satisfies the equation

$$
\begin{equation*}
d \xi_{t}^{*}=\sqrt{\frac{P}{\gamma}} e^{P t / 2}\left(\theta-m_{t}^{*}\right) d t+d W_{t}, \quad \xi_{0}^{*}=0 \tag{16.98}
\end{equation*}
$$

It is seen from (16.97) that the optimal decoding can also be expressed as follows:

$$
\begin{align*}
m_{t}^{*} & =m+\sqrt{P \gamma} \int_{0}^{t} e^{-(P s / 2)} d \xi_{s}^{*} \\
& =m+\sqrt{P \gamma}\left[e^{-(P t / 2)} \xi_{t}^{*}+\frac{P}{2} \int_{0}^{t} e^{-(P s / 2)} \xi_{s}^{*} d s\right] \tag{16.99}
\end{align*}
$$

Equation (16.98) shows that the optimal coding operation involves transmitting not the message $\theta$ during all the time, but the divergence $\theta-m_{t}^{*}$ between the value $\theta$ and its optimal estimate $m_{t}^{*}$ multiplied by $\sqrt{P / \gamma_{t}}$.

Thus we have proved the following lemma.

Lemma 16.6. In the class of admissible linear coding functions given by (16.84) the optimal coding $\left(A_{0}^{*}, A_{1}^{*}\right)$ exists and is given by the formulae

$$
\begin{align*}
A_{1}^{*}(t) & =\sqrt{\frac{P}{\gamma}} e^{P t / 2},  \tag{16.100}\\
A_{0}^{*}\left(t, \xi^{*}\right) & =-A_{1}^{*}(t) m_{t}^{*} . \tag{16.101}
\end{align*}
$$

The optimal decoding $m_{t}^{*}$ and the transmitted signal $\xi_{t}^{*}$ satisfy Equations (16.97) and (16.98).

The reproduction error is

$$
\begin{equation*}
\Delta^{*}(t)=\gamma e^{-P t} \tag{16.102}
\end{equation*}
$$

Note 1. Consider the class of linear coding functions $A_{0}(t)+A_{1}(t) \theta$ which do not employ feedback. In other words, we shall assume that the functions $A_{0}(t)$ and $A_{1}(t)$ depend only on time $\int_{0}^{T}\left[A_{0}^{2}(t)+A_{1}^{2}(t)\right] d t<\infty$ and

$$
\frac{1}{t} \int_{0}^{t} M\left[A_{0}(s)+A_{1}(s) \theta\right]^{2} d s \leq P, \quad 0 \leq t \leq T
$$

Since

$$
M\left[A_{0}(s)+A_{1}(s) \theta\right]^{2}=\left[A_{0}(s)+m A_{1}(s)\right]^{2}+\gamma A_{1}^{2}(s)
$$

then from the above power constraint we find that

$$
\int_{0}^{t} A_{1}^{2}(s) d s \leq \frac{P}{\gamma} t .
$$

It follows from this that

$$
\gamma_{t}=\frac{\gamma}{1+\gamma \int_{0}^{t} A_{1}^{2}(s) d s} \geq \frac{\gamma}{1+P t}
$$

and, consequently, the minimal mean square reproduction error (without the employment of feedback) is

$$
\tilde{\Delta}(t)=\inf M\left[\theta-m_{t}\right]^{2} \geq \frac{\gamma}{1+P t}
$$

But, for the coding functions,

$$
\tilde{A}_{1}(t)=\sqrt{\frac{P}{\gamma}}, \quad \tilde{A}_{0}(t)=-A_{1}(t) m
$$

the mean square error is equal to $\gamma /(1+P t)$ exactly. Hence,

$$
\tilde{\Delta}(t)=\frac{\gamma}{1+P t} .
$$

Note 2. Let us note another property of the process $\xi^{*}$ which is an optimal transmitted signal. If ( $A_{0}, A_{1}$ ) is some admissible coding, then, according to Theorem 7.12 and Equation (16.86),

$$
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right] d t+d \bar{W}_{t}
$$

where $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\boldsymbol{\xi}}\right)$ is a Wiener process.
For the optimal signal $\xi^{*}, A_{0}^{*}\left(t, \xi^{*}\right)+A_{1}^{*}\left(t, \xi^{*}\right) m_{t}^{*}=0$. Hence, the process $\xi^{*}=\left(\xi_{t}^{*}\right), 0 \leq t \leq T$, coincides with the corresponding innovation process $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi^{*}}\right)$. Consequently, in the optimal case the transmission is such that only the innovation process $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi^{*}}\right)$ has to be transmitted.
16.4.3. Let us show now that the coding $\left(A_{0}^{*}, A_{1}^{*}\right)$ found in Lemma 16.6 is also optimal in the sense that it has the greatest information $I_{t}(\theta, \xi)$ about $\theta$ in the received message $\xi_{0}^{t}=\left\{\xi_{s}, s \leq t\right\}$ for each $t, 0 \leq t \leq T$.

Let $I_{t}=\sup I_{t}(\theta, \xi)$ where 'sup' is taken over all the signals $\xi_{0}^{t}=$ $\left\{\xi_{s}, s \leq t\right\}$ satisfying Equation (16.82) with admissible coding functions $A=(A(t, \theta, \xi)), 0 \leq t \leq T$.

Lemma 16.7. The process $\xi^{*}=\left\{\xi_{s}^{*}, 0 \leq s \leq T\right\}$ found in Lemma 16.6 is also optimal in the sense that, for this process

$$
\begin{equation*}
I_{t}=I_{t}\left(\theta, \xi^{*}\right)=\frac{P t}{2}, \quad 0 \leq t \leq T \tag{16.103}
\end{equation*}
$$

PROOF. Let $A=(A(t, \theta, \xi)), 0 \leq t \leq T$, be some admissible coding. Then it follows from Theorem 16.3 and (16.83) that

$$
\begin{equation*}
I_{t}(\theta, \xi)=\frac{1}{2} \int_{0}^{t} M\left[A^{2}(s, \theta, \xi)-\bar{A}^{2}(s, \xi)\right] d s \leq \frac{1}{2} \int_{0}^{t} M A^{2}(s, \theta, \xi) d s \leq \frac{P t}{2} \tag{16.104}
\end{equation*}
$$

where $\bar{A}(s, \xi)=M\left[A(s, \theta, \xi) \mid \mathcal{F}_{s}^{\xi}\right]$.
On the other hand, let us take $A\left(s, \theta, \xi^{*}\right)=A_{0}^{*}(s, \xi)+A_{1}^{*}(s) \theta$ with $A_{0}^{*}(s, \xi)$ and $A_{1}^{*}(s)$ defined in Lemma 16.6. Then, due to (16.101),

$$
M\left[A\left(s, \theta, \xi^{*}\right) \mid \mathcal{F}_{s}^{\xi}\right]=A_{0}^{*}\left(s, \xi^{*}\right)+A_{1}^{*}(s) m_{s}^{*}=0
$$

and, therefore, according to (16.104) and (16.90),

$$
I_{t}\left(\theta, \xi^{*}\right)=\frac{1}{2} \int_{0}^{t} M\left[A_{0}^{*}(s, \xi)+A_{1}^{*}(s) \theta\right]^{2} d s=\frac{P t}{2}
$$

which together with (16.104), proves the required equality, (16.103).
16.4.4. It will be shown here that the linear coding $\left(A_{0}^{*}, A_{1}^{*}\right)$ is optimal in the class of all admissible codings.

To prove this statement we will find useful (16.105), given below: in a certain sense this inequality is analogous to the Cramer-Rao inequality.

Lemma 16.8. Let $\theta$ be a Gaussian random variable, let $\theta \sim N(m, \gamma)$, and let $\tilde{\theta}$ be some random variable. Then

$$
\begin{equation*}
M[\theta-\tilde{\theta}]^{2} \geq \gamma e^{-2 I(\theta, \tilde{\theta})} \tag{16.105}
\end{equation*}
$$

PROOF. Let $\varepsilon^{2}=M[\theta-\tilde{\theta}]^{2}$. Without loss of generality, we can take $0<$ $\varepsilon^{2}<\infty$. Consider now the $\varepsilon$-entropy $H_{\varepsilon}(\theta)=\inf \left\{I(\theta, \bar{\theta}): M(\theta-\bar{\theta})^{2} \leq \varepsilon^{2}\right\}$. According to the known formula for the $\varepsilon$-entropy $H_{\varepsilon}(\theta)$ of the Gaussian variable $\theta$ (see formula (12) in [159])

$$
\begin{equation*}
H_{\varepsilon}(\theta)=\frac{1}{2} \ln \max \left(\frac{\gamma}{\varepsilon^{2}}, 1\right) . \tag{16.106}
\end{equation*}
$$

Consequently,

$$
I(\theta, \tilde{\theta}) \geq H_{\varepsilon}(\theta) \geq \frac{1}{2} \ln \frac{\gamma}{\varepsilon^{2}}=\frac{1}{2} \ln \frac{\gamma}{M[\theta-\tilde{\theta}]^{2}}
$$

which proves the required inequality, (16.105).

Theorem 16.5. Let $\theta$ be the Gaussian random variable transmitted over the channel described by Equation (16.82). Then

$$
\begin{equation*}
\Delta(t)=\Delta^{*}(t)-=\gamma e^{-P t} \tag{16.107}
\end{equation*}
$$

and, therefore, in the class of all admissible codings the linear coding $\left(A_{0}^{*}, A_{1}^{*}\right)$ found in Lemma 16.6 is optimal.

PROOF. It is clear that $\Delta(t) \leq \Delta^{*}(t)=\gamma e^{-P t}$. Hence, to prove the theorem it suffices to show that

$$
\begin{equation*}
\Delta(t) \geq \gamma e^{-P t} \tag{16.108}
\end{equation*}
$$

Let $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, be a process corresponding to some admissible coding (see (16.83)), and let $\hat{\theta}=\hat{\theta}_{t}(\xi)$ be some decoding. Then, due to Lemma 16.8,

$$
\begin{equation*}
M\left[\theta-\hat{\theta}_{t}(\xi)\right]^{2} \geq \gamma \exp \left(-2 I\left(\theta, \hat{\theta}_{t}(\xi)\right)\right. \tag{16.109}
\end{equation*}
$$

But, as is well known, $I\left(\theta, \hat{\theta}_{t}(\xi)\right) \leq I_{t}(\theta, \xi)$. In addition, by Lemma 16.7, $I_{t}(\theta, \xi) \leq I_{t}\left(\theta, \xi^{*}\right)=P t / 2$. Hence,

$$
M\left[\theta-\hat{\theta}_{t}(\xi)\right]^{2} \geq \gamma e^{-P t}
$$

which proves the required inequality, (16.108).
16.4.5. The method used in proving Lemma 16.6 can also be used for finding optimal linear coding for the cases where: the transmitted message $\theta=\left(\theta_{t}\right)$, $0 \leq t \leq T$, is a Gaussian process with the differential

$$
\begin{equation*}
d \theta_{t}=a(t) \theta_{t} d t+b(t) d \tilde{W}_{t} \tag{16.110}
\end{equation*}
$$

the Wiener process $\tilde{W}=\left(\tilde{W}_{t}\right), 0 \leq t \leq T$, does not depend on the Gaussian random variable $\theta_{0}$ with the prescribed values $M \theta_{0}=m$ and $D \theta_{0}=\gamma>0$; and $|a(t)| \leq K,|b(t)| \leq K$.

We shall assume (compare with (16.86)) that the process $\xi=\left(\xi_{t}\right), 0 \leq$ $t \leq T$, obtained at the channel output is the unique strong solution of the equation

$$
\begin{equation*}
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}\right] d t+d W_{t}, \quad \xi_{0}=0 \tag{16.111}
\end{equation*}
$$

where the Wiener process $W=\left(W_{t}\right), 0 \leq t \leq T$, does not depend on $\tilde{W} ; \theta_{0}$ and the (nonanticipative) coding functions $A_{0}(t, \xi)$ and $A_{1}(t, \xi)$ satisfy the conditions

$$
P\left\{\int_{0}^{T} A_{0}^{2}(t, \xi) d t<\infty\right\}=1, \quad \sup _{x \in C, t \leq T}\left|A_{1}(t, x)\right|<\infty
$$

and the power constraint

$$
M\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta_{t}\right]^{2} \leq P
$$

for the prescribed constant $P$.
Let

$$
\Delta^{*}(t)=\inf M\left[\theta_{t}-\hat{\theta}_{t}(\xi)\right]^{2}
$$

where 'inf' is taken over all the described admissible coding functions and decodings $\hat{\theta}_{t}(\xi)$. It is clear that

$$
\Delta^{*}(t)=\inf _{\left(A_{0}, A_{1}\right)} M\left[\theta_{t}-m_{t}\right]^{2}
$$

where $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$.
Write

$$
\begin{equation*}
\gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)^{2} \mid \mathcal{F}_{t}^{\xi}\right] \tag{16.112}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Delta^{*}(t)=\inf _{\left(A_{0}, A_{1}\right)} M \gamma_{t} \tag{16.113}
\end{equation*}
$$

If the coding $\left(A_{0}, A_{1}\right)$ is given, then, by Theorem 12.1,

$$
\begin{gather*}
d m_{t}=a(t) m_{t} d t+\gamma_{t} A_{1}(t, \xi)\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right]  \tag{16.114}\\
\dot{\gamma}_{t}=2 a(t) \gamma_{t}-\gamma_{t}^{2} A_{1}^{2}(t, \xi)+b^{2}(t) \tag{16.115}
\end{gather*}
$$

with $m_{0}=m, \gamma_{0}=\gamma$.
As in (16.90), we find that

$$
\begin{equation*}
M\left[A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right]^{2}+M\left[\gamma_{t} A_{1}^{2}(t, \xi)\right] \leq P \tag{16.116}
\end{equation*}
$$

Note that Equation (16.115) is equivalent to the integral equation

$$
\begin{aligned}
\gamma_{t}= & \gamma \exp \left\{2 \int_{0}^{t} a(s) d s-\int_{0}^{t} \gamma_{s} A_{1}^{2}(s, \xi) d s\right\} \\
& +\int_{0}^{t} b^{2}(s) \exp \left\{2 \int_{0}^{t} a(u) d u-\int_{s}^{t} \gamma_{u} A_{1}^{2}(u, \xi) d u\right\} d s
\end{aligned}
$$

Due to the Jensen inequality ( $M e^{-\eta} \geq e^{-M \eta}$ ) we obtain

$$
\begin{align*}
M\left[\theta_{t}-m_{t}\right]^{2} \geq & \gamma \exp \left\{2 \int_{0}^{t} a(s) d s-\int_{0}^{t} M \gamma_{s} A_{1}^{2}(s, \xi) d s\right\} \\
& +\int_{0}^{t} b^{2}(s) \exp \left\{2 \int_{s}^{t} a(u) d u-\int_{s}^{t} M \gamma_{u} A_{1}^{2}(u, \xi) d u\right\} d s \tag{16.117}
\end{align*}
$$

which, together with the inequality $M \gamma_{t} A_{1}^{2}(t, \xi) \leq P$ (following from (16.116)) yields for $M \gamma_{t}$ the estimate from below:

$$
\begin{align*}
M \gamma_{t} \geq & \gamma \exp \left\{2 \int_{0}^{t}\left[a(s)-\frac{P}{2}\right] d s\right\} \\
& +\int_{0}^{t} b^{2}(s) \exp \left\{2 \int_{s}^{t}\left[a(u)-\frac{P}{2}\right] d u\right\} d s \tag{16.118}
\end{align*}
$$

We shall indicate now the coding $\left(A_{0}^{*}, A_{1}^{*}\right)$ for which in (16.118) equality is attained. Since, by assumption, $\gamma_{0}=\gamma>0$, it follows that $P\left\{\inf _{t \leq T} \gamma_{t}>\right.$ $0\}=1$ (Theorem 12.7), and consequently for all $t, 0 \leq t \leq T$, we can define the functions

$$
\begin{gather*}
A_{1}^{*}\left(t, \xi^{*}\right)=\sqrt{\frac{P}{\gamma_{t}^{*}}}  \tag{16.119}\\
A_{0}^{*}\left(t, \xi^{*}\right)=-A_{1}^{*}(t, \xi)^{*} m_{t}^{*}, \tag{16.120}
\end{gather*}
$$

where

$$
m_{t}^{*}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi^{*}}\right), \quad \gamma_{t}^{*}=M\left[\left(\theta-m_{t}^{*}\right)^{2} \mid \mathcal{F}_{t}^{\xi^{*}}\right], \quad \xi^{*}=\left(\xi_{t}^{*}\right), \quad 0 \leq t \leq T
$$

is the solution of the equation

$$
\begin{equation*}
d \xi_{t}^{*}=\left[A_{0}^{*}\left(t, \xi^{*}\right)+A_{1}^{*}\left(t, \xi^{*}\right) \theta_{t}\right] d t+d W_{t}, \quad \xi_{0}^{*}=0 \tag{16.121}
\end{equation*}
$$

It should be emphasized that, due to (16.119), $\left(A_{1}^{*}\left(t, \xi^{*}\right)\right)^{2} \gamma_{t}^{*}=P$ and, therefore (see (16.115)),

$$
\begin{equation*}
\dot{\gamma}_{t}^{*}=[2 a(t)-P] \gamma_{t}^{*}+b^{2}(t), \quad \gamma_{0}^{*}=\gamma . \tag{16.122}
\end{equation*}
$$

This linear equation has the unique solution

$$
\begin{equation*}
\gamma_{t}^{*}=\gamma \exp \left\{2 \int_{0}^{t}\left[a(s)-\frac{P}{2}\right] d s\right\}+\int_{0}^{t} b^{2}(s) \exp \left\{2 \int_{0}^{t}\left[a(u)-\frac{P}{2}\right] d u\right\} d s \tag{16.123}
\end{equation*}
$$

which does not depend on the signals $\xi$.
Comparing (16.113), (16.118) and (16.123) we see that

$$
\begin{equation*}
\Delta^{*}(t)=\gamma_{t}^{*}, \quad 0 \leq t \leq T \tag{16.124}
\end{equation*}
$$

Thus we have the following theorem.

Theorem 16.6. In transmitting, according to the scheme (16.111), the Gaussian process $\theta_{t}$ subject to Equation (16.110), the optimal transmission is described by the equation

$$
\begin{equation*}
d \xi_{t}^{*}=\sqrt{\frac{P}{\gamma_{t}^{*}}}\left[\theta_{t}-m_{t}^{*}\right] d t+d W_{t}, \quad \xi_{0}^{*}=0 \tag{16.125}
\end{equation*}
$$

where the optimal decoding $m_{t}^{*}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi^{*}}\right)$ is defined by the equation

$$
\begin{equation*}
d m_{t}^{*}=a(t) m_{t}^{*} d t+\sqrt{P \gamma_{t}^{*}} d \xi_{t}^{*}, \quad m_{0}^{*}=m \tag{16.126}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\gamma}_{t}=[2 a(t)-P] \gamma_{t}^{*}+b^{2}(t), \quad \gamma_{0}^{*}=\gamma . \tag{16.127}
\end{equation*}
$$

The minimal reproduction error is

$$
\begin{align*}
\Delta^{*}(t)= & \gamma \exp \left\{2 \int_{0}^{t}\left[a(s)-\frac{P}{2}\right] d s\right. \\
& \left.+\int_{0}^{t} b^{2}(s) \exp \left\{2 \int_{s}^{t}\left[a(u)-\frac{P}{2}\right] d u\right\} d s\right\} \tag{16.128}
\end{align*}
$$

Corollary. If $a(t) \equiv b(t) \equiv 0$, then (compare with (16.102))

$$
\Delta^{*}(t)=\gamma e^{-P t}
$$

Note 1. If, in transmitting according to the scheme given in (16.111) feedback is not used, then the optimal coding functions $\tilde{A}_{0}(t)$ and $\tilde{A}_{1}(t)$ are given by the formulae

$$
\tilde{A}_{1}(t)=\sqrt{\frac{P}{D \theta_{t}}}, \quad \tilde{A}_{0}(t)=-\tilde{A}_{1}(t) M \theta_{t}
$$

In this case the mean square reproduction error $\tilde{\Delta}(t)$ is found from the equation

$$
\dot{\tilde{\Delta}}(t)=2 a(t) \tilde{\Delta}(t)+b^{2}(t)-\frac{P}{D \theta_{t}} \tilde{\Delta}^{2}(t), \quad \tilde{\Delta}(0)=\gamma
$$

In order to compare the values of $\tilde{\Delta}^{*}(t)$ and $\tilde{\Delta}(t)$ let us consider the following example.

EXAMPLE 2. Let $a(t) \equiv-1, \gamma=\frac{1}{2}, m=0$, i.e., let the process $\theta_{t}, t \geq$ 0 , be a stationary Gaussian Markov process with $d \theta_{t}=-\theta_{t} d t+d \tilde{W}_{t}$ and $\theta_{0} \sim N\left(0, \frac{1}{2}\right)$. Then $M \theta_{t} \equiv 0, D \theta_{t} \equiv \frac{1}{2}$ and $\dot{\Delta}(t)=-2 \tilde{\Delta}(t)+1-2 P \tilde{\Delta}^{2}(t)$, $\tilde{\Delta}(0)=\frac{1}{2}$. It is easy to show from this that

$$
\tilde{\Delta}_{P}=\lim _{t \rightarrow \infty} \tilde{\Delta}(t)=\frac{\sqrt{1+2 P}-1}{2 P}
$$

At the same time, according to (16.128),

$$
\Delta^{*}(t)=\frac{1}{2+P}+e^{-(2+P) t}\left[\frac{1}{2}-\frac{1}{2+P}\right]
$$

and, therefore, $\Delta_{P}^{*}=\lim _{t \rightarrow \infty} \Delta^{*}(t)=1 /(2+P)$. Hence,

$$
\frac{\Delta_{P}^{*}}{\tilde{\Delta}}=\frac{2 P}{(2+P)(\sqrt{1+2 P}-1)}
$$

and, therefore,

$$
\frac{\Delta_{P}^{*}}{\tilde{\Delta}_{P}} \sim \begin{cases}\sqrt{2 / P}, & P \rightarrow \infty \\ 1, & P \rightarrow 0\end{cases}
$$

In other words, feedback yields a much smaller reproduction error for large $P$ than is the case without feedback. For small $P$ the reproduction errors are asymptotically (for $t \rightarrow \infty$ ) equivalent in the two cases.

Note 2. The coding $\left(A_{0}^{*}, A_{1}^{*}\right)$ found in Theorem 16.6 is also optimal in the sense that

$$
\begin{equation*}
I_{t}\left(\theta, \xi^{*}\right)=\sup I_{t}(\theta, \xi) \tag{16.129}
\end{equation*}
$$

where 'sup' is taken over all admissible linear codings, and $I_{t}(\theta, \xi)$ is defined in (16.64). (16.29) can be proved in the same way as Lemma 16.7.
16.4.6. Consider now the coding functions $A_{t}\left(\theta_{t}, \xi\right)$ which are not linear in $\theta_{t}$. The constraints on $A_{t}(a, x)$ guaranteeing the existence of a unique strong solution to the equation

$$
\begin{equation*}
d \xi_{t}=A_{t}\left(\theta_{t}, \xi\right) d t+d W_{t} \tag{16.130}
\end{equation*}
$$

will now be made more stringent.
Thus we assume that $A_{t}(a, x), t \leq T, a \in \mathbb{R}^{1}, x \in C$ satisfies

$$
\begin{equation*}
A_{t}^{2}(a, x) \leq L_{1}\left(1+a^{2}+x_{t}^{2}\right)+L_{2} \int_{0}^{t}\left(1+x_{s}^{2}\right) d K(s) \tag{16.131}
\end{equation*}
$$

and, for arbitrary $t \leq T, a^{\prime}, a^{\prime \prime} \in[-N, N], N<\infty, x^{\prime}, x^{\prime \prime} \in C$,

$$
\begin{align*}
{\left[A_{t}\left(a^{\prime}, x^{\prime}\right)-A_{t}\left(a^{\prime \prime}, x^{\prime \prime}\right)\right]^{2} \leq } & L_{1}\left(a^{\prime}-a^{\prime \prime}\right)^{2}+L_{3}(N)\left(x_{t}^{\prime}-x_{t}^{\prime \prime}\right)^{2} \\
& +L_{4}(N) \int_{0}^{t}\left(x_{s}^{\prime}-x_{s}^{\prime \prime}\right)^{2} d K(s) \tag{16.132}
\end{align*}
$$

where $L_{1}, L_{2}, L_{3}(N), L_{4}(N)$ are certain constants ( $L_{3}(N)$ and $L_{4}(N)$ depend on $N$ ) and $K(s)$ is a monotone nondecreasing right continuous function such that $0 \leq K(s) \leq 1$.
(16.131) and $(16,132)$ ensure the uniqueness and existence of a strong solution to (16.130); this is proved in the same way as in Theorems 4.6 and 4.9, bearing in mind that

$$
\sup _{t \leq T} M \xi_{t}^{2 k}<\infty, \quad k=1,2, \ldots
$$

Theorem 16.7. Suppose that a Gaussian process $\theta_{t}$ governed by equation (16.110) is being transmitted according to the scheme given by (16.130), where the functionals $A_{t}(a, x)$ satisfy the requirements of (16.131) and (16.132) and the constraint

$$
\begin{equation*}
M A_{t}^{2}\left(\theta_{t}, \xi\right) \leq P \tag{16.133}
\end{equation*}
$$

Then the optimal transmission of the process $\theta_{t}$ is described by (16.125)(16.128).
16.4.7. The proof of Theorem 16.7 (to be given in Subsection 16.4.8) will be based on the fact that for each $t$ the mean square error of the estimate is bounded from below by $\Delta^{*}(t)$, given by (16.128) (see Theorem 16.5).

In order to obtain such a lower bound let us formulate first some auxiliary results. Introduce the following notation:
(1) $\rho_{t}(\beta)=d P\left(\theta_{t} \leq \beta\right) / d \beta$;
(2) $\pi_{t}(\beta)=d P\left(\theta_{t} \leq \beta \mid \mathcal{F}_{t}^{\xi}\right) / d \beta$;
(3) $I\left(\theta_{0}^{t}, \xi_{0}^{t}\right)$ will be the mutual information between $\theta_{0}^{t}$ and $\xi_{0}^{t}$;
(4) $I\left(\theta_{t}, \xi_{0}^{t}\right)$ will be the mutual information between $\theta_{t}$ and $\xi_{0}^{t}$;
(5)

$$
\mathrm{F}\left(\theta_{t}\right)=\int_{-\infty}^{\infty}\left(\frac{\partial}{\partial \beta} \rho_{t}(\beta)\right)^{2} \rho_{t}^{-1}(\beta) d \beta
$$

will be the Fisher information;
(6)

$$
\mathrm{F}\left(\theta_{t}, \xi_{0}^{t}\right)=\int_{-\infty}^{\infty}\left(\frac{\partial}{\partial \beta} \pi_{t}(\beta)\right)^{2} \pi_{t}^{-1}(\beta) d \beta
$$

will be the Fisher conditional information.
Lemma 16.9. Assume that the functional $A_{t}(a, x)$ is uniformly bounded together with its partial derivatives $\partial^{i} A_{t}\left(a_{1} x\right) / \partial a^{i}, i=1,2,3, x \in C$. Then

$$
\begin{equation*}
I\left(\theta_{t}, \xi_{0}^{t}\right)=I\left(\theta_{0}^{t}, \xi_{0}^{t}\right)-\frac{1}{2} \int_{0}^{t} b^{2}(s)\left[M \mathrm{~F}\left(\theta_{s}, \xi_{0}^{2}\right)-\mathrm{F}\left(\theta_{s}\right)\right] d s \tag{16.134}
\end{equation*}
$$

PROOF. Note first of all, that due to (16.110), the variance $\Gamma_{t}$ of the random variable $\theta_{t}$ is given by the equation (Theorem 15.1)

$$
\begin{equation*}
\frac{d \Gamma_{t}}{d t}=2 a(t) \Gamma_{t}+b^{2}(t) \tag{16.135}
\end{equation*}
$$

with the initial condition $\Gamma_{0}=\gamma>0$. Hence, for all $t \leq T$, the variables $\Gamma_{t}$ are positive and the Gaussian distributions $P\left(\theta_{t} \leq \beta\right), t \leq T$, have a density $\rho_{t}(\beta)$ which satisfies the forward equation of Kolmogorov

$$
\begin{equation*}
\frac{\partial \rho_{t}(\beta)}{\partial t}=-a(t) \frac{\partial}{\partial \beta}\left(\beta \rho_{t}(\beta)\right)+\frac{1}{2} b^{2}(t) \frac{\partial^{2} \rho_{t}(\beta)}{\partial \beta^{2}} . \tag{16.136}
\end{equation*}
$$

By virtue of Corollary 1 to Theorem 7.23, and because of the existence of the density $\rho_{t}(\beta)$, the conditional density $\pi_{t}(\beta)$ exists and is given by the formula

$$
\begin{align*}
\pi_{t}(\beta)= & \rho_{t}(\beta) \tilde{M}\left\{\operatorname { e x p } \left[\int_{0}^{t}\left(A_{s}\left(\tilde{\theta}_{s}, \xi\right)-\bar{A}_{s}(\xi)\right) d \bar{W}_{s}\right.\right. \\
& \left.\left.-\frac{1}{2} \int_{0}^{t}\left(A_{s}\left(\tilde{\theta}_{s}, \xi\right)-\bar{A}_{s}(\xi)\right)^{2} d s\right] \mid \tilde{\theta}_{t}=\beta\right\} \tag{16.137}
\end{align*}
$$

where $\bar{A}_{s}(\xi)=M\left(A_{s}\left(\theta_{s}, \xi\right) \mid \mathcal{F}_{s}^{\xi}\right),\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi}\right)$ is a Wiener process, and the process $\tilde{\theta}_{t}$ is given on the probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})$, which is identical to the primary probability space $(\Omega, \mathcal{F}, P)$ and has the same distribution as $\theta_{t}$.

According to the theorem on normal correlation (Theorem 13.1), the process $\tilde{\theta}_{s}, s \leq t$, permits the representation

$$
\tilde{\theta}_{s}=M \theta_{s}+\Gamma_{t}^{-1} \operatorname{cov}\left(\theta_{s}, \theta_{t}\right)\left(\tilde{\theta}_{t}-M \theta_{t}\right)+\tilde{\eta}_{s},
$$

where $\tilde{\eta}_{s}, s \leq t$, is independent of $\tilde{\theta}_{t}$. Let

$$
\tilde{A}_{s}(a, b, x)=A_{s}\left(M \theta_{s}+\Gamma_{t}^{-1} \operatorname{cov}\left(\theta_{s}, \theta_{t}\right)\left(b-M \theta_{t}\right)+a, x\right) .
$$

Then (16.137) for $\pi_{t}(\beta)$ can be rewritten as follows:

$$
\begin{align*}
\pi_{t}(\beta)= & \rho_{t}(\beta) \tilde{M} \exp \left[\int_{0}^{t}\left(\tilde{A}_{s}\left(\tilde{\eta}_{s}, \beta, \xi\right)-\bar{A}_{s}(\xi)\right) d \bar{W}_{s}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t}\left(\tilde{A}_{s}\left(\tilde{\eta}_{s}, \beta, \xi\right)-\bar{A}_{s}(\xi)\right)^{2} d s\right] \tag{16.138}
\end{align*}
$$

From (16.138) and the assumptions on $A_{t}(a, x)$, it follows that:
$\left(1^{\circ}\right)$ the density $\pi_{t}(\beta)$ is twice continuously differentiable ( $P$-a.s.) with respect to $\beta,-\infty<\beta<\infty$;

$$
M \int_{0}^{T} b^{2}(t) \mathcal{F}\left(\theta_{t}, \xi_{0}^{t}\right) d t<\infty ;
$$

$\left(3^{\circ}\right)$ the density $\pi_{t}(\beta)$ satisfies the equation (see Theorem 8.6))

$$
\begin{align*}
d_{t} \pi_{t}(\beta)= & {\left[-a(t) \frac{\partial}{\partial \beta}\left(\beta \pi_{t}(\beta)\right)+\frac{b^{2}(t)}{2} \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{t}(\beta)\right)\right] d t } \\
& +\pi_{t}(\beta)\left[A_{t}(\beta, \xi)-\bar{A}_{t}(\xi)\right] d \bar{W}_{t}, \quad \pi_{0}(\beta)=\rho_{0}(\beta) \tag{16.139}
\end{align*}
$$

Let us now estimate the information $I\left(\theta_{t}, \xi_{0}^{t}\right)$. By definition

$$
\begin{align*}
I\left(\theta_{t}, \xi_{0}^{t}\right) & =M \ln \frac{\pi_{t}\left(\theta_{t}\right)}{\rho_{t}\left(\theta_{t}\right)}=M M\left(\left.\ln \frac{\pi_{t}\left(\theta_{t}\right)}{\rho_{t}\left(\theta_{t}\right)} \right\rvert\, \mathcal{F}_{t}^{\xi}\right) \\
& =M \int_{-\infty}^{\infty} \pi_{t}(\beta) \ln \frac{\pi_{t}(\beta)}{\rho_{t}(\beta)} d \beta \tag{16.140}
\end{align*}
$$

Let $\varphi_{t}(\beta)=\pi_{t}(\beta) \ln \left(\pi_{t}(\beta) / \rho_{t}(\beta)\right)$. Using (16.140), (16.136) and the identity $\pi_{0}(\beta)=\rho_{0}(\beta)$, the Itô formula gives us

$$
\begin{align*}
\varphi_{t}(\beta)= & \int_{0}^{t}\left[\ln \frac{\pi_{s}(\beta)}{\rho_{s}(\beta)}+1\right]\left[-a(s) \frac{\partial}{\partial \beta}\left(\beta \pi_{s}(\beta)\right)+\frac{b^{2}(s)}{2} \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{s}(\beta)\right)\right] d s \\
& \left.+\int_{0}^{t}\left[\ln \frac{\pi_{s}(\beta)}{\rho_{s}(\beta)}+1\right]\right] \pi_{s}(\beta)\left[A_{s}(\beta, \xi)-\bar{A}_{s}(\xi)\right] d \bar{W}_{s} \\
& +\frac{1}{2} \int_{0}^{t} \pi_{s}(\beta)\left(A_{s}(\beta, \xi)-\bar{A}_{s}(\xi)\right)^{2} d s \\
& -\int_{0}^{t} \frac{\pi_{s}(\beta)}{\rho_{s}(\beta)}\left[-a(s) \frac{\partial}{\partial \beta}\left(\beta \rho_{s}(\beta)\right)+\frac{b^{2}(s)}{2} \frac{\partial^{2}}{\partial \beta^{2}}\left(\rho_{s}(\beta)\right)\right] d s . \tag{16.141}
\end{align*}
$$

According to (16.140),

$$
I\left(\theta_{t}, \xi_{0}^{t}\right)=M \int_{-\infty}^{\infty} \varphi_{t}(\beta) d \beta
$$

With this in mind, let us integrate the right-hand side of Equation (16.141) with respect to the measure $d \beta d P$. We obtain

$$
\begin{aligned}
& M \int_{-\infty}^{\infty} \frac{\pi_{s}(\beta)}{\rho_{s}(\beta)}\left[-a(s) \frac{\partial}{\partial \beta}\left(\beta \rho_{s}(\beta)\right)+\frac{b^{2}(s)}{2} \frac{\partial^{2}}{\partial \beta^{2}}\left(\rho_{s}(\beta)\right)\right] d \beta \\
= & \int_{-\infty}^{\infty}\left[-a(s) \frac{\partial}{\partial \beta}\left(\beta \rho_{s}(\beta)\right)+\frac{b^{2}(s)}{2} \frac{\partial^{2}}{\partial \beta^{2}}\left(\rho_{s}(\beta)\right)\right] d \beta=0 .
\end{aligned}
$$

Thus the integral (with respect to the measure $d \beta d P$ ) of the last member on the right in (16.141) is zero for all $t \leq T$.

Next we find, using the Fubini theorem, that

$$
\begin{aligned}
& \frac{1}{2} M \int_{-\infty}^{\infty} \int_{0}^{t} \pi_{s}(\beta)\left(A_{s}(\beta, \xi)-\bar{A}_{s}(\xi)\right)^{2} d s d \beta \\
= & \frac{1}{2} \int_{0}^{t} M \int_{-\infty}^{\infty} \pi_{s}(\beta)\left(A_{s}(\beta, \xi)-\bar{A}_{s}(\xi)\right)^{2} d \beta d s \\
= & \frac{1}{2} \int_{0}^{t} M M\left[\left(A_{s}\left(\theta_{s}, \xi\right)-\bar{A}_{s}(\xi)\right)^{2} \mid \mathcal{F}_{s}^{\xi}\right] d s \\
= & \frac{1}{2} \int_{0}^{t} M\left(A_{s}\left(\theta_{s}, \xi\right)-\bar{A}_{s}(\xi)\right)^{2} d s=I\left(\theta_{0}^{t}, \xi_{0}^{t}\right),
\end{aligned}
$$

where the last equation follows from Theorem 16.3.
Note that under the assumptions made,

$$
M \int_{-\infty}^{\infty} \int_{0}^{t}\left\{\left[\ln \frac{\pi_{s}(\beta)}{\rho_{s}(\beta)}+1\right]\left[A_{s}(\beta, \xi)-\bar{A}_{s}(\xi)\right] \pi_{s}(\beta)\right\}^{2} d s d \beta<\infty
$$

Therefore, it is easy to deduce that the integral (with respect to the measure $d \beta d P$ ) of the third member from the right in the right-hand side of (16.141) is zero. Finally, it is easy to verify (by integrating by parts) that the ( $d \beta d P$ ) integrals of the quantities

$$
\begin{gathered}
\int_{0}^{t}\left[-a(s) \frac{\partial}{\partial \beta}\left(\beta \pi_{s}(\beta)\right)+\frac{b^{2}(s)}{2} \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{s}(\beta)\right)\right] d s \\
\int_{0}^{t} a(s)\left(\ln \frac{\pi_{s}(\beta)}{\rho_{s}(\beta)}\right) \frac{\partial}{\partial \beta}\left(\beta \pi_{s}(\beta)\right) d s
\end{gathered}
$$

are equal to zero.
Hence,

$$
\begin{equation*}
I\left(\theta_{t}, \xi_{0}^{t}\right)=I\left(\theta_{0}^{t}, \xi_{0}^{t}\right)+\frac{1}{2} M \int_{-\infty}^{\infty} \int_{0}^{t} b^{2}(s) \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{s}(\beta)\right)\left[\ln \pi_{s}(\beta)-\ln \rho_{s}(\beta)\right] d s d \beta \tag{16.142}
\end{equation*}
$$

Using the Fubini theorem and integrating by parts, we find

$$
\begin{align*}
& M \int_{-\infty}^{\infty} \int_{0}^{t} b^{2}(s) \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{s}(\beta)\right) \ln \pi_{s}(\beta) d s d \beta \\
= & \int_{0}^{t} b^{2}(s) M \int_{-\infty}^{\infty} \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{s}(\beta)\right) \ln \pi_{s}(\beta) d \beta d s \\
= & -\int_{0}^{t} b^{2}(s) M \mathrm{~F}\left(\theta_{s}, \xi_{0}^{s}\right) d s . \tag{16.143}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& M \int_{-\infty}^{\infty} \int_{0}^{t} b^{2}(s) \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{s}(\beta)\right) \ln \rho_{s}(\beta) d s d \beta \\
= & M \int_{0}^{t} b^{2}(s) \int_{-\infty}^{\infty} \frac{\partial^{2}}{\partial \beta^{2}}\left(\pi_{s}(\beta)\right) \ln \rho_{s}(\beta) d \beta d s \\
= & M \int_{0}^{t} b^{2}(s) \int_{-\infty}^{\infty} \frac{\partial^{2}}{\partial \beta^{2}}\left(\ln \rho_{s}(\beta)\right) \pi_{s}(\beta) d \beta d s \\
= & \int_{0}^{t} b^{2}(s) \int_{-\infty}^{\infty} \frac{\partial^{2}}{\partial \beta^{2}}\left(\ln \rho_{s}(\beta)\right) \rho_{s}(\beta) d \beta d s \\
= & -\int_{0}^{t} b^{2}(s) \int_{-\infty}^{\infty} \frac{\partial}{\partial \beta}\left(\ln \rho_{s}(\beta)\right) \frac{\partial}{\partial \beta}\left(\rho_{s}(\beta)\right) d \beta d s \\
= & -\int_{0}^{t} b^{2}(s) \mathrm{F}\left(\theta_{s}\right) d s . \tag{16.144}
\end{align*}
$$

The statement of the lemma now follows from (16.142)-(16.144).
Let

$$
m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right), \quad \gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)^{2} \mid \mathcal{F}_{t}^{\xi}\right], \quad \Delta(t)=M\left(\theta_{t}-m_{t}\right)^{2}
$$

Lemma 16.10. If $\theta_{t}$ is a Gaussian variable such that $\Gamma_{t}=D \theta_{t}>0$, then

$$
\begin{equation*}
\mathrm{F}\left(\theta_{t}\right)=\Gamma_{t}^{-1} \tag{16.145}
\end{equation*}
$$

If, in addition, we assume the hypotheses of Lemma 16.9, then

$$
\begin{equation*}
M \mathrm{~F}\left(\theta_{t}, \xi_{0}^{t}\right) \geq \Delta^{-1}(t) \tag{16.146}
\end{equation*}
$$

PROOF. (16.145) follows from immediate calculations. The inequality given by (16.146) follows from the two explicit identities

$$
\int_{-\infty}^{\infty} m_{t} \frac{\partial}{\partial \beta}\left(\pi_{t}(\beta)\right) d \beta=0, \quad-\int_{-\infty}^{\infty} \beta \frac{\partial}{\partial \beta}\left(\pi_{t}(\beta)\right) d \beta=1
$$

according to which

$$
\begin{equation*}
1=\int_{-\infty}^{\infty}\left(m_{t}-\beta\right)\left[\frac{\partial}{\partial \beta}\left(\pi_{t}(\beta)\right) \pi_{t}^{-1}(\beta)\right] \pi_{t}(\beta) d \beta \tag{16.147}
\end{equation*}
$$

and from the Cauchy-Schwarz inequality applied to (16.147). Actually, it follows from (16.147) that

$$
\begin{align*}
1 & \leq\left(\int_{-\infty}^{\infty}\left(m_{t}-\beta^{2}\right) \pi_{t}(\beta) d \beta \cdot \int_{-\infty}^{\infty}\left(\frac{\partial}{\partial \beta}\left(\pi_{t}(\beta)\right)\right)^{2} \pi_{t}^{-1}(\beta) d \beta\right)^{1 / 2} \\
& =\left(\gamma_{t} \mathrm{~F}\left(\theta_{t}, \xi_{0}^{t}\right)\right)^{1 / 2} \tag{16.148}
\end{align*}
$$

Thus, taking expectations on both sides of (16.148) and using the CauchySchwarz inequality, we obtain

$$
1 \leq\left[M\left(\gamma_{t} \mathrm{~F}\left(\theta_{t}, \xi_{0}^{t}\right)\right)^{1 / 2}\right]^{2} \leq M \gamma_{t} M \mathrm{~F}\left(\theta_{t}, \xi_{0}^{t}\right)=\Delta(t) M \mathrm{~F}\left(\theta_{t}, \xi_{0}^{t}\right)
$$

The required relation, (16.146), follows from this if we can now show that $\Delta(t)>0$.

But, since $I\left(\theta_{t}, m_{t}\right) \leq I\left(\theta_{t}, \xi_{0}^{t}\right) \leq I\left(\theta_{0}^{t}, \xi_{0}^{t}\right)\left(I\left(\theta_{t}, m_{t}\right)\right.$ is the mutual information between $\theta_{t}$ and $m_{t}$ ), Lemma 16.8, Theorem 16.3 and (16.133) imply

$$
\begin{aligned}
\Delta(t) & \geq \Gamma_{t} \exp \left\{-2 I\left(\theta_{t}, m_{t}\right)\right\} \geq \Gamma_{t} \exp \left\{-2 I\left(\theta_{0}^{t}, \xi_{0}^{t}\right)\right\} \\
& \geq \Gamma_{t} e^{-P t}>0, \quad t \leq T
\end{aligned}
$$

Corollary. Under the assumptions of Lemma 16.9,

$$
\begin{equation*}
I\left(\theta_{t}, \xi_{0}^{t}\right) \leq I\left(\theta_{0}^{t}, \xi_{0}^{t}\right)-\frac{1}{2} \int_{0}^{t} b^{2}(s)\left(\Delta^{-1}(s)-\Gamma_{s}^{-1}\right) d s \tag{16.149}
\end{equation*}
$$

### 16.4.8.

PROOF OF THEOREM 16.7. It is enough to show that $\Delta(t) \geq \Delta^{*}(t)$, where $\Delta^{*}(t)$ is given by (16.128). Assume first that the assumptions of Lemma 16.9 are satisfied. Then, as a consequence of Lemma 16.8, Theorem 16.3, the relation $I\left(\theta_{t}, m_{t}\right) \leq I\left(\theta_{t}, \xi_{0}^{t}\right)$, and (16.149), we find that

$$
\begin{equation*}
\Delta(t) \geq \Gamma_{t} \exp \left\{-P t+\int_{0}^{t} b^{2}(s)\left(\Delta^{-1}(s)-\Gamma_{s}^{-1}\right) d s\right\} \tag{16.150}
\end{equation*}
$$

On the other hand, since $\Delta(t)=M\left(\theta_{t}^{2}-m_{t}^{2}\right)$, the quantities $\Delta(t), t \geq 0$, can be estimated by taking the expectation of $\left(\theta_{t}^{2}-m_{t}^{2}\right)$. Note that $m_{t}, t \geq 0$, permits the Itô differential (Theorem 8.1)

$$
\begin{equation*}
d m_{t}=a(t) m_{t} d t+\psi_{t}(\xi) d \bar{W}_{t}, \quad m_{0}=M \theta_{0} \tag{16.151}
\end{equation*}
$$

where

$$
\psi_{t}(\xi)=M\left[\theta_{t}\left(A_{t}\left(\theta_{t}, \xi\right)-\bar{A}_{t}(\xi)\right) \mid \mathcal{F}_{t}^{\xi}\right]
$$

According to the Itô formula and using (16.110) and (16.151), we find that

$$
\begin{aligned}
\left(\theta_{t}^{2}-m_{t}^{2}\right)= & \left(\theta_{0}^{2}-m_{0}^{2}\right)+\int_{0}^{t}\left[2 a(s)\left(\theta_{s}^{2}-m_{s}^{2}\right)+b^{2}(s)-\psi_{s}^{2}(\xi)\right] d s \\
& +2 \int_{0}^{t} b(s) \theta_{s} d \tilde{W}_{s}-2 \int_{0}^{t} \psi_{s}(\xi) m_{s} d \bar{W}_{s}
\end{aligned}
$$

Taking the expectations on both sides we obtain

$$
\begin{equation*}
\Delta(t)=\gamma+\int_{0}^{t}\left[2 a(s) \Delta(s)+b^{2}(s)-M \psi_{s}^{2}(\xi)\right] d s \tag{16.152}
\end{equation*}
$$

Let

$$
\begin{equation*}
u_{t}=\ln \frac{\Delta(t)}{\Gamma_{t}}+P t-\int_{0}^{t} b^{2}(s)\left(\Delta^{-1}(s)-\Gamma_{s}^{-1}\right) d s \tag{16.153}
\end{equation*}
$$

According to (16.150), the fact that the variables $u_{t}$ are nonnegative and $u_{0}=0,(16.135)$ and (16.153) imply

$$
\begin{equation*}
\frac{d u_{t}}{d t}=P-=\Delta^{-1}(t) M \psi_{t}^{2}(\xi) \tag{16.154}
\end{equation*}
$$

From this it follows that

$$
\begin{equation*}
P t \geq \int_{0}^{t} \Delta^{-1}(s) M \psi_{s}^{2}(\xi) d s \tag{16.155}
\end{equation*}
$$

Equation (16.1532) for $\Delta(t)$ is equivalent to the following integral equation:

$$
\begin{aligned}
\Delta(t)= & \gamma \exp \left\{\int_{0}^{t}\left[2 a(u)-\Delta^{-1}(u) M \psi_{u}^{2}(\xi)\right] d u\right\} \\
& +\int_{0}^{t} \exp \left\{\int_{s}^{t}\left[2 a(u)-\Delta^{-1}(u) M \psi_{u}^{2}(\xi)\right] d u\right\} b^{2}(s) d s
\end{aligned}
$$

From this and from (16.155) we have

$$
\begin{aligned}
\Delta(t) \geq & \gamma \exp \left\{2 \int_{0}^{t}\left[a(u)-\frac{P}{2}\right] d u\right\} \\
& +\int_{0}^{t} \exp \left\{2 \int_{s}^{t}\left[a(u)-\frac{P}{2}\right] d u\right\} b^{2}(s) d s=\Delta^{*}(t)
\end{aligned}
$$

(see (16.128)). Thus, if $A_{t}(a, x)$ satisfies the conditions of Lemma 16.9, one has $\Delta(t) \geq \Delta^{*}(t)$.

We shall show that this inequality holds true also in the case where $A_{t}(a, x)$ only satisfies the requirements of Theorem 16.7. For this purpose we approximate $A_{t}(a, x)$ by a sequence of functionals $\left(A_{t}^{(n)}(a, x), n=1,2, \ldots\right)$ which for any $n$ satisfy the assumptions of Lemma 16.9 and, in addition, $A_{t}\left(\theta_{t}, \xi\right)=$ l.i.m. ${ }_{n} A_{t}^{(n)}\left(\theta_{t}, \xi\right)$. Let $\xi^{(n)}=\left(\xi_{t}^{(n)}\right), t \leq T$, be the process defined by

$$
d \xi_{t}^{(n)}=A_{t}^{(n)}\left(\theta_{t}, \xi_{t}^{(n)}\right) d t+d W_{t}, \quad \xi_{0}^{(n)}=0
$$

It is possible to show that for any $t \leq T$,

$$
\lim _{n} M\left(\xi_{t}-\xi_{t}^{(n)}\right)^{2}=0, \quad \lim _{n} M\left[A_{t}^{(n)}\left(\theta_{t}, \xi^{(n)}\right)\right]^{2}=M A_{t}^{2}\left(\theta_{t}, \xi\right)
$$

Set

$$
P_{n}(t)=\max \left[P, M\left[A_{t}^{(n)}\left(\theta_{t}, \xi^{(n)}\right)\right]^{2}\right] .
$$

Then it is seen that $P_{n}(t) \rightarrow P$ as $n \rightarrow \infty$ for each $t \leq T$. Let $m_{t}^{(n)}=$ $M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi^{(n)}}\right)$ and $\Delta_{n}(t)=M\left(\theta_{t}-m_{t}^{(n)}\right)^{2}$. Since the functional $A_{t}^{(n)}(a, x)$ satisfies the hypothesis of Lemma 16.9 and $M\left[A_{t}^{(n)}\left(\theta_{t}, \xi^{(n)}\right)\right]^{2} \leq P_{n}(t)$, we have that $\Delta_{n}(t) \geq \Delta_{n}^{*}(t)$, where

$$
\begin{aligned}
\Delta_{n}^{*}(t)= & \gamma \exp \left\{2 \int_{0}^{t}\left[a(u)-\frac{P_{n}(u)}{2}\right] d u\right\} \\
& +\int_{0}^{t} \exp \left\{2 \int_{s}^{t}\left[a(u)-\frac{P_{n}(u)}{2}\right] d u\right\} b^{2}(s) d s
\end{aligned}
$$

Clearly, $\lim _{n} \Delta_{n}^{*}(t)=\Delta^{*}(t)($ see (16.128)).
Let us construct a sequence of decoding functionals $\left\{\lambda_{t}^{(k, N)}(x), k, N=\right.$ $1,2, \ldots\}$ for which

$$
\begin{equation*}
\lim _{k} \lim _{N} \lim _{n} M\left[\left(\theta_{t}-\lambda_{t}^{(k, N)}\left(\xi^{(n)}\right)\right]\right]^{2}=M\left(\theta_{t}-m_{t}\right)^{2} \tag{16.156}
\end{equation*}
$$

Then, by the optimality of decoding of $m_{t}^{(n)}$, we have

$$
M\left[\theta_{t}-\lambda_{t}^{(k, N)}\left(\xi^{(n)}\right)\right]^{2} \geq M\left[\theta_{t}-m_{t}^{(n)}\right]^{2} \geq \Delta_{n}^{*}(t)
$$

Taking limits in the inequality

$$
M\left[\theta_{t}-\lambda_{t}^{(k, N)}\left(\xi^{(n)}\right)\right]^{2} \geq \Delta_{n}^{*}(t)
$$

with respect to $n, N$ and $k$ (in that order), we obtain the required lower bound $\Delta(t) \geq \Delta^{*}(t)$.

Thus, in order to complete the proof of the theorem we only need to establish the existence of the functionals $\lambda_{t}^{(k, N)}(x)$ with the property given by (16.156).

Let $0 \equiv s_{0}^{(k)}<s_{1}^{(k)}<\cdots<s_{k}^{(k)} \equiv t$ be a sequence of subdivisions such that $\max _{j}\left[s_{j+1}^{(k)}-s_{j}^{k}\right] \rightarrow 0, k \rightarrow \infty$. Define a measurable functional $\lambda_{t}^{(k)}(x)$ so that

$$
\lambda_{t}^{(k)}(x)=\left.M\left(\theta_{t} \mid \xi_{s_{0}}^{(k)}, \ldots, \xi_{s_{k}}^{(k)}\right)\right|_{\xi=x}
$$

By the Lévy theorem (Theorem 1.5),

$$
\lambda_{t}^{(k)}(\xi) \rightarrow m_{t} \quad(P \text {-a.s. })
$$

Also we have mean square convergence since the variables $\left[\lambda_{t}^{(k)}(\xi)\right]^{2}, k=$ $1,2, \ldots$, are uniformly integrable $\left(M\left[\lambda_{t}^{(k)}(\xi)\right]^{4} \leq M \theta_{t}^{4}\right)$. The functional

$$
\lambda_{t}^{(k)}(x)=\lambda_{t}^{(k)}\left(x_{s_{0}}^{(k)}, \ldots, x_{s_{k}}^{(k)}\right)
$$

can be approximated for any $k$ by a sequence of finite, bounded functionals $\lambda_{t}^{(k, N)}(x)$, continuous in the variables $x_{s_{0}}^{(k)}, \ldots, x_{s_{k}}^{(k)}$, in the sense that

$$
\lambda_{t}^{(k)}(x)=\mu_{W}-\lim _{N} \lambda_{r}^{(k, N)}(x)
$$

where $\mu_{W}$ is the Wiener measure on the measurable space $(C, \mathcal{B})$ of continuous functions $x=\left(x_{t}, 0 \leq t \leq T\right)$. Let $\mu_{\xi}$ be a measure on the same space, corresponding to the process $\xi$ defined by (16.130). (16.133) guarantees the absolute continuity of $\mu_{\xi}$ with respect to the Wiener measure $\mu_{W}$ (Theorem 7.2). Hence

$$
\lambda_{t}^{(k)}(x)=\mu_{\xi}-\lim _{N} \lambda_{t}^{(k, N)}(x) .
$$

Since the $\lambda_{t}^{(k, N)}(x)$ are bounded, it is possible to choose a sequence $\left(\lambda_{t}^{(k, N)}(x)\right.$, $N=1,2, \ldots)$ so that $\lambda_{t}^{(k)}(\xi)=$ l.i.m. $\lambda_{t}^{(k, N)}(\xi)$. It is not difficult to see that the $\lambda_{t}^{(k, N)}(x)$ so obtained have the property given by (16.156).

### 16.5 Asymptotic Properties of the Linear Filter under Wrong Initial Conditions

Consider a filtering problem for a vector signal $\theta_{t}$ (of size $k$ ) and a vector observation $\xi_{t}$ (of size $\ell$ ) defined by the linear Itô equations with respect to independent vector Wiener processes $V_{t}$ (of size $k$ ) and $W_{t}$ (of size $\ell$ ) with independent components

$$
\begin{align*}
& d \theta_{t}=a \theta_{t} d t+b d V_{t} \\
& d \xi_{t}=A \theta_{t} d t+B d W_{t} \tag{16.157}
\end{align*}
$$

where $a, b, A$, and $B$ are matrices of sizes $k \times k, k \times k, \ell \times k$, and $\ell \times \ell$ respectively. Assume $\theta_{0}$ is a random vector with ( $\|\cdot\|^{2}$ is the Euclidean norm) $M\left\|\theta_{0}\right\|^{2}<\infty$. Denote by $m_{0}=M \theta_{0}$ and $\gamma(0)=M\left(\theta_{0}-m_{0}\right)\left(\theta_{0}-m_{0}\right)^{*}$. Assume also that $B B^{*}$ is a positive definite matrix. Then the Kalman filter (see Chapter 10), subject to the initial conditions $m_{0}$ and $\gamma(0)$,

$$
\begin{align*}
d m_{t} & =a m_{t} d t+\gamma(t) A^{*}\left(B B^{*}\right)^{-1}\left(d \xi_{t}-A m_{t} d t\right) \\
\frac{d \gamma(t)}{d t} & =a \gamma(t)+\gamma(t) a^{*}+b b^{*}-\gamma(t) A^{*}\left(B B^{*}\right)^{-1} A \gamma(t) \tag{16.158}
\end{align*}
$$

creates the optimal (in the mean square sense) linear filtering estimate $m_{t}$ for $\theta_{t}: m_{t}=\widehat{M}\left(\theta_{t} \mid \xi_{[0, t]}\right)$ and the matrix of filtering errors

$$
\gamma(t)=M\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*}
$$

If $\theta_{0}$ is a Gaussian vector, then $m_{t}$ coincides with the conditional expectation for $\theta_{t}$ given the $\sigma$-algebra generated by $\xi_{[0, t]}: m_{t}=M\left(\theta_{t} \mid \xi_{[0, t]}\right)$.

A crucial role in stabilizing the Kalman filter is played by the properties of the Ricatti equation for $\gamma(t)$. By Theorem 16.2, $\lim _{t \rightarrow \infty} \gamma(t)=\gamma$ exists provided that the matrices

$$
G_{1}=\left(\begin{array}{c}
A \\
A a \\
\vdots \\
A a^{k-1}
\end{array}\right) \quad \text { and } \quad G_{2}=\left(\begin{array}{llll}
b & a b \cdots & a^{k-1} b
\end{array}\right)
$$

have rank equal to $k$. Moreover, the matrix $\gamma$ is the unique solution, in the class of positive definite matrices, of the algebraic equation

$$
\begin{equation*}
a \gamma+\gamma a^{*}+b b^{*}-\gamma A^{*}\left(B B^{*}\right)^{-1} A \gamma=0 \tag{16.159}
\end{equation*}
$$

so that $\gamma$ is independent of $\gamma(0)$.
The next lemma plays an important role in the asymptotic analysis of the Kalman filter under wrong initial conditions.

Lemma 16.11. Assume that the matrices $G_{1}, G_{2}$ have rank equal to $k$. Then the matrix $a-\gamma A^{*}\left(B B^{*}\right)^{-1} A$ has eigenvalues with negative real parts.

PROOF. Denote $a-\gamma A^{*}\left(B B^{*}\right)^{-1} A$ by $K$ and rewrite (16.159) in the form

$$
\begin{equation*}
K \gamma+\gamma K^{*}+b b^{*}+\gamma A^{*}\left(B B^{*}\right)^{-1} A \gamma=0 \tag{16.160}
\end{equation*}
$$

Let $\varphi$ be a left eigenvector of $K$ corresponding to an eigenvalue $\lambda\left(\lambda^{*}\right)$. Then, multiplying (16.160) from the left by $\varphi$ and from the right by $\varphi^{*}$, we obtain

$$
\begin{equation*}
(2 \operatorname{Re} \lambda) \varphi \gamma \varphi^{*}+\varphi b b^{*} \varphi^{*}+\varphi \gamma A^{*}\left(B B^{*}\right)^{-1} A \gamma \varphi^{*}=0 \tag{16.161}
\end{equation*}
$$

which implies $\operatorname{Re} \lambda \leq 0$. We show that, under the assumption made,

$$
\begin{equation*}
\operatorname{Re} \lambda<0 \tag{16.162}
\end{equation*}
$$

Assume $\operatorname{Re} \lambda=0$. Then $\varphi b=0$ and $\varphi \gamma A^{*}\left(B B^{*}\right)^{-1 / 2}=0$ and so $\varphi \gamma A^{*}\left(B B^{*}\right)^{-1} A=0$. The definition of $K$ then implies that $\varphi K=\varphi a$, that is $\varphi\left(\varphi^{*}\right)$ is also a left (right) eigenvector of $a\left(a^{*}\right)$. We now use the assumption that the rank of $G_{2}$ is $k$. By this assumption the matrix $G_{2} G_{2}^{*}$ is nonsingular. On the other hand, the vector $\varphi^{*}$ is a right eigenvector of this matrix with eigenvalue zero. The contradiction obtained validates (16.162).
16.5.1 Asymptotically Optimal Kalman Filter. Assume $m_{0}$ and $\gamma(0)$ are unknown. Let the linear filter (16.158) be supplied with wrong initial conditions $\widetilde{m}_{0}$ and $\gamma$, where $\gamma$ is the limit value of $\gamma(t), t \rightarrow \infty$. In this case, we arrive at a Kalman type filter

$$
\begin{equation*}
d \widetilde{m}_{t}=a \tilde{m}_{t} d t+\gamma A^{*}\left(B B^{*}\right)^{-1}\left(d \xi_{t}-A \tilde{m}_{t} d t\right) \tag{16.163}
\end{equation*}
$$

Theorem 16.8. Assume that the rank of $G_{1}$ and $G_{2}$ is equal to $k$. Then

$$
\lim _{t \rightarrow \infty} M\left(\theta_{t}-\widetilde{m}_{t}\right)\left(\theta_{t}-\widetilde{m}_{t}\right)^{*}=\gamma
$$

PROOF. Since

$$
\begin{aligned}
M\left(\theta_{t}-\widetilde{m}_{t}\right)\left(\theta_{t}-\widetilde{m}_{t}\right)^{*}= & M\left(\theta_{t}-m_{t}\right)\left(\theta_{t}-m_{t}\right)^{*} \\
& +M\left(m_{t}-\widetilde{m}_{t}\right)\left(m_{t}-\widetilde{m}_{t}\right)^{*}
\end{aligned}
$$

it suffices to show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M\left(m_{t}-\tilde{m}_{t}\right)\left(m_{t}-\widetilde{m}_{t}\right)^{*}=0 \tag{16.164}
\end{equation*}
$$

Although the random vector $\theta_{0}$ is not assumed to be Gaussian but, since in this proof only the second moments for random objects are used, one can assume, without loss of generality, that $\theta_{0}$ is Gaussian with parameters $m_{0}$ and $\gamma(0)$. Then $m_{t}=M\left(\theta_{t} \mid \xi_{[0, t]}\right)$ and therefore (see Chapter 10, Subsection 10.2)

$$
\begin{equation*}
\bar{W}_{t}=\int_{0}^{t} \frac{d \xi_{t}-A m_{s}}{B} d s \tag{16.165}
\end{equation*}
$$

is an innovation Wiener process.
Putting $\Delta_{t}=m_{t}-\tilde{m}_{t}$ and taking into account (16.165), we find

$$
\begin{equation*}
d \Delta_{t}=K \Delta_{t} d t+[\gamma(t)-\gamma] A^{*} B^{-1} d \bar{W}_{t} \tag{16.166}
\end{equation*}
$$

Denote $V_{t}=M \Delta_{t} \Delta_{t}^{*}$. Using the Itô formula, applied to $\Delta_{t} \Delta_{t}^{*}$, we arrive at the matrix differential equation

$$
\frac{d V_{t}}{d t}=K V_{t}+V_{t} K^{*}+[\gamma(t)-\gamma] A^{*}\left(B B^{*}\right)^{-1} A[\gamma(t)-\gamma]^{*} .
$$

Since $[\gamma(t)-\gamma] \rightarrow 0, t \rightarrow \infty$ and since by Lemma 16.11 the eigenvalues of the matrix $K$ lie within the unit circle, we obtain $V_{t} \rightarrow 0, t \rightarrow \infty$.
16.5.2 Kalman Model with Non-Gaussian Initial Conditions. Assume $\theta_{0}$ is a non-Gaussian random vector such that $M\left\|\theta_{0}\right\|^{2}<\infty$. In this case we also compare the estimate produced by the filter given in (16.163) with the optimal one $\pi_{t}=M\left(\theta \mid \xi_{[0, t]}\right)$ defined by the Kushner-Zakai filter (see Chapter 8) under the known distribution of $\theta_{0}$. If the assumptions of Theorem 16.8 are fulfilled, we apply a Kalman type filter (16.163) and obtain the filtering estimate $\widetilde{m}_{t}$. In parallel with this estimate, the optimal one $\pi_{t}=M\left(\theta_{t} \mid \xi_{[0, t]}\right)$ is defined by the Kushner-Zakai filter (see Chapter 8).

Theorem 16.9. Let the assumptions of Theorem 16.8 be fulfilled. Then

1. $\lim _{t \rightarrow \infty} M\left(\widetilde{m}_{t}-\pi_{t}\right)\left(\tilde{m}_{t}-\pi_{t}\right)^{*}=0$;
2. $\theta_{t}-\widetilde{m}_{t}, t \rightarrow \infty$ converges in distribution to a zero-mean Gaussian vector with covariance matrix $\gamma$.

PROOF. 1. Evidently only $\lim _{t \rightarrow \infty} M\left(\theta_{t}-\pi_{t}\right)\left(\theta_{t}-\pi_{t}\right)^{*}=\gamma$ has to be checked. To this end, we use upper and lower bounds (for nonnegative definite matrices $D^{\prime}, D^{\prime \prime}, D^{\prime} \leq D^{\prime \prime}$ is taken to mean that $D^{\prime \prime}-D^{\prime}$ is a nonnegative definite matrix):

$$
M\left(\theta_{t}-\pi_{t}\right)\left(\theta_{t}-\pi_{t}\right)^{*}\left\{\begin{array}{l}
\leq M\left(\theta_{t}-\tilde{m}_{t}\right)\left(\theta_{t}-\widetilde{m}_{t}\right)^{*} \\
\geq M\left(\theta_{t}-\pi_{t}^{\circ}\right)\left(\theta_{t}-\pi_{t}^{\circ}\right)^{*}
\end{array}\right.
$$

where $\pi_{t}^{\circ}=M\left(\theta_{t} \mid \theta_{0}, \xi_{[0, t]}\right)$. Although $\theta_{0}$ is a non-Gaussian vector, the conditional distribution $P\left(\theta_{t} \leq x \mid \theta_{0}, \xi_{[0, t]}\right)$ is Gaussian ( $P$-a.s.) (see Chapter 13) and moreover $\pi_{t}^{\circ}$ is defined by the linear filter (16.158) subject to the initial conditions $\theta_{0}$ and 0 (zero matrix), respectively. Denote by $\gamma^{\circ}(t)$ the solution of the corresponding Ricatti equation. Under the assumptions of the theorem $\lim _{t \rightarrow \infty} \gamma^{\circ}(t)=\gamma$. Coupled with Theorem 16.8 this yields the required conclusion.
2. $\theta_{t}-\pi_{t}^{\circ}, t \rightarrow \infty$ converges in distribution to a zero-mean Gaussian vector with covariance matrix $\gamma$. Therefore, the required statement holds provided that $\lim _{t \rightarrow \infty} M\left\|\pi_{t}^{\circ}-\tilde{m}_{t}\right\|^{2}=0$ (see Theorem 4.1 in [19]). It is clear that this is implied by

$$
\begin{aligned}
& M\left(\widetilde{m}_{t}-\pi_{t}^{\circ}\right)\left(\widetilde{m}_{t}-\pi_{t}^{\circ}\right)^{*} \\
= & M\left(\theta_{t}-\widetilde{m}_{t}\right)\left(\theta_{t}-\widetilde{m}_{t}\right)^{*}-M\left(\theta_{t}-\pi_{t}^{\circ}\right)\left(\theta_{t}-\pi_{t}^{\circ}\right)^{*}
\end{aligned}
$$

## Notes and References. 1

16.1. The proof of Theorem 16.1 is essentially based on the results related to Chapter 12, concerning the equations for a posteriori means and variances in the case of conditionally Gaussian processes (see also Meditch [227], and Wonham [313]).
16.2. Theorem 16.2 was obtained by Kalman [139].
16.3. The results presented here can be found in the paper of Kadota, Zakai and Ziv [126].
16.4. The transmission of a Gaussian random variable though the channel with feedback has been discussed in Shalkwijk and Kailath [274], Zigangirov [335], Djashkov and Pinsker [54], Khasminskii (see problem 72 in the supplementary material in [147]) and Nevelson and Khasminskii [243]. The proof of Theorem 16.4 based on the employment of optimal nonlinear filtering equations is due to the authors and Katyshev (diploma paper). The proof of Lemma 16.7 and Theorem 165 is due to Ihara [95]. Theorem 16.6 has been proved by the authors, and Theorem 16.7 by Liptser [193].

## Notes and References. 2

16.1. An analysis of the sensitivity of a criterion in the linear quadratic Gaussian control problem can be found in Kabanov and Di Masi [112]. Singularly perturbed two-scaled stochastic control models are investigated in Kabanov and Pergamenshchikov [121, 122] and in Kabanov and Runggaldier [123]. A control problem for a counting process is considered in Kabanov [111].
16.4. A control problem with incomplete data and information processing, closed in some sense to a coding procedure, can be found in Kuznetsov, Liptser and Serebrovski [182].
16.5. A problem of stability for nonlinear filters with correct initial conditions is studied by Kunita [168, 170] and Stettner [294]. For the case of wrong initial conditions for both linear and nonlinear filters see Ocone and Pardoux [249], Delyon and Zeitouni [52], Atar and Zeitouni [9, 10], see also Budhiraja and Ocone [33], Makowski and Sowers [224].

## 17. Parameter Estimation and Testing of Statistical Hypotheses for Diffusion-Type Processes

### 17.1 Maximum Likelihood Method for Coefficients of Linear Regression

17.1.1. Let $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, be a random process with

$$
\begin{equation*}
\xi_{t}=\sum_{i=1}^{N} \alpha_{i}(t) \theta_{i}+\eta_{t} \tag{17.1}
\end{equation*}
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{N}\right)$ is a vector column of the unknown parameters, $-\infty<\theta_{i}<\infty, i=1, \ldots, N$, and $\alpha_{t}=\left(\alpha_{1}(t), \ldots, \alpha_{N}(t)\right)$ is a known vector function with the measurable deterministic components $\alpha_{i}(t), i=1, \ldots, N$. The random process $\eta=\left(\eta_{t}\right),-\infty<t<\infty$, is assumed stationary, $M \eta_{0}=0$, Gaussian, with the rational spectral density

$$
\begin{equation*}
f(\lambda)=\left|\frac{P_{n-1}(i \lambda)}{Q_{n}(i \lambda)}\right|^{2} \tag{17.2}
\end{equation*}
$$

where

$$
P_{n-1}(z)=\sum_{j=0}^{n-1} b_{j} z^{j}, \quad b_{n-1} \neq 0, \quad Q_{n}(z)=\sum_{j=0}^{n} a_{j} z^{j}, \quad a_{n}=1
$$

and the roots of the equation $Q_{n}(z)=0$ lie within the left half-plane.
Starting from the optimal filtering equations deduced earlier, we shall find maximum likelihood estimates of the vector $\theta$ from the observations $\xi_{0}^{T}=\left\{\xi_{s}, 0 \leq s \leq T\right\}$.
17.1.2. We shall assume that the functions $\alpha_{j}(t)$ have derivatives ${ }^{1} g_{j}(t), j=$ $1, \ldots, N$, and

$$
\begin{equation*}
\int_{0}^{T} g_{j}^{2}(t) d t<\infty \tag{17.3}
\end{equation*}
$$

According to Theorem 15.4, the process $\eta=\left(\eta_{t}\right), 0 \leq t \leq T$, is a component of the $n$-dimensional process $\left(\eta_{1}(t), \ldots, \eta_{n}(t)\right)$, where $\eta_{t}=\eta_{1}(t)$, satisfying the equations

[^32]\[

$$
\begin{gather*}
d \eta_{j}(t)=\eta_{j+1}(t) d t+\beta_{j} d W_{t}, \quad j=1, \ldots, n-1  \tag{17.4}\\
d \eta_{n}(t)=-\sum_{j=0}^{n-1} a_{j} \eta_{j+1}(t) d t+\beta_{n} d W_{t} \tag{17.5}
\end{gather*}
$$
\]

where $W=\left(W_{t}\right), 0 \leq t \leq T$, is a Wiener process independent of $\eta_{j}(0)$, $j=1, \ldots, n$, and the numbers $\beta_{j}, j=1, \ldots, N$, are given by the formulae

$$
\beta_{1}=b_{n-1}, \quad \beta_{j}=b_{n-1}-\sum_{i=1}^{j-1} \beta_{i} a_{n-j+i}, \quad j=2, \ldots, n .
$$

According to the assumption, $\beta_{1}=b_{n-1} \neq 0$ and

$$
\begin{equation*}
d \xi_{t}=\left[\sum_{i=1}^{N} g_{i}(t) \theta_{i}+\eta_{2}(t)\right] d t+\beta_{1} d W_{t} \tag{17.6}
\end{equation*}
$$

Hence, if $g_{t}=\left(g_{1}(t), \ldots, g_{N}(t)\right)$ is a vector row function, and $\theta=\left(\theta_{1}, \ldots, \theta_{N}\right)$ is a vector column, then

$$
\begin{equation*}
d \xi_{t}=\left[g_{t} \theta+\eta_{2}(t)\right] d t+\beta_{1} d W_{t} \tag{17.7}
\end{equation*}
$$

and

$$
\begin{align*}
d \eta_{j}(t) & =\eta_{j+1}(t) d t+\beta_{j} d W_{t}, \quad j=2, \ldots, n-1, \\
d \eta_{n}(t) & =\left[-a_{0}\left(\xi_{t}-\alpha_{t} \theta\right)-\sum_{j=0}^{n-1} a_{j} \eta_{j+1}(t)\right] d t+\beta_{n} d W_{t} \tag{17.8}
\end{align*}
$$

In the system of equations given by (17.7) and (17.8), the components $\eta_{2}(t), \ldots, \eta_{n}(t)$ are unobservable. The process $\xi_{t}$ is observable.

We shall fix some $\theta \in \mathbb{R}^{\mathbb{N}}$ and denote by

$$
\begin{aligned}
m_{j}^{\theta}(t, \xi) & =M\left[\eta_{j}(t) \mid \xi_{s}, 0 \leq s \leq t\right], \quad j=2, \ldots, n \\
\gamma_{i j}^{\theta}(t) & =M\left[\left(\eta_{j}(t)-m_{i}^{\theta}(t, \xi)\right)\left(\eta_{j}(t)-m_{j}^{\theta}(t, \xi)\right)\right], \quad i, j=2, \ldots, n,
\end{aligned}
$$

the associated processes $\xi_{t}$ and $\eta_{j}(t)$.
According to the equations of Theorem 10.3, the covariances $\gamma_{i j}^{\theta}(t)$ do not depend on $\theta$. Here $\gamma_{i j}(t) \equiv \gamma_{i j}^{\theta}(t)$ satisfy (10.82) and

$$
\begin{align*}
d m_{j}^{\theta}(t, \xi)= & m_{j+1}^{\theta}(t, \xi) d t+\frac{\beta_{1} \beta_{j}+\gamma_{2 j}(t)}{\beta_{1}^{2}}\left[d \xi_{t}-\left(g_{t} \theta+m_{2}^{\theta}(t, \xi)\right) d t\right] \\
& j=2, \ldots, n-1 \tag{17.9}
\end{align*}
$$

$$
\begin{align*}
d m_{n}^{\theta}(t, \xi)= & {\left[-a_{0}\left(\xi_{t}-\alpha_{t} \theta\right)-\sum_{j=1}^{n-1} a_{j} m_{j+1}^{\theta}(t, \xi)\right] d t } \\
& +\frac{\beta_{1} \beta_{n}+\gamma_{2 n}(t)}{\beta_{1}^{2}}\left[d \xi_{t}-\left(g_{t} \theta+m_{2}^{\theta}(t, \xi)\right) d t\right] \tag{17.10}
\end{align*}
$$

Next, by Theorem 7.17, the process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, permits the differential

$$
\begin{equation*}
d \xi_{t}=\left[g_{t} \theta+m_{2}^{\theta}(t, \xi)\right] d t+\beta_{1} d \bar{W}_{t} \tag{17.11}
\end{equation*}
$$

where $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi}\right)$ is a Wiener process and

$$
P\left\{\int_{0}^{T}\left(m_{2}^{\theta}(t, \xi)\right)^{2} d t<\infty\right\}=1
$$

Along with the process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, we shall consider the process

$$
\begin{equation*}
\tilde{\xi}_{t}=\tilde{\xi}_{0}+\beta_{1} \bar{W}_{t}, \quad \tilde{\xi}_{0}=\eta_{1}(0) \tag{17.12}
\end{equation*}
$$

and the processes $m_{j}^{\theta}(t, \tilde{\xi}), j=2, \ldots, n-1$, satisfying the system of equations given by (17.9) and (17.10) where, instead of $\xi$, the process $\tilde{\xi}$ is used.

Let $\mu^{\theta}$ and $\tilde{\mu}$ be measures on $\left(C_{T}, \mathcal{B}_{T}\right)$ corresponding ${ }^{2}$ to the processes $\xi=\left(\xi_{t}\right)$ and $\tilde{\xi}=\left(\tilde{\xi}_{t}\right), 0 \leq t \leq T$, defined by (17.11) and (17.12). Due to Theorem 7.19, Lemma 4.10 and the fact that $\xi_{0}$ and $\tilde{\xi}_{0}=\eta_{1}(0)$ are Gaussian random variables $\left(D \xi_{0}=D \tilde{\xi}_{0}>0\right)$, the measures $\mu^{\theta}$ and $\tilde{\mu}$ are equivalent and

$$
\begin{align*}
\frac{d \mu^{\theta}}{d \tilde{\mu}}(\xi)= & \exp \left\{\frac{\xi_{0} \alpha_{0} \theta}{\delta^{2}}-\frac{1}{2} \frac{\left(\alpha_{0} \theta\right)^{2}}{\delta^{2}}+\int_{0}^{T} \frac{g_{t} \theta+m_{2}^{\theta}(t, \xi)}{\beta_{2}^{2}} d \xi_{t}\right. \\
& \left.-\frac{1}{2} \int_{0}^{T} \frac{\left[g_{t} \theta+m_{2}^{\theta}(t, \xi)\right]^{2}}{\beta_{1}^{2}} d t\right\} \tag{17.13}
\end{align*}
$$

where $\delta^{2}=M \tilde{\xi}_{0}^{2}\left(=M \eta_{1}^{2}(0)\right)$.
Let us examine the structure of the functions $m_{2}^{\theta}(t, \xi)$ occurring in (17.13). It is easy to deduce from Equations (17.9) and (17.10) ${ }^{3}$ that

$$
\begin{equation*}
m_{2}^{\theta}(t, \xi)=\nu_{0}(t, \xi)+\nu_{1}(t) \theta \tag{17.14}
\end{equation*}
$$

where the $\nu_{0}(t, \xi)$ are $\mathcal{F}_{t}^{\xi}$-measurable for each $t$, and

$$
\nu_{1}(t)=\left(\nu_{11}(t), \ldots, \nu_{1 N}(t)\right)
$$

is a deterministic vector (row) function.

[^33]We obtain from (17.13) and (17.14)

$$
\begin{align*}
\frac{d \mu^{\theta}}{d \tilde{\mu}}(\xi)= & \exp \left\{\frac{\xi_{0} \alpha_{0} \theta}{\delta^{2}}-\frac{1}{2} \frac{\left(\alpha_{0} \theta\right)^{2}}{\delta^{2}}+\int_{0}^{T} \frac{\left(g_{t}+\nu_{1}(t)\right) \theta+\nu_{0}(t, \xi)}{\beta_{1}^{2}} d \xi_{t}\right. \\
& \left.-\frac{1}{2} \int_{0}^{T} \frac{\left[\left(g_{t}+\nu_{1}(t)\right) \theta+\nu_{0}(t, \xi)\right]^{2}}{\beta_{1}^{2}} d t\right\} \tag{17.15}
\end{align*}
$$

Suppose that the matrix

$$
\begin{equation*}
D_{T}=\frac{\alpha_{0}^{*} \alpha_{0}}{\delta^{2}}+\int_{0}^{T} \frac{\left[g_{t}+\nu_{1}(t)\right]^{*}\left[g_{t}+\nu_{1}(t)\right]}{\beta_{1}^{2}} d t \tag{17.16}
\end{equation*}
$$

is positive definite. Then by differentiating we find from (17.15) that the vector

$$
\begin{equation*}
\hat{\theta}_{T}(\xi)=D_{T}^{-1}\left\{\frac{\alpha_{0}^{*} \xi_{0}}{\delta^{2}}+\int_{0}^{T} \frac{\left[g_{t}+\nu_{1}(t)\right]^{*}}{\beta_{1}^{2}}\left(d \xi_{t}-\nu_{0}(t, \xi) d t\right)\right\} \tag{17.17}
\end{equation*}
$$

maximizes (17.15) and, consequently, is the maximum likelihood estimate of the vector $\theta$.
17.1.3. We examine now some properties of the estimates $\hat{\theta}_{T}(\xi)$. It follows from (17.16), (17.17) and (17.11) that

$$
\begin{align*}
\hat{\theta}_{T}(\xi)= & D_{T}^{-1}\left\{\frac{\alpha_{0}^{*} \alpha_{0} \theta}{\delta^{2}}+\int_{0}^{T} \frac{\left[g_{t}+\nu_{1}(t)\right]^{*}}{\beta_{1}^{2}}\left[g_{t}+\nu_{1}(t)\right] \theta d t\right\} \\
& +D_{T}^{-1}\left\{\frac{\alpha_{0}^{*} \alpha_{0} \eta_{1}(0)}{\delta^{2}}+\int_{0}^{t} \frac{\left[g_{t}+\nu_{1}(t)\right]^{*}}{\beta_{1}^{2}} d \bar{W}_{t}\right\} \\
= & \theta+D_{T}^{-1}\left\{\frac{\alpha_{0}^{*} \alpha_{0} \eta_{1}(0)}{\delta^{2}}+\int_{0}^{t} \frac{\left[g_{t}+\nu_{1}(t)\right]^{*}}{\beta_{1}^{2}} d \bar{W}_{t}\right\} \tag{17.18}
\end{align*}
$$

and, therefore,

$$
\begin{gather*}
M \hat{\theta}_{T}(\xi)=\theta,  \tag{17.19}\\
M\left[\left(\hat{\theta}_{T}(\xi)-\theta\right)\left(\hat{\theta}_{T}(\xi)-\theta\right)^{*}\right]=D_{T}^{-1} \tag{17.20}
\end{gather*}
$$

After simple transformations we find that

$$
\begin{equation*}
\frac{d \mu^{\theta}}{d \tilde{\mu}}(\xi)=\exp \left\{\theta^{*} D_{T} \hat{\theta}_{T}(\xi)-\frac{1}{2} \theta^{*} D_{T} \theta\right\} \tag{17.21}
\end{equation*}
$$

It follows from this that the estimate $\hat{\theta}_{T}(\xi)$ is a sufficient statistic (see Section 1.5). Finally, as in the case of discrete time (see Section 14.2), it can be shown that the estimate $\hat{\theta}_{T}(\xi)$ is efficient.

Thus we have the following theorem.

Theorem 17.1. Let the matrix $D_{T}$ defined by (17.16) be positive definite. Then (17.17) gives the maximum likelihood estimate $\hat{\theta}_{T}(\xi)$ of the vector $\theta$ in the scheme given by (17.1). This estimate is unbiased and efficient.

### 17.1.4.

EXAMPLE. Let us estimate the mean $\theta$ of the stationary Gaussian process $\xi_{t},-\infty<t<\infty$, with spectral density

$$
f(\lambda)=\left|\frac{i \lambda+1}{(i \lambda)^{2}+i \lambda+1}\right|^{2}
$$

from the observations $\xi_{0}^{T}=\left\{\xi_{s}, 0 \leq s \leq T\right\}$.
Let $\eta_{t}=\xi_{t}-\theta$. Then $\eta_{t}$ is stationary Gaussian with $M \eta_{t}=0$ and spectral density $f(\lambda)$. By Theorem 15.4, the process $\eta_{t}$ is a component of the twodimensional process $\left(\eta_{1}(t), \eta_{2}(t)\right), \eta_{t}=\eta_{1}(t)$, satisfying the equations

$$
\begin{aligned}
d \eta_{1}(t) & =\eta_{2}(t) d t+d W_{t} \\
d \eta_{2}(t) & =\left[-\eta_{1}(t)-\eta_{2}(t)\right] d t
\end{aligned}
$$

and, therefore,

$$
\begin{aligned}
d \xi_{t} & =\eta_{2}(t) d t+d W_{t} \\
d \eta_{2} & =\left[\theta-\xi_{t}-\eta_{2}(t)\right] d t
\end{aligned}
$$

For each fixed $\theta \in \mathbb{R}^{1}$, let

$$
m^{\theta}(t, \xi)=M\left(\eta_{2}(t) \mid \mathcal{F}_{t}^{\xi}\right) \quad \text { and } \quad \gamma(t)=M\left[\eta_{2}(t)-m^{\theta}(t, \xi)\right]^{2}
$$

By Theorem 10.3 and the equations for the processes $\left(\xi(t), \eta_{2}(t)\right)$, we obtain the following equations for $m^{\theta}(t, \xi)$ and $\gamma(t)$ :

$$
\begin{aligned}
d m^{\theta}(t, \xi) & =\left[\theta-\xi_{t}-m^{\theta}(t, \xi)\right] d t+\gamma(t)\left[d \xi_{t}-m^{\theta}(t, \xi) d t\right] \\
\dot{\gamma}(t) & =-2 \gamma(t)-\gamma^{2}(t)
\end{aligned}
$$

These equations can be solved under the initial conditions

$$
\begin{aligned}
m^{\theta}(0, \xi) & =M\left[\eta_{2}(0) \mid \xi_{0}\right]=M\left[\eta_{2}(0) \mid \eta_{1}(0)+\theta\right] \\
\gamma(0) & =M\left[\eta_{2}(0)-m^{\theta}(0, \xi)\right]^{2}
\end{aligned}
$$

which can be derived from the theorem on normal correlation (Theorem 13.1). According to that theorem,

$$
\begin{gathered}
m^{\theta}(0, \xi)=\frac{M \eta_{1}(0) \eta_{2}(0)}{M \eta_{1}^{2}(0)}\left(\xi_{0}-\theta\right) \\
\gamma(0)=M \eta_{2}^{2}(0)=\frac{\left(M \eta_{1}(0) \eta_{2}(0)\right)^{2}}{M \eta_{1}^{2}(0)}
\end{gathered}
$$

In order to find the moments $M \eta_{1}^{2}(0), M \eta_{2}^{2}(0), M \eta_{1}(0) \eta_{2}(0)$ we shall take advantage of the stationarity of the process $\left(\eta_{1}(t), \eta_{2}(t)\right),-\infty<t<\infty$, and of the fact that the matrix

$$
\Gamma \equiv M\left(\begin{array}{cc}
\eta_{1}^{2}(t) & \eta_{1}(t) \eta_{2}(t) \\
\eta_{1}(t) \eta_{2}(t) & \eta_{2}^{2}(t)
\end{array}\right)
$$

is the unique solution of the system of equations (Theorem 15.4)

$$
A \Gamma+\Gamma A^{*}+B B^{*}=0
$$

with

$$
A=\left(\begin{array}{cc}
0 & 1 \\
-1 & 1
\end{array}\right), \quad B=\binom{1}{0}
$$

We find from this that

$$
\begin{gathered}
M \eta_{1}^{2}(0)-1, \quad M \eta_{2}^{2}(0)=\frac{1}{2} \\
M \eta_{1}(0) \eta_{2}(0)=-\frac{1}{2}, \quad m^{\theta}(0, \xi)=\frac{1}{2}\left(\theta-\xi_{0}\right), \quad \gamma(0)=\frac{1}{4}
\end{gathered}
$$

Thus, it is easy to verify that

$$
\begin{aligned}
m^{\theta}(t, \xi)= & \exp \left\{-\int_{0}^{t}(1+\gamma(s)) d s\right\} \\
& \times\left\{\frac{1}{2}\left(\theta-\xi_{0}\right)+\int_{0}^{t} \exp \left[\int_{0}^{s}(1+\gamma(u)) d u\right]\left(\theta-\xi_{s}\right) d s\right. \\
& \left.+\int_{0}^{t} \exp \left[\int_{0}^{s}(1+\gamma(u)) d u\right] \gamma_{s} d \xi_{s}\right\}
\end{aligned}
$$

It follows from this formula (see (17.14)) that

$$
m(t, \xi)=\nu_{0}(t, \xi)+\nu_{1}(t) \theta
$$

and it is easy to compute that

$$
\begin{aligned}
\nu_{0}(t, \xi)= & \exp \left\{-\int_{0}^{t}(1+\gamma(s)) d s\right\}\left\{-\frac{\xi_{0}}{2}-\int_{0}^{t} \exp \left[\int_{0}^{s}(1+\gamma(u)) d u\right] \xi_{u} d u\right. \\
& \left.+\int_{0}^{t} \exp \left[\int_{0}^{s}(1+\gamma(u)) d u\right] \gamma_{u} d \xi_{u}\right\} \\
\nu_{1}(t)= & \exp \left\{-\int_{0}^{t}(1+\gamma(s)) d s\right\}\left\{\frac{1}{2}+\int_{0}^{t} \exp \left[\int_{0}^{s}(1+\gamma(u)) d u\right] d s\right\}
\end{aligned}
$$

Since $D \xi_{0}=M \eta_{1}^{2}(0)=1$, from (17.16) we see that $D_{T}=1+\int_{0}^{T} \nu_{1}^{2}(t) d t>$ 0 (in our case $g_{t} \equiv 0$ ) and that the maximum likelihood estimate $\hat{\theta}_{T}(\xi)$ for $M \theta_{t}$ of the process $\xi_{t}$ is given by the formula

$$
\hat{\theta}_{T}(\xi)=\frac{\xi_{0}+\int_{0}^{T} \nu_{1}(t)\left(d \xi_{t}-\nu_{0}(t, \xi) d t\right)}{1+\int_{0}^{T} \nu_{1}^{2}(t) d t}
$$

### 17.2 Parameter Estimation of the Drift Coefficient for Diffusion-Type Processes

17.2.1. Let $\theta$ be an unknown parameter, $-\infty<\theta<\infty$, and let $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right)$, $0 \leq t \leq T$, be the diffusion-type process with the differential

$$
\begin{equation*}
d \xi_{t}=\theta a_{t}(\xi) d t+d W_{t}, \quad \xi_{0}=0 \tag{17.22}
\end{equation*}
$$

where $W=\left(W_{t}, \mathcal{F}_{t}\right)$ is a Wiener process and $a_{t}(x)$ is a nonanticipative functional, $0 \leq t \leq T, x \in C_{T}$.

Consider the problem of estimating the parameter $\theta$ in the drift coefficient $\theta a_{t}(\xi)$ from the observations $\xi_{0}^{T}=\left\{\xi_{s}, s \leq T\right\}$.

We shall assume that the functionals $a_{t}(x)$ satisfy the conditions

$$
\begin{equation*}
P_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t<\infty\right)=P_{\theta}\left(\int_{0}^{T} a_{t}^{2}(W) d t<\infty\right)=1 \tag{17.23}
\end{equation*}
$$

where the index $\theta$ in $P_{\theta}$ emphasizes the fact that the distribution of the process $\xi$ is being considered for the prescribed value $\theta$.

According to Theorem 7.7, the measures $\mu_{\xi}^{\theta}$ and $\mu_{W}\left(\mu_{\xi}^{\theta}(B)=P_{\theta}\{\omega: \xi \in\}\right.$, $\left.B \in \mathcal{B}_{T}\right)$, defined on ( $C_{T}, \mathcal{B}_{T}$ ) are equivalent and

$$
\begin{equation*}
\frac{d \mu_{\xi}^{\theta}}{d \mu_{W}}(\xi)=\exp \left\{\theta \int_{0}^{T} a_{t}(\xi) d \xi_{t}-\frac{\theta^{2}}{2} \int_{0}^{T} a_{t}^{2}(\xi) d t\right\} \tag{17.24}
\end{equation*}
$$

It follows from this that, under the condition $P_{\theta}\left\{\int_{0}^{T} a_{t}^{2}(\xi) d t>0\right\}=1$, $\theta \in \mathbb{R}^{1}$, the maximum likelihood estimate $\hat{\theta}_{T}(\xi)$ is given by the formula

$$
\begin{equation*}
\hat{\theta}_{T}(\xi)=\frac{\int_{0}^{T} a_{t}(\xi) d \xi_{t}}{\int_{0}^{T} a_{t}^{2}(\xi) d t} \tag{17.25}
\end{equation*}
$$

Let us investigate some properties of this estimate.

Theorem 17.2. Suppose the following conditions are satisfied:

$$
\begin{gather*}
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} \int_{0}^{T} M_{\theta} a_{t}^{16}(\xi) d t<\infty  \tag{17.26}\\
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} M_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t\right)^{-16}<\infty \tag{17.27}
\end{gather*}
$$

for any $\theta_{1}, \theta_{2}\left(-\infty<\theta_{1}<\theta_{2}<\infty\right)$.
Then the bias $b_{T}(\theta)=M_{\theta}\left[\hat{\theta}_{T}(\xi)-\theta\right]$ and the mean square error $B_{T}(\theta)=$ $M_{\theta}\left[\hat{\theta}_{T}(\xi)-\theta\right]^{2}$ are defined by the formulae

$$
\begin{gather*}
b_{T}(\theta)=\frac{d}{d \theta} M_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t\right)^{-1}  \tag{17.28}\\
B_{T}(\theta)=M_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t\right)^{-1}+\frac{d^{2}}{d \theta^{2}} M_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t\right)^{-2} \tag{17.29}
\end{gather*}
$$

17.2.2. As a preliminary we prove the following two lemmas.

Lemma 17.1. Let $\delta=\delta(x)$ be a $\mathcal{B}_{T}$-measurable function with

$$
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} M_{\theta} \delta^{4}(\xi)<\infty
$$

for any $\theta_{1}, \theta_{2}\left(-\infty<\theta_{1}<\theta_{2}<\infty\right)$. If

$$
\begin{equation*}
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} M_{\theta} \int_{0}^{T} a_{t}^{8}(\xi) d t<\infty, \quad-\infty<\theta_{1}<\theta_{2}<\infty \tag{17.30}
\end{equation*}
$$

then the function $M_{\theta} \delta(\xi)$ is differentiable over $\theta$ and

$$
\begin{equation*}
\frac{d}{d \theta} M_{\theta} \delta(\xi)=M_{\theta}\left[\delta(\xi) \int_{0}^{T} a_{t}(\xi) d W_{t}\right] \tag{17.31}
\end{equation*}
$$

PROOF. Let

$$
\varphi(\theta, W)=\frac{d \mu_{\xi}^{\theta}}{d \mu_{W}}(W)=\exp \left\{\theta \int_{0}^{T} a_{t}(W) d W_{t}-\frac{\theta^{2}}{2} \int_{0}^{T} a_{t}^{2}(W) d t\right\}
$$

The function $\varphi(\theta, W)$ is differentiable over $\theta$ and ( $P$-a.s.)

$$
\begin{equation*}
\frac{\partial \varphi(\theta, W)}{\partial \theta}=\left[\int_{0}^{T} a_{t}(W) d W_{t}-\theta \int_{0}^{T} a_{t}^{2}(W) d t\right] \varphi(\theta, W) \tag{17.32}
\end{equation*}
$$

Let $-\infty<\theta_{1}<\theta_{2}<\infty$. Then, due to (17.32),

$$
\begin{aligned}
& M_{\theta_{2}} \delta(\xi)-M_{\theta_{1}} \delta(\xi)=M \delta(W)\left[\varphi\left(\theta_{2}, W\right)-\varphi\left(\theta_{1}, W\right)\right] \\
= & M \delta(W) \int_{\theta_{1}}^{\theta_{2}}\left[\int_{0}^{T} a_{t}(W) d W_{t}-\theta \int_{0}^{T} a_{t}^{2}(W) d t\right] \varphi(\theta, W) d \theta .
\end{aligned}
$$

Note that, according to the assumptions of the lemma,

$$
\begin{aligned}
& \int_{\theta_{1}}^{\theta_{2}} M\left|\delta(W)\left[\int_{0}^{T} a_{t}(W) d W_{t}-\theta \int_{0}^{T} a_{t}^{2}(W) d t\right]\right| \varphi(\theta, W) d \theta \\
= & \int_{\theta_{1}}^{\theta_{2}} M_{\theta}\left|\delta(\xi)\left[\int_{0}^{T} a_{t}(\xi) d \xi_{t}-\theta \int_{0}^{T} a_{t}^{2}(\xi) d t\right]\right| d \theta \\
= & \int_{\theta_{1}}^{\theta_{2}} M_{\theta}\left|\delta(\xi) \int_{0}^{T} a_{t}(\xi) d W_{t}\right| d \theta \\
\leq & \int_{\theta_{1}}^{\theta_{2}}\left[M_{\theta} \delta^{2}(\xi) M_{\theta} \int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{1 / 2} d \theta<\infty .
\end{aligned}
$$

Hence, by the Fubini theorem,

$$
\begin{aligned}
& M \delta(W) \int_{\theta_{1}}^{\theta_{2}}\left[\int_{0}^{T} a_{t}(W) d W_{t}-\theta \int_{0}^{T} a_{t}^{2}(W) d t\right] \varphi(\theta, W) d \theta \\
= & \int_{\theta_{1}}^{\theta_{2}} M_{\theta} \delta(\xi)\left[\int_{0}^{T} a_{t}(\xi) d \xi_{t}-\theta \int_{0}^{T} a_{t}^{2}(\xi) d t\right] d \theta \\
= & \int_{\theta_{1}}^{\theta_{2}} M_{\theta}\left[\delta(\xi) \int_{0}^{T} a_{t}(\xi) d W_{t}\right] d \theta
\end{aligned}
$$

and, therefore,

$$
\begin{equation*}
M_{\theta_{2}} \delta(\xi)-M_{\theta_{1}} \delta(\xi)=\int_{\theta_{1}}^{\theta_{2}}\left[M_{\theta}\left(\delta(\xi) \int_{0}^{T} a_{t}(\xi) d W_{t}\right)\right] d \theta \tag{17.33}
\end{equation*}
$$

It follows from this that $M_{\theta} \delta(\xi)$ is an absolutely continuous function. We shall show now that, in (17.33),

$$
M_{\theta} \delta(\xi)\left[\int_{0}^{T} a_{t}(\xi) d W_{t}\right]=M_{\theta} \delta(\xi)\left[\int_{0}^{T} a_{t}(\xi) d \xi_{t}-\theta \int_{0}^{T} a_{t}^{2}(\xi) d t\right]
$$

is continuous in $\theta$.
Let

$$
\delta_{1}(\xi)=\delta(\xi) \int_{0}^{T} a_{t}(\xi) d \xi_{t}, \quad \delta_{2}(\xi)=\delta(\xi) \int_{0}^{T} a_{t}^{2}(\xi) d t
$$

Then

$$
M_{\theta} \delta(\xi)\left[\int_{0}^{T} a_{t}(\xi) d W_{t}\right]=M_{\theta} \delta_{1}(\xi)-\theta M_{\theta} \delta_{2}(\xi)
$$

and to prove continuity it suffices to establish that

$$
\begin{equation*}
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} M_{\theta} \delta_{i}^{2}(\xi)<\infty, \quad i=1,2 \tag{17.34}
\end{equation*}
$$

for any $\theta_{1}<\theta_{2}$. Indeed, when these conditions are satisfied the functions $M_{\theta} \delta_{i}(\xi), i=1,2$, as has been shown, will be absolutely continuous and, consequently, continuous.

We have

$$
M_{\theta} \delta_{1}^{2}(\xi) \leq\left\{M_{\theta} \delta^{4}(\xi) M_{\theta}\left[\int_{0}^{T} a_{t}(\xi) d \xi_{t}\right]^{4}\right\}
$$

where, due to the Hölder inequality ( $p=4, q=4 / 3$ ),

$$
\begin{align*}
& M_{\theta}\left[\int_{0}^{T} a_{t}(\xi) d \xi_{t}\right]^{4} \\
= & M_{\theta}\left[\int_{0}^{T} a_{t}(\xi) d W_{t}+\theta \int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{4} \\
\leq & 2^{3}\left[M_{\theta}\left(\int_{0}^{T} a_{t}(\xi) d W_{t}\right)^{4}+\theta^{4} M_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t\right)^{4}\right] \\
\leq & 2^{3}\left[36 T \int_{0}^{T} M_{\theta} a_{t}^{4}(\xi) d t+\theta^{4} T^{3} \int_{0}^{T} M a_{t}^{8}(\xi) d t\right] . \tag{17.35}
\end{align*}
$$

(Here the estimate

$$
M_{\theta}\left(\int_{0}^{T} a_{t}(\xi) d W_{t}\right)^{4} \leq 36 T \int_{0}^{T} M_{\theta} a_{t}^{4}(\xi) d t
$$

proved in Lemma 4.12 is used). The required estimate of (17.34) with $i=1$ follows from (17.35) and (17.30). The estimate of (17.34) with $i=2$ can be established analogously.

Lemma 17.2. Let $\delta(x)$ be a $\mathcal{B}_{T}$-measurable function and let

$$
\begin{equation*}
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} M_{\theta} \delta^{8}(\xi)<\infty \tag{17.36}
\end{equation*}
$$

for any $\theta_{1}<\theta_{2}$. If

$$
\begin{equation*}
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} M_{\theta} \int_{0}^{T} a_{t}^{16}(\xi) d t<\infty \tag{17.37}
\end{equation*}
$$

then the function $M_{\theta} \delta(\xi)$ is twice differentiable over $\theta$ and

$$
\begin{equation*}
\frac{d^{2} M_{\theta} \delta(\xi)}{d \theta^{2}}=M_{\theta} \delta(\xi)\left[\left(\int_{0}^{T} a_{t}(\xi) d W_{t}\right)^{2}-\int_{0}^{T} a_{t}^{2}(\xi) d t\right] \tag{17.38}
\end{equation*}
$$

PROOF. Due to (17.31) and the definition of the functions $\delta_{1}(\xi)$ and $\delta_{2}(\xi)$ (see the proof of Lemma 17.1),

$$
\begin{equation*}
\frac{d}{d \theta} M_{\theta} \delta(\xi)=M_{\theta} \delta_{1}(\xi)-\theta M_{\theta} \delta_{2}(\xi) \tag{17.39}
\end{equation*}
$$

Hence to prove the existence of the second derivative $d^{2} M_{\theta} \delta(\xi) / d \theta^{2}$ it is enough to verify, due to Lemma 17.1, that

$$
\begin{equation*}
\sup _{\theta_{1} \leq \theta \leq \theta_{2}} M_{\theta} \delta_{i}^{4}(\xi)<\infty, \quad i=1,2 \tag{17.40}
\end{equation*}
$$

for any $\theta_{1}<\theta_{2}$.
Due to the Cauchy-Schwarz inequality,

$$
M_{\theta} \delta_{1}^{4}(\xi)=\left[M_{\theta} \delta^{8}(\xi) M_{\theta}\left(\int_{0}^{T} a_{t}(\xi) d \xi_{t}\right)^{8}\right]^{1 / 2}
$$

Using the Hölder inequality ( $p=8, q=8 / 7$ ) and Lemma 4.12, we find that

$$
\begin{align*}
& M_{\theta}\left(\int_{0}^{T} a_{t}(\xi) d \xi_{t}\right)^{8} \\
= & M_{\theta}\left[\int_{0}^{T} a_{t}(\xi) d W_{t}+\theta \int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{8} \\
\leq & 2^{7}\left[M_{\theta}\left(\int_{0}^{T} a_{t}(\xi) d W_{t}\right)^{8}+\theta^{8} M_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t\right)^{8}\right] \\
\leq & 2^{7}\left[28^{4} T^{3} \int_{0}^{T} M a_{t}^{8}(\xi) d t+\theta^{8} T^{7} \int_{0}^{T} M_{\theta} a_{t}^{16}(\xi) d t\right] . \tag{17.41}
\end{align*}
$$

Analogously, it can be shown that

$$
\begin{aligned}
M_{\theta} \delta_{2}^{4}(\xi) & \leq\left[M_{\theta} \delta^{8}(\xi) M_{\theta}\left(\int_{0}^{T} a_{t}^{2}(\xi) d t\right)^{8}\right]^{1 / 2} \\
& \leq\left[M_{\theta} \delta^{8}(\xi) T^{7} \int_{0}^{T} M_{\theta} a_{t}^{16}(\xi) d t\right]^{1 / 2}
\end{aligned}
$$

We obtain the required inequalities given by (17.40) from the above inequalities and the assumptions of the lemma. To complete the proof it remains only to note that (17.38) follows from (17.39) and (17.31).
17.2.3.

PROOF OF THEOREM 17.2. Due to (17.22) and (17.25)

$$
\begin{equation*}
\hat{\theta}_{T}(\xi)=\theta+\frac{\int_{0}^{T} a_{t}(\xi) d W_{t}}{\int_{0}^{T} a_{t}^{2}(\xi) d t} \tag{17.42}
\end{equation*}
$$

Hence the bias

$$
\begin{equation*}
b_{T}(\theta)=M_{\theta}\left[\hat{\theta}_{T}(\xi)-\theta\right]=M_{\theta} \frac{\int_{0}^{T} a_{t}(\xi) d W_{t}}{\int_{0}^{T} a_{t}^{2}(\xi) d t} \tag{17.43}
\end{equation*}
$$

By the assumptions of the theorem and (17.31),

$$
M_{\theta} \frac{\int_{0}^{T} a_{t}(\xi) d W_{t}}{\int_{0}^{T} a_{t}^{2}(\xi) d t}=\frac{d}{d \theta} M_{\theta}\left[\int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{-1}
$$

which, together with (17.43), proves (17.28).
Next we obtain from (17.42)

$$
B_{T}(\theta)=M_{\theta}\left[\hat{\theta}_{T}(\xi)-\theta\right]^{2}=M_{\theta}\left[\int_{0}^{T} a_{t}(\xi) d W_{t}\right]^{2}\left[\int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{-2}
$$

But, by Lemma 17.2,

$$
\begin{aligned}
& \frac{d^{2} M_{\theta}\left[\int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{-2}}{d \theta^{2}} \\
= & M_{\theta}\left[\int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{-2}\left\{\left(\int_{0}^{T} a_{t}(\xi) d W_{t}\right)^{2}-\int_{0}^{T} a_{t}^{2}(\xi) d t\right\} \\
= & B_{T}(\theta)-M\left[\int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{-1},
\end{aligned}
$$

which is equivalent to (17.29).
Note. A more detailed investigation of the values of $b_{T}(\theta)$ and $B_{T}(\theta)$ for the case where $a_{t}(x)=x_{t}$ is carried out in the next section.

### 17.3 Parameter Estimation of the Drift Coefficient for a One-Dimensional Gaussian Process

17.3.1. We shall assume that the observable process $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, has the differential

$$
\begin{equation*}
d \xi_{t}=\theta \xi_{t} d t+d W_{t}, \quad \xi_{0}=0 \tag{17.44}
\end{equation*}
$$

(compare with (17.22)), where $\theta$ is the unknown parameter, $-\infty<\theta<\infty$.
According to (17.25), the maximum likelihood estimate

$$
\begin{equation*}
\hat{\theta}_{T}(\xi)=\frac{\int_{0}^{T} \xi_{t} d \xi_{t}}{\int_{0}^{T} \xi_{t}^{2} d t}=\frac{\xi_{T}^{2}-T}{2 \int_{0}^{T} \xi_{t}^{2} d t} \tag{17.45}
\end{equation*}
$$

since, due to the Itô formula, $\int_{0}^{T} \xi_{t} d \xi_{t}=\frac{1}{2}\left[\xi_{T}^{2}-T\right]$.
Let us calculate the bias $b_{T}(\theta)=M_{\theta}\left(\hat{\theta}_{T}(\xi)-\theta\right)$ and the mean square $\operatorname{error} B_{T}(\theta)=M_{\theta}\left[\hat{\theta}_{T}(\xi)-\theta\right]^{2}$.

We introduce the auxiliary function

$$
\begin{equation*}
\rho_{T}(\theta, a)=\left[\frac{2 \sqrt{\theta^{2}+2 a}}{\left(\sqrt{\theta^{2}+2 a}+\theta\right) e^{-\sqrt{\theta^{2}+2 a} T}+\left(\sqrt{\theta^{2}+2 a}-\theta\right) e^{\sqrt{\theta^{2}+2 a} T}}\right]^{1 / 2} \tag{17.46}
\end{equation*}
$$

Theorem 17.3. The bias $b_{T}(\theta)$ and the mean square error $B_{T}(\theta)$ are given by the formulae

$$
\begin{align*}
b_{T}(\theta)= & \int_{0}^{\infty} \frac{\partial}{\partial \theta}\left\{\exp \left(-\frac{\theta T}{2}\right) \rho_{T}(\theta, a)\right\} d a  \tag{17.47}\\
B_{T}(\theta)= & \exp \left(-\frac{\theta T}{2}\right) \int_{0}^{T} \rho_{T}(\theta, a) d a \\
& +\int_{0}^{T} a \frac{\partial^{2}}{\partial \theta^{2}}\left\{\exp \left(-\frac{\theta T}{2}\right) \rho_{T}(\theta, a)\right\} d a \tag{17.48}
\end{align*}
$$

PROOF. In order to find the values of $b_{T}(\theta)$ and $B_{T}(\theta)$ we shall take advantage of (17.28) and (17.29), obtained in Theorem 17.2. As a preliminary we shall verify that the assumptions of this theorem are satisfied.

The process $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right), 0 \leq t \leq T$, with differential given by (17.44) is Gaussian with $M_{\theta} \xi_{t}=0$ and variance $\Gamma_{t}(\theta)=M_{\theta} \xi_{t}^{2}$, satisfying the equation (see Theorem 15.1)

$$
\frac{d \Gamma_{t}(\theta)}{d t}=2 \theta \Gamma_{t}(\theta)+1, \quad \Gamma_{0}(\theta)=0
$$

We find from this

$$
\Gamma_{t}(\theta)=\frac{1}{2 \theta}\left(e^{2 \theta_{t}}-1\right)
$$

which implies (17.26) of Theorem 17.2.
To verify (17.27) and to compute the mathematical expectations $M_{\theta}\left[\int_{0}^{T} \xi_{t}^{2} d t\right]^{-1}$ and $M_{\theta}\left[\int_{0}^{T} \xi_{t}^{2} d t\right]^{-2}$ used in finding $b_{T}(\theta)$ and $B_{T}(\theta)$, we shall proceed as follows.

Let $a>0$ and

$$
\begin{equation*}
\psi_{T}(\theta, a)=M_{\theta} \exp \left\{-a \int_{0}^{T} \xi_{t}^{2} d t\right\} \tag{17.49}
\end{equation*}
$$

If we assume

$$
\begin{equation*}
\int_{0}^{\infty} a^{k-1} \psi_{T}(\theta, a) d a<\infty, \quad-\infty<\theta<\infty, \quad k=1,2, \ldots \tag{17.50}
\end{equation*}
$$

then the moments $M_{\theta}\left[\int_{0}^{T} \xi_{t}^{2} d t\right]^{-k}, k-1,2, \ldots$, can be found using the function $\psi_{T}(\theta, a)$ :

$$
\begin{equation*}
M_{\theta}\left[\int_{0}^{T} \xi_{t}^{2} d t\right]^{-k}=\frac{1}{(k-1)!} \int_{0}^{\infty} a^{k-1} \psi_{T}(\theta, a) d a \tag{17.51}
\end{equation*}
$$

Actually, if for any integer $k=1,2, \ldots,(17.50)$ is satisfied, then, by the Fubini theorem,

$$
\begin{aligned}
\int_{0}^{\infty} a^{k-1} \psi_{T}(\theta, a) d a & =\int_{0}^{\infty} a^{k-1} M_{\theta} \exp \left(-a \int_{0}^{T} \xi_{t}^{2} d t\right) d a \\
& =M_{\theta} \int_{0}^{\infty} a^{k-1} \exp \left(-a \int_{0}^{T} \xi_{t}^{2} d t\right) d a \\
& =(k-1)!M_{\theta}\left(\int_{0}^{T} \xi_{t}^{2} d t\right)^{-k}, \quad k=1,2, \ldots
\end{aligned}
$$

Therefore, let us find the functions $\psi_{T}(\theta, a)$ and verify the validity of the inequalities (17.50).
17.3.2.

Lemma 17.3. The function

$$
\begin{equation*}
\psi_{T}(\theta, a)=\exp \left(-\frac{\theta T}{2}\right) \rho_{T}(\theta, a) \tag{17.52}
\end{equation*}
$$

where $\rho_{T}(\theta, a)$ is defined in (17.46).
PROOF. Let $\lambda=\sqrt{\theta^{2}+2 a}, \theta \leq a<\infty$. Denote by $\mu_{\xi^{\theta}}$ and $\mu_{\xi^{\lambda}}$ the measures on ( $C_{T}, \mathcal{B}_{T}$ ) corresponding to the processes $\xi^{\theta}$ and $\xi^{\lambda}$ having the differentials

$$
\begin{array}{ll}
d \xi_{t}^{\theta}=\theta \xi_{t}^{\theta} d t+d W_{t}, & \xi_{0}^{\theta}=0 \\
d \xi_{t}^{\lambda}=\lambda \xi_{t}^{\lambda} d t+d W_{t}, & \xi_{0}^{\lambda}=0
\end{array}
$$

According to Theorem 7.19, the measures $\mu_{\xi^{\theta}}$ and $\mu_{\xi^{\lambda}}$ are equivalent and

$$
\frac{d \mu_{\xi^{\theta}}}{d \mu_{\xi^{\lambda}}}\left(\xi^{\lambda}\right)=\exp \left\{(\theta-\lambda) \int_{0}^{T} \xi_{t}^{\lambda} d \xi_{t}^{\lambda}-\frac{\theta^{2}-\lambda^{2}}{2} \int_{0}^{T}\left(\xi_{t}^{\lambda}\right)^{2} d t\right\}
$$

Hence,

$$
\begin{align*}
\psi_{T}(\theta, a)= & M_{\theta} \exp \left\{-a \int_{0}^{T} \xi_{t}^{2} d t\right\}=M \exp \left\{-a \int_{0}^{T}\left(\xi_{t}^{\theta}\right)^{2} d t\right\} \\
= & M \exp \left\{-a \int_{0}^{T}\left(\xi_{t}^{\lambda}\right)^{2} d t+(\theta-\lambda) \int_{0}^{T} \xi_{t}^{\lambda} d \xi_{t}^{\lambda}\right. \\
& \left.-\frac{\theta^{2}-\lambda^{2}}{2} \int_{0}^{T}\left(\xi_{t}^{\lambda}\right)^{2} d t\right\} \tag{17.53}
\end{align*}
$$

Using

$$
\begin{equation*}
a+\frac{\theta^{2}-\lambda^{2}}{2}=0 \tag{17.54}
\end{equation*}
$$

we obtain, finally,

$$
\begin{aligned}
\psi_{T}(\theta, a) & =M \exp \left\{[\theta-\lambda] \int_{0}^{T} \xi_{t}^{\lambda} d \xi_{t}^{\lambda}\right\} \\
& =M \exp \left\{\frac{\theta-\lambda}{2}\left[\left(\xi_{T}^{\lambda}\right)^{2}-T\right]\right\} \\
& =\exp \left(\frac{\lambda-\theta}{2} T\right) M \exp \left\{\frac{\theta-\lambda}{2}\left(\xi_{T}^{\lambda}\right)^{2}\right\}
\end{aligned}
$$

The random variable $\xi_{T}^{\lambda}$ is Gaussian, $N\left(0,1 / 2 \lambda\left(e^{2 \lambda T}-1\right)\right)$ and, therefore (Lemma 11.6),

$$
M \exp \left\{\frac{\theta-\lambda}{2}\left(\xi_{T}^{\lambda}\right)^{2}\right\}=\left[\frac{2 \lambda}{\left((\lambda-\theta)\left(e^{2 \lambda T}-1\right)+2 \lambda\right.}\right]^{1 / 2}
$$

This, together with (17.53), leads to the following representation:

$$
\begin{equation*}
\psi_{T}(\theta, a)=e^{(\lambda-\theta / 2) T}\left[\frac{2 \lambda}{(\lambda-\theta)\left(e^{2 \lambda T}-1\right)+2 \lambda}\right]^{1 / 2} \tag{17.55}
\end{equation*}
$$

where, according to $(17.54), \lambda=\sqrt{2 a+\theta^{2}}$. After simple transformations we obtain the desired representation, (17.52), from (17.55).

Note. If $\theta=0, a=\frac{1}{2}$, then

$$
\begin{aligned}
\psi_{T}\left(0, \frac{1}{2}\right) & =M \exp \left\{-\frac{1}{2} \int_{0}^{T} W_{t}^{2} d t\right\}=\rho_{T}\left(0, \frac{1}{2}\right) \\
& =\sqrt{\frac{2}{e^{T}+e^{-T}}}=\frac{1}{\sqrt{\cosh T}}
\end{aligned}
$$

(compare with the example from Section 7.7).

COMPLETION OF THE PROOF OF THEOREM 17.3. By analyzing (17.52), we find that the inequalities given by (17.50) are satisfied for any $k=1,2, \ldots$.. Hence, (17.47) and (17.48) follow from (17.28), (17.29), (17.51) and (17.52).
17.3.3.

Theorem 17.4. The maximum likelihood estimate $\hat{\theta}_{T}(\xi)$ is strongly consistent, i.e., for each $\theta,-\infty<\theta<\infty$,

$$
\begin{equation*}
P_{\theta}\left\{\lim _{T \rightarrow \infty} \hat{\theta}_{T}(\xi)=\theta\right\}=1 \tag{17.56}
\end{equation*}
$$

PROOF. We obtain from (17.49)

$$
M_{\theta} \exp \left\{-\int_{0}^{T} \xi_{t}^{2} d t\right\}=\psi_{T}(\theta, 1)
$$

where

$$
\begin{aligned}
\psi_{T}(\theta, 1)= & \exp \left\{\left(-\frac{\theta}{2}-\frac{\sqrt{2+\theta^{2}}}{2}\right) T\right\} \\
& \times\left\{\frac{2 \sqrt{2+\theta^{2}}}{\left(\sqrt{\theta^{2}+2}-\theta\right)+\left(\sqrt{\theta^{2}+2}+\theta\right) \exp \left(-2 T \sqrt{2+\theta^{2}}\right)}\right\}^{1 / 2} .
\end{aligned}
$$

Since $\lim _{T \rightarrow \infty} \psi_{T}(\theta, 1)=0,-\infty<\theta<\infty$, then

$$
\begin{equation*}
P_{\theta}\left(\int_{0}^{\infty} \xi_{t}^{2} d t=\infty\right)=1 \tag{17.57}
\end{equation*}
$$

It is seen that

$$
\begin{equation*}
\hat{\theta}_{T}(\xi)=\theta+\frac{\int_{0}^{T} \xi_{t} d W_{t}}{\int_{0}^{T} \xi_{t}^{2} d t} \tag{17.58}
\end{equation*}
$$

Hence, in order to prove (17.56) it suffices to show that

$$
P_{\theta}\left(\lim _{T \rightarrow \infty} \frac{\int_{0}^{T} \xi_{t} d W_{t}}{\int_{0}^{T} \xi_{t}^{2} d t}=0\right)=1, \quad-\infty<\theta<\infty
$$

This follows from the following general statement.

Lemma 17.4. Let the Wiener process $W=\left(W_{t}, \mathcal{F}_{t}\right), t \geq 0$, be given on a probability space and let there also be given the random process $f=\left(f_{t}, \mathcal{F}_{t}\right)$, $t \geq 0$, such that:
(1)

$$
P\left(\int_{0}^{T} f_{t}^{2} d t<\infty\right)=1, \quad 0<T<\infty
$$

(2)

$$
P\left(\int_{0}^{\infty} f_{t}^{2} d t=\infty\right)=1
$$

Then the random process $z=\left(z_{s}, \mathcal{G}_{s}\right), s \geq 0$, with $z_{s}=\int_{0}^{\tau_{s}} f_{t} d W_{t}, \mathcal{G}_{s}=\mathcal{F}_{\tau_{s}}$, where $\tau_{s}=\inf \left(t: \int_{0}^{t} f_{u}^{2} d u>s\right)$, is a Wiener process and with probability one ${ }^{4}$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\int_{0}^{t} f_{u} d W_{u}}{\int_{0}^{t} f_{u}^{2} d u}=0 \tag{17.59}
\end{equation*}
$$

PROOF. Let $x_{t}$ denote $\int_{0}^{t} f_{u} d W_{u}$. By the Itô formula we obtain the following representation for $z_{t}=x_{\tau_{t}}$ :

$$
e^{i \lambda z_{t}}=e^{i \lambda z_{s}}+i \lambda \int_{\tau_{s}}^{\tau_{t}} e^{i \lambda x_{u}} f_{u} d W_{u}-\frac{\lambda^{2}}{2} \int_{\tau_{s}}^{\tau_{t}} e^{i \lambda x_{u}} f_{u}^{2} d u
$$

Then by a change of variables in the Lebesgue integral

$$
\begin{equation*}
\int_{\tau_{s}}^{\tau_{t}} e^{i \lambda x_{u}} f_{u}^{2} d u=\int_{s}^{t} e^{i \lambda x_{\tau_{u}}} d u=\int_{s}^{t} e^{i \lambda z_{u}} d u \tag{17.60}
\end{equation*}
$$

From the above and the equation

$$
M\left(\int_{\tau_{s}}^{\tau_{t}} e^{i \lambda\left(x_{u}-x_{s}\right)} f_{u} d W_{u} \mid \mathcal{G}_{s}\right)=0 \quad(P-\mathrm{a} . \mathrm{s} .)
$$

we obtain the equation for $V_{t}=M\left(e^{i \lambda\left(z_{t}-z_{s}\right)} \mid \mathcal{G}_{s}\right), t>s$ :

$$
V_{t}=1-\frac{\lambda^{2}}{2} \int_{s}^{t} V_{u} d u
$$

i.e., $M\left(e^{i \lambda\left(z_{t}-z_{s}\right)} \mid \mathcal{G}_{s}\right)=e^{-\lambda^{2}(t-s) / 2}(P-$ a.s. $)$.

Thus $\left(z_{t}, \mathcal{G}_{t}\right), t \geq 0$, is a Gaussian martingale with $M\left[\left(z_{t}-z_{s}\right)^{2} \mid \mathcal{G}_{s}\right]=t-s$ which has right continuous trajectories having limits to the left.

By virtue of Theorem 1.10 and the equation $M\left(z_{t}-z_{s}\right)^{4}=3(t-s)^{2}$ which follows from the normality of the variable $z_{t}-z_{s}$ with $M\left(z_{t}-z_{s}\right)=0$ and $M\left(z_{t}-z_{s}\right)^{2}=t-s$, the process $\left(z_{t}, \mathcal{G}_{t}\right), t \leq 0$ has continuous trajectories (more precisely continuous modification).

Consequently, $\left(z_{t}, \mathcal{G}_{t}\right), t \geq 0$, is a Wiener process (see Theorem 4.1).
Next let us prove (17.59). Let

$$
\eta_{t}=\frac{\int_{0}^{t} f_{u} d W_{u}}{\int_{0}^{t} f_{u}^{2} d u}
$$

[^34]and define $\tau_{s}=\inf \left\{t: \int_{0}^{t} f_{u}^{2} d u>s\right\}$. Since $\tau_{s}, s \geq 0$, is a right continuous nondecreasing function of $s$ (Lemma 5.6), to prove (17.59) it suffices to establish that with probability one $\eta_{\tau_{s}} \rightarrow 0, s \rightarrow \infty$. But for $s>0$,
$$
\eta_{\tau_{s}}=\frac{\int_{0}^{\tau_{s}} f_{u} d W_{u}}{\int_{0}^{\tau_{s}} f_{u}^{2} d u}=\frac{z_{s}}{s}
$$
and the law of the iterated logarithm (1.35) implies that with probability one $\lim _{s \rightarrow \infty} z_{s} / s=0$.

Lemma 17.4 and, therefore, Theorem 17.4, also, have been proved.

### 17.4 Two-Dimensional Gaussian Markov Processes: Parameter Estimation

17.4.1. Suppose that on the interval $0 \leq t \leq T$ we observe the twodimensional Gaussian Markov stationary process $\xi_{t}=\left(\xi_{1}(t), \xi_{2}(t)\right)$ with zero mean $M \xi_{1}(t)=M \xi_{2}(t)=0,-\infty<t<\infty$, and differential

$$
\begin{equation*}
d \xi_{t}=A \xi_{t} d t+d W_{t} \tag{17.61}
\end{equation*}
$$

Here $W_{t}=\left(W_{1}(t), W_{2}(t)\right)$ is a Wiener process with independent components independent of $\xi_{0}$, and

$$
A=\left(\begin{array}{cc}
-\theta_{1} & -\theta_{2}  \tag{17.62}\\
\theta_{2} & -\theta_{2}
\end{array}\right)
$$

is a matrix composed of the coordinates of the vector $\theta=\left(\theta_{1}, \theta_{2}\right)$ with $\theta_{1}>0$ and $-\infty<\theta_{2}<\infty$ where $\theta_{2}$ is to be estimated from the observations $\xi_{0}^{T}=$ $\left\{\xi_{s}, 0 \leq s \leq T\right\}$.

We shall construct the maximum likelihood estimates $\hat{\theta}_{1}(T, \xi)$ and $\hat{\theta}_{2}(T, \xi)$ of the unknown parameters $\theta_{1}$ and $\theta_{2}$

## Theorem 17.5.

(1) The maximum likelihood estimate $\hat{\theta}_{1}(T, \xi)$ is the solution of the equation

$$
\begin{align*}
& \frac{1}{\hat{\theta}_{1}(T, \xi)}-2 \hat{\theta}_{1}(T, \xi)\left[\xi_{1}^{2}(0)+\xi_{2}^{2}(0)+\frac{1}{2} \int_{0}^{T}\left[\xi_{1}^{2}(t)+\xi_{2}^{2}(t)\right] d t\right] \\
= & \int_{0}^{T}\left[\xi_{1}(t) d \xi_{1}(t)+\xi_{2}(t) d \xi_{2}(t)\right] . \tag{17.63}
\end{align*}
$$

(2) The estimate

$$
\begin{equation*}
\hat{\theta}_{2}(T, \xi)=\frac{\int_{0}^{T}\left[\xi_{1}(t) d \xi_{2}(t)-\xi_{2}(t) d \xi_{1}(t)\right]}{\int_{0}^{T}\left[\xi_{1}^{2}(t)+\xi_{2}^{2}(t)\right] d t} \tag{17.64}
\end{equation*}
$$

(3) The conditional distribution ${ }^{5}$

$$
P_{\theta}\left(\hat{\theta}_{2}(T, \xi) \leq a \mid \xi_{1}^{2}(t)+\xi_{2}^{2}(t), t \leq T\right)
$$

is ( $P_{\theta}$-a.s.) Gaussian with the parameters

$$
\begin{gather*}
M_{\theta}\left[\hat{\theta}_{2}(T, \xi) \mid \xi_{1}^{2}(t)+\xi_{2}^{2}(t), t \leq T\right]=\theta_{2}  \tag{17.65}\\
M_{\theta}\left[\left(\hat{\theta}_{2}(t, \xi)-\theta\right)^{2} \mid \xi_{1}^{2}(t)+\xi_{2}^{2}(t), t \leq T\right]=\left[\int_{0}^{T}\left(\xi_{1}^{2}(t)+\xi_{2}^{2}(t)\right) d t\right]^{-1} \tag{17.66}
\end{gather*}
$$

In particular, the random variable distribution

$$
\left[\hat{\theta}_{2}(T, \xi)-\theta\right] \sqrt{\int_{0}^{T}\left[\xi_{1}^{2}(t)+\xi_{2}^{2}(t)\right] d t}
$$

does not depend upon $\theta=\left(\theta_{1}, \theta_{2}\right)$ and is Gaussian, $N(0,1)$.
17.4.2. Before proving this theorem we shall make two auxiliary statements.

Lemma 17.5. For each $t, 0 \leq t \leq T$, the Gaussian vector $\left(\xi_{1}(t), \xi_{2}(t)\right)$ has independent components with $D \xi_{i}(y) \equiv 1 / 2 \theta_{1}, i=1,2$.

PROOF. We shall note first of all that the assumption of the stationarity of the process $\xi_{t},-\infty<t<\infty$, implies $\theta_{1}>0$, since the eigenvalues of the matrix $A$ must lie within the left-half plane.

Let $\Gamma \equiv M \xi_{t} \xi_{t}^{*}$. Then by Theorem 15.1, the matrix

$$
\Gamma=\left(\begin{array}{ll}
\Gamma_{11} & \Gamma_{12} \\
\Gamma_{12} & \Gamma_{22}
\end{array}\right)
$$

is the unique solution of the equation $A \Gamma+\Gamma A^{*}+E=0$, i.e.,

$$
\begin{gathered}
-2 \theta_{1} \Gamma_{11}-2 \theta_{2} \Gamma_{12}+1=0 \\
-2 \theta_{1} \Gamma_{12}+\theta_{2}\left(\Gamma_{11}-\Gamma_{22}\right)=0 \\
2 \theta_{1} \Gamma_{12}-2 \theta_{1} \Gamma_{22}+1=0
\end{gathered}
$$

From this we find $\Gamma_{11}=\Gamma_{22}=1 / 2 \theta_{1}, \Gamma_{12}=0$.
Corollary. The distribution function

$$
F_{\theta}\left(x_{1}, x_{2}\right)=P_{\theta}\left(\xi_{1}(0) \leq x_{1}, \xi_{2}(0) \leq x_{2}\right)
$$

[^35]has the density
\[

$$
\begin{equation*}
f_{\theta}\left(x_{1}, x_{2}\right)=\frac{\partial^{2} F_{\theta}\left(x_{1}, x_{2}\right)}{\partial x_{1} \partial x_{2}}=\frac{\theta_{1}}{\pi} \exp \left\{-\theta_{1}^{2}\left(x_{1}^{2}+x_{2}^{2}\right)\right\} \tag{17.67}
\end{equation*}
$$

\]

To formulate the following statement we shall introduce some notation.
Let $\left(C_{T}^{2}, \mathcal{B}_{T}^{2}\right)\left(C_{T} \times C_{T}, \mathcal{B}_{T} \times \mathcal{B}_{t}\right)$ be the measurable space of the functions $c=\left\{\left(c_{1}(t), c_{2}(t)\right), 0 \leq t \leq T\right\}$ where each function $c_{i}(t), i=1,2$, is continuous. We shall denote the functions in $C_{T}^{2}$ with $c_{1}(0)=x_{1}, c_{2}(0)=x_{2}$ by $c^{x}$ where $x=\left(x_{1}, x_{2}\right)$. Let $\mu_{\xi}^{\theta}$ be the measure on $\left(C_{T}^{2}, \mathcal{B}_{T}^{2}\right)$ corresponding to the process $\xi=\left(\xi_{t}\right), 0 \leq r \leq T$ with the prescribed $\theta=\left(\theta_{1}, \theta_{2}\right)$, and let $\mu_{W^{x}}$ and $\mu_{\xi^{x}}^{\theta}$ be the measures on $\left(C_{T}^{2}, \mathcal{B}_{T}^{2}\right)$ corresponding to the process $W_{t}^{x}=x+W_{t}$ (i.e., $\left.W_{i}^{x}(t)=\xi+W_{i}(t), i=1,2\right)$ and the process $\xi^{x}$ with the differential

$$
\begin{equation*}
d \xi_{t}^{x}=A \xi_{t}^{x} d t+d W_{t}, \quad \xi_{0}^{x}=x \tag{17.68}
\end{equation*}
$$

If the set $B \in \mathcal{B}_{T}^{2}$, then

$$
\begin{equation*}
\mu_{\xi}^{\theta}(\Gamma)=\int_{\left\{x \in \mathbb{R}^{2}: c^{x} \in B\right\}} \mu_{\xi^{x}}^{\theta}(B) f_{\theta}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \tag{17.69}
\end{equation*}
$$

Indeed, the solutions of Equations (17.61) and (17.68) are given by the formulae

$$
\begin{aligned}
\xi_{t} & =e^{A t}\left[\xi_{0}+\int_{0}^{t} e^{-A s} d W_{s}\right] \\
\xi_{t}^{x} & =e^{A t}\left[x+\int_{0}^{t} e^{-A s} d W_{s}\right]
\end{aligned}
$$

respectively.
Hence, from the independence of the random variables $\xi_{0}$ and $\int_{0}^{T} e^{-A s} d W_{s}$, it follows that

$$
P_{\theta}\left\{\xi \in B \mid \xi_{0}=x\right\}=P_{\theta}\left\{\xi^{x} \in B\right\} \mu_{\xi^{x}}^{\theta}(B),
$$

which obviously proves (17.69).
Introduce a new measure ${ }^{6} \nu$ on $\left(C_{T}^{2}, \mathcal{B}_{T}^{2}\right)$ by defining for $B \in \mathcal{B}_{T}^{2}$

$$
\begin{equation*}
\nu(\Gamma)=\int_{\left\{x \in \mathbb{R}^{2}: c^{x} \in B\right\}} \mu_{W^{x}}(B) d x_{1} d x_{2} \tag{17.70}
\end{equation*}
$$

For brevity, instead of (17.70) we shall write $d \nu\left(x, y^{x}\right)=d \mu_{W^{x}}\left(y^{x}\right) d x_{1} d x_{2}$, $y^{x} \in C_{T}^{2}$.

By Theorem 7.19, the measures $\mu_{\xi^{x}}^{\theta}$ and $\mu_{W^{x}}$ are equivalent and

[^36]\[

$$
\begin{equation*}
\frac{d \mu_{\xi^{x}}^{\theta}}{d \mu_{W^{x}}}\left(W^{x}\right)=\exp \left[\int_{0}^{T}\left(W_{t}^{x}\right)^{*} A^{*} d W_{t}^{x}-\frac{1}{2} \int_{0}^{T}\left(W_{t}^{x}\right)^{*} A^{*} A W_{t}^{x} d t\right] \tag{17.71}
\end{equation*}
$$

\]

Hence, by the Fubini theorem we obtain from (17.69) and (17.70)

$$
\mu_{\xi}^{\theta}(\Gamma)=\int_{\Gamma} \frac{d \mu_{\xi^{x}}^{\theta}}{d \mu_{W^{x}}}\left(y^{x}\right) f_{\theta}\left(x_{1}, x_{2}\right) d \nu\left(x, y^{x}\right)
$$

where $f_{\theta}\left(x_{1}, x_{2}\right)$ is defined by (17.67). From this follows the absolute continuity of the measure $\mu_{\xi}^{\theta}$ with respect to $\nu$ and the density:

$$
\begin{equation*}
\frac{d \mu_{\xi}^{\theta}}{d \nu}(\xi)=\frac{\theta_{1}}{\pi} \exp \left\{-\theta_{1}^{2}\left(\xi_{1}^{2}(0)+\xi_{2}^{2}(0)\right)+\int_{0}^{T} \xi_{t}^{*} A^{*} d \xi_{t}-\frac{1}{2} \int_{0}^{T} \xi_{t}^{*} A^{*} A \xi_{t} d t\right\} \tag{17.72}
\end{equation*}
$$

Thus we have proved the following lemma.

Lemma 17.6. The measure $\mu_{\xi}^{\theta}$ is absolutely continuous with respect to the measure $\nu$ and its density $d \mu_{\xi}^{\theta}(\xi) / d \nu$ is defined by (17.72).

### 17.4.3.

PROOF OF THEOREM 17.5. Formulae (17.63) and (17.64) for the maximum likelihood estimates $\hat{\theta}_{1}(T, \xi)$ and $\hat{\theta}_{2}(T, \xi)$ follow from (17.72), since they provide the minimum of $\ln \left(d \mu_{\xi}^{\theta}(\xi) / d \nu\right)$, as can be verified by direct calculation.

Let us go on now to prove the concluding point of the theorem.
Let $\eta_{t}=\xi_{1}^{2}(t)+\xi_{2}^{2}(t)$. With the aid of the Itô formula it can be calculated that

$$
\begin{align*}
d \eta_{t}= & 2 \xi_{1}(t) d \xi_{1}(t)+2 \xi_{2}(t) d \xi_{2}(t)+2 d t \\
= & 2 \xi_{1}(t)\left[-\theta_{1} \xi_{1}(t)-\theta_{2} \xi_{2}(t)\right] d t+2 \xi_{1}(t) d W_{1}(t) \\
& +2 \xi_{2}(t)\left[\theta_{2} \xi_{1}(t)-\theta_{1} \xi_{2}(t)\right] d t+2 \xi_{2}(t) d W_{2}(t)+2 d t \\
= & -2 \theta_{1}\left[\xi_{1}^{2}(t)+\xi_{2}^{2}(t)\right] d t+2 d t+2\left[\xi_{1}(t) d W_{1}(t)+\xi_{2}(t) d W_{2}(t)\right] \\
= & 2\left[1-\theta_{1} \eta_{t}\right] d t+2 \sqrt{\eta_{t}} \tilde{W}_{1}(t) \tag{17.73}
\end{align*}
$$

where (on the assumption that $\eta_{s}>0$ )

$$
\begin{equation*}
\tilde{W}_{1}(t)=\int_{0}^{t} \frac{\xi_{1}(s)}{\sqrt{\eta_{s}}} d W_{1}(s)+\int_{0}^{t} \frac{\xi_{2}(s)}{\sqrt{\eta_{s}}} d W_{2}(s) \tag{17.74}
\end{equation*}
$$

It follows from Theorem 4.1 that $\left(\tilde{W}_{1}(t), \mathcal{F}_{t}\right), 0 \leq t \leq T$ is a Wiener process. Consequently, for the prescribed $\theta=\left(\theta_{1}, \theta_{2}\right)$, the aggregation $A=$ $\left(\Omega, \mathcal{F}, \mathcal{F}_{t} P, \eta_{t}, W_{1}(t)\right)$ provides a weak solution ${ }^{7}$ of the stochastic differential equation

[^37]\[

$$
\begin{equation*}
d \eta_{t}=2\left[1-\theta_{1} \eta_{t}\right] d t+2 \sqrt{\eta_{t}} d \tilde{W}_{1}(t) \tag{17.75}
\end{equation*}
$$

\]

Let us show now that for each $t, 0 \leq t \leq T, \eta_{t}$ is $\mathcal{F}_{t}^{\eta_{0}, \tilde{W}_{1}}$-measurable and $P\left\{\inf _{t \leq T} \eta_{t}>0\right\}=1$. In other words, the process $\eta_{t}=\xi_{1}^{2}(t)+\xi_{2}^{2}(t)$ is the strong solution of Equation (17.75), where the Wiener process $\left(\tilde{W}_{1}(t), \mathcal{F}_{t}\right)$, $0 \leq t \leq T$, was defined in (17.74).

For this purpose we shall investigate some properties of the weak solutions of the equation of the type given by (17.75). Let $A=\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, P, x_{t}, z_{t}\right)$ be the weak solution of the equation

$$
\begin{equation*}
d x_{t}=2\left[1-a x_{t}\right] d t+2 \sqrt{x}_{t} d z_{t}, \quad a \geq 0 \tag{17.76}
\end{equation*}
$$

where $x_{0}$ is such that $P\left(x_{0}>0\right)=1, M x_{0}<\infty$.
We shall prove that $M \sup _{t \leq T} x_{t}<\infty$. Let

$$
\sigma_{N}= \begin{cases}\inf \left\{t \leq T: \sup _{s \leq t} x_{s} \geq N\right\}, \\ T, & \text { if } \sup _{s \leq T} x_{s}<N\end{cases}
$$

Then, due to (17.76),

$$
\begin{equation*}
x_{t \wedge \sigma_{N}}=x_{0}+2 \int_{0}^{t \wedge \sigma_{N}}\left[1-a x_{s}\right] d s+\int_{0}^{t \wedge \sigma_{N}} \sqrt{x_{s}} d z_{s} \tag{17.77}
\end{equation*}
$$

and, since $M \int_{0}^{t \wedge \sigma_{N}} \sqrt{x_{s}} d z_{s}=0$, we have:

$$
\begin{aligned}
M x_{t \wedge \sigma_{N}} & =M x_{0}+2 M \int_{0}^{t \wedge \sigma_{N}}\left[1-a x_{s}\right] d s \\
& \leq M x_{0}+2 M \int_{0}^{t \wedge \sigma_{N}}\left[1+a x_{s \wedge \sigma_{N}}\right] d s \\
& \leq M x_{0}+2 M \int_{0}^{t}\left[1+a x_{s \wedge \sigma_{N}}\right] d s \\
& \leq M x_{0}+2 T+2 a \int_{0}^{t} M x_{s \wedge \sigma_{N}} d s
\end{aligned}
$$

It follows from this, by Lemma 4.13, that

$$
M x_{t \wedge \sigma_{N}} \leq\left(M x_{0}+2 T\right) e^{2 a T}
$$

and, therefore (Fatou lemma),

$$
\begin{equation*}
M x_{t} \leq\left(M x_{0}+2 T\right) e^{2 a T} \tag{17.78}
\end{equation*}
$$

Next,

$$
\sup _{t \leq T} x_{t \wedge \sigma_{N}} \leq x_{0}+2 \int_{0}^{T}\left[1+a x_{s}\right] d s+2 \sup _{t \leq T}\left|\int_{0}^{t \wedge \sigma_{N}} \sqrt{x_{s}} d z_{s}\right|
$$

and

$$
M \sup _{t \leq T} x_{t \wedge \sigma_{N}} \leq M x_{0}+2 \int_{0}^{T}\left[1+a M x_{s}\right] d s+2 M \sup _{t \leq T}\left|\int_{0}^{t \wedge \sigma_{N}} \sqrt{x_{s}} d W_{s}\right|
$$

By the Cauchy-Schwarz inequality and (4.54)

$$
\begin{aligned}
M \sup _{t \leq T}\left|\int_{0}^{t \wedge \sigma_{N}} \sqrt{x_{s}} d z_{s}\right| & \leq\left[M \sup _{t \leq T}\left|\int_{0}^{t \wedge \sigma_{N}} \sqrt{x_{s}} d z_{s}\right|^{2}\right]^{1 / 2} \\
& \leq 2\left(M \int_{0}^{t \wedge \sigma_{N}} x_{s} d s\right)^{1 / 2} \leq 2\left(M \int_{0}^{T} x_{s} d s\right)^{1 / 2}
\end{aligned}
$$

Hence,

$$
M \sup _{t \leq T} x_{t \wedge \sigma_{N}} \leq M x_{0}+2 \int_{0}^{T}\left[1+a M x_{s}\right] d s+4\left[\int_{0}^{T} M x_{s} d s\right]^{1 / 2}
$$

Applying the Fatou lemma and using (17.78) we obtain the desired inequality, $M \sup _{t \leq T} x_{t}<\infty$.

We shall show now that $P\left\{\inf _{t \leq T} x_{T}>0\right\}=1$.
To prove this we set

$$
\tau_{n}= \begin{cases}\inf \left\{t \leq T: \inf _{s \leq t} x_{s} \leq x_{0} /(1+n)\right\}, \\ \infty, & \text { if }_{\inf }^{s \leq t} \\ x_{s}>x_{0} /(1+n)\end{cases}
$$

It is easy to show from the Itô formula that

$$
-\ln x_{\tau_{n} \wedge T}=-\ln x_{0}+2 a\left(\tau_{n} \wedge T\right)-2 \int_{0}^{\tau_{n} \wedge T} \frac{d z_{s}}{\sqrt{x_{s}}}
$$

Hence, for $\varepsilon>0$,

$$
\begin{align*}
-\chi_{\left\{x_{0}>\varepsilon\right\}} \ln x_{\tau_{n} \wedge T}= & -\chi_{\left\{x_{0}>\varepsilon\right\}} \ln x_{0}+\chi_{\left\{x_{0}>\varepsilon\right\}} 2 a\left(\tau_{n} \wedge T\right) \\
& -2 \int_{0}^{\tau_{n} \wedge T} \chi_{\left\{x_{0}>\varepsilon\right\}} \frac{d z_{s}}{\sqrt{x_{s}}} \\
\leq & -\chi_{\left\{x_{0}>\varepsilon\right\}} \ln x_{0}+2 a T-2 \int_{0}^{\tau_{n} \wedge T} \chi_{\left\{x_{0}>\varepsilon\right\}} \frac{d z_{s}}{\sqrt{x_{s}}} . \tag{17.79}
\end{align*}
$$

Since $M \int_{0}^{\tau_{n} \wedge T} \chi_{\left\{x_{0}>\varepsilon\right\}} d z_{s} / \sqrt{x_{s}}=0$, it follows that

$$
\begin{equation*}
-M \chi_{\left\{x_{0}>\varepsilon\right\}} \ln x_{\tau_{n} \wedge T} \leq M\left|\chi_{\left\{x_{0}>\varepsilon\right\}} \ln x_{0}\right|+2 a T \tag{17.80}
\end{equation*}
$$

But

$$
\begin{aligned}
\chi_{\left\{x_{0}>\varepsilon\right\}} \ln x_{\tau_{n} \wedge T}= & \chi_{\left\{x_{0}>\varepsilon\right\}} \chi_{\left\{x_{\tau_{n} \wedge T} \leq 1\right\}} \ln x_{\tau_{n} \wedge T} \\
& +\chi_{\left\{x_{0}>\varepsilon\right\}} \chi_{\left\{x_{\tau_{n} \wedge T}>1\right\}} \ln x_{\tau_{n} \wedge T} \\
\leq & \chi_{\left\{x_{0}>\varepsilon\right\}} \chi_{\left\{x_{\tau_{n} \wedge T} \leq 1\right\}} \ln x_{\tau_{n} \wedge T}+\sup _{s \leq T} x_{s}
\end{aligned}
$$

which, together with (17.79), leads to the inequality

$$
\begin{aligned}
& M \chi_{\left\{x_{0}>\varepsilon\right\}} \chi_{\left\{x_{\tau_{n} \wedge T} \leq 1\right\}}\left|\ln x_{\tau_{n}^{T}}\right| \\
\leq & M\left|\chi_{\left\{x_{0}>\varepsilon\right\}} \ln x_{0}\right|+2 a T+M \sup _{s \leq T} x_{s} \quad(=c(\varepsilon)<\infty)
\end{aligned}
$$

from this follows the inequality

$$
\begin{equation*}
M \chi_{\left\{x_{0}>\varepsilon\right\}} \chi_{\left\{\tau_{n} \leq T\right\}} \chi_{\left\{x_{\tau_{n}} \leq 1\right\}}\left|\ln x_{\tau_{n}}\right| \leq c(\varepsilon)<\infty \tag{17.81}
\end{equation*}
$$

Let $\tau=\lim _{n \rightarrow \infty} \tau_{n}$. Then taking the limit in (17.81) as $n \rightarrow \infty$ we obtain

$$
\begin{equation*}
M \chi_{\left\{x_{0}>\varepsilon\right\}} \chi_{\{\tau \leq T\}} \chi_{\left\{x_{\tau} \leq 1\right\}}\left|\ln x_{\tau}\right| \leq c(\varepsilon)<\infty \tag{17.82}
\end{equation*}
$$

On the set $\{\tau \leq T\},\left|\ln x_{\tau}\right|=\infty$.
Hence, due to (17.82),

$$
P\left\{x_{0}>\varepsilon, \tau \leq T, x_{\tau} \leq 1\right\}=0
$$

But $x_{\tau}=0$ on the set $\{\tau \leq T\}$; therefore,

$$
\begin{equation*}
P\left\{x_{0}>\varepsilon, \tau \leq T\right\}=0 \tag{17.83}
\end{equation*}
$$

Finally,

$$
\begin{aligned}
P\{\tau \leq T\} & =P\left\{\tau \leq T, x_{0}>\varepsilon\right\}+P\left\{\tau \leq T, x_{0} \leq \varepsilon\right\} \\
& \leq P\left\{x_{0} \leq \varepsilon\right\} \rightarrow 0, \quad \varepsilon \downarrow 0
\end{aligned}
$$

which, together with (17.83), leads to the desired relation

$$
P\left\{\inf _{t \leq T} x_{t}=0\right\}=P\{\tau \leq T\}=0
$$

Therefore, the process $\eta_{t}=\xi_{1}^{2}(t)+\xi_{2}^{2}(t), 0 \leq t \leq T$, is such that for any $\theta=\left(\theta_{1}, \theta_{2}\right), \theta_{1}>0,-\infty<\theta_{2}<\infty$,

$$
\begin{equation*}
P_{\theta}\left\{\inf _{t \leq T} \eta_{t}>0\right\}=1 \tag{17.84}
\end{equation*}
$$

Let us use this result to prove the fact that for each $t, 0 \leq t \leq T$, the random variables $\eta_{t}$ are $\mathcal{F}_{t}^{\eta_{0}, \tilde{W}_{1}}$-measurable.

Introduce the functions

$$
g_{n}(y)= \begin{cases}1 /(2 \sqrt{y}), & 1 / n \leq y<\infty \\ 1 /(2 \sqrt{n}), & 0 \leq y \leq 1 / n,\end{cases}
$$

and

$$
b_{n}(x)=1+\int_{1}^{x} g_{n}(y) d y
$$

It is seen that $0<g_{n}(y) \leq 1 / 2 \sqrt{n}$ and $\lim _{n \rightarrow \infty} b_{n}(x)=\sqrt{x}$. For each $n=1,2, \ldots$, we shall consider the equation

$$
\begin{equation*}
\eta_{t}^{(n)}=\eta_{0}+2 \int_{0}^{t}\left[1-\theta_{1} \eta_{s}^{(n)}\right] d s+2 \int_{0}^{t} b_{n}\left(\eta_{s}^{(n)}\right) d \tilde{W}_{1}(s) \tag{17.85}
\end{equation*}
$$

The coefficients of this equation satisfy the assumptions of Theorem 4.6, and, hence, this equation has the unique strong solution $\eta_{t}^{(n)}, 0 \leq t \leq T$. Let

$$
\sigma_{n}(\eta)= \begin{cases}\inf \left\{t \leq T: \eta_{t} \leq 1 / n\right\}, \\ T, & \operatorname{if~inf}_{s \leq T} \eta_{s}>1 / n\end{cases}
$$

Then it is obvious that for each $t \leq \sigma_{n}(\eta), \eta_{t}^{(n)}=\eta_{t}\left(P_{\theta}\right.$-a.s. $)$ and $\sigma_{n}(\eta)=$ $\sigma_{n}\left(\eta^{(n)}\right)$. Consequently, $\eta_{t \wedge \sigma_{n}\left(\eta^{(n)}\right)}^{(n)}=\eta_{t \wedge \sigma_{n}(\eta)}$. But the variables $\eta_{t \wedge \sigma_{n}\left(\eta^{(n)}\right)}^{(n)}$ are $\mathcal{F}_{t}^{\eta_{0}, \tilde{W}_{1}}$-measurable. Hence so also ${ }^{8}$ are the variables $\eta_{t \wedge \sigma_{n}(\eta)}$. But, due to (17.84), $\lim _{n \rightarrow \infty} \sigma_{n}(\eta)=T\left(P_{\theta}\right.$-a.s.). It follows from this that $\eta_{t}$ are $\mathcal{F}_{t}^{\eta_{0}, \tilde{W}_{1}}$ measurable for each $t$.

By transforming expression (17.64) for $\hat{\theta}_{2}(T, \xi)$ we find that

$$
\begin{equation*}
\hat{\theta}_{2}(T, \xi)=\theta_{2}+\frac{\int_{0}^{T} \xi_{1}(t) d W_{2}(t)-\int_{0}^{T} \xi_{2}(t) d W_{1}(t)}{\int_{0}^{T}\left[\xi_{1}^{2}(t)+\xi_{2}^{2}(t)\right] d t}=\theta_{2}+\frac{\int_{0}^{T} \sqrt{\eta_{t}} d \tilde{W}_{2}(t)}{\int_{0}^{T} \eta_{t} d t} \tag{17.86}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{W}_{2}(t)=-\int_{0}^{T} \frac{\xi_{2}(t)}{\sqrt{\eta_{t}}} d W_{1}(t)+\int_{0}^{T} \frac{\xi_{1}(t)}{\sqrt{\eta_{t}}} d W_{2}(t) \tag{17.87}
\end{equation*}
$$

It follows from Theorem 4.2 that $\left[\left(\tilde{W}_{1}(T), \tilde{W}_{2}(t)\right), \mathcal{F}_{t}\right], 0 \leq t \leq T$, is a Wiener process. Now, $\eta_{0}=\xi_{1}^{2}(0)+\xi_{2}^{2}(0)>0\left(P\right.$-a.s.) and $M_{\theta} \eta_{0}=1 / \theta_{1}<\infty$ for all $\theta=\left(\theta_{1}, \theta_{2}\right)$ with $\theta_{1}>0,-\infty<\theta_{2}<\infty$; hence, $\eta_{t}$ is $\mathcal{F}_{t}^{\eta_{0}, \tilde{W}_{1}}$-measurable for each $t$. But the process $\tilde{W}_{2}(t)$ does not depend on $\eta_{0}$ and $\tilde{W}_{1}(t)$. Hence the processes $\eta=\left(\eta_{t}, \mathcal{F}_{t}\right)$ and $\tilde{W}_{2}=\left(\tilde{W}_{2}(t), \mathcal{F}_{t}\right)$ are mutually independent. It follows from this that ( $P$-a.s.) the conditional distribution

$$
P_{\theta}\left\{\int_{0}^{T} \sqrt{\eta}_{t} d \tilde{W}_{2}(t) \leq y \mid \eta_{t}, t \leq T\right\}
$$

is Gaussian, $N\left(0, \int_{0}^{T} \eta_{t} d t\right)$. In particular, this proves (17.65) and (17.66), and, therefore, Theorem 17.5.

Note. Since, for any admissible $\theta=\left(\theta_{1}, \theta_{2}\right)$,

$$
P_{\theta}\left(\int_{0}^{\infty}\left[\xi_{1}^{2}(t)+\xi_{2}^{2}(t)\right] d t=\infty\right)=1
$$

[^38]it is easy to deduce from (17.63) and (17.64) that the estimates $\hat{\theta}_{i}(T, \xi)$, $i=1,2$, are consistent, i.e., for any $\varepsilon>0$,
$$
\lim _{T \rightarrow \infty} P_{\theta}\left\{\left|\tilde{\theta}_{i}(T, \xi)-\theta_{i}\right|>\varepsilon\right\}=0 .
$$

### 17.5 Sequential Maximum Likelihood Estimates

17.5.1. As in Section 17.2, let $\theta$ be the unknown parameter, $-\infty<\theta<\infty$, to be estimated from the observations of the process $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right), t \geq 0$, with the differential

$$
\begin{equation*}
d \xi_{t}=\theta a_{t}(\xi) d t+d W_{t}, \quad \xi_{0}=0 \tag{17.88}
\end{equation*}
$$

Under the assumptions given by (17.23), the maximum likelihood estimate $\tilde{\theta}_{T}(\xi)$ of the parameter $\theta$ is given by (17.25). Generally speaking, this estimate is biased and its bias $b_{T}(\theta)$ and the mean square error $B_{T}(\theta)$ are defined (under the assumptions given by (17.26) and (17.27)) by (17.28) and (17.29), respectively. According to the Cramer-Rao-Wolfowitz theorem (Theorem 7.22):

$$
\begin{equation*}
B_{T}(\theta) \geq \frac{\left\{1+\frac{d^{2}}{d \theta^{2}} M_{\theta}\left[\int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{-1}\right\}^{2}}{M_{\theta} \int_{0}^{T} a_{t}^{2}(\xi) d t}+\left\{\frac{d}{d \theta} M_{\theta}\left[\int_{0}^{T} a_{t}^{2}(\xi) d t\right]^{-1}\right\}^{2} \tag{17.89}
\end{equation*}
$$

where equality need not, generally speaking, be attained.
For this problem we shall study properties of sequential maximum likelihood estimates obtained with the aid of the sequential schemes $\Delta=\Delta(\tau, \delta)$ (see Section 7.8), each of which is characterized by the final time of observation $\tau=\tau(\xi)$, the $\mathcal{F}_{\tau}^{\xi}$-measurable function $\delta(\xi)$ being the estimate of the parameter $\theta$.

Theorem 17.6. For all $\theta,-\infty<\theta<\infty$, let

$$
\begin{equation*}
P_{\theta}\left\{\int_{0}^{\infty} a_{t}^{2}(\xi) d t=\infty\right\}=1 \tag{17.90}
\end{equation*}
$$

Then the sequential scheme $\Delta_{H}=\Delta\left(\tau_{H}, \delta_{H}\right), 0<H<\infty$, with

$$
\begin{equation*}
\tau_{H}(\xi)=\inf \left(t: \int_{0}^{T} a_{s}^{2}(\xi) d s=H\right) \tag{17.91}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{H}(\xi)=\frac{1}{H} \int_{0}^{\tau_{H}(\xi)} a_{t}(\xi) d \xi_{t} \tag{17.92}
\end{equation*}
$$

has the following properties:

$$
\begin{gather*}
P_{\theta}\left(\tau_{H}(\xi)<\infty\right)=1, \quad-\infty<\theta<\infty  \tag{17.93}\\
M_{\theta} \delta_{H}(\xi)=\theta, \quad-\infty<\theta<\infty  \tag{17.94}\\
M_{\theta}\left[\delta_{H}(\xi)-\theta\right]^{2} \equiv \frac{1}{H} . \tag{17.95}
\end{gather*}
$$

The random variable $\delta_{H}(\xi)$ is Gaussian, $N(\theta, 1 / H)$. In the class $\Delta_{H}$ of unbiased sequential schemes $\Delta(\tau, \delta)$ satisfying the condition

$$
\begin{equation*}
P_{\theta}\left\{\int_{0}^{\tau} a_{t}^{2}(\xi) d t<\infty\right\}=P_{\theta}\left\{\int_{0}^{\tau} a_{t}^{2}(W) d t<\infty\right\}=1 \tag{17.96}
\end{equation*}
$$

and the conditions

$$
\begin{equation*}
M_{\theta} \delta^{2}(\xi)<\infty, \quad M_{\theta} \int_{0}^{\tau} a_{t}^{2}(\xi) d t \leq H \tag{17.97}
\end{equation*}
$$

where $H$ is a given constant, $0<H<\infty$, the scheme $\Delta_{H}=\Delta\left(\tau_{H}, \delta_{H}\right)$ is optimal in the mean square sense:

$$
\begin{equation*}
M_{\theta}\left[\delta_{H}(\xi)-\theta\right]^{2} \leq M_{\theta}[\delta(\xi)-\theta]^{2} \tag{17.98}
\end{equation*}
$$

PROOF. According to Theorem 7.10 and (17.96), the measures $\mu_{\tau, \xi}^{\theta}$ and $\mu_{\tau, W}^{\theta}$ corresponding to the processes $\xi$ (for fixed $\theta$ ) and $W$ are equivalent and

$$
\begin{equation*}
\frac{d \mu_{\tau, \xi}^{\theta}}{d \mu_{\tau, W}^{\theta}}(\tau(\xi), \xi)=\exp \left\{\theta \int_{0}^{\tau(\xi)} a_{t}(\xi) d \xi_{t}-\frac{\theta^{2}}{2} \int_{0}^{\tau(\xi)} a_{t}^{2}(\xi) d t\right\} \tag{17.99}
\end{equation*}
$$

This implies that the sequential maximum likelihood estimate is given by

$$
\begin{equation*}
\hat{\theta}_{\tau(\xi)}(\xi)=\frac{\int_{0}^{\tau(\xi)} a_{t}(\xi) d \xi_{t}}{\int_{0}^{\tau(\xi)} a_{t}^{2}(\xi) d t} \tag{17.100}
\end{equation*}
$$

Setting $\tau(\xi)=\tau_{H}(\xi)$ in (17.100) and writing $\delta_{H}(\xi)=\hat{\theta}_{\tau_{H}(\xi)}$, we obtain for the estimate $\delta_{H}(\xi)$ the representation given by (17.92). To verify (17.93) it is enough to note that

$$
P_{\theta}\left\{\tau_{H}(\xi)>t\right\}=P\left\{\int_{0}^{t} a_{2}^{2}(\xi) d s<H\right\}
$$

from which, due to (17.90), it follows that

$$
P_{\theta}\left\{\tau_{H}(\xi)=\infty\right\}=P_{\theta}\left\{\int_{0}^{\infty} a_{t}^{2}(\xi) d t<H\right\}=0
$$

Next,

$$
\delta_{H}(\xi)=\theta-\frac{1}{H} \int_{0}^{\tau_{H}(\xi)} a_{t}(\xi) d W_{t}
$$

and, by Lemma 17.4, the value of $\left[\delta_{H}(\xi)-\theta\right] \sqrt{H}$ is Gaussian distributed, $N(0,1)$ for each $\theta$.

Finally, according to Theorem 7.22 , for any unbiased scheme $\Delta=\Delta(\tau, \delta)$ satisfying (17.96) and (17.97) it follows that

$$
M_{\theta}[\delta(\xi)-\theta]^{2} \geq\left[M_{\theta} \int_{0}^{\tau(\xi)} a_{t}^{2}(\xi) d t\right]^{-1} \geq \frac{1}{H}, \quad-\infty<\theta<\infty
$$

The comparison of this inequality with (17.95) indicates that the scheme $\Delta_{H}=\Delta\left(\tau_{H}, \delta_{H}\right)$ is optimal in the mean square sense.
17.5.2. (17.95) reveals the meaning of the constant $H>0$ in the definition of the schemes $\Delta_{H}=\Delta\left(\tau_{H}, \delta_{H}\right)$ : if it is required to construct the sequential scheme for which the error variance (for all $\theta,-\infty<\theta<\infty$ ) is equal to a given value $\varepsilon>0$, then the scheme $\Delta_{H}=\Delta\left(\tau_{H}, \delta_{H}\right)$ with $H=1 / \varepsilon$ can be taken as the desired scheme.

According to the statements of Theorem 17.6, this scheme has some definite advantages: it is unbiased, and the fact that the distribution of the value $\left(\delta_{H}(\xi)-0\right) \sqrt{H}$ is Gaussian, $N(0,1)$, makes it possible to construct confidence intervals for $\theta$.

An essential question, however, arises: are these advantages simply due to the fact that the average observation time $M_{\theta} \tau_{H}$ is too long? In the theorem given below for the case ${ }^{9} a_{t}(x)=x_{t}$, the estimates of this average time are given as functions of the prescribed error variance

Theorem 17.7. Let the observable process $\xi_{t}, t \geq 0$, have the differential

$$
\begin{equation*}
d \xi_{t}=\theta \xi_{t} d t+d W_{t} . \tag{17.101}
\end{equation*}
$$

Then for the sequential scheme $\Delta_{H}=\Delta\left(\tau_{H}, \delta_{H}\right), H>0$, with all $n=$ $1,2, \ldots$,

$$
\begin{equation*}
M_{\theta} \tau_{H}^{n}(\xi)<\infty, \quad-\infty<\theta<\infty \tag{17.102}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{\theta} \tau_{H}(\xi) \leq 2[|\theta| H+2 \sqrt{H}]+\sqrt{8\left(\theta^{2} H^{2}+4 H\right)+2 H}, \quad-\infty>\theta<\infty . \tag{17.103}
\end{equation*}
$$

In the case $\theta<0$ the following lower estimate holds for $M_{\theta} \tau_{H}(\xi)$ :

$$
\begin{equation*}
M_{\theta} \tau_{H}(\xi) \geq-2 \theta H \tag{17.104}
\end{equation*}
$$

${ }^{9}$ It follows from Theorem 17.4 that $P_{\theta}\left\{\int_{0}^{\infty} \xi_{t} d t=\infty\right\}=1,|\theta|<\infty$.

PROOF. First of all we note that in our case the estimate

$$
\delta_{H}(\xi)=\frac{1}{H} \int_{0}^{\tau_{H}(\xi)} \xi_{t} d \xi_{t}
$$

can be written as follows:

$$
\delta_{H}(\xi)=\frac{\xi_{\tau_{H}(\xi)}^{2}-\tau_{H}(\xi)}{2 H}
$$

since $\int_{0}^{t} \xi_{s} d \xi_{s}=\frac{1}{2}\left(\xi_{t}^{2}-t\right)$.
In order to prove (17.102), we note that, by the Itô formula,

$$
\begin{equation*}
\xi_{t}^{2}=2 \theta \int_{0}^{t} \xi_{s}^{2} d s+2 \int_{0}^{t} \xi_{s} d W_{s}+t \tag{17.105}
\end{equation*}
$$

We obtain from this

$$
\begin{aligned}
H= & \int_{0}^{\tau_{H}(\xi)} \xi_{t}^{2} d t=2 \theta \int_{0}^{\tau_{H}(\xi)}\left(\int_{0}^{t} \xi_{s}^{2} d s\right) d t+2 \int_{0}^{\tau_{H}(\xi)}\left(\int_{0}^{t} \xi_{s} d W_{s}\right) d t \\
& +\frac{\tau_{h}^{2}(\xi)}{2}
\end{aligned}
$$

and, consequently,

$$
\begin{align*}
\tau_{H}^{2} & \leq 2 H-4 \theta \int_{0}^{\tau_{H}(\xi)}\left(\int_{0}^{T} \xi_{s}^{2} d s\right) d t-4 \int_{0}^{\tau_{H}(\xi)}\left(\int_{0}^{T} \xi_{s} d W_{s}\right) d t \\
& \leq 2 H+4|\theta| \tau_{H}(\xi)+4 \tau_{H}(\xi) \sup _{0 \leq t \leq \tau_{H}(\xi)}\left|\int_{0}^{t} \xi_{s} d W_{s}\right| \tag{17.106}
\end{align*}
$$

Let

$$
\beta=\sup _{0 \leq t \leq \tau_{H}(\xi)}\left|\int_{0}^{t} \xi_{s} d W_{s}\right| .
$$

Then we obtain from (17.106)

$$
\tau_{H}^{2}(\xi)-4 \tau_{H}(\xi)[|\theta| H+\beta]-2 H \leq 0,
$$

and, therefore, for each $\theta$,

$$
\begin{equation*}
\tau_{H}(\xi) \leq 2[|\theta| H+\beta]+\sqrt{4[|\theta| H+\beta]^{2}+2 H} \tag{17.107}
\end{equation*}
$$

By Theorem 3.2, for $p>1$,

$$
M_{\theta} \beta^{p}=M_{\theta}\left(\sup _{0 \leq t \leq \tau_{H}(\xi)}\left|\int_{0}^{t} \xi_{s} d W_{s}\right|^{p}\right) \leq\left(\frac{p}{p-1}\right)^{p} M_{\theta}\left|\int_{0}^{\tau_{H}(\xi)} \xi_{s} d W_{s}\right|^{p} .
$$

Hence, for $p=2 m$,

$$
\begin{align*}
M_{\theta} \beta^{2 m} & \leq\left(\frac{2 m}{2 m-1}\right)^{2 m} M_{\theta}\left|\int_{0}^{\tau_{H}(\xi)} \xi_{s} d W_{s}\right|^{2 m} \\
& =\left(\frac{2 m}{2 m-1}\right)^{2 m}(2 m-1)!!H^{m}<\infty \tag{17.108}
\end{align*}
$$

since the random variable $\int_{0}^{\tau_{H}(\xi)} \xi_{s} d W_{s} \sim N(0, H)$.
From (17.107) and (17.108) we obtain the inequality $M_{\theta}\left[\tau_{H}(\xi)\right]^{n}<\infty$, $-\infty<\theta<\infty, n=1,2, \ldots$. In particular, for the case $n=1$,

$$
\begin{aligned}
M_{\theta} \tau_{H}(\xi) & \leq 2\left[|\theta| H+\left(M_{\theta} \beta^{2}\right)^{1 / 2}\right]+\sqrt{8\left(\theta^{2} H^{2}+M_{\theta} \beta^{2}\right)+2 H} \\
& \leq 2[|\theta| H+2 \sqrt{H}]+\sqrt{8\left(\theta^{2} H^{2}+4 H\right)+2 H}
\end{aligned}
$$

To deduce (17.104) it suffices to note that in the case $\theta<0$, the inequality

$$
\tau_{H}(\xi) \geq-2 \theta H-\int_{0}^{\tau_{H}(\xi)} \xi_{s} d W_{s}
$$

follows from (17.105). Averaging both sides of this inequality, we obtain (17.104).

### 17.6 Sequential Testing of Two Simple Hypotheses for Itô Processes

17.6.1. On the probability space $(\Omega, \mathcal{F}, P)$, let there be given a nondecreasing family of $\sigma$-algebras $\mathcal{F}_{t}, t \geq 0, \mathcal{F}_{t} \subseteq \mathcal{F}$, the Wiener process $W=\left(W_{t}, \mathcal{F}_{T}\right)$ and the unobservable process $\theta=\left(\theta_{t}, \mathcal{F}_{t}\right), t \geq 0$, independent of $W$. Assume further that one of the hypotheses holds on the observable process $\xi=\left(\xi_{t}, \mathcal{F}_{t}\right)$, $t \geq 0$ :

$$
\begin{gather*}
H_{0}: d \xi_{t}=d W_{t}, \quad \xi_{0}=0  \tag{17.109}\\
H_{1}: d \xi_{t}=\theta_{t} d t+d W_{t}, \quad \xi_{0}=0 \tag{17.110}
\end{gather*}
$$

In other words, if the process $\theta$ is interpreted as a signal and the Wiener process as noise, then the problem being considered involves testing two hypotheses on the presence (hypothesis $H_{1}$ ) or the absence (hypothesis $H_{0}$ ) of the signal $\theta$ in the observations of the process $\xi$.

We shall discuss the sequential scheme $\Delta=\Delta(\tau, \delta)$ of hypothesis testing characterized by the time $\tau$ at the end of the observation and a function of the final decision $\delta$. It is supposed that $\tau=\tau(x)$ is a Markov time (with respect to the system $\mathcal{B}_{t}=\sigma\left\{x: x_{s}, s \leq t\right\}$, where the $x=\left(x_{t}\right), t \geq 0$ are continuous functions with $x_{0}=0$ ) and the function $\delta=\delta(x)$ is $\mathcal{B}_{\tau}$-measurable and takes only two values: 0 and 1 . The decision $\delta(x)=0$ will be identified with a decision in favor of hypothesis $H_{0}$. If $\delta(x)=1$, then hypothesis $H_{1}$ will be accepted.

For each scheme $\Delta=\Delta(\tau, \Delta)$, denote ${ }^{10}$

$$
\alpha(\Delta)=P_{1}(\delta(\xi)=0), \quad \beta(\Delta)=P_{0}\{\delta(\xi)=1\}
$$

called error probabilities of the first and second kind.
It is well known ${ }^{11}$ that for the case $\theta_{t} \equiv c \neq 0$ in the class $\Delta_{\alpha, \beta}$ of sequential schemes $\Delta=\Delta(\tau, \delta)$, with $\alpha(\Delta) \leq \alpha, \beta(\Delta) \leq \beta$ ( $\alpha$ and $\beta$ are given constants, $\alpha+\beta<1$ ) where $M_{0} \tau(\xi)<\infty$ and $M_{1} \tau(\xi)<\infty$, there exists a scheme $\tilde{\Delta}=\Delta(\tilde{\tau}, \tilde{\delta})$, optimal in the sense that

$$
\begin{equation*}
M_{0} \tilde{\tau} \leq M_{0} \tau, \quad M_{1} \tilde{\tau} \leq M_{1} \tau \tag{17.111}
\end{equation*}
$$

for any other scheme $\Delta=\Delta(\tau, \delta) \in \Delta_{\alpha, \beta}$.
It appears that in a certain sense this result can be extended to a more general class of random processes $\theta=\left(\theta_{t}, \mathcal{F}_{t}\right), t \geq 0$.

We shall assume that the process $\theta=\left(\theta_{t}, \mathcal{F}_{t}\right), t \geq 0$, satisfies the condition

$$
\begin{equation*}
M\left|\theta_{t}\right|<\infty, \quad t<\infty \tag{17.112}
\end{equation*}
$$

and that

$$
\begin{equation*}
P_{1}\left\{\int_{0}^{\infty} m_{t}^{2}(\xi) d t=\infty\right\}=P_{0}\left\{\int_{0}^{\infty} m_{t}^{2}(\xi) d t=\infty\right\}=1 \tag{17.113}
\end{equation*}
$$

where the functional $m_{t}(x), t \geq 0$, is such that, for almost all $t \geq 0$,

$$
m_{t}(\xi)=M_{1}\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right) \quad(P \text {-a.s. })
$$

We shall denote by $\Delta_{\alpha, \beta}$, the class of sequential schemes $\Delta=\Delta(\tau, \delta)$ with $\alpha(\Delta) \leq \alpha$ and $\beta(\Delta) \leq \beta$, where $\alpha+\beta<1$ and

$$
\begin{equation*}
M_{0} \int_{0}^{\tau(\xi)} m_{t}^{2}(\xi) d t<\infty, \quad M_{1} \int_{0}^{\tau(\xi)} m_{t}^{2} d t<\infty \tag{17.114}
\end{equation*}
$$

Theorem 17.8. Let (17.112) and (17.113) be satisfied. Then in the class $\Delta_{\alpha, \beta}$ there exists a scheme $\Delta=\Delta(\tilde{\tau}, \tilde{\delta})$, optimal in the sense that for any other scheme $\Delta=\Delta(\tau, \delta) \in \Delta_{\alpha, \beta}$,

$$
\begin{align*}
& M_{0} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t \leq M_{0} \int_{0}^{\tau(\xi)} m_{t}^{2}(\xi) d t \\
& M_{1} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t \leq M_{1} \int_{0}^{\tau(\xi)} m_{t}^{2}(\xi) d t \tag{17.115}
\end{align*}
$$

The scheme $\tilde{\Delta}=\delta(\tilde{\tau}, \tilde{\delta})$ can be defined by the relations

[^39]\[

$$
\begin{align*}
& \tilde{\tau}(\xi)=\inf \left\{t: \lambda_{t}(\xi) \notin(A, B)\right\},  \tag{17.116}\\
& \tilde{\delta}(\xi)= \begin{cases}1, & \lambda_{\tilde{\tau}(\xi)} \geq B, \\
0, & \lambda_{\tilde{\tau}(\xi)} \leq A,\end{cases} \tag{17.117}
\end{align*}
$$
\]

where

$$
\lambda_{t}(\xi)=\int_{0}^{t} m_{s}(\xi) d \xi_{s}-\frac{1}{2} \int_{0}^{t} m_{s}^{2}(\xi) d s, \quad A=\ln \frac{\alpha}{1-\beta}, \quad B=\ln \frac{1-\alpha}{\beta}
$$

In this case

$$
\begin{align*}
& M_{0} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t=2 \omega(\beta, \alpha) \\
& M_{1} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t=2 \omega(\alpha, \beta) \tag{17.118}
\end{align*}
$$

where

$$
\begin{equation*}
\omega(x, y)=(1-x) \ln \frac{1-x}{y}+x \ln \frac{x}{1-y} \tag{17.119}
\end{equation*}
$$

Before proving this we shall make a few auxiliary observations.
17.6.2.

Lemma 17.7. For the scheme $\tilde{\Delta}=\Delta(\tilde{\tau}, \tilde{\delta})$,

$$
P_{0}(\tilde{\tau}(\xi)<\infty)=P_{1}(\tilde{\tau}(\xi)<\infty)=1
$$

PROOF. In the case of hypothesis $H_{0}, \xi_{t}=W_{t}$ and

$$
P_{0}(\tilde{\tau}(\xi)<\infty)=P(\tilde{\tau}(W)<\infty)
$$

Let

$$
\sigma_{n}(W)=\inf \left\{t: \int_{0}^{t} m_{s}^{2}(W) d s \geq n\right\}
$$

Then

$$
\lambda_{\tilde{\tau}(W) \wedge \sigma_{n}(W)}(W)=\int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} m_{t}(W) d W_{t}-\frac{1}{2} \int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} m_{t}^{2}(w) d t
$$

and $A \leq \lambda_{\tilde{\tau}(W) \wedge \sigma_{n}(W)}(W) \leq B$. Consequently,

$$
A \leq \int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} m_{t}(W) d W_{t}-\frac{1}{2} M \int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} m_{s}^{2}(W) d s \leq B
$$

Hence,

$$
\begin{equation*}
M \int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} m_{s}^{2}(W) d s \leq 2(B-A)<\infty \tag{17.120}
\end{equation*}
$$

since $0<\alpha+\beta<1$ and, therefore.

$$
B-A=\ln \left[\frac{1-\alpha}{\alpha}, \frac{1-\beta}{\beta}\right]<\infty
$$

We obtain from (17.120) and (17.113)

$$
M \int_{0}^{\tilde{\tau}(W)} m_{s}^{2}(W) d s \leq 2(B-A)<\infty .
$$

Since

$$
M \int_{0}^{\tilde{\tau}(W)} m_{s}^{2}(W) d s \geq M \chi_{\{\tilde{\tau}(W)=\infty\}} \int_{0}^{\infty} m_{s}^{2}(W) d s,
$$

by (17.113) it follows that $P(\tilde{\tau}(W)<\infty)=1$.
The equality $P_{1}(\tilde{\tau}(\xi)<\infty)=1$ can be proved in a similar way. It should be noted that, according to Theorem 7.12 , the process $\xi_{t}, t \geq 0$, with differential given by (17.110), permits also the differential

$$
\begin{equation*}
d \xi_{t}=m_{t}(\xi) d t+d \bar{W}_{t} \tag{17.121}
\end{equation*}
$$

for some Wiener process $\bar{W}=\left(\bar{W}_{t}, \mathcal{F}_{t}^{\xi}\right), t \geq 0$. Therefore, in the case of hypothesis $H_{1}$,

$$
\begin{equation*}
\lambda_{t}(\xi)=\int_{0}^{t} m_{s}(\xi) d \bar{W}_{s}+\frac{1}{2} \int_{0}^{t} m_{s}^{2}(\xi) d s \tag{17.122}
\end{equation*}
$$

Corollary. The random variable $\lambda_{\tilde{\tau}(\xi)}(\xi)$ takes $\left(P_{0}-\right.$ and $P_{1}$-a.s.) only two values: $A$ or $B$.

Lemma 17.8. For the scheme $\tilde{\Delta}=\Delta(\tilde{\tau}, \tilde{\delta})$ defined by (17.116) and (17.117), $\alpha(\tilde{\Delta})=\alpha, \beta(\tilde{\Delta})=\beta$.

PROOF. Since

$$
\alpha(\tilde{\Delta})=P_{1}\{\tilde{\delta}(\xi)=0\}=P_{1}\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=A\right\}
$$

and

$$
\beta(\tilde{\Delta})=P_{0}(\tilde{\delta}(\xi)=1\}=P_{0}\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=B\right\}
$$

then, in order to prove the lemma, it is necessary to establish that

$$
\begin{equation*}
P_{1}\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=A\right\}=\alpha, \quad P_{0}=\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=B\right\}=\beta \tag{17.123}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\ln \frac{\alpha}{1-\beta}, \quad B=\ln \frac{1-\alpha}{\beta} . \tag{17.124}
\end{equation*}
$$

For this purpose consider two solutions $a(x), b(x), A \leq x \leq B$ of the differential equations

$$
\begin{align*}
& a^{\prime \prime}(x)+a^{\prime}(x)=0, \quad a(A)=1, \quad a(B)=0  \tag{17.125}\\
& b^{\prime \prime}(x)+b^{\prime}(x)=0, \quad b(A)=0, \quad b(B)=1 \tag{17.126}
\end{align*}
$$

It is seen that

$$
\begin{equation*}
a(x)=\frac{e^{A}\left(e^{B-x}-1\right)}{e^{B}-e^{A}}, \quad b(x)=\frac{e^{x}-e^{A}}{e^{B}-e^{A}}, \tag{17.127}
\end{equation*}
$$

and, due to (17.124),

$$
\begin{equation*}
a(0)=\alpha, \quad b(0)=\beta . \tag{17.128}
\end{equation*}
$$

We shall show that $P_{1}\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=A\right\}=\alpha$. For this purpose let $\sigma_{n}(\xi)=$ $\inf \left\{t: \int_{0}^{t} m_{s}^{2}(\xi) d s \geq n\right\}$. Then, taking into account (17.122) and (17.125) and applying the Itô formula to $a\left(\lambda_{t}(\xi)\right)$, we find

$$
\begin{align*}
a\left(\lambda_{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)}(\xi)\right)= & a(0)+\int_{0}^{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)} a^{\prime}\left(\lambda_{t}(\xi)\right) m_{t}(\xi) d \bar{W}_{t} \\
& +\frac{1}{2} \int_{0}^{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)}\left[a^{\prime}\left(\lambda_{t}(\xi)\right)+a^{\prime \prime}\left(\lambda_{t}(\xi)\right)\right] m_{t}^{2}(\xi) d t \\
= & \alpha+\int_{0}^{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)} a^{\prime}\left(\lambda_{t}(\xi)\right) m_{t}(\xi) d \bar{W}_{t} . \tag{17.129}
\end{align*}
$$

But

$$
\begin{aligned}
& M_{1} \int_{0}^{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)}\left[a^{\prime}\left(\lambda_{t}(\xi)\right) m_{t}(\xi)\right]^{2} d t \\
\leq & \sup _{A \leq x \leq B}\left[a^{\prime}(x)\right]^{2} M_{1} \int_{0}^{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)} m_{t}^{2}(\xi) d t \\
\leq & n \sup _{A \leq x \leq B}\left[a^{\prime}(x)\right]^{2}<\infty .
\end{aligned}
$$

Hence.

$$
M_{1} \int_{0}^{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)} a^{\prime}\left(\lambda_{t}(\xi)\right) m_{t}(\xi) d \bar{W}_{t}=0
$$

and, therefore, taking the mathematical expectation $M_{1}(\cdot)$ in (17.129) we obtain

$$
M_{1} a\left(\lambda_{\tilde{\tau}(\xi) \wedge \sigma_{n}(\xi)}(\xi)\right)=\alpha
$$

The function $a(x), A \leq x \leq B$, is bounded and $\lim _{n \rightarrow \infty} \sigma_{n}(\xi)=\infty$ ( $P$-a.s.). Hence, by the dominated convergence theorem (Theorem 1.4), $M a\left(\lambda_{\tilde{\tau}(\xi)}(\xi)\right)=\alpha$. Using Lemma 17.7 and its corollary, we find that

$$
\begin{aligned}
\alpha & =M_{1} a\left(\lambda_{\tilde{\tau}(\xi)}(\xi)\right) \\
& =1 \cdot P_{1}\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=A\right\}+0 \cdot P\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=B\right\}=P_{1}\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=A\right\}
\end{aligned}
$$

The formula $P_{0}\left\{\lambda_{\tilde{\tau}(\xi)}(\xi)=B\right\}=\beta$ is proved in a similar manner.

Lemma 17.9. For the scheme $\tilde{\Delta}=\Delta(\tilde{\tau}, \tilde{\delta})$, the formulae given by (17.118) hold true.

PROOF. Denote by $g_{0}(x)$ and $g_{1}(x), A \leq x \leq B$, the solutions of the differential equations

$$
\begin{equation*}
g_{i}^{\prime \prime}(x)+(-1)^{1+i} \cdot g_{i}^{\prime}(x)=-2, \quad g_{i}(A)=g_{i}(B)=0, \quad i=0,1 \tag{17.130}
\end{equation*}
$$

An easy calculation yields:

$$
\begin{equation*}
g_{0}(x)=2\left\{\frac{\left(e^{B}-e^{A+B-x)}\right)(B-A)}{e^{B}-e^{A}}+A-x\right\} \tag{17.131}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{1}(x)=2\left\{\frac{\left(e^{B}-e^{x}\right)(B-A)}{e^{B}-e^{A}}-B+x\right\} \tag{17.132}
\end{equation*}
$$

Taking into account (17.124) and (17.119), we find

$$
\begin{gather*}
-g_{0}(0)=2 \omega(\beta, \alpha)  \tag{17.133}\\
g_{1}(0)=2 \omega(\alpha, \beta) \tag{17.134}
\end{gather*}
$$

Suppose the hypothesis $H_{0}$ is valid and $\sigma_{n}(W)=\inf \left\{t: \int_{0}^{t} m_{s}^{2}(W) d s \geq\right.$ $n\}, n=1,2, \ldots$. Then, applying the Itô formula to $g_{0}\left(\lambda_{t}(W)\right)$, we obtain

$$
\begin{align*}
g_{0}\left(\lambda_{\tilde{\tau}(w) \wedge \sigma_{N}(W)}(W)\right)= & g_{0}(0)+\int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} g^{\prime}\left(\lambda_{t}(W)\right) m_{t}(W) d W_{t} \\
& -\frac{1}{2} \int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)}\left[g^{\prime}\left(\lambda_{t}(W)\right)-g^{\prime \prime}\left(\lambda_{t}(W)\right)\right] m_{t}^{2}(W) d t \\
= & g_{0}(0)+\int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} g^{\prime}\left(\lambda_{t}(W)\right) m_{t}(W) d W_{t} \\
& +\int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} m_{t}^{2}(W) d t . \tag{17.135}
\end{align*}
$$

Since

$$
M \int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} g^{\prime}\left(\lambda_{t}(W)\right) m_{t}(W) d W_{t}=0
$$

then, by averaging both sides of (17.135), we arrive at the equality

$$
\begin{equation*}
M \int_{0}^{\tilde{\tau}(W) \wedge \sigma_{n}(W)} m_{t}^{2}(W) d t=-g_{0}(0)+M g_{0}\left(\lambda_{\tilde{\tau}(W) \wedge \sigma_{n}(W)}(W)\right) \tag{17.136}
\end{equation*}
$$

Passing in (17.136) to the limit we obtain the desired equality,

$$
M \int_{0}^{\tilde{\tau}(W)} m_{t}^{2}(W) d t=-g_{0}(0)=2 \omega(\beta, \alpha)
$$

The equality

$$
M_{1} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t=g_{1}(0)=2 \omega(\alpha, \beta)
$$

can be proved in similar fashion.
17.6.3.

PROOF OF THEOREM 17.8. Let $\Delta=\Delta(\tau, \delta)$ be any scheme belonging to the class $\Delta_{\alpha, \beta}$. Denote by $\mu_{\tau, \xi}$ and $\mu_{\tau, W}$ the restriction of the measures $\mu_{\xi}$ and $\mu_{W}$, corresponding to the process $\xi$ with differential given by (17.110) and the Wiener process $W$, to the $\sigma$-algebra $\mathcal{B}_{t}$. Then, due to the conditions of (17.112)-(17.114) and (17.121), we find from Theorem 7.10 that $\mu_{\tau, \xi} \sim \mu_{\tau, W}$,

$$
\begin{equation*}
\ln \frac{d \mu_{\tau, \xi}}{d \mu_{\tau . W}}(\tau, W)=\int_{0}^{\tau(W)} m_{s}(W) d W_{s}-\frac{1}{2} \int_{0}^{\tau(W)} m_{s}^{2}(W) d s \tag{17.137}
\end{equation*}
$$

and

$$
\begin{equation*}
\ln \frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi)=-\int_{0}^{\tau \xi)} m_{s}(\xi) d \xi_{s}+\frac{1}{2} \int_{0}^{\tau(\xi)} m_{s}^{2}(\xi) d s \tag{17.138}
\end{equation*}
$$

There follows from this that

$$
\begin{gather*}
M_{0} \ln \frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi)=\frac{1}{2} M_{0} \int_{0}^{\tau(\xi)} m_{s}^{2}(\xi) d s=\frac{1}{2} M \int_{0}^{\tau(W)} m_{s}^{2}(W) d s  \tag{17.139}\\
M_{1} \ln \frac{d \mu_{\tau, \xi}}{d \mu_{\tau, W}}(\tau, \xi)=\frac{1}{2} M_{1} \int_{0}^{\tau(\xi)} m_{s}^{2}(\xi) d s \tag{17.140}
\end{gather*}
$$

Making use of the Jensen inequality, we obtain

$$
\begin{align*}
& \frac{1}{2} M_{1} \int_{0}^{\tau(\xi)} m_{t}^{2}(\xi) d t=M_{1} \ln \frac{d \mu_{\tau, \xi}}{d \mu_{\tau, W}}(\tau, \xi)=-M_{1} \ln \frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \\
= & -M_{1}\left\{M_{1}\left[\left.\ln \frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)\right]\right\} \\
\geq & -M_{1}\left\{\ln M_{1}\left[\left.\frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)\right]\right\} \\
= & -P_{1}\{\delta(\xi)=1\} \ln M_{1}\left[\left.\frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)=1\right] \\
& -P_{1}\{\delta(\xi)=0\} \ln M_{1}\left[\left.\frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)=0\right] \\
= & -P_{1}\{\delta(\xi)=1\} \ln \frac{P_{1}\{\delta(\xi)=1\} M_{1}\left[\left.\frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)=1\right]}{P_{1}\{\delta(\xi)=1\}} \\
& -P_{1}\{\delta(\xi)=0\} \ln \frac{P_{1}\{\delta(\xi)=0\} M_{1}\left[\left.\frac{d \mu_{\tau, w}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)=0\right]}{P_{1}\{\delta(\xi)=0\}} . \tag{17.141}
\end{align*}
$$

Note now that, because of the equivalence $\mu_{\tau, \xi} \sim \mu_{\tau, W}$, for $i=0,1$,

$$
\begin{aligned}
P_{0}\{\delta(\xi)=i\} & =P\{\delta(W)=i\} \\
& =M_{1} \chi_{\{\delta(\xi)=i\}} \frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \\
& =M_{1}\left\{\chi_{\{\delta(\xi)=i\}} M_{1}\left[\left.\frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)=i\right]\right\} \\
& =P_{1}\{\delta(\xi)=i\} M_{1}\left[\left.\frac{d \mu_{\tau, W}}{d \mu_{\tau, \xi}}(\tau, \xi) \right\rvert\, \delta(\xi)=i\right]
\end{aligned}
$$

This implies that (17.141) can be transformed as follows:

$$
\begin{aligned}
\frac{1}{2} M_{1} \int_{0}^{\tau(\xi)} m_{t}^{2}(\xi) d t \geq & -P_{1}\{\delta(\xi)=1\} \ln \frac{P_{0}\{\delta(\xi)=1\}}{P_{1}\{\delta(\xi)=1\}} \\
& -P_{1}\{\delta(\xi)=0\} \ln \frac{P_{0}\{\delta(\xi)=0\}}{P_{1}\{\delta(\xi)=0\}} \\
= & P_{1}\{\delta(\xi)=1\} \ln \frac{P_{1}\{\delta(\xi)=1\}}{P_{0}\{\delta(\xi)=1\}} \\
& +P_{1}\{\delta(\xi)=0\} \ln \frac{P_{1}\{\delta(\xi)=0\}}{P_{0}\{\delta(\xi)=0\}} \\
\geq & (1-\alpha) \ln \frac{1-\alpha}{\beta}+\alpha \ln \frac{\alpha}{1-\beta} \\
= & \frac{1}{2} M_{1} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t
\end{aligned}
$$

where the last equality follows from Lemma 17.9.
The inequality

$$
M_{0} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t \geq M_{0} \int_{0}^{\tilde{\tau}(\xi)} m_{t}^{2}(\xi) d t
$$

can be proved in similar fashion.

Corollary. Let $\theta_{t} \equiv s(t)$, where $s(t), t \geq 0$, is a deterministic differentiable function, such that $\int_{0}^{\infty} s^{2}(t) d t=\infty$ and $s(t) s^{\prime}(t) \geq 0$. (It follows from the assumptions that the function $\Phi(t)=\int_{0}^{t} s^{2}(u) d u$ is convex downwards, $\Phi(0)=$ $0, \Phi(\infty)=\infty)$.

Let $\alpha, \beta$ be given numbers, $0<\alpha+\beta<1$, and let $\Delta_{\alpha, \beta}$ be the class of sequential schemes considered above. Denote by $\Delta_{T}=\left(T, \delta_{T}\right)$ the scheme belonging to the class $\Delta_{\alpha, \beta}$ and having fixed duration of observation equal to $T, 0<T<\infty$ (the Neyman-Pearson test is an example of such a scheme). Then the optimal scheme $\tilde{\Delta}=(\tilde{\tau}, \tilde{\delta}) \in \Delta_{\alpha, \beta}$ has $M_{0} \tilde{\tau} \leq T, M_{1} \tilde{\tau} \leq T$.

Indeed, by the theorem proved above $M_{i} \int_{0}^{\tilde{\tau}(\xi)} s^{2}(t) d t \leq \Phi(t), i=0,1$, from which, by the Jensen inequality, $\Phi(T) \geq M_{i} \Phi(\tilde{\tau}(\xi)) \geq \Phi\left(M_{i} \tilde{\tau}(\xi)\right)$, and, therefore, $T \geq M_{i} \tau(\xi), i=0,1$.

### 17.7 Some Applications to Stochastic Approximation

17.7.1. Let $\theta$ be the unknown parameter, $-\infty<\theta<\infty$, to be estimated from the observations of the process $\xi=\left(\xi_{t}\right), t \geq 0$, with the differential

$$
\begin{equation*}
d \xi_{t}=\left[A_{0}(t, \xi)+A_{1}(t, \xi) \theta\right] d t+B(t, \xi) d W_{t}, \quad \xi_{0}=0 \tag{17.142}
\end{equation*}
$$

The nonanticipative functionals $A_{0}(t, x), A_{1}(t, x), B(t . x)$ prescribed on $[0, \infty) \times C$, where $C$ is the space of continuous functions $x=\left(x_{t}\right), t>0$, assumed to be such that:
(1) $\int_{0}^{T}\left[A_{0}^{2}(t, x)+A_{1}^{2}(t, x)+B^{2}(t, x)\right] d t<\infty, T<\infty, x \in C$.
(2) $B^{2}(t, x) \geq d>0, t<\infty, x \in C$;
(3) $\int_{0}^{\infty}\left(A_{1}^{2}(t, x) / B^{2}(t, x)\right) d t=\infty, x \in C$;
(4) for $B(t, x)$ (4.110) and (4.111) are satisfied.

If the parameter $\theta$ were a Gaussian random variable $N\left(0, \alpha^{2}\right)$, independent of the Wiener process $W_{t}, t \geq 0$, then, according to (12.34) and (12.35), the conditional mathematical expectation $m_{t}=M\left(\theta_{t} \mid \mathcal{F}_{t}^{\xi}\right)$ and the conditional variance $\gamma_{t}=M\left[\left(\theta_{t}-m_{t}\right)^{2} \mid \mathcal{F}_{t}^{\xi}\right]$ would be given by the formulae

$$
\begin{equation*}
m_{t}=\gamma_{t} \int_{0}^{t} \frac{A_{1}(s, \xi)}{B^{2}(s, \xi)}\left[d \xi_{s}-A_{0}(s, \xi) d s\right], \quad \gamma_{t}=\left[\frac{1}{\alpha^{2}}+\int_{0}^{t} \frac{A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)} d s\right]^{-1} \tag{17.143}
\end{equation*}
$$

which follow from the equations

$$
\begin{gather*}
d m_{t}=\frac{\gamma_{t} A_{1}(t, \xi)}{B^{2}(t, \xi)}\left[d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}\right) d t\right], \quad m_{0}=0  \tag{17.144}\\
\dot{\gamma}_{t}=-\frac{\gamma_{1}^{2} A_{1}^{2}(t, \xi)}{B^{2}(t, \xi)}, \quad \gamma_{0}=\alpha^{2} \tag{17.145}
\end{gather*}
$$

(Note that with $\alpha^{2}=\infty$ and $\int_{0}^{t}\left(A_{1}^{2}(s, x) / B^{2}(s, x)\right) d s>0, x \in C$, the estimate $m_{t}$ defined by (17.143) is a maximum likelihood estimate for the parameter $\theta$ ).

In the case where nothing is known about the probabilistic nature of the parameter $\theta$, it is natural to pose the question as to whether the estimate $m_{t}^{2}, t \geq 0$, defined by the equation

$$
\begin{equation*}
d m_{t}^{\alpha}=A_{1}(t, \xi) \gamma_{t} B^{-2}(t, \xi)\left\{d \xi_{t}-\left(A_{0}(t, \xi)+A_{1}(t, \xi) m_{t}^{\alpha}\right) d t\right\} \tag{17.146}
\end{equation*}
$$

where $0<\alpha^{2} \leq \infty$, converges in a suitable sense to the true value of the parameter $\theta$.

It follows from (17.143) that

$$
m_{t}^{\alpha}-\theta=\gamma_{t}\left[-\frac{1}{\alpha^{2}}+\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)} d W_{s}\right]
$$

Hence, due to (3), above,

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty}\left|m_{t}^{\alpha}-\theta\right| \leq \varlimsup_{\lim }^{t \rightarrow \infty} \text { }\left|\int_{0}^{t} \frac{A_{1}(s, \xi)}{B(s, \xi)} d W_{s}\right| / \int_{0}^{t} \frac{A_{1}^{2}(s, \xi)}{B^{2}(s, \xi)} d s \tag{17.147}
\end{equation*}
$$

But it follows from Lemma 17.4 that the upper limit in the right-hand side of (17.147) is zero ( $P_{\theta}$-a.s.) for any $\theta$. Consequently, if the true value of the unknown parameter is $\theta$, then ( $P_{\theta}$-a.s.) $m_{t}^{\alpha} \rightarrow \theta, t \rightarrow \infty$, where the process $m_{t}^{\alpha}, t \geq 0$, can be defined by Equation (17.146); this is a typical example of a stochastic approximation algorithm.

It is interesting to know how 'fast' the process $m_{t}^{\alpha}, t \geq 0$, converges to the estimated value of $\theta$. Since $m_{t}^{\alpha} \rightarrow \theta$ with $P_{\theta}$-probability one, then for $P_{\theta}$-almost all $\omega$ and for $\varepsilon>0$ there will be a least time $\tau_{\varepsilon}(\omega ; \alpha)$, such that $\left|m_{t}^{\alpha}-\theta\right| \leq \varepsilon$ for all $t \geq \tau_{\varepsilon}(\omega, \alpha)$. (Note that the time $\tau=\tau_{\varepsilon}(\omega ; \alpha)$ is not Markov).

We shall investigate the mathematical expectation $M_{\theta} \tau_{\varepsilon}(\omega ; \alpha)$ of the time $\tau_{\varepsilon}(\omega ; \alpha)$ needed for the estimation of the unknown parameter to within $\varepsilon$, restricting ourselves to the case $A_{0} \equiv 0, A_{1} \equiv 1 B \equiv 1, \alpha=\infty$.

Therefore, let the observable process $\xi_{t}, t \geq 0$, have the differential

$$
\begin{equation*}
d \xi_{t}=\theta d t+d W_{t} \tag{17.148}
\end{equation*}
$$

For the sake of simplicity of writing we shall let $m_{t}=m_{t}^{\infty}, \tau_{\varepsilon}(\omega)=$ $\tau_{\varepsilon}(\omega ; \infty)$. In the present case the stochastic approximation algorithm, (17.146), takes the following form

$$
\begin{equation*}
d m_{t}=\frac{1}{t}\left\{d \xi_{t}-m_{t} d t\right\} . \tag{17.149}
\end{equation*}
$$

Since this equation has the solution

$$
m_{t}=\frac{\xi_{t}}{t}=\theta+\frac{W_{t}}{t}
$$

we have:

$$
\tau_{\varepsilon}(\omega)=\inf \left\{t:\left|\frac{W_{s}}{s}\right| \leq \varepsilon, s \geq t\right\}
$$

Theorem 17.9. For any $\theta,-\infty<\theta<\infty$,

$$
P_{\theta}\left\{\tau_{\varepsilon}(\omega) \leq \frac{x}{\varepsilon^{2}}\right\}=P\left\{\sup _{0 \leq t \leq 1}\left|W_{t}\right|<\sqrt{x}\right\}
$$

and

$$
M_{\theta} \tau_{\varepsilon}(\omega)=\frac{C}{\varepsilon^{2}}
$$

where $C$ is some constant, $-0<C<\infty$.
PROOF. Let us take advantage of the fact that each of the processes

$$
\begin{gathered}
W_{t}^{*}= \begin{cases}t W_{1 / t}, & t>0 \\
0, & t=0\end{cases} \\
W^{* *}(t)=\sqrt{d} W_{t / d}
\end{gathered}
$$

$(d>0)$ is a Brownian motion process (see Subsection 1.4.4). Then ${ }^{12}$

$$
\begin{aligned}
P_{\theta}\left\{\tau_{\varepsilon}(\omega) \leq \frac{x}{\varepsilon^{2}}\right\} & =P\left\{\left|W_{t}\right| \leq t \varepsilon, t>\frac{x}{\varepsilon^{2}}\right\} \\
& =P\left\{\left|W_{t}^{*}\right| \leq t \varepsilon, t>\frac{x}{\varepsilon^{2}}\right\} \\
& =P\left\{t\left|W_{1 / t}\right| \leq t \varepsilon, t>\frac{x}{\varepsilon^{2}}\right\} \\
& =P\left\{\left|W_{1 / t}\right| \leq \varepsilon, t>\frac{x}{\varepsilon^{2}}\right\} \\
& =P\left\{\left|W_{s}\right| \leq \varepsilon, 0<s<\frac{\varepsilon^{2}}{x}\right\} \\
& =P\left\{\left|W_{t-\varepsilon / x^{2}}\right| \leq \varepsilon, 0<t<1\right\} \\
& =P\left\{\frac{\sqrt{x}}{\varepsilon}\left|W_{t-\varepsilon^{2} / x}\right| \leq \frac{\varepsilon \sqrt{x}}{\varepsilon}, 0<t<1\right\} \\
& =P\left\{\left|W_{t}\right| \leq \sqrt{x}, 0 \leq t \leq 1\right\} \\
& =P\left\{\sup _{0 \leq t \leq 1}\left|W_{t}\right|<\sqrt{x}\right\}
\end{aligned}
$$

It is well known ${ }^{13}$ that

$$
\begin{equation*}
P\left\{\sup _{0 \leq t \leq 1}\left|W_{t}\right|<\sqrt{x}\right\}=\sum_{k=-\infty}^{\infty}(-1)^{k} \frac{1}{\sqrt{2 \pi}} \int_{-\sqrt{x}}^{\sqrt{x}} e^{-(1 / 2)(y-2 k \sqrt{x})} d y \tag{17.150}
\end{equation*}
$$

Thus, the series on the right-hand side of (17.150) determines the probability distribution of the random variable $\varepsilon^{2} \tau_{\varepsilon}(\omega)$. Since

$$
P_{\theta}\left\{\varepsilon^{2} \tau_{\varepsilon}(\omega) \leq x\right\}=P\left\{\sup _{0 \leq t \leq 1} W_{t}^{2} \leq x\right\}
$$

and, from (3.8), $M \sup _{0 \leq t \leq 1} W_{t}^{2} \leq 4$, it follows that $M_{\theta} \varepsilon^{2} \tau_{\varepsilon}(\omega)<\infty$ and, consequently, $M_{\theta} \tau_{\varepsilon}(\omega)=C / \varepsilon^{2}$, where the constant

[^40]$$
C=\int_{0}^{\infty}\left[1-\frac{1}{\sqrt{2 \pi}} \sum_{k=-\infty}^{\infty}(-1)^{k} \int_{-\sqrt{x}}^{\sqrt{x}} e^{-(1 / 2)(y-2 k \sqrt{x})^{2}} d y\right] d x<\infty
$$

## Notes and References. 1

17.1. The results of Chapters 7 and 10 have been repeatedly used here.
17.2. The estimates of drift coefficient parameters for diffusion-type processes have been studied by Novikov [246] and Arato [6].
17.3. The results related to this section are due to Novikov [246].
17.4. The parameter estimation of a two-dimensional Gaussian Markov process has been discussed in Arato, Kolmogorov and Sinai [7], Arato [6], Liptser and Shiryaev [205], and Novikov [246].

The maximum likelihood sequential estimates $\delta_{H}(\xi)$ have been introduced by the authors. The properties of these estimates have been studied by Novikov [246] and the authors. Theorem 17.7 had been proved by Vognik.
17.6. Theorem 17.8 generalizes one of the results obtained by Laidain [183].
17.7. Theorem 17.9 was proved in [289].

## Notes and References. 2

17.1-17.5 A parameter estimation for diffusion processes is considered in Ku toyants, Mourid and Bosq [180], Kutoyants [178], Kutoyants and Vostrikova [181]. For the case of a small diffusion parameter see also the book [179]. A parameter estimation and adaptive filtering are given in Yashin and Kuznetsov [324].
17.6. Theorem 17.8 has been generalized by Yashin [322].

# 18. Random Point Processes: Stieltjes Stochastic Integrals 

### 18.1 Point Processes and their Compensators

18.1.1. In the previous chapters we described observable random processes $X=\left(\xi_{t}\right), t \geq 0$, which possessed continuous trajectories and had properties analogous, to a certain extent, to those of a Wiener process. Chapters 18 and 19 will deal with the case of an observable process that is a point process whose trajectories are pure jump functions (a Poisson process with constant or variable intensity is a typical example).
18.1.2. We shall begin with some basic definitions. We assume that we are given a complete probability space $(\Omega, \mathcal{F}, P)$ with a distinguished family $F=$ $\left(\mathcal{F}_{t}\right), t \geq 0$, of right continuous sub- $\sigma$-algebras of $\mathcal{F}$ augmented by sets of zero probability.

Let $T=\left(\tau_{n}\right), n \geq 1$, be a sequence of Markov times (with respect to the system $\left.F=\left(\mathcal{F}_{t}\right), t \geq 0\right)$ such that ${ }^{1}$ :
(1) $\quad \tau_{1}>0 \quad(P$-a.s. $)$;
(2) $\tau_{n}<\tau_{n+1} \quad\left(\left\{\tau_{n}<\infty\right\}:(P-\right.$ a.s. $\left.)\right)$;
(3) $\quad \tau_{n}=\tau_{n+1} \quad\left(\left\{\tau_{n}=\infty\right\}:(P\right.$-a.s. $\left.)\right)$.

We shall write $\tau_{\infty}=\lim _{n \rightarrow \infty} \tau_{n}$ for the limit point of the sequence $T=$ $\left(\tau_{n}\right), n \geq 1$.

The random sequence $T=\left(\tau_{n}\right), n \geq 1$, is fully characterized by a counting process

$$
\begin{equation*}
N_{t}=\sum_{n \geq 1} I_{\left\{\tau_{n} \leq t\right\}}, \quad t \geq 0 \tag{18.2}
\end{equation*}
$$

In this connection it is clear that the investigation of the sequence $T=$ $\left(\tau_{n}\right), n \geq 1$, is equivalent to that of the process $N=\left(N_{t}\right), t \geq 0$.

Definition 1. The sequence of Markov times $T=\left(\tau_{n}\right), n \geq 1$, satisfying (18.1) is said to be a random point process. The process $N=\left(N_{t}\right), t \geq 0$, defined in (18.2) is said to be a point process also (corresponding to the sequence $\left.T=\left(\tau_{n}\right), n \geq 1\right)$.

[^41]Note 1. The point processes introduced above represent a particular case of the so-called 'multivariate point processes' to be defined as random sequences $(T, \varphi)=\left(\tau_{n}, \xi_{n}\right)$, where the $\tau_{n}$ are Markov times satisfying (18.1) and the $\xi_{n}$ are $\mathcal{F}_{\tau_{n}} / \mathcal{X}$-measurable random variables with values in some measurable space ( $X, \mathcal{X}$ ).
18.1.3. We shall note some simple properties of point processes $N=\left(N_{t}\right)$, $t \geq 0$. It is seen from the definition that the process $N$ is measurable (with respect to $(t, \omega)$ ) and $\mathcal{F}_{t}$-measurable for each $t \geq 0$ (in this connection, we shall use also the notation $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, for this process). Trajectories of these processes are ( $P$-a.s.) right continuous, have limits to the left, and are piecewise constant functions with unit jumps. It is also clear that

$$
\begin{aligned}
N_{\tau_{n}} \leq n & (P \text {-a.s. }), \\
N_{\tau_{\infty}}=\lim _{n} N_{\tau_{n}} & (P \text {-a.s. })
\end{aligned}
$$

(by definition $N_{\infty}(\omega)=\lim _{t \rightarrow \infty} N_{t}(\omega)$ ).
EXAMPLE 1. A simple example of a point process is a process $N_{t}=I\{\tau \leq t\}$, $t \geq 0$, where $\tau$ is a Markov time with $P(\tau>0)=1$. (In this case $\tau_{1}=\tau$, $\tau_{n} \equiv \infty, n \geq 2$ ).

EXAMPLE 2. The Poisson process $\Pi=\left(\pi_{t}\right), t \geq 0$, with parameter $\lambda$, that is, a process with stationary independent increments,

$$
\begin{gathered}
\pi_{0}=0 \\
P\left(\pi_{t}-\pi_{s}=k\right)=e^{-\lambda(t-s)}[\lambda(t-s)]^{k} / k!, \quad s \leq t, \quad k=0,1, \ldots,
\end{gathered}
$$

is a point process with respect to the family of $\sigma$-algebras $\mathcal{F}_{t}=\mathcal{F}_{t}^{\pi} \equiv \sigma\{\omega$ : $\left.\pi_{s}, s \leq t\right\}, t \geq 0$.

EXAMPLE 3. If $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, is a point process and $\sigma$ is a Markov time (with respect to $\left.\left(\mathcal{F}_{t}\right), t \geq 0\right)$, the process $\left(N_{t \wedge \sigma}, \mathcal{F}_{t}\right), t \geq 0$, is also a point process.

In this case

$$
N_{t \wedge \sigma}=\sum_{n \geq 1} I_{\left\{\tau_{n} \leq t\right\}},
$$

where

$$
\tau_{n}^{\sigma}=\left\{\begin{array}{cc}
\tau_{n}, & \text { if } \tau_{n} \leq \sigma, \\
\infty, & \text { if } \tau_{n}>\sigma .
\end{array}\right.
$$

18.1.4. We shall consider, together with the process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, the point processes $N^{(n)}=\left(N_{t \wedge \tau_{n}}, \mathcal{F}_{t}\right), t \geq 0$, for each $n \geq 1$. Since $P(0 \leq$ $\left.N_{t \wedge \tau_{n}} \leq n\right)=1$, this process (as well as any bounded and nondecreasing process) is a submartingale of class $D$ (see Section 3.3) and, therefore, a Doob-Meyer decomposition holds for it (see the corollary to Theorem 3.8):

$$
N_{t \wedge \tau_{n}}=m_{t}^{(n)}+A_{t}^{(n)}
$$

where $\left(m_{t}^{(n)}, \mathcal{F}_{t}\right), t \geq 0$, is a uniformly integrable martingale, and $\left(A_{t}^{(n)}, \mathcal{F}_{t}\right)$, $t \geq 0$, is a predictable increasing process.

By virtue of the equality

$$
N_{t \wedge \tau_{k}}-=N_{t \wedge \tau_{n} \wedge \tau_{k}}, \quad k \leq n
$$

and the uniqueness of the Doob-Meyer decomposition, it follows that

$$
\begin{equation*}
m_{t}^{(k)}=m_{t \wedge \tau_{k}}^{(n)}, \quad A_{t}^{(k)}=A_{t \wedge \tau_{k}}^{(n)} \tag{18.3}
\end{equation*}
$$

Since $A_{t}^{(n+1)} \geq A_{t \wedge \tau_{n}}^{(n+1)}, A_{t}^{(n+1)} \geq A_{t}^{(n)}$, we have that, for all $t \geq 0$, the process

$$
\begin{equation*}
A_{t}=A_{t}^{(1)}+\sum_{n \geq 1}\left[A_{t}^{(n+1)}-A_{t}^{(n)}\right] \tag{18.4}
\end{equation*}
$$

is a right continuous, predictable increasing process and is such that $A_{t \wedge \tau_{n}}=$ $A_{t}^{(n)}$ (compare with the proof of Theorem 3.9).

For $\tau<\tau_{\infty}$ we set

$$
\begin{equation*}
m_{t}=N_{t}-A_{t} . \tag{18.5}
\end{equation*}
$$

Then

$$
m_{t \wedge \tau_{n}}=N_{t \wedge \tau_{n}}-A_{t \wedge \tau_{n}}=N_{t}^{(n)}-A_{t}^{(n)}=m_{t}^{(n)}
$$

and, therefore, for each $n \geq 1$ the family of random variables $\left\{m_{t \wedge \tau_{n}}, t<\right.$ $\left.\tau_{\infty}\right\}$ forms a uniformly integrable martingale. By generalizing Definition 6 of Section 3.3, we can say that the random process $M=\left(m_{t}, \mathcal{F}_{t}\right)$ defined for $t<\sigma$ ( $\sigma$ is a Markov time with respect to the system $F=\left(\mathcal{F}_{t}\right), t \geq 0$ ), is a $\sigma$-local martingale if there exists an (increasing) sequence of Markov times $\sigma_{n}, n \geq 1$, such that $P\left(\sigma_{n}<\sigma_{n+1}<\sigma\right)=1, P\left(\lim _{n} \sigma_{n}=\sigma\right)=1$, and, for each $n$, the sequence $\left\{m_{t \wedge \sigma_{n}}, t<\sigma\right\}$ forms a uniformly integrable martingale.

According to this definition the arguments given above prove the following:

Theorem 18.1. A point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, admits, for all $t<\tau_{\infty}$, the unique (up to stochastic equivalence) decomposition

$$
\begin{equation*}
N_{t}=m_{t}+A_{t}, \tag{18.6}
\end{equation*}
$$

where $m=\left(m_{t}, \mathcal{F}_{t}\right), t<\tau_{\infty}$, is a $\tau_{\infty}$-local martingale, and $A=\left(A_{t}, \mathcal{F}_{t}\right)$, $t \geq 0$, is a predictable increasing process.

EXAMPLE 4. Let $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a deterministic process with $N_{t}=I_{[1, \infty)}(t)$ and trivial $\sigma$-algebras $\mathcal{F}_{t}=\{\emptyset, \Omega\}$. Then, in the decomposition given by (18.6), $m_{t}=0, A_{t}=N_{t}$.

EXAMPLE 5. Let $\Pi=\left(\pi_{t}, \mathcal{F}_{t}^{n}\right), t \geq 0$, be a Poisson process with parameter $\lambda>0$. Then it can be easily verified that the process $\left(\pi_{t}-\lambda_{t}, \mathcal{F}_{t}^{\pi}\right)$ is a martingale. This implies that $m_{t}=\pi_{t}-\lambda t$ and $A_{t}=\lambda t$ in the decomposition given by (18.6).

EXAMPLE 6. Let $\Pi=\left(\pi_{t}, \mathcal{F}_{t}^{\pi}\right), t \geq 0$, again be a Poisson process with parameter $\lambda>0$, Let $\tau_{1}=\inf \left\{t \geq 0: \pi_{t}=1\right\}$ and let $\tilde{\Pi}=\left(\tilde{\pi}_{t}, \mathcal{F}_{t}^{\pi}\right)$ with $\tilde{\pi}_{t}=\pi_{t \wedge \tau_{1}}$. Then the decomposition given by (18.6) for the process $\tilde{\Pi}$ has the form

$$
\tilde{\pi}_{t}=\left[\pi_{t}-\lambda \cdot\left(t \wedge \tau_{1}\right)\right]+\lambda \cdot\left(t \wedge \tau_{1}\right)
$$

Definition 2. The predictable increasing process $A=\left(A_{t}, \mathcal{F}_{t}\right), t \geq 1$, appearing in the decomposition (18.6) is called the compensator of the point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$.

It is useful to note that the increasing process $A=\left(A_{t}, \mathcal{F}_{t}\right), t \geq 0$, is a predictable process if and only if it is predictable in the sense of Definition 3, Section 5.4, in other words, is a process of class $\Phi_{3}{ }^{2}$.

The following two definitions will play an essential role from now on.

Definition 3. A Markov time $\theta$ (with respect to the family $\left(\mathcal{F}_{t}\right), t \geq 0$ ) is called predictable if a random point process $N_{t}=I_{\{\theta \leq t\}}$ is predictable.

By virtue of Theorem T52, Chapter VII in [229], the Markov time $\theta$ is predictable if and only if there exists an increasing sequence of Markov times $\left(\theta_{n}\right), n \geq 1$, such that ( $P$-a.s.) $\theta_{n}<\theta$ and $\lim _{n} \theta_{n}=\theta$.

Definition 4. A Markov time $\sigma$ (with respect to the family $\left(\mathcal{F}_{t}\right), t \geq 0$ ) is said to be totally inaccessible if $P(\theta=\sigma<\infty)=0$ for each predictable Markov time $\theta$.

In a specific sense the Markov times introduced above are diametrically opposite: predictable times correspond to predictable events, and totally inaccessible times fully correspond to nonpredictable events.

[^42]EXAMPLE 7. Let $A=\left(A_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a compensator of a point process $N=\left(N_{t}, \mathcal{F}_{t}\right)$. Then, for $a>0$, the time

$$
\theta= \begin{cases}\inf \left(t \geq 0: A_{t} \geq a\right)  \tag{18.7}\\ \infty & \text { if } A_{\infty}<a\end{cases}
$$

is a predictable Markov time (Theorem T16, chapter IV, in [49]).

EXAMPLE 8. Let $\Pi=\left(\pi_{t}, \mathcal{F}_{t}^{\pi}\right), t \geq 0$, be a Poisson process where $\sigma=$ $\inf \left(t \geq 0: \pi_{t}=1\right)$. The Markov time $\sigma$ is totally inaccessible. Indeed, let $\left(\sigma_{n}\right), n \geq 1$, be a sequence of Markov times such that $\sigma_{n}<\sigma$ and $\lim _{n} \sigma_{n}=\sigma$ on the set of positive probability. The process $\pi_{t}^{(n)}=\pi_{t+\sigma_{n}}-\pi_{\sigma_{n}}$ is also a Poisson process (by virtue of the strong Markovian property of the Poisson process $\Pi$ ). Therefore, the time $\sigma^{(n)}=\inf \left(t \geq 0: \pi_{t}^{(n)}=1\right)$ of the first jump of such a process has an exponential distribution. But, since $\pi_{\sigma_{n}}=0$, $\sigma^{(n)}=\sigma-\sigma_{n}$, and, therefore, $P\left(\sigma=\lim \sigma_{n}\right)=0$. The contradiction thus obtained demonstrates that the time $\sigma$ is totally inaccessible.
18.1.5. Let

$$
A_{t-}=\lim _{s \uparrow t} A_{s} \quad \text { and } \quad \Delta A_{t}=A_{t}-A_{t-}
$$

Since the trajectories of compensator $A=\left(A_{t}\right), t \geq 0$, are ( $P$-a.s.) nondecreasing right continuous functions, the number of jumps of $A_{t}, t \geq 0$, is at most countable. The lemma which follows shows that the magnitude of these jumps does not exceed unity,

Lemma 18.1. With probability one

$$
\begin{equation*}
\sup _{t \leq \tau_{\infty}} \Delta A_{t}=\sup _{t<\tau_{\infty}} \Delta A_{t} \leq 1 \tag{18.8}
\end{equation*}
$$

PROOF. We shall establish first that $\Delta A_{\tau_{\infty}}=A_{\tau_{\infty}}-A_{\left(\tau_{\infty}\right)-}=0$. Indeed, since $A_{\tau_{\infty}} \geq A_{\tau_{n}}, A_{\tau_{\infty}} \geq \lim _{n} A_{\tau_{n}}$. On the other hand, by virtue of (18.4) and the Fatou lemma (Theorem 1.2)

$$
\begin{aligned}
A_{\tau_{\infty}} & =A_{\tau_{\infty}}^{(1)}+\sum_{n \geq 1}\left[A_{\tau_{\infty}}^{(n+1)}-A_{\tau_{\infty}}^{(n)}\right] \\
& =\lim _{k} A_{\tau_{k}}^{(1)}+\sum_{n \geq 1} \lim _{k}\left[A_{k}^{(n+1)}-A_{\tau_{k}}^{(n)}\right] \\
& \leq \lim _{k}\left\{A_{\tau_{k}}^{(1)}+\sum_{n \geq 1}\left[A_{\tau_{k}}^{(n+1)}-A_{\tau_{k}}^{(n)}\right]\right\} \\
& =\lim _{k} A_{\tau_{k}}
\end{aligned}
$$

Hence, $A_{\tau_{\infty}}=\lim _{k} A_{\tau_{k}}$ and, therefore, $A_{\tau_{\infty}}=A_{\left(\tau_{\infty}\right)-}$, i.e., $\Delta A_{\tau_{\infty}}=0$. Let

$$
\theta=\inf \left(t \leq \tau_{\infty}: \sup _{s \leq t} \Delta A_{s}>1\right)
$$

assuming $\theta=\tau_{\infty}$ if $\sup _{s \leq \tau_{\infty}} \Delta A_{s} \leq 1$. Then, in order to prove the lemma it suffices to establish that ( $P$-a.s.)

$$
\begin{equation*}
A_{\theta \wedge \tau_{k}}-A_{\left(\theta \wedge \tau_{k}\right)-} \leq 1, \quad k=1,2, \ldots \tag{18.9}
\end{equation*}
$$

Since the time $\theta$ is predictable (Example 7), there exists an increasing sequence of Markov times $\left(\theta_{n}\right), n \geq 1$, such that $\theta_{n}<\theta$ and $\lim _{n} \theta_{n}=\theta$ ( $P$-a.s.).

Thus we have from the decomposition

$$
N_{t \wedge \tau_{k}}=m_{t \wedge \tau_{k}}+A_{t \wedge \tau_{k}}
$$

(for a uniformly integrable martingale $\left(m_{t \wedge \tau_{k}}, \mathcal{F}_{t}\right)$ and an integrable process $A_{t \wedge \tau_{k}}, t \geq 0$ ) that, for each $j<n$,

$$
\begin{equation*}
M\left(A_{\theta \wedge \tau_{k}}-A_{\theta_{n} \wedge \tau_{k}} \mid \mathcal{F}_{\theta_{j} \wedge \tau_{k}}\right)=M\left(N_{\theta \wedge \tau_{k}}-N_{\theta_{n} \wedge \tau_{k}} \mid \mathcal{F}_{\theta_{j}}\right) \tag{18.10}
\end{equation*}
$$

From this, letting $n \rightarrow \infty$, by the Lebesgue theorem on dominated convergence (Theorem 1.4) we find

$$
\begin{equation*}
M\left(A_{\theta \wedge \tau_{k}}-A_{\left(\theta \wedge \tau_{k}\right)-} \mid \mathcal{F}_{\theta_{j}}\right)=M\left(N_{\theta \wedge \tau_{k}}-N_{\left(\theta \wedge \tau_{k}\right)-} \mid \mathcal{F}_{\theta_{j}}\right) \leq 1 \tag{18.11}
\end{equation*}
$$

By virtue of Theorem T35, Chapter 3, in [49] ${ }^{3}$

$$
\begin{equation*}
\mathcal{F}_{\theta_{-}}=\sigma\left(\bigcup_{j} \mathcal{F}_{\theta_{j}}\right) \tag{18.12}
\end{equation*}
$$

Hence, from (18.11), by Lévy's theorem (Theorem 1.5) we obtain

$$
\begin{equation*}
M\left(A_{\theta \wedge \tau_{k}}-A_{\left(\theta \wedge \tau_{k}\right)-} \mid \mathcal{F}_{\theta-}\right) \leq 1 \tag{18.13}
\end{equation*}
$$

But the values of $A_{\theta \wedge \tau_{k}}$ are $\mathcal{F}_{\theta_{-}-\text {measurable (see Section 3.4, and also The- }}$ orem T34, Chapter X, in [229]). Consequently, the value $\Delta A_{\theta \wedge \tau_{k}}=A_{\theta \wedge \tau_{k}}-$ $A_{\left(\theta \wedge \tau_{k}\right)-}$ is also $\mathcal{F}_{\theta-}$-measurable and, by virtue of (18.13), $\Delta A_{\theta \wedge \tau_{k}} \leq 1(P-$ a.s.), which was to be proved.

Lemma 18.2. Let $\sigma$ be a Markov time (with respect to the family $\left(\mathcal{F}_{t}\right), t \geq 0$ ). Then ( $\Delta$ denotes the symmetric difference of sets)

$$
\begin{equation*}
M N_{\sigma \wedge \tau_{\infty}}=M A_{\sigma \wedge \tau_{\infty}} \tag{18.14}
\end{equation*}
$$

[^43]\[

$$
\begin{equation*}
P\left[\left(\left\{N_{\sigma}<\infty\right\} \Delta\left\{A_{\sigma}<\infty\right\}\right) \cap\left(\left\{\sigma<\tau_{\infty}\right\}\right)\right]=0 . \tag{18.15}
\end{equation*}
$$

\]

PROOF. Since the martingale $m_{t \wedge \tau_{n}}=N_{t \wedge \tau_{n}}-A_{t \wedge \tau_{n}}, t \geq 0$, is uniformly integrable, we have (Theorem 3.6) $M N_{\sigma \wedge \tau_{n}}=M A_{\sigma \wedge \tau_{n}}$. But $\lim _{n} N_{\sigma \wedge \tau_{n}}=$ $N_{\sigma \wedge \tau_{\infty}}$ and $\lim _{n} A_{\sigma \wedge \tau_{n}}=A_{\sigma \wedge \tau_{\infty}}$; hence, by virtue of the monotone convergence theorem (Theorem 1.1), $M N_{\sigma \wedge \tau_{\infty}}=M A_{\sigma \wedge \tau_{\infty}}$.

Next, since

$$
\begin{aligned}
& \left\{N_{\sigma}<\infty\right\} \Delta\left\{A_{\sigma}<\infty\right\} \\
= & \left(\left\{N_{\sigma}<\infty\right\} \cap\left\{A_{\sigma}=\infty\right\}\right) \cup\left(\left\{N_{\sigma}=\infty\right\} \cap\left\{A_{\sigma}<\infty\right\}\right),
\end{aligned}
$$

in order to prove (18.15) we need to show that

$$
\begin{equation*}
P\left\{N_{\sigma}<\infty, A_{\sigma}=\infty, \sigma<\tau_{\infty}\right\}=P\left\{N_{\sigma}=\infty, A_{\sigma}<\infty, \sigma<\tau_{\infty}\right\}=0 . \tag{18.16}
\end{equation*}
$$

We have $M A_{\sigma \wedge \tau_{n}}=M N_{\sigma \wedge \tau_{n}} \leq n<\infty$. Hence $P\left\{A_{\sigma \wedge \tau_{n}}=\infty\right\}=0$ and

$$
\begin{aligned}
& P\left\{N_{\sigma}<\infty, A_{\sigma}=\infty, \sigma<\tau_{\infty}\right\} \\
= & P\left\{N_{\sigma \wedge \tau_{n}}<\infty, A_{\sigma \wedge \tau_{n}}=\infty, \sigma \leq \tau_{n}, \sigma<\tau_{\infty}\right\} \\
& +P\left\{N_{\sigma}<\infty, A_{\sigma}=\infty, \tau_{n}<\sigma<\tau_{\infty}\right\} \\
= & P\left\{N_{\sigma}<\infty, A_{\sigma}=\infty, \tau_{n}<\sigma<\tau_{\infty}\right\} \\
\leq & P\left\{\tau_{n}<\sigma<\tau_{\infty}\right\} \rightarrow 0, \quad n \rightarrow \infty .
\end{aligned}
$$

In order to prove that the second expression in equality (18.16) is equal to zero probability, we shall consider the Markov times

$$
\theta_{n}=\left\{\begin{array}{l}
\inf \left(t \leq \tau_{\infty}: A_{t} \geq n\right), \\
\tau_{\infty}
\end{array} \text { if } A_{\tau_{\infty}}<n .\right.
$$

By virtue of Lemma 18.1, $A_{t \wedge \theta_{n}} \leq n+1$. Hence,

$$
\begin{aligned}
& P\left\{N_{\sigma}=\infty<\infty, A_{\sigma}<\tau_{\infty}\right\} \\
= & P\left\{N_{\sigma \wedge \theta_{n}}=\infty, A_{\sigma \wedge \theta_{n}}<\infty, \sigma<\tau_{\infty}, \sigma \leq \theta_{n}\right\} \\
& +P\left\{N_{\sigma}=\infty, A_{\sigma}<\infty, \sigma<\tau_{\infty}, \sigma>\theta_{n}\right\} \\
\leq & P\left\{N_{\sigma \wedge \theta_{n}}=\infty\right\}+P\left\{\theta_{n}<\sigma<\tau_{\infty}\right\} .
\end{aligned}
$$

But $M N_{\sigma \wedge \theta_{n}}=M A_{\sigma \wedge \theta_{n}} \leq n+1$ and, therefore, $P\left\{N_{\sigma \wedge \theta_{n}}=\infty\right\}=0$. Finally, since $\theta_{n} \uparrow \tau_{\infty}$ and $\sigma<\tau_{\infty}$, then $P\left\{\theta_{n}<\sigma<\tau_{\infty}\right\} \rightarrow 0, n \rightarrow \infty$.
18.1.6. Processes with continuous compensators constitute an important class of point processes. The structure of such processes will be described in the lemma which follows.

Lemma 18.3. A necessary and sufficient condition for the compensator $A_{t}$, $t \geq 0$, of a point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, to be ( $P$-a.s.) continuous on
$\left[0, \tau_{\infty}\right]$ is that the process be left quasicontinuous on $\left[0, \tau_{\infty}\right)$, i.e., that for any nondecreasing sequence of Markov times $\left(\sigma_{n}\right), n \geq 1$,

$$
\begin{equation*}
\lim _{n} N_{\sigma_{n} \wedge \tau_{\infty}},=N_{\lim _{n} \sigma_{n} \wedge \tau_{\infty}} \quad(P \text {-a.s. }) . \tag{18.17}
\end{equation*}
$$

PROOF.
Necessity. Let $\sigma=\lim _{n} \sigma_{n}$. Then, from the following equality,

$$
M\left[N_{\tau_{k} \wedge \sigma}-N_{\tau_{k} \wedge \sigma_{n}}\right]=M\left[A_{\tau_{k} \wedge \sigma}-A_{\tau_{k} \wedge \sigma_{n}}\right],
$$

and the continuity of $A_{t}, t \geq 0$, we have that $N_{\tau_{k} \wedge \sigma}=\lim _{n} N_{\tau_{k} \wedge \sigma_{n}}$. From this we have

$$
N_{\tau_{\infty} \wedge \sigma}=\lim _{k} \lim _{n} N_{\tau_{k} \wedge \sigma_{n}}=\lim _{n} \lim _{k} N_{\tau_{k} \wedge \sigma_{n}}=\lim _{n} N_{\tau_{\infty} \wedge \sigma_{n}} .
$$

Sufficiency. We shall consider the potential $\Pi^{(k)}=\left(\Pi_{t}^{(k)}, \mathcal{F}_{t}\right), t \geq 0$, with

$$
\begin{equation*}
\Pi_{t}^{(k)}=M\left(N_{\tau_{k}} \mid \mathcal{F}_{t}\right)-N_{t \wedge \tau_{k}} . \tag{18.18}
\end{equation*}
$$

Because of the left quasicontinuity of the process $N$,

$$
\begin{aligned}
M \Pi_{\sigma_{n}}^{(k)}=M N_{\tau_{k}}-M N_{\sigma_{n} \wedge \tau_{k}} & \rightarrow M N_{\tau_{k}}-M N_{\sigma \wedge \tau_{k}} \\
& =M\left[M\left(N_{\tau_{k}} \mid \mathcal{F}_{\sigma}\right)-N_{\sigma \wedge \tau_{k}}\right] \\
& =M \Pi_{\sigma}^{(k)}, \quad n \rightarrow \infty,
\end{aligned}
$$

i.e., the potential $\Pi^{(k)}$ is regular (in the sense of Definition 7, Section 3.4). Hence, by virtue of Theorem 3.11, the potential $\Pi^{(k)}$ permits the DoobMeyer decomposition

$$
\begin{equation*}
\Pi_{t}^{(k)}=M_{t}^{(k)}+B_{t}^{(k)} \tag{18.19}
\end{equation*}
$$

with a continuous predictable process $B^{(k)}=\left(B_{t}^{(k)}, \mathcal{F}_{t}\right), t \geq 0$. It follows from the uniqueness of the Doob-Meyer decomposition (18.18), (18.19) and (18.6), that $B_{t}^{(k)}=-A_{t \wedge \tau_{k}}$. Hence, for $\tau<\tau_{\infty}$, the compensator $A_{t}$ has ( $P-$ a.s.) continuous trajectories. This, together with the equality $A_{\tau_{\infty}}=A_{\left(\tau_{\infty}\right)-}$, proves that $P\left(\Delta A t \neq 0, t \leq \tau_{\infty}\right)=0$.

Corollary 1. The compensator $A_{t}, t \geq 0$, of the point process $N=\left(N_{t}, \mathcal{F}_{t}\right)$, $t \geq 0$, is continuous ( $\left\{t \leq \tau_{\infty}\right\}:(P$-a.s.)) if and only if the jump times of the process $N_{t}, t \geq 0$, are totally inaccessible.

In fact, if the compensator is continuous, the process is left quasicontinuous. Then, if $\delta$ is a jump time and with positive probability $\delta_{n} \uparrow \delta\left(\leq \tau_{\infty}\right)$, then because of left quasicontinuity of $N_{\delta}, N_{\delta-}=\lim _{n} N_{\delta_{n}}=N_{\delta}$, which contradicts the assumption that $\delta$ is a jump time. Therefore, the time $\delta$ is totally inaccessible.

Conversely, let the Markov time $\delta$ be such that there exists a sequence of times $\left(\delta_{n}\right), n \geq 1$, such that $\delta_{n}<\delta$ and $\delta_{n} \uparrow \delta \leq \tau_{\infty}$. The time $\delta$ cannot be a jump time (since by assumption jump times are totally inaccessible) and therefore, $\lim _{n} N_{\delta_{n}}=N_{\delta}$, i.e., the process $N$ is left quasicontinuous; by the previous theorem, the compensator $A_{t}, t \geq 0$, is continuous ( $\left\{t \leq \tau_{\infty}\right\}$ : ( $P$-a.s.)).

Corollary 2. The point process $N_{t}, t<\tau_{\infty}$, with a continuous compensator is stochastically continuous:

$$
\lim _{s \rightarrow t} P\left(\left|N_{t \wedge \tau_{\infty}} N_{s \wedge \tau_{\infty}}\right|>\varepsilon\right)=0, \quad \varepsilon>0
$$

### 18.2 Minimal Representation of a Point Process: Processes of the Poisson Type

18.2.1. Let $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a point process, and let

$$
\begin{equation*}
N_{t}=m_{t}+A_{t}, \quad t<\tau_{\infty} \tag{18.20}
\end{equation*}
$$

be its Doob-Meyer decomposition.
The variables $N_{t}$ are $\mathcal{F}_{t}$-measurable, but they may turn out to be measurable also with respect to smaller $\sigma$-algebras. Thus, for example, it can be seen that the $N_{t}$ are $\mathcal{F}_{t}^{N}$-measurable $\left(\mathcal{F}_{t}^{N}=\sigma\left\{\omega: N_{s}, s \leq t\right\}\right.$ and $\mathcal{F}_{t}^{N} \subseteq \mathcal{F}_{t}$ ). It is also obvious that the family $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$, is the smallest $\sigma$-algebra family with respect to which the values $N_{t}, t \geq 0$, are measurable; in this case the process $\bar{N}=\left(N_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, is also a point process. For this process we have (if the family of $\sigma$-algebras $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$, is right continuous) the Doob-Meyer decomposition

$$
\begin{equation*}
N_{t}=\bar{m}_{t}+\bar{A}_{t}, \quad t<\tau_{\infty}, \tag{18.21}
\end{equation*}
$$

which is naturally called the minimal representation of the point process $N$.
The minimal representation given by (18.21) will play an essential role in the investigation of point process properties. Hence, we shall discuss in detail the question of right continuity for the family of $\sigma$-algebras $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$.

Lemma 18.4. Let a space of elementary events $\Omega$ be such that for each $t \geq 0$ and $\omega \in \Omega$ there is an $\omega^{\prime} \in \Omega$ such that $N_{s}\left(\omega^{\prime}\right)=N_{t \wedge s}(\omega)$ for all $s>0$. Then the family of $\sigma$-algebras $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$, is right continuous: $\mathcal{F}_{t+}^{N}=\mathcal{F}_{t}^{N}$, $t \geq 0$.

PROOF. It is known (see, for example, Lemma 3, Chapter I, in [285]) that under the assumptions of the lemma, the $\sigma$-algebra $\mathcal{F}_{t}^{N}$ consists of the sets
$A \in \mathcal{F}$ which possess a property implying that if $\omega \in A$ and $N_{s}\left(\omega^{\prime}\right)=N_{s}(\omega)$, $s \leq t, \omega^{\prime}$ also belongs to $A$.

Let us take a set $A \in \mathcal{F}_{t+}^{N}$. Let $\omega \in A$ and $\omega^{\prime}$ be such that $N_{s}\left(\omega^{\prime}\right)=N_{s}(\omega)$, $s \leq t$. It follows from the right continuity of the trajectories of the process $N_{t}, t \geq 0$, that the point $\omega^{\prime}$ also belongs to the set $A$. Consequently, by virtue of the statement made in the preceding paragraph, the set $A \in \mathcal{F}_{t}^{N}$ and, therefore, $\mathcal{F}_{t+}^{N}=\mathcal{F}_{t}^{N}, t \geq 0$.

Note 1. From now on we shall assume that the space of elementary outcomes $\Omega$ satisfies the conditions of Lemma 18.4. This assumption holds for the minimal representation given by (18.21). In (18.21), the structure of the compensator $\bar{A}=\left(\bar{A}_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, can be described as follows.

Theorem 18.2. Let $F_{1}(t)=P\left(\tau_{1} \leq t\right)$, and let

$$
F_{i}(t)=P\left(\tau_{i} \leq t \mid \tau_{i-1}, \ldots, \tau_{1}\right), \quad i \geq 2,
$$

be regular conditional distribution functions. Then the compensator $\bar{A}=$ $\left(\bar{A}_{t}, \mathcal{F}_{t}^{N}\right), t<\tau_{\infty}$, of the point process $\bar{N}=\left(N_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, can be defined by the formula

$$
\begin{equation*}
\bar{A}_{t}=\sum_{i \geq 1} \bar{A}_{t}^{(i)}, \tag{18.22}
\end{equation*}
$$

where ${ }^{4}$

$$
\begin{equation*}
\bar{A}_{t}^{(i)}=\int_{0}^{t \wedge \tau_{i}} \frac{d F_{i}(u)}{1-F_{i}(u-)}, \quad i \geq 1 . \tag{18.23}
\end{equation*}
$$

To prove this theorem we shall need two auxiliary assertions which are of interest by themselves.
18.2.2.

Lemma 18.5. Let

$$
N_{t}=\sum_{n \geq 1} I_{\left\{\tau_{n} \leq t\right\}}, \quad t \geq 0,
$$

be a point process and let $\theta=\theta(\omega)$ be a Markov time with respect to the family $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$, such that $P\left(\theta<\tau_{\infty}\right)=1$. Then there exist Borel functions $\varphi_{n}=\varphi_{n}\left(t_{1}, \ldots, t_{n}\right), n \geq 1$, and a constant $\varphi_{0}$ such that ( $\tau_{0} \equiv 0$ )

$$
\begin{equation*}
\theta(\omega)=\sum_{n \geq 1} I_{\left\{\tau_{n-1} \leq \theta<\tau_{n}\right\}} \cdot \varphi_{n-1}\left(\tau_{1}, \ldots, \tau_{n-1}\right), \tag{18.24}
\end{equation*}
$$

i.e., on the set $\left\{\theta<\tau_{1}\right\}$ the random variable $\theta(\omega)$ is a constant and, on the sets $\left\{\tau_{n-1} \leq \theta<\tau_{n}\right\}(n \geq 1), \theta(\omega)=\varphi_{n-1}\left(\tau_{1}(\omega), \ldots, \tau_{n-1}(\omega)\right)$.

[^44]PROOF. We shall take advantage of the fact that the $\sigma$-algebra $\mathcal{F}_{s}^{N}$ coincides with a $\sigma$-algebra $\sigma\left\{\omega: N_{s \wedge t}, t \geq 0\right\}$, and for any Markov time $\theta$ (with respect to the system $\left.\left(\mathcal{F}_{s}^{N}\right), s \geq 0\right)$ the $\sigma$-algebra

$$
\mathcal{F}_{\theta}^{N}=\sigma\left\{\omega: N_{\theta \wedge t}, t \geq 0\right\}
$$

(see, for example, Theorem 6, Chapter I, in [285]).
The random variable $\theta$ is measurable with respect to the $\sigma$-algebra $\mathcal{F}_{\theta}^{N}$ and, hence, there exist a countable set $S \subset[0, \infty)$ and a Borel function $\varphi\left(x_{n} ; n \in \mathbb{N}\right)$, such that $\theta(\omega)=\varphi\left(N_{t \wedge \theta(\omega)}(\omega) ; t \in S\right)$. Therefore, $\theta(\omega)=$ $\sum_{n>1} I_{\left\{\tau_{n-1} \leq \theta<\tau_{n}\right\}} \cdot \varphi\left(N_{t \wedge \theta} ; t \in S\right)$.

Note now that, on the set $\left\{\tau_{n-1} \leq \theta<\tau_{n}\right\}$,

$$
N_{t \wedge \theta}=N_{t \wedge \tau_{n-1}}=\sum_{k=1}^{n-1} I_{\left\{\tau_{k} \leq t\right\}}
$$

and, consequently, on this set

$$
\varphi\left(N_{t \wedge \theta} ; t \in S\right)=\varphi\left(\sum_{k=1}^{n-1} I_{\left\{\tau_{k} \leq t\right\}} ; t \in S\right)
$$

The function $\varphi\left(\sum_{k=1}^{n-1} I_{\left\{\tau_{k} \leq t\right\}} ; t \in S\right)$ can obviously be represented as $\varphi_{n-1}\left(\tau_{1}, \ldots, \tau_{n-1}\right)$, where $\varphi_{n-1}\left(t_{1}, \ldots, t_{n-1}\right)$ is a Borel function of $n-1$ variables. Hence,

$$
\begin{aligned}
\theta(\omega) & =\sum_{n \geq 1} I_{\left\{\tau_{n-1} \leq \theta<\tau_{n}\right\}} \cdot \varphi\left(N_{t \wedge \theta} ; t \in S\right) \\
& =\sum_{n \geq 1} I_{\left\{\tau_{n-1} \leq \theta<\tau_{n}\right\}} \cdot \varphi_{n-1}\left(\tau_{1}, \ldots, \tau_{n-1}\right)
\end{aligned}
$$

Corollary. There exist Borel functions $\theta_{n}\left(t_{1}, \ldots, t_{n}\right)$ and a constant $\theta_{0}$ such that on the set $\left\{\theta<\tau_{n}\right\}, \theta=\theta_{n-1}\left(\tau_{1}, \ldots, \tau_{n-1}\right)$. In particular, $\theta \wedge \tau_{n}=$ $\theta_{n-1} \wedge \tau_{n}$ and $\theta \wedge \tau_{k}=\theta_{n-1} \wedge \tau_{k}, k<n$.

Lemma 18.6. Let $(\Omega, \mathcal{F}, P)$ be a probability space and let $\left(\mathcal{F}_{t}\right), t \geq 0$, be a nondecreasing family of sub- $\sigma$-algebras of $\mathcal{F}$. A necessary and sufficient condition for the integrable random process $X=\left(x_{t}, \mathcal{F}_{t}\right), t \geq 0$, to be a martingale is that, for any two-valued stopping time $\tau$,

$$
\begin{equation*}
M x_{\tau}=M x_{0} . \tag{18.25}
\end{equation*}
$$

PROOF. The necessity of (18.25) follows from Theorem 3.5.

To prove sufficiency we shall assume that there exist times $s$ and $t(s<t)$ such that the set $A=\left\{\omega: x_{s}<M\left(x_{t} \mid \mathcal{F}_{s}\right)\right\}$ has $P(A)>0$.

Construct a time $\tau=t I_{A}+s I_{\bar{A}}$. Since $\{\tau=t\}=A \in \mathcal{F}_{s} \subseteq \mathcal{F}_{t}$ and $\{\tau=s\}=\bar{A} \in \mathcal{F}_{s}, \tau$ is a Markov time with respect to the $\operatorname{system}\left(\mathcal{F}_{t}\right), t \geq 0$. Hence,

$$
\begin{aligned}
M x_{\tau} & =M I_{A} x_{t}+M I_{\bar{A}} x_{s} \\
& =M\left(I_{A} M\left(x_{t} \mid \mathcal{F}_{s}\right)\right)+M I_{\bar{A}} x_{s} \\
& <M\left(I_{A} x_{s}+I_{\bar{A}} x_{s}\right)=M x_{s}
\end{aligned}
$$

which fact contradicts the assumption that $M x_{\tau}=M x_{0}$, i.e., $P(A)=0$.
For $A=\left\{\omega: x_{s}>M\left(x_{t} \mid \mathcal{F}_{s}\right)\right\}$, the proof of $P(A)=0$ is given in a similar way.

Note. The previous lemma shows that the martingale $X=\left(x_{t}, \mathcal{F}_{t}\right), t \geq 0$, can be defined as a random process such that: $M\left|x_{t}\right|<\infty ; x_{t}$ is $\mathcal{F}_{t}$-measurable for each $t \geq 0$; for any two-valued stopping time $\tau$ (with respect to the family $\left(\mathcal{F}_{t}\right), M x_{\tau}=M x_{0}$.
18.2.3.

PROOF OF THEOREM 18.2. To prove the theorem it suffices to show that for each $n, n=1,2, \ldots$, the processes $m^{(n)}=\left(N_{t \wedge \tau_{n}}-\bar{A}_{t \wedge \tau_{n}}, \mathcal{F}_{t}^{N}\right)$ (where $\bar{A}_{t}$ is as defined in (18.22) and (18.23)) are uniformly integrable martingales, and the process $\bar{A}=\left(\bar{A}_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, is a predictable process.

By virtue of Lemma 18.6, in order to prove that the process $m^{(n)}$ is a martingale, it suffices to establish that, for any stopping time $\theta$ (with respect to $\left.\left(\mathcal{F}_{t}^{N}\right), t \geq 0\right)$,

$$
\begin{equation*}
M N_{\theta \wedge \tau_{n}}=M \bar{A}_{\theta \wedge \tau_{n}} \tag{18.26}
\end{equation*}
$$

We have

$$
\begin{align*}
M \bar{A}_{\theta \wedge \tau_{n}} & =M \sum_{i \geq 1} \bar{A}_{\theta \wedge \tau_{n}}^{(i)}=M \sum_{i=1}^{n} \bar{A}_{\theta \wedge \tau_{n}}^{(i)}=M  \tag{18.27}\\
& =M \sum_{i=1}^{n} \bar{A}_{\theta_{i-1} \wedge \tau_{i}}^{(i)}=M \sum_{i=1}^{n} M\left(\bar{A}_{\theta_{i-1} \wedge \tau_{i}} \mid \tau_{i-1}, \ldots, \tau_{1}\right),
\end{align*}
$$

where the $\theta_{i-1}$ were defined in the corollary to Lemma 18.5.
According to (18.23),

$$
\begin{align*}
M\left(\bar{A}_{\theta_{i-1} \wedge \tau_{i}} \mid \tau_{i-1}, \ldots, \tau_{1}\right)= & \int_{0}^{\infty}\left[\int_{0}^{\theta_{i-1} \wedge s} \frac{d F_{i}(u)}{1-F_{i}(u-)}\right] d F_{i}(s) \\
= & \int_{0}^{\theta_{i-1}}\left[\int_{0}^{s} \frac{d F_{i}(u)}{1-F_{i}(u-)}\right] d F_{i}(s) \\
& +\left[1-F_{i}\left(\theta_{i-1}\right)\right] \cdot \int_{0}^{\theta_{i-1}} \frac{d F_{i}(u)}{1-F_{i}(u-)} \tag{18.28}
\end{align*}
$$

Let $A(s)=F_{i}(s)$ and $B(s)=\int_{0}^{s} d F_{i}(u) /\left(1-F_{i}(u-)\right)$. Then, by virtue of the formula

$$
A(t) B(t)=\int_{0}^{t} A(u-) d B(u)+\int_{0}^{t} B(u) d A(u)
$$

(the proof of which, in a more general case, will be given in Lemma 18.7),

$$
\begin{align*}
& \int_{0}^{\theta_{i-1}}\left[\int_{0}^{s} \frac{d F_{i}(u)}{1-F_{i}(u-)}\right] d F_{i}(s) \\
= & F_{i}\left(\theta_{i-1}\right) \cdot \int_{0}^{\theta_{i-1}} \frac{d F_{i}(u)}{1-F_{i}(u-)}-\int_{0}^{\theta_{i-1}} \frac{F_{i}(u-) d F_{i}(u)}{1-F_{i}(u-)} \\
= & {\left[F_{i}\left(\theta_{i-1}\right)-1\right] \cdot \int_{0}^{\theta_{i-1}} \frac{d F_{i}(u)}{1-F_{i}(u-)}+\left[F_{i}\left(\theta_{i-1}\right)-F_{i}(0)\right] . } \tag{18.29}
\end{align*}
$$

But $F_{i}(0)=0, i=1,2, \ldots$, and we find from (18.28) and (18.29) that

$$
\begin{equation*}
M\left(A_{\theta_{i-1} \wedge \tau_{i}}^{(i)} \mid \tau_{i-1}, \ldots, \tau_{1}\right)=F_{i}\left(\theta_{i-1}\right) \tag{18.30}
\end{equation*}
$$

therefore, by virtue of (18.27),

$$
\begin{equation*}
M \bar{A}_{\theta \wedge \tau_{n}}=M \sum_{i=1}^{n} F_{i}\left(\theta_{i-1}\right) \tag{18.31}
\end{equation*}
$$

On the other hand, by virtue of the corollary to Lemma $18.5, \theta \wedge \tau_{i}=$ $\theta_{i-1} \wedge \tau_{i}$ and $\theta \wedge \tau_{i-1}=\theta_{i-1} \wedge \tau_{i-1}$. Hence,

$$
\begin{align*}
M N_{\theta \wedge \tau_{n}} & =M N_{\theta \wedge \tau_{1}}+M \sum_{i=2}^{n}\left[N_{\theta \wedge \tau_{i}}-N_{\theta \wedge \tau_{i-1}}\right] \\
& =M N_{\theta \wedge \tau_{1}}+M \sum_{i=2}^{n}\left[N_{\theta_{i-1} \wedge \tau_{i}}-N_{\theta_{i-1} \wedge \tau_{i-1}}\right] \\
& =M I_{\left\{\tau_{1} \leq \theta_{0}\right\}}+M \sum_{i=2}^{n} I_{\left\{\tau_{i} \leq \theta_{i-1}\right\}} \\
& =F_{1}\left(\theta_{0}\right)+\sum_{i=2}^{n} M F_{i}\left(\theta_{i-1}\right) . \tag{18.32}
\end{align*}
$$

We obtain the required assertion (18.26), by comparing (18.31) with (18.32).
Further, since $\left|N_{t \wedge \tau_{n}}-\bar{A}_{t \wedge \tau_{n}}\right| \leq N_{t \wedge \tau_{n}}+\bar{A}_{t \wedge \tau_{n}} \leq n+\bar{A}_{\tau_{n}}$, and $M \bar{A}_{\tau_{n}}=$ $M N_{\tau_{n}} \leq n$, the martingale $m^{(n)}$ is uniformly integrable.

Let us establish that the process $\bar{A}_{t}=\sum_{i \geq 1} \bar{A}_{t}^{(i)}, t \geq 0$, is predictable. To this end, it suffices to verify that each of the processes $\bar{A}_{t}^{(i)}, i=1,2, \ldots$, is predictable.

Let $Y=\left(y_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, be a nonnegative bounded martingale with trajectories having ( $P$-a.s.) limits to the left.

Then, since $y_{s-t}=M\left(y_{s} \mid \mathcal{F}_{s-t}^{N}\right)$, from Lévy's theorem (Theorem 1.5) it follows that $y_{s-}=M\left(y_{s} \mid \mathcal{F}_{s-}^{N}\right)$. Furthermore, the variables $I\left(s \leq \tau_{1}\right\}$ are $\mathcal{F}_{s-}^{N}$-measurable. Hence,

$$
\begin{aligned}
M \int_{0}^{t} y_{s} d \bar{A}_{s}^{(1)} & =M \int_{0}^{t} I_{\left\{s \leq \tau_{1}\right\}} y_{s} \frac{d F_{1}(s)}{1-F_{1}(s-)} \\
& =\int_{0}^{t} M\left[I_{\left\{s \leq \tau_{1}\right\}} y_{s}\right] \frac{d F_{1}(s)}{1-F_{1}(s-)} \\
& =\int_{0}^{t} M\left[I_{\left\{s \leq \tau_{1}\right\}} y_{s-}\right] \frac{d F_{1}(s)}{1-F_{1}(s-)}=M \int_{0}^{t} y_{s-} d \bar{A}_{s}^{(1)} .
\end{aligned}
$$

Similarly, making use of the fact that the variables $F_{i}(s)$ are $\mathcal{F}_{\tau_{i-1}-}^{N}$ measurable, we find that

$$
\begin{aligned}
M \int_{0}^{t} y_{s} d \bar{A}_{s}^{(i)} & =M \int_{0}^{t} I_{\left\{\tau_{i-1}<s \leq \tau_{i}\right\}} y_{s} \frac{d F_{i}(s)}{1-F_{i}(s-)} \\
& =M \int_{0}^{t} M\left[I_{\left\{\tau_{i-1}<s \leq \tau_{i}\right\}} y_{s} \mathcal{F}_{\tau_{i}-1}^{N}\right] \frac{d F_{i}(s)}{1-F_{i}(s-)} \\
& =M \int_{0}^{t} M\left[I_{\left\{\tau_{i-1}<s \leq \tau_{i}\right\}} y_{s-} \mid \mathcal{F}_{\tau_{i-1}}^{N}\right] \frac{d F_{i}(s)}{1-F_{i}(s-)} \\
& =M \int_{0}^{t} y_{s-} d \bar{A}_{s}^{(i)} .
\end{aligned}
$$

It follows, from the equalities $M \int_{0}^{t} y_{s} d \bar{A}_{s}^{(i)}=M \int_{0}^{t} y_{s-} d \bar{A}_{s}^{(i)}, i \geq 1$, thus obtained and from Lemma 3.2, that each of the processes $\bar{A}_{t}^{(i)}, t \geq 0$, is predictable; consequently, the process $\bar{A}_{t}=\sum_{i \geq 1} \bar{A}_{t}^{(i)}, t \geq 0$, is predictable.

Corollary. If the functions $F_{i}(t), i \geq 1$, are ( $P$-a.s.) continuous (absolutely continuous) the compensator $\bar{A}_{t}, t \geq 0$ has ( $P$-a.s.) continuous (absolutely continuous) trajectories.

EXAMPLE. Let $W=\left(W_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a Wiener process $\tau=\inf (t \geq 0$, $\left.W_{t}=1\right)\left(\tau=\infty\right.$ if $\left.\sup _{t \geq 0} W_{t}<1\right)$. Let us consider a point process $N=$ $\left(N_{t}, \mathcal{F}_{t}\right)_{2}, t \geq 0$, with $N_{t}=I_{\{\tau \leq t\}}$. If we define the times

$$
\tau_{n}=\inf \left\{t \geq 0: W_{t}=1-\frac{1}{n}\right\}
$$

we shall see that $\tau_{n}<\tau$ and $\lim _{n} \tau_{n}=\tau$ ( $P$-a.s.). Hence the time $\tau$ is predictable and, therefore, the (nondecreasing) process $N_{t}, t \geq 0$, is also
predictable. Consequently, as noted in Section 18.1, this process is predictable and, therefore, in the Doob-Meyer decomposition we have $N_{t}=A_{t}+m_{t}$, $A_{t}=N_{t}$, and $m_{t}=0, t \geq 0$.

We shall consider next the minimal representation of the process $N_{t}=$ $I_{\{r \leq t\}}, t \geq 0$. Let $\mathcal{F}_{t}^{N}=\sigma\left\{\omega: N_{s}, s \leq t\right\}$ and $\bar{N}=\left(N_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$. We shall show that the compensator $\bar{A}=\left(\bar{A}_{t}, \mathcal{F}_{t}^{N}\right)$ of this process can be defined by the formula

$$
\bar{A}_{t}=-\ln \left(1-\sqrt{\frac{2}{\pi}} \int_{(t \wedge \tau)^{-1 / 2}}^{\infty} e^{-y^{2} / 2} d y\right)
$$

In fact, let $F(t)=P(\tau \leq t)$. According to (1.42),

$$
F(t)=\sqrt{\frac{2}{\pi}} \int_{t-1 / 2}^{\infty} e^{-y^{2} / 2} d y
$$

and, by virtue of (18.23), $\bar{A}_{1}=-\ln (1-F(t \wedge \tau))$.
18.2.4. In the class of point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, there are some of relatively simple structure in which the compensator $A=\left(A_{t}, \mathcal{F}_{t}\right), t \geq 0$, has the form

$$
\begin{equation*}
A_{t}=\int_{0}^{t} \lambda_{s} d b_{s} \tag{18.33}
\end{equation*}
$$

where $\lambda=\left(\lambda_{t}(\omega), \mathcal{F}_{t}\right), t \geq 0$, is some nonnegative predictable process, and $b_{t}$ is a deterministic nonnegative right continuous and nondecreasing function.

In the case of a Poisson process (with parameter $\lambda$ ) $\lambda_{t} \equiv \lambda, b_{t} \equiv t$. Hence, the point processes whose compensators satisfy formula (18.33) are naturally called Poisson type processes.

Let $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a point process with a compensator $A=$ $\left(A_{t}, \mathcal{F}_{t}\right), t \geq 0$. Consider the process $\bar{N}=\left(N_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, and let $N_{t}=$ $\bar{A}_{t}+\bar{m}_{t}, t \geq 0$, be its minimal representation. It is not easy, in general, to find the compensator $\bar{A}_{t}$ from the compensator $A_{t}$; this is the case, however, for the Poisson type process.

Theorem 18.3. Let the compensator of a point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, be given by the formula $A_{t}=\int_{0}^{t} \lambda_{s} d b_{s}$. Then

$$
\begin{equation*}
\bar{A}_{t}=\int_{0}^{t} \bar{\lambda}_{s} d b_{s} \tag{18.34}
\end{equation*}
$$

where $\bar{\lambda}_{t}=M\left(\lambda_{t} \mid \mathcal{F}_{t-}^{N}\right)$.
In this case

$$
\begin{equation*}
A_{t}=\int_{0}^{t} \lambda_{s} \bar{\lambda}_{s}^{+} d \bar{A}_{s} \quad\left(\left\{t<\tau_{\infty}\right\}: \quad(P-\text { a.s. })\right) \tag{18.35}
\end{equation*}
$$

where

$$
\bar{\lambda}_{t}^{+}= \begin{cases}\bar{\lambda}_{t}^{-1}, & \bar{\lambda}_{t}>0 \\ 0, & \bar{\lambda}_{t}=0\end{cases}
$$

PROOF. We shall show first that $\int_{0}^{t} \bar{\lambda}_{s} d b_{s}<\infty\left(\left\{t<\tau_{\infty}\right\}\right.$ : (P-a.s.)). By virtue of (18.14),

$$
M \int_{0}^{t} I_{\left\{s \leq \tau_{n}\right\}} \lambda_{s} d b_{s}=M A_{t \wedge \tau_{n}}=M N_{t \wedge \tau_{n}} \leq n
$$

Since the values $I_{\left\{s \leq \tau_{n}\right\}}$ for each $s$ are $\mathcal{F}_{s-}^{N}$-measurable, we have

$$
M \int_{0}^{t \wedge \tau_{n}} \bar{\lambda}_{s} d b_{s}=M \int_{0}^{t} I_{\left\{s \leq \tau_{n}\right\}} \lambda_{s} d b_{s} \leq n
$$

and, therefore. ( $P$-a.s.) on the sets $\left\{t \leq \tau_{n}\right\}, \int_{0}^{t \wedge \tau_{n}} \bar{\lambda}_{s} d b_{s}<\infty, n \geq 1$. Consequently, $\int_{0}^{t} \bar{\lambda}_{s} d b_{s}<\infty\left(\left\{t<\tau_{\infty}\right\}\right.$ : $\left.(P-\mathrm{a} . \mathrm{s})\right)$.

Let $B_{t}=\int_{0}^{t} \bar{\lambda}_{s} d b_{s}, 0 \leq t<\tau_{\infty}$. This process is nondecreasing and right continuous. We shall show that the process $B=\left(B_{t}, \mathcal{F}_{t}^{N}\right), t<\tau_{\infty}$, is a predictable process.

In fact, if $Y=\left(y_{t}, \mathcal{F}_{t}^{N}\right)$ is a bounded nonnegative martingale which has limits to the left, then, by virtue of the equality $y_{s-}=M\left(y_{s} \mid \mathcal{F}_{s-}^{N}\right)$ and the $\mathcal{F}_{s-}^{N}$-measurability of the function $I_{\left\{s \leq \tau_{n}\right\}}$, we obtain

$$
\begin{aligned}
M \int_{0}^{t \wedge \tau_{n}} y_{s} d B_{s} & =M \int_{0}^{t \wedge \tau_{n}} y_{s} \bar{\lambda}_{s} d b_{s} \\
& =M \int_{0}^{t} I_{\left\{s \leq \tau_{n}\right\}} \bar{\lambda}_{s} M\left(y_{s} \mid \mathcal{F}_{s-}^{N}\right) d b_{s} \\
& =M \int_{0}^{t \wedge \tau_{n}} y_{s-} \bar{\lambda}_{s} d b_{s}=\int_{0}^{t \wedge \tau_{n}} y_{s-} d B_{s}
\end{aligned}
$$

Consequently, for each $n \geq 1$, the processes $\left(B_{\tau \wedge \tau_{n}} \mathcal{F}_{t}^{N}\right), t \geq 0$, are predictable processes (Lemma 3.2) and, therefore, the process $\left(B_{t \wedge \tau_{\infty}}, \mathcal{F}_{t}^{N}\right)$, $t \geq 0$, is also a predictable process.

To prove that $\bar{A}_{t}=B_{t}$ it suffices to verify that the process $\bar{m}=\left(\bar{m}_{t}, \mathcal{F}_{t}^{N}\right)$ with $\bar{m}_{t}=N_{t}-B_{t}$ is a $\tau_{\infty}$-local martingale.

But

$$
\bar{m}_{t \wedge \tau_{n}}=m_{t \wedge \tau_{n}}+\int_{0}^{t \wedge \tau_{n}}\left[\lambda_{s}-\bar{\lambda}_{s}\right] d b_{s}
$$

and

$$
\begin{aligned}
M\left[\bar{m}_{t \wedge \tau_{n}}-\bar{m}_{s \wedge \tau_{n}} \mid \mathcal{F}_{s}^{N}\right]= & M\left[m_{t \wedge \tau_{n}}-m_{s \wedge \tau_{n}} \mid \mathcal{F}_{s}^{N}\right] \\
& +M\left[\int_{s \wedge \tau_{n}}^{t \wedge \tau_{n}}\left(\lambda_{u}-\bar{\lambda}_{u}\right) d b_{u} \mid \mathcal{F}_{s}^{N}\right] \\
= & M\left[\int_{s}^{t} I_{\left\{u \leq \tau_{n}\right\}}\left(\lambda_{u}-\bar{\lambda}_{u}\right) d b_{u} \mid \mathcal{F}_{s}^{N}\right] \\
= & M\left[\int_{s}^{t} I_{\left\{u \leq \tau_{n}\right\}} M\left(\lambda_{u}-\bar{\lambda}_{u} \mid \mathcal{F}_{u-}^{N}\right) d b_{u} \mid \mathcal{F}_{s}^{N}\right]=0 .
\end{aligned}
$$

Thus, we have proved (18.34).
To prove (18.35), we first note that

$$
\begin{equation*}
A_{t}=\int_{0}^{t} \lambda_{s} \bar{\lambda}_{s}^{+} d \bar{A}_{s}+a_{t} \tag{18.36}
\end{equation*}
$$

where

$$
a_{t}=\int_{0}^{t} \lambda_{s}\left(1-\bar{\lambda}_{s} \bar{\lambda}_{s}^{+}\right) d b_{s}
$$

But

$$
\begin{aligned}
M a_{t \wedge \tau_{n}} & =M \int_{0}^{t \wedge \tau_{n}} \lambda_{s}\left(1-\bar{\lambda}_{s} \bar{\lambda}_{s}^{+}\right) d b_{s} \\
& =M \int_{0}^{t} I_{\left\{s \leq \tau_{n}\right\}} M\left(\lambda_{s} \mid \mathcal{F}_{s-}^{N}\right)\left[1-\bar{\lambda}_{s} \bar{\lambda}_{s}^{+}\right] d b_{s} \\
& =M \int_{0}^{t} I_{\left\{s \leq \tau_{n}\right\}} \bar{\lambda}_{s}\left(1-\bar{\lambda}_{s} \bar{\lambda}_{s}^{+}\right) d b_{s}=0
\end{aligned}
$$

Consequently, $a_{t}=0\left(\left\{t<\tau_{\infty}\right\}:(P\right.$-a.s. $\left.)\right)$ which, together with (18.36), proves (18.35).

Corollary. If $A_{t}$ is a deterministic function, then $\bar{A}_{t}=A_{t}$.
It suffices to set $\lambda_{t}=1, b_{t}=A_{t}$.
Note. If the assumption $A_{t}=\int_{0}^{t} \lambda_{s} d b_{s}$ is not fulfilled, (18.35) might not hold.

Indeed, the example given at the end of Section 18.3 shows that $A_{t}$ is a discontinuous function, whereas $\bar{A}_{t}$ is an absolutely continuous function.

### 18.3 Construction of Point Processes with Given Compensators: Theorems on Existence and Uniqueness

18.3.1. Consider a probability space $(X, \mathcal{B}, \mu)$ where $X$ is a space of piecewiseconstant functions $x=\left(x_{t}\right), t \geq 0$, such that $x_{0}=0, x_{t}=x_{t-}+(0$ or 1$), \mathcal{B}$
is a $\sigma$-algebra $\sigma\left\{x: x_{s}, s>0\right\}$, and $\mu$ is probability measure on ( $\mathrm{X}, \mathcal{B}$ ). Let $\mathcal{B}_{t}=\sigma\left\{\omega: x_{s}, s \leq t\right\}$ and $\tau_{i}(x)=\inf \left\{s \geq 0: x_{s}=i\right\}$, setting $\tau_{i}(x)=\infty$ if $\lim _{t \rightarrow \infty} x_{t}<i$, and let $\tau_{\infty}(x)=\lim _{i \rightarrow \infty} \tau_{i}(x)$.

We shall note that for each function $x=\left(x_{t}\right), t \geq 0, x_{t}=\sum_{i \geq 1} I_{\left\{\tau_{i}(x) \leq t\right\}}$ and the family of $\sigma$-algebras $\left(\mathcal{B}_{t}\right), t \geq 0$, is right continuous (Lemma 18.6).

According to Section 18.1, the process $X=\left(x_{t}, \mathcal{B}_{t}\right), t \geq 0$ on the probability space ( $\mathrm{X}, \mathcal{B}, \mu$ ), is a point process. the compensator $A=\left(A_{t}(x), \mathcal{B}_{t}\right)$ of this process can be defined (Theorem 18.2) by the formula

$$
\begin{equation*}
A_{t}(x)=\sum_{i \geq 1} A_{t}^{(i)}(x) \tag{18.37}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{t}^{(i)}(x)=\int_{0}^{t \wedge \tau_{i}(x)} \frac{d F_{i}(u)}{1-F_{i}(u-)}, \tag{18.38}
\end{equation*}
$$

and the functions

$$
F_{1}(t)=\mu\left\{x: \tau_{1}(x) \leq t\right\}, \quad F_{i}(t)=\mu\left\{x: \tau_{i}(x) \leq t \mid \tau_{i-1}(x), \ldots, \tau_{1}(x)\right\}
$$

are regular conditional distribution functions, $i \geq 2$.
It follows from (18.38) that there exist Borel functions $Q_{i}\left(s_{i} ; s_{i-1}, \ldots, s_{1}\right.$, $\left.s_{0}\right), i \geq 1, s_{0} \equiv 0$, such that:
(A) for fixed $s_{i-1}, \ldots, s_{1}, s_{0}$, the function $Q_{i}\left(s_{i} ; s_{i-1}, \ldots, s_{1}, s_{0}\right)$, is nondecreasing right continuous with jumps not exceeding unity and, for $s_{i-1}<$ $\infty$,

$$
\lim _{s_{i} \downarrow s_{i-1}} Q_{i}\left(s_{i} ; s_{i-1}, \ldots, s_{1}, s_{0}\right)=0 ;
$$

(B) $Q_{i}\left(s_{i} ; s_{i-1}, \ldots, s_{1}, s_{0}\right)=0$ outside of the domain

$$
\left\{\left(s_{i}, s_{i-1}, \ldots, s_{1}, s_{0}\right): s_{i}>s_{i-1}>\cdots>s_{1}>s_{0}\right\} ;
$$

(C)

$$
A_{t}^{(i)}(x)=Q_{i}\left(t \wedge \tau_{i}(x) ; \tau_{i-1}(x), \ldots, \tau_{1}(x), 0\right)
$$

It is obvious from (18.37) and (18.38) that the measure $\mu$ completely defines the compensator of a point process.

The theorem given below demonstrates that the converse also holds in a certain sense.

Theorem 18.4 (Existence Theorem). Let $Q_{i}\left(s_{i} ; s_{i-1}, \ldots, s_{1}, s_{0}\right), i \geq 1$, be a sequence of Borel functions satisfying ( $A$ ) and ( $B$ ). Then, on the measurable space $(\mathrm{X}, \mathcal{B})$, there exists a probability measure $\mu$ such that the process

$$
A=\left(A_{t}(x), \mathcal{B}_{t}, \mu\right), \quad t \geq 0, \quad \text { with } \quad A_{t}(x)=\sum_{i \geq 1} A_{t}^{(i)}(x)
$$

and

$$
A_{t}^{(i)}(x)=Q_{i}\left(t \wedge \tau_{i}(x): \tau_{i-1}(x), \ldots, \tau_{1}(x), 0\right)
$$

is a compensator of the point process $X=\left(x_{t}, \mathcal{B}_{t}, \mu\right), t \geq 0^{5}$.
Before proving this theorem we shall give two lemmas.
18.3.2.

Lemma 18.7. Let $A_{t}$ and $B_{t}, t \geq 0$, be right continuous functions of bounded variation (on any finite interval of time). Then we have the following formulae of integration by parts for Stieltjes integrals:

$$
\begin{equation*}
A_{t} B_{t}=A_{0} B_{0}+\int_{0}^{t} A_{s-} d B_{s}+\int_{0}^{t} B_{s} d A_{s} \tag{18.39}
\end{equation*}
$$

and

$$
\begin{align*}
A_{t} B_{t}= & A_{0} B_{0}+\int_{0}^{t} A_{s-} d B_{s}+\int_{0}^{t} B_{s-} d A_{s} \\
& +\sum_{s \leq t}\left(A_{s}-A_{s-}\right)\left(B_{s}-B_{s-}\right) \tag{18.40}
\end{align*}
$$

PROOF. We shall note first that the functions $A_{t}$ and $B_{t}$ have the limits to the left (at each point $t>0$ ) $A_{t-}=\lim _{s \uparrow t} A_{s}, B_{t-}=\lim _{s \uparrow t} B_{s}$ since each of them can be represented as the difference of two nondecreasing functions. Further, all Stieltjes integrals considered, $\int_{s}^{t} f(u) d A_{u}$, of the Borel functions $f(u)$ can be understood as Lebesgue-Stieltjes integrals over the set $(s, t]$, i.e.,

$$
\int_{s}^{t} f(u) d A_{u} \equiv \int_{(s, t]} f(u) d A_{u}=\int f(u) I_{(s, t]}(u) d A_{u}
$$

Therefore, in particular, for $s \leq t$,

$$
\int_{0}^{t} I_{(0, s]}(u) d A_{u}=A_{s}-A_{0}, \quad \int_{0}^{t} I_{\{s\}}(u) d A_{u}=A_{s}-A_{s-}
$$

and

$$
\int_{0}^{t} I_{(0, s)}(u) d A_{u}=A_{s-}-A_{0}
$$

To prove (18.39) we shall note, that by virtue of the Fubini theorem.

[^45]\[

$$
\begin{aligned}
& \left(A_{t}-A_{0}\right)\left(B_{t}-B_{0}\right)=\int_{(0, t] \times(0, t]} d A_{s} d B_{u} \\
= & \int_{(0, t] \times(0, t]} I_{(s \geq u)} d A_{s} d B_{u}+\int_{(0, t] \times(0, t]} I_{(s<u)} d A_{s} d B_{u} \\
= & \int_{0}^{t}\left(B_{s}-B_{0}\right) d A_{s} \int_{0}^{t}\left(A_{u-}-A_{0}\right) d B_{u} \\
= & \int_{0}^{t} B_{s} d A_{s}+\int_{0}^{t} A_{u-} d B_{u}-B_{0}\left(A_{t}-A_{0}\right)-A_{0}\left(B_{t}-B_{0}\right) .
\end{aligned}
$$
\]

From this we immediately obtain (18.39).
Finally, to establish (18.40) we need only show that

$$
\int_{0}^{t}\left(B_{s}-B_{s-}\right) d A_{s}=\sum_{s \leq t} \Delta B_{s} \Delta A_{s}
$$

where

$$
\Delta B_{s}=B_{s}-B_{s-}, \quad \Delta A_{s}=A_{s}-A_{s-}
$$

Let

$$
A_{t}^{c}=A_{t}-\sum_{s \leq t} \Delta A_{s}
$$

Then

$$
\int_{0}^{t}\left(B_{s}-B_{s-}\right) d A_{s}-\sum_{s \leq t} \Delta A_{s} \Delta B_{s}=\int_{0}^{t}\left(B_{s}-B_{s-}\right) d A_{s}^{c}=0
$$

since $A_{t}^{c}$ is a continuous function, and $B_{t}$ has no more than a countable number of discontinuity points.

Note 1. We shall write (18.39) as

$$
\begin{equation*}
d A_{t} B_{t}=A_{t-} d B_{t}+B_{t} d A_{t} \tag{18.41}
\end{equation*}
$$

Note 2. We shall agree that $A_{0-}=B_{0-}=0$. Then (18.39) can be written as

$$
\begin{equation*}
A_{t} B_{t}=\int_{[0, t]} A_{s-} d B_{s}+\int_{[0, t]} B_{s} d A_{s} \tag{18.42}
\end{equation*}
$$

Corollary. Let $A_{t} \geq 0$. Then

$$
\begin{equation*}
\int_{0}^{t} A_{s-}^{n-1} d A_{s} \leq \frac{A_{t}^{n}-A_{0}^{n}}{n} \leq \int_{0}^{t} A_{s}^{n-1} d A_{s} \tag{18.43}
\end{equation*}
$$

### 18.3.3.

Lemma 18.8. Let $a_{t}, t \geq 0$, be a nondecreasing right continuous function with $A_{0}=0$ and let $a_{t}, t \geq 0$, be a measurable function with

$$
\int_{0}^{t}\left|a_{s}\right| d A_{s}<\infty, \quad t<\infty
$$

Then the equation

$$
\begin{equation*}
Z_{t}=Z_{0}+\int_{0}^{t} Z_{s-} a_{s} d A_{s} \tag{18.44}
\end{equation*}
$$

has a unique locally bounded $\left(\sup _{s \leq t}\left|Z_{s}\right|<\infty, t<\infty\right)$ solution which has limits to the left and can be defined by the formula

$$
\begin{equation*}
Z_{t}=Z_{0} \prod_{s \leq t}\left[1+a_{s} \Delta A_{s}\right] \exp \left(\int_{0}^{t} a_{s} d A_{s}^{c}\right) \tag{18.45}
\end{equation*}
$$

where $\Delta A_{s}=A_{s}-A_{s-}, A_{s}^{c}=A_{s}-\sum_{u \leq s} \Delta A_{u}$.
PROOF. Let

$$
U_{t}=Z_{0} \prod_{s \leq t}\left[1+a_{s} \Delta A_{s}\right], \quad V_{t}=\exp \left(\int_{0}^{t} a_{s} d A_{s}^{c}\right)
$$

Then, by virtue of (18.39),

$$
\begin{aligned}
Z_{t}=U_{t} V_{t} & =Z_{0}+\int_{0}^{t} U_{s-} d V_{s}+\int_{0}^{t} V_{s} d U_{s} \\
& =Z_{0}+\int_{0}^{t} U_{s-} V_{s} a_{s} d A_{s}^{c}+\sum_{s \leq t} V_{s} U_{s-} a_{s} \Delta A_{s} \\
& =Z_{0}+\int_{0}^{t} Z_{s-} a_{s} d A_{s}
\end{aligned}
$$

Thus, the function $Z_{t}$ given by (18.45) is a solution of Equation (18.44). We shall show that this solution is unique in the class of locally bounded solutions.

Let $Z_{t}^{\prime}, t \geq 0$ be another solution. Let

$$
\tilde{Z}_{t}=Z_{t}-Z_{t}^{\prime}, \quad L(t)=\sup _{s \leq t}\left|\tilde{Z}_{s}\right|, \quad \alpha(s)=\int_{0}^{s}\left|a_{u}\right| d A_{u}
$$

Then, for any $s \leq t$,

$$
\left|\tilde{Z}_{s}\right| \leq \int_{0}^{s}\left|\tilde{Z}_{u-}\right|\left|a_{u}\right| d A_{u} \leq L(t) \alpha(s)
$$

and, therefore, by virtue of (18.43),

$$
\left|\tilde{Z}_{s}\right| \leq \int_{0}^{s}\left|\tilde{Z}_{u-}\right|\left|a_{u}\right| d A_{u} \leq L(t) \int_{0}^{s} \alpha(u-) d \alpha(u) \leq L(t) \frac{\alpha^{2}(s)}{2!}
$$

Similarly,

$$
\left|\tilde{Z}_{s}\right| \leq \frac{L(t)}{2} \int_{0}^{t} \alpha^{2}(u-) d \alpha(u) \leq \frac{L(t) \alpha^{3}(s)}{3!}
$$

and, in general, for $s \leq t$, and for any $n \geq 1$,

$$
\left|\tilde{Z}_{s}\right| \leq \frac{L(t)}{n!} \alpha^{n}(s) .
$$

From this we have $\tilde{Z}_{s} \equiv 0, s \geq 0$,

Corollary. The equation

$$
\begin{equation*}
Z_{t}=Z_{0}-\int_{0}^{t} Z_{s-} d A_{s} \tag{18.46}
\end{equation*}
$$

with $Z_{0} \geq 0$ and $\Delta A_{s} \leq 1, A_{t}<\infty, t \geq 0$, has the unique nonnegative locally bounded solution

$$
\begin{equation*}
Z_{t}=Z_{0} \exp \left(-A_{t}^{c}\right) \cdot \prod_{s \leq t}\left(1-\Delta A_{s}\right) \tag{18.47}
\end{equation*}
$$

### 18.3.4.

PROOF OF THEOREM 18.4. Consider the equations

$$
\begin{equation*}
\Phi_{t}^{(i)}=1-\int_{0}^{t} \Phi_{s-}^{(i)} d_{s} Q_{i}\left(s ; s_{i-1}, \ldots, s_{0}\right), \quad i \geq 1 \tag{18.48}
\end{equation*}
$$

By virtue of (18.47), the $\Phi_{t}^{(i)}=\Phi_{t}^{(i)}\left(s_{i-1}, \ldots, s_{0}\right)$ are given by the formulae

$$
\begin{equation*}
\Phi_{t}^{(i)}\left(s_{i-1}, \ldots, s_{0}\right)=\exp \left(-Q_{i}^{c}\left(t ; s_{i-1}, \ldots, s_{0}\right)\right) \cdot \prod_{s \leq t}\left[1-\Delta Q_{i}\left(s ; s_{i-1}, \ldots, s_{0}\right)\right] \tag{18.49}
\end{equation*}
$$

with

$$
\begin{gathered}
\Delta Q_{i}\left(s ; s_{i-1}, \ldots, s_{0}\right)=Q_{i}\left(s ; s_{i-1}, \ldots, s_{0}\right)-Q_{i}\left(s-; s_{i-1}, \ldots, s_{0}\right) \\
Q_{i}^{c}\left(t ; s_{i-1}, \ldots, s_{0}\right)=Q_{i}\left(t ; s_{i-1}, \ldots, s_{0}\right)-\sum_{s \leq t} \Delta Q_{i}\left(s ; s_{i-1}, \ldots, s_{0}\right)
\end{gathered}
$$

Let

$$
\begin{equation*}
F_{i}\left(t ; s_{i-1}, \ldots, s_{0}\right)=1-\Phi_{t}^{(i)}\left(s_{i-1}, \ldots, s_{0}\right) \tag{18.50}
\end{equation*}
$$

It follows from (18.49) that the $F_{i}\left(t ; s_{i-1}, \ldots, s_{0}\right)$ are Borel functions different from zero only for $t>s_{i-1}>\cdots>s_{1}>0$ and are distribution
functions (of some random variable taking on, perhaps, a value $+\infty$ as well) for fixed $s_{i-1}, \ldots, s_{0}$. Furthermore, because of (A) (Subsection 18.3.1),

$$
\begin{equation*}
\lim _{t \downarrow s_{i-1}<\infty} F_{i}\left(t ; s_{i-1}, \ldots, s_{0}\right)=0 \tag{18.51}
\end{equation*}
$$

Let

$$
\begin{align*}
H_{1}\left(t_{1}\right)= & F_{1}\left(t_{1} ; 0\right), \\
H_{2}\left(t_{1}, t_{2}\right)= & \int_{0}^{t_{1}} F_{2}\left(t_{2} ; s_{1}, 0\right) d_{s_{1}} F_{1}\left(s_{1} ; 0\right), \\
\vdots & \\
H_{i}\left(t_{i}, \ldots, t_{1}\right)= & \int_{0}^{t_{1}} \cdots \int_{0}^{t_{i-1}} F_{i}\left(t_{i} ; s_{i-1}, \ldots, s_{1}, 0\right) \\
& \times d_{s_{i-1}} F_{i-1}\left(s_{i-1} ; s_{i}, \ldots, s_{1}\right) \ldots  \tag{18.52}\\
& \cdots \times d_{s_{2}} F_{2}\left(s_{2} ; s_{1}, 0\right) d_{s_{1}} F_{1}\left(s_{1} ; 0\right) .
\end{align*}
$$

It follows from Kolmogorov's theorem on measure extension that there exist a probability space $(\Omega, \mathcal{F}, P)$ and random variables $\sigma_{1}, \sigma_{2}, \ldots$, given on it such that

$$
P\left\{\sigma_{1} \leq t_{1}, \ldots, \sigma_{i} \leq t_{i}\right\}=H_{i}\left(t_{i}, \ldots, t_{1}\right)
$$

In this case

$$
\begin{aligned}
P\left\{\sigma_{2} \leq \sigma_{1}<\infty\right\} & =\int_{\left\{\left(t_{1}, t_{2}\right): t_{2} \leq t_{1}<\infty\right\}} H_{2}\left(d t_{2}, d t_{1}\right) \\
& =\int_{\left\{\left(t_{1}, t_{2}\right): t_{2} \leq t_{1}<\infty\right\}} d_{t_{2}} F_{2}\left(t_{2} ; t_{1}, 0\right) d_{t_{1}} F_{1}\left(t_{1} ; 0\right) \\
& =\int_{(0, \infty)} d_{t_{1}} F_{1}\left(t_{1} ; 0\right)\left[\int_{\left(0, t_{1}\right]} d_{t_{2}} F_{2}\left(t_{2} ; t_{1}, 0\right)\right]=0
\end{aligned}
$$

since $F_{2}\left(t_{2} ; t_{1}, 0\right)=0$ for $0 \leq t_{2} \leq t_{1}<\infty$.
It can be verified in a similar way that $P\left\{\sigma_{i+1} \leq \sigma_{i}<\infty\right\}=0$. Therefore, the relation $\sigma_{i}=\sigma_{j}=\infty$ holds ( $P$-a.s.) on the set $\left\{\omega: \sigma_{j} \leq \sigma_{i}\right\}, j>i$.

Let us denote by $\Omega_{0}$ the set of $\omega \in \Omega$ for which there are $i, i=1,2, \ldots$, such that $\sigma_{i+1}(\omega)=\sigma_{i}(\omega)<\infty$. It is clear that

$$
P\left(\Omega_{0}\right) \leq \sum_{i} P\left\{\sigma_{i+1}=\sigma_{i}<\infty\right\}=0
$$

Let us consider now the mapping $\varphi$ of a space $\Omega \backslash \Omega_{0}$ into a space $X$ defined by the formula $x_{t}(\omega)=\sum_{i \geq 1} I_{\left\{\sigma_{i}(\omega) \leq t\right\}}$. In other words, each point $\omega \in \Omega \backslash \Omega_{0}$ can be associated with a step function $x \in \mathrm{X}$ such that the time $\tau_{i}(x)$ of its $i$ th jump is equal to $\sigma_{i}(\omega)$.

We shall denote by $\nu$ a measure on (X, $\mathcal{B}$ ) induced by the mapping $\varphi$ of the space $\Omega \backslash \Omega_{0}$ into X: $\mu(B)=P\left\{\varphi^{-1}(B)\right\}, B \in \mathcal{B}$.

The process $X=\left(x_{t}, \mathcal{B}_{t}, \mu\right), t \geq 0$, is a point process and, by virtue of the decomposition (18.6),

$$
x_{t}=m_{t}(x)+a_{t}(x), \quad t<\tau_{\infty}(x),
$$

where $a=\left(a_{t}(x), \mathcal{B}_{t}\right)$ is the compensator of the constructed process. By virtue of Theorem 18.2, $a_{t}(x)=\sum_{i>1} a_{t}^{(i)}(x)$ where the $a_{t}^{(i)}(x)$ are defined according to (18.23). Recalling how the measure $\mu$ was constructed and the definition of $A_{t}^{(i)}(x)$, and noting that $a_{t}^{(i)}(x)=A_{t}^{(i)}(x), i=1,2, \ldots$, it follows, therefore, that $a_{t}(x)=A_{t}(x)$.
18.3.5.

EXAMPLE 1. Let $A_{t}, t \geq 0$ be a deterministic right continuous nondecreasing function with $A_{0}=0, \Delta A_{t} \leq 1$. Then $A_{t}, t \geq 0$, is the compensator of a certain point process.

In fact, it suffices to set

$$
Q_{1}(s ; 0)=A_{s}, \quad Q_{i}\left(s_{i} ; s_{i-1}, \ldots, s_{1}, 0\right)=A_{s_{i}}-A_{s_{i} \wedge s_{i-1}}, \quad i \geq 2 .
$$

EXAMPLE 2 . The process $A=\left(A_{t}(x), \mathcal{B}_{t}\right), t \geq 0$, with continuous (for each $x \in \mathrm{X}$ ) nondecreasing trajectories, $A_{0}(x)=0$, is the compensator of a point process.

Indeed the processes $A_{t}^{(1)}(x)=A_{t \wedge \tau_{1}(x)}(x)$ and $A_{t}^{(i)}(x)=A_{t \wedge \tau_{\mathrm{i}-1}(x)}(x)-$ $A_{t \wedge \tau_{i}(x)}(x)$ are adapted to the families $\left(\mathcal{B}_{t \wedge \tau_{i}(x)}\right), t \geq 0, i \geq 1$, respectively, which implies the existence of the functions $Q_{i}\left(s_{i} ; s_{i-1}, \ldots, s_{0}\right)$ satisfying (A)-(C) (Section 18.3.1).

### 18.3.6.

Theorem 18.5 (Theorem on Uniqueness). Let $A=\left(A_{t}(x), \mathcal{B}_{t}, \mu\right)$ and $B=\left(B_{t}(x), \mathcal{B}_{t}, \nu\right), t \geq 0$, be compensators of point processes $\left(x_{t}, \mathcal{B}_{t}, \mu\right)$ and $\left(x_{t}, \mathcal{B}_{t}, \nu\right), t \geq 0$, respectively. Let $\theta=\theta(x)$ be a Markov time (with respect to the system $\left.\left(\mathcal{B}_{t}\right), t \geq 0\right)$ such that $\mu$ (or $\nu$ ) ( $P$-a.s.), $A_{t \wedge \theta}=B_{t \wedge \theta}$. Then the narrowings $\mu / \mathcal{B}_{\theta \wedge \tau_{\infty}}$ and $\nu / \mathcal{B}_{\theta \wedge \tau_{\infty}}$ of the measures $\mu$ and $\nu$ by the $\sigma$-algebra $\mathcal{B}_{\theta \wedge \tau_{\infty}}=\sigma\left(\cup_{n} \mathcal{B}_{\theta \wedge \tau_{n}}\right)$ coincide.

We shall, prove this theorem on the basis of the two lemmas which follow.
Let $N=\left(x_{t}, \mathcal{B}_{t}, \mu\right), t \geq 0$, be a point process with a compensator $A=$ $\left(A_{t}(x), \mathcal{B}_{t}\right)$ and let $\theta=\theta(x)$ be a Markov time. Let us consider the 'stopped' process $\tilde{N}=\left(\tilde{x}_{t}, \tilde{\mathcal{B}}_{t}, \mu\right), t \geq 0$, where

$$
\tilde{x}_{t}=x_{t \wedge \theta}(x), \quad \tilde{\mathcal{B}}_{t}=\sigma\left\{x: x_{s \wedge \theta}, s \leq t\right\} .
$$

Since the $\sigma$-algebra $\tilde{\mathcal{B}}_{t}=\mathcal{B}_{t \wedge \theta}$ (see, for example, Theorem 6, Chapter 1, in [285]), and the restricted measure $\mu$ on a $\sigma$-algebra $\mathcal{B}_{\theta}$ is $\tilde{\mu}=\mu / \mathcal{B}_{\theta}, \tilde{N}=$ $\left(\tilde{x}_{t}, \tilde{\mathcal{B}}_{t}, \tilde{\mu}\right), t \geq 1$. Denote by $\tilde{A}=\left(\tilde{A}_{t}(\tilde{x}), \tilde{B}_{t}\right)$ the compensator of this point process.

Lemma 18.9. If $\tilde{x}_{t}=x_{t \wedge \theta(x)}, t \geq 0$, then $\tilde{A}_{t}(\tilde{x})=A_{t \wedge \theta}(x)$.
The proof follows immediately from the fact that the process

$$
\left.\left(\tilde{x}_{t}-\tilde{A}_{t}, \tilde{\mathcal{B}}_{t}, \tilde{\mu}\right)=x_{t \wedge \theta}-A_{t \wedge \theta}, \mathcal{B}_{t \wedge \theta}, \mu\right)
$$

is a local martingale.

Lemma 18.10. Let $(\Omega, \mathcal{F}, P)$ be a probability space on which a random variable $\alpha=\alpha(\omega)$ and a sub- $\sigma$-algebra $\mathcal{G} \subseteq \mathcal{F}$ are given. Let $\underset{\tilde{F}}{ }(t, \omega)=P(\alpha \leq t \mid \mathcal{G})$ be a regular conditional distribution function and let $\tilde{F}(t, \omega)$ be a measurable nondecreasing, right continuous (over $t$ for fixed $\omega$ ) function such that $0 \leq \tilde{F}(t, \omega) \leq 1$ and $\tilde{F}(t \wedge \alpha, \omega)=F(t \wedge \alpha, \omega)(P$-a.s.) for each $t \in \mathbb{R}$. Then $\tilde{F}(t, \omega)=F(t, \omega)(P$-a.s.) for each $t \in \mathbb{R}$.

PROOF. Let us consider first the case where the $\sigma$-algebra $\mathcal{G}=\{\emptyset, \Omega\}$ is trivial, and $\tilde{F}(t, \omega)$ is independent of $\omega$. Then the assertion of the lemma consists of the fact that the equality $\tilde{F}(t \wedge \alpha)=F(t \wedge \alpha)(P$-a.s. $), t \in \mathbb{R}$, implies the correspondence of the functions $\tilde{F}(t)$ and $F(t)$.

Write $\beta=\inf \{t \in \mathbb{R}: F(t)=1\} \quad(\beta=\infty$ if for all $t \in \mathbb{R}, F(T)<1)$. Let a point $\beta(\beta<\infty)$ be a discontinuity point of the function $F(t)$, i.e., $1=F(\beta)>F(\beta-)$. Then $P\{\alpha=\beta\}>0$ and, therefore, the set $\{\omega: \alpha(\omega)=$ $\beta\}$ is nonempty. Let us take an arbitrary point $\omega^{0} \in\{\omega: \alpha(\omega)=\beta\}$. Then $\tilde{F}(t \wedge \beta)=\tilde{F}\left(t \wedge \alpha\left(\omega^{0}\right)\right)=F\left(t \wedge \alpha\left(\omega^{0}\right)\right)=F(t \wedge \beta)$ and, therefore, $\tilde{F}(t)=F(t)$ for all $t \leq \beta$. In addition, since $F(\beta)=1$ and thus $\tilde{F}(t)=F(t)$ for all $t \in \mathbb{R}$. Let the point $\beta(\beta<\infty)$ be a continuity point. Then $P\{\beta-\varepsilon \leq \alpha(\omega) \leq \beta\}>$ $0, \varepsilon>0$. By taking a point

$$
\omega^{\prime} \in\{\omega: \beta-\varepsilon \leq \alpha(\omega) \leq \beta\}
$$

as before we can show that $\tilde{F}(t)=F(t), t \leq \beta-\varepsilon$. Because of the arbitrariness of $\varepsilon>0$ we have that $\tilde{F}(t)=F(t)$ for all $t \in \mathbb{R}$.

The case with $\beta=\infty$ can be treated similarly.
Let us take now a general case. Since

$$
\begin{aligned}
0 & =M I_{\{F(t \wedge \alpha, \omega) \neq \tilde{F}(t \wedge \alpha, \omega)\}}(\omega) \\
& =M M\left[I_{\{F(t \wedge \alpha, \omega) \neq \tilde{F}(t \wedge \alpha, \omega)\}}(\omega) \mid \mathcal{G}\right]
\end{aligned}
$$

for almost all $(\alpha, \omega)$ (with respect to measure $F(d \alpha, \omega) P(d \omega)) F(t \wedge \alpha, \omega)=$ $\tilde{F}(t \wedge \alpha, \omega)$. As in the case discussed above, we can deduce that, for almost all $\omega$ and any $t \in \mathbb{R}, F(t, \omega)=\tilde{F}(t, \omega)$.

PROOF OF THEOREM 18.5. Using the notation given before (Lemma 18.9), we shall note that it suffices to show that the equality

$$
\tilde{\mu}\left\{x: \tilde{A}_{t}(x)=\tilde{B}_{t}(x), t \geq 0\right\}=1
$$

implies that $\tilde{\mu}=\tilde{\nu}$. Hence, without loss of generality, we need only establish that $\mu\left\{x: A_{t}(x)=B_{t}(x), t \geq 0\right\}=1$ implies $\mu=\nu$.

Let

$$
\begin{aligned}
& F_{i}^{A}(t)=\mu\left\{\tau_{i}(x) \leq t \mid \tau_{i-1}, \ldots, \tau_{1}, \tau_{0}\right\} \\
& F_{i}^{B}(t)=\nu\left\{\tau_{i}(x) \leq t \mid \tau_{i-1}, \ldots, \tau_{1}, \tau_{0}\right\}, \quad \tau_{0} \equiv 0, \quad i=1,2, \ldots
\end{aligned}
$$

Then, by virtue of (18.23), for $t \leq \tau_{i}(x)$ it follows that

$$
d F_{i}^{A}(t)=\left[1-F_{i}^{A}(t-)\right] d A_{t}^{(i)}, \quad d F_{i}^{B}(t)=\left[1-F_{i}^{B}(t-)\right] d B_{t}^{(i)}
$$

But $A_{t}^{(i)}=B_{t}^{(i)}$, hence, by virtue of Lemma 18.8, ( $\mu$-a.s.)

$$
F_{i}^{A}\left(t \wedge \tau_{i}\right)=F_{i}^{B}\left(t \wedge \tau_{i}\right), \quad i=1,2, \ldots ; t \geq 0
$$

and, using Lemma 18.10, this implies the equality ( $\mu$-a.s.)

$$
F_{i}^{A}(t)=F_{i}^{B}(t), \quad i=1,2, \ldots, t \geq 0
$$

Let us note that $F_{1}^{A}(t)$ and $F_{1}^{B}(t)$ are deterministic functions. Hence, the fact that they are equal implies that the measures $\mu$ and $\nu$ coincide on the $\sigma$-algebra $\mathcal{B}_{\tau_{1}}$. Furthermore, $F_{2}^{A}(t)=\mu\left\{\tau_{2} \leq t \mid \tau_{1}\right\}$ coincides ( $\mu$-a.s.) with $F_{2}^{B}(t)=\nu\left\{\tau_{2} \leq t \mid \tau_{1}\right\}$. Hence, by taking the relation $\mu / \mathcal{B}_{\tau_{1}}=\nu / \mathcal{B}_{\tau_{1}}$ into account, we find that $\mu\left\{\tau_{2} \leq t, \tau_{1} \leq s\right\}=\nu\left\{\tau_{2} \leq t, \tau_{1} \leq s\right\}$ and, therefore, $\mu / \mathcal{B}_{\tau_{2}}=\nu / \mathcal{B}_{\tau_{2}}$. Similarly, for any $n, \mu / \mathcal{B}_{\tau_{n}}=\nu / \mathcal{B}_{\tau_{n}}$ and, therefore, $\mu / \mathcal{B}_{\infty}=\nu / \mathcal{B}_{\infty}$ where $\mathcal{B}_{\infty}=\sigma\left(\cup_{n} \mathcal{B}_{\tau_{n}}\right)$.

### 18.4 Stieltjes Stochastic Integrals

18.4.1. Let $(\Omega, \mathcal{F}, P)$ be some probability space with a distinguished family $\left(\mathcal{F}_{t}\right), t \geq 0$, of right continuous sub- $\sigma$-algebras of $\mathcal{F}$ augmented by sets from $\mathcal{F}$ of zero probability.

Let us consider a point process $N=\left(N_{t}, \mathcal{F}_{t}\right)$ with compensator $A=$ $\left(A_{t}, \mathcal{F}_{t}\right), t \geq 0$. The trajectories $N_{t}(\omega), t \geq 0$, are nondecreasing right continuous functions of $t<\tau_{\infty}$ for each $\omega \in \Omega$, and the trajectories are the same functions as those above for almost all $\omega \in \Omega$.

Let

$$
\begin{gathered}
C=\left\{(t, \omega): t<\tau_{\infty}(\omega)\right\}, \quad C_{t}=\{\omega:(t, \omega) \in C\}, \quad C_{\omega}=\{t:(t, \omega) \in C\}, \\
f=\left(f_{t}(\omega), \mathcal{F}_{t}\right), \quad t \geq 0
\end{gathered}
$$

be a nonnegative process of class $\Phi_{1}$ (see Definition 1 in Section 5.4). Then for each $t>0$ and for almost all $\omega \in C_{t}$, we can define the Stieltjes integrals

$$
\begin{equation*}
\int_{0}^{t} f_{s}(\omega) d N_{s}, \quad \int_{0}^{t} f_{s}(\omega) d A_{s} \tag{18.53}
\end{equation*}
$$

understood (for fixed $\omega$ ) as Lebesgue-Stieltjes integrals over a set ( $0, t$ ].
Stieltjes integrals play just as an essential role in the theory of point process as that which Itô's stochastic integrals play in the theory of diffusiontype processes.

Before investigating the properties of such integrals we shall consider an example which may reveal the significance of predictable processes (i.e., processes of class $\Phi_{3} \subseteq \Phi_{1}$; see Definition 3, Section 5.4) in the theory of integration in the Stieltjes sense.

EXAMPLE 3. Let $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a Poisson process with parameter $\lambda>0$. Then $A_{t}=\lambda t$ and, if $f_{s}=N_{s}$, it follows that

$$
\int_{0}^{t} N_{s} d N_{s}=\sum_{s \leq t} N_{s}\left[N_{s}-N_{s-}\right]=1+2+\cdots+N_{t}=\frac{N_{t}\left(N_{t}+1\right)}{2}
$$

and, therefore,

$$
M \int_{0}^{t} N_{s} d N_{s}=\frac{1}{2}\left[M N_{t}^{2}+M N_{t}\right]=\frac{\lambda^{2} t^{2}}{2}+\lambda t
$$

Further,

$$
M \int_{0}^{t} N_{s} d A_{s}=\frac{\lambda^{2} t^{2}}{2}
$$

and the integral $\int_{0}^{t} N_{s} d m_{s}$ (over the martingale $m_{s}=N_{s}-A_{s}$, so that $\int_{0}^{t} N_{s} d N_{s}-\int_{0}^{t} N_{s} d A_{s}$ ), is such that $M \int_{0}^{t} N_{s} d m_{s}=\lambda t$. Similarly,

$$
M\left[\int_{s}^{t} N_{u} d m_{u} \mid \mathcal{F}_{s}^{N}\right]=\lambda(t-s)
$$

Thus, unlike the Itô stochastic integrals

$$
\int_{0}^{t} f_{s} d W_{s} \quad\left(f \in \mathcal{M}_{t}\right)
$$

the Stieltjes integrals (over the martingale $m_{s}=N_{s}-A_{s}$ ) are not, in general, martingales (for $f \in \Phi_{1}$ ).

It is not difficult to establish, however, that if we consider the integrals $\int_{0}^{t} N_{s}-d N_{s}$ and $\int_{0}^{t} N_{s}-d A_{s}$ instead of the integrals $\int_{0}^{t} N_{s} d N_{s}$ and $\int_{0}^{t} N_{s-} d A_{s}$, by virtue of the equalities

$$
\begin{aligned}
\int_{0}^{t} N_{s-} d N_{s}= & \sum_{s \leq t} N_{s-}\left[N_{s}-N_{s-}\right]=\sum_{s \leq t} N_{s}\left[N_{s}-N_{s-}\right] \\
& -\sum_{s \leq t}\left[N_{s}-N_{s-}\right]^{2}=\frac{N_{t}\left(N_{t}-1\right)}{2}
\end{aligned}
$$

the expectation $M \int_{0}^{t} N_{s-} d N_{s}=\lambda^{2} t^{2} / 2$ and, therefore, $M \int_{0}^{t} N_{s-} d m_{s}=0$. Similarly, $M\left[\int_{s}^{t} N_{u-} d m_{u} \mid \mathcal{F}_{s}\right]=0$; thus, the process $\left(\int_{0}^{t} N_{s-} d m_{s}, \mathcal{F}_{s}\right), t \geq 0$ is a martingale.

It follows that the stochastic integral $\int_{0}^{t} N_{s-} d m_{s}$ of the predictable function ( $N_{s-}$ ) over the martingale ( $m_{s}$ ) is also a martingale, This property of predictable functions explains the role they play in the investigation of Stieltjes integrals.
18.4.2. We shall note some properties of Stieltjes stochastic integrals

$$
\int_{0}^{t} f_{s} d N_{s}, \quad \int_{0}^{t} f_{s} d A_{s} \quad \text { and } \quad \int_{0}^{t} f_{s} d m_{s} \quad\left(=\int_{0}^{t} f_{s} d N_{s}-\int_{0}^{t} f_{s} d A_{s}\right)
$$

Theorem 18.6. Let $f=\left(f_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a nonnegative process with $P\left(f_{t}<\right.$ $\infty)=1, t \geq 0$.

If $f \in \Phi_{3}$, then

$$
\begin{equation*}
M \int_{0}^{\tau_{\infty}} f_{s} d N_{s}=M \int_{0}^{\tau_{\infty}} f_{s} d A_{s} \tag{18.54}
\end{equation*}
$$

If $f \in \Phi_{1}$, there exists a nonnegative process $\tilde{f} \in \Phi_{3}$ such that

$$
\begin{equation*}
M \int_{0}^{\tau_{\infty}} f_{s} d N_{s}=M \int_{0}^{\tau_{\infty}} \tilde{f}_{s} d A_{s} \tag{18.55}
\end{equation*}
$$

If $f \in \Phi_{3}$, then for any $C, 0<C<\infty$, ( $P$-a.s.)

$$
\begin{equation*}
\left\{\int_{0}^{\tau_{\infty}}\left(f_{s} \wedge C\right) d A_{s}<\infty\right\}=\left\{\int_{0}^{\tau_{\infty}} f_{s} d N_{s}<\infty\right\} \tag{18.56}
\end{equation*}
$$

i.e., the symmetric difference of these sets has a zero P-probability.

PROOF. We shall note first that by the integrals $\int_{0}^{\tau_{\infty}} f_{s} d N_{s}$ and $\int_{0}^{\tau_{\infty}} f_{s} d A_{s}$ we mean limits of the respective integrals $\int_{0}^{\tau_{n}} f_{s} d N_{s}$ and $\int_{0}^{\tau_{n}} f_{s} d A_{s}$ as $n \rightarrow \infty$.

To prove (18.54) we need only verify that it holds only for the functions of the form $f_{s}=I_{\left\{s \leq \tau_{n}\right\}} \cdot I_{\{a<s \leq b\}} \cdot \xi$ where $\xi$ is a $\mathcal{F}_{a}$-measurable nonnegative random variable with $\xi \leq k<\infty$, since the general case follows from the given case by virtue of the monotone convergence theorem (Theorem 1.1). We have

$$
\begin{aligned}
M \int_{0}^{\tau_{\infty}} I_{\left\{s \leq \tau_{n}\right\}} \cdot I_{\{a<s \leq b\}} \cdot \xi d N_{s}= & M \xi\left[N_{b \wedge \tau_{n}}-N_{a \wedge \tau_{n}}\right] \\
= & M\left(\xi M\left[m_{b \wedge \tau_{n}}-m_{a \wedge \tau_{n}} \mid \mathcal{F}_{a}\right]\right) \\
& +M \xi\left[A_{b \wedge \tau_{n}}-A_{a \wedge \tau_{n}}\right] \\
= & M \int_{0}^{\tau_{\infty}} I_{\left\{s \leq \tau_{n}\right\}} \cdot I_{\{a<s \leq b\}} d A_{s}
\end{aligned}
$$

since the process $\left(m_{t \wedge \tau_{n}}, \mathcal{F}_{t}\right), t \geq 0$, is a uniformly integrable martingale and (Theorem 3.6, Note 3)

$$
M\left[m_{b \wedge \tau_{n}}-m_{a \wedge \tau_{n}} \mid \mathcal{F}_{a}\right]=0 \quad(P \text {-a.s. }) .
$$

To prove (18.55) we shall introduce the following notation. Let $\mathcal{B}([0, \infty)) \times$ $\mathcal{F}$ be a $\sigma$-algebra of sets $(t, \omega)$ in $[0, \infty) \times \Omega$ and $\mathcal{P}=\mathcal{P}(F)$ be its sub- $\sigma$-algebra of predictable sets, i.e., the smallest $\sigma$-algebra on $[0, \infty) \times \Omega$, generated by nonanticipative (in other words, $F=\left(\mathcal{F}_{t}\right)$-adapted) processes which have left continuous trajectories on $(0, \infty)$. (It is useful to note that the $\sigma$-algebra $\mathcal{P}=\mathcal{P}(F)$ coincides with the smallest $\sigma$-algebra generated by stochastic intervals $[\tau, \infty]=\{(t, \omega): t \geq \tau(\omega)\}$, where the $\tau$ are predictable (with respect to the system of $\sigma$-algebras $F=\left(\mathcal{F}_{t}\right)$ ) times. It also coincides (we took advantage of this fact in the proof of (18.54)) with the smallest $\sigma$-algebra generated by sets of the form $\{0\} \times B\left(B \in \mathcal{F}_{0}\right)$ and $(s, t] \times B$ where $B \in \mathcal{F}_{s}$; see [49], chapter IV). It can be easily shown that $\mathcal{P}(F) \supseteq \mathcal{P}(G)$, where the system of nondecreasing $\sigma$-algebras $G=\left(\mathcal{G}_{t}\right), t \geq 0$, is such that $\mathcal{F}_{t} \supseteq \mathcal{G}_{t}$, $t \geq 0$. The system $G \equiv F^{N}=\left(\mathcal{F}_{t}^{N}\right), t \geq 0$, where $N$ is the point process in question, will play a particular role from now on. For simplicity of notation we shall use $\hat{\mathcal{P}}$ instead of $\mathcal{P}\left(F^{N}\right)$.

Let $\Phi=\{\beta\}$ be an aggregate of nonnegative predicable processes $\beta=$ $\left(\beta_{t}(\omega), \mathcal{F}_{t}\right), t \geq 0$, such that $\beta_{t}^{2}(\omega)=\beta_{t}(\omega), \omega \in \Omega$. We shall define on the sets $B=\left\{(t, \omega): \beta_{t}(\omega)=1\right\} \in \mathcal{P}$ two $\sigma$-finite measures

$$
\mathcal{N}_{f}(B)=M \int_{0}^{\tau_{\infty}} f_{s} \beta_{s} d N_{s}, \quad \mathcal{N}(B)=M \int_{0}^{\tau_{\infty}} \beta_{s} d N_{s}
$$

We shall show that the measure $\mathcal{N}_{f} \ll \mathcal{N}$. In fact, let $\mathcal{N}(B)=0$. Then

$$
0=\mathcal{N}(B)=M \int_{0}^{\tau_{\infty}} \beta_{s} d N_{s}=M \sum_{n \geq 1} \beta_{\tau_{n}}
$$

Therefore, $P\left(\beta_{\tau_{n}}=0\right)=1, n \geq 1$, and

$$
\mathcal{N}_{f}(B)=M \sum_{n \geq 1} f_{\tau_{n}} \beta_{\tau_{n}}=0
$$

Hence, by the Radon-Nikodym theorem there exists a $\mathcal{P}$-measurable nonnegative function $\tilde{f}=\left(\tilde{f}_{s}, \mathcal{F}_{s}\right)$ such that

$$
\mathcal{N}_{f}(B)=\int_{B} \tilde{f}_{s}(\omega) d \mathcal{N}(s, \omega)
$$

i.e., for any function $\beta \in \Phi$,

$$
M \int_{0}^{\tau_{\infty}} f_{s} \beta_{s} d N_{s}=M \int_{0}^{\tau_{\infty}} \tilde{f}_{s} \beta_{s} d N_{s}
$$

But, by (18.54),

$$
M \int_{0}^{\tau_{\infty}} \tilde{f}_{s} \beta_{s} d N_{s}=M \int_{0}^{\tau_{\infty}} \tilde{f}_{s} \beta_{s} d A_{s}
$$

and, therefore

$$
M \int_{0}^{\tau_{\infty}} f_{s} \beta_{s} d N_{s}=M \int_{0}^{\tau_{\infty}} \tilde{f}_{s} \beta_{s} d A_{s}
$$

In particular, we obtain (18.55) from this.
Note. If we consider the restriction of measures $\mathcal{N}_{f}$ and $\mathcal{N}$ to the $\sigma$ algebra $\hat{\mathcal{P}}=\mathcal{P}\left(F^{N}\right) \subseteq \mathcal{P}(F)=\mathcal{P}$, we can similarly establish the existence of a $\hat{\mathcal{P}}$-measurable function

$$
\hat{f}=\left(\hat{f}_{s}, \mathcal{F}_{s}^{N}\right)
$$

such that

$$
\mathcal{N}_{f}(B)=\int_{B} \hat{f}_{s}(\omega) d \mathcal{N}(s, \omega), \quad B \in \hat{\mathcal{P}}
$$

and

$$
M \int_{0}^{\tau_{\infty}} f_{s} d N_{s}=M \int_{0}^{\tau_{\infty}} \hat{f}_{s} d A_{s}
$$

It is natural to call the function $\hat{f}_{s}(\omega)$ the 'conditional mathematical expectation of $f_{s}(\omega)$ with respect to the $\sigma$-algebra $\hat{P}$ with measure $\mathcal{N}^{\prime}$. In connection with this remark, we shall use also the notation $M_{\mathcal{N}}(f \mid \hat{\mathcal{P}})_{t}(\omega)$ or $M_{\mathcal{N}}(f \mid \hat{\mathcal{P}})_{t}$ for $\hat{f}_{s}(\omega)$.

We can make similar remarks regarding the function $\tilde{f}_{s}(\omega)$.
We shall introduce the notation

$$
\begin{gathered}
f_{\leq 1}(t)=I_{\left\{f_{t} \Delta A_{t} \leq 1\right\}} \cdot f_{t} \\
f_{>1}(t)=I_{\left\{f_{t} \Delta A_{t}>1\right\}} \cdot f_{t} \\
\mathrm{~A}=\left\{\omega: \int_{0}^{\tau_{\infty}} f_{s} d A_{s}<\infty\right\}, \quad \mathrm{N}=\left\{\omega: \int_{0}^{\tau_{\infty}} f_{s} d N_{s}<\infty\right\}
\end{gathered}
$$

We shall show first that up to sets of $P$-measure zero $\mathrm{A} \subseteq \mathrm{N}$, i.e., $P\left(I_{\mathrm{A}} \leq\right.$ $\left.I_{N}\right)=1$.

For almost all $\omega \in \mathrm{A}$,

$$
\sum_{t \geq 0} f_{>1}(t) \Delta A_{t}=\int_{0}^{\tau_{\infty}} f_{>1}(t) d A_{t} \leq \int_{0}^{\tau_{\infty}} f_{t} d A_{t}<\infty
$$

and, therefore, the sum on the left-hand side of the above inequality contains only a finite number of terms. Consequently, for almost all $\omega \in A$,

$$
\begin{equation*}
\int_{0}^{\tau_{\infty}} f_{>1}(t) d N_{t}=\sum_{t \geq 0} f_{>1}(t) \Delta A_{t}\left(\Delta A_{t}\right)^{+} \Delta N_{t}<\infty \tag{18.57}
\end{equation*}
$$

We shall next show that for almost all $\omega \in \mathrm{A}, \int_{0}^{\tau_{\infty}} f_{\leq 1}(t) d N_{t}<\infty$. Let

$$
\sigma_{k}=\inf \left\{t \geq 0: \int_{0}^{t} f_{\leq 1}(s) d A_{s} \geq k\right\}, \quad k=1,2, \ldots
$$

Then, by (18.54),

$$
M \int_{0}^{\tau_{\infty} \wedge \sigma_{k}} f_{\leq 1}(s) d N_{s}=M \int_{0}^{\tau_{\infty} \wedge \sigma_{k}} f_{\leq 1}(s) d A_{s} \leq k+1
$$

and, therefore,

$$
P\left(\int_{0}^{\tau_{\infty} \wedge \sigma_{k}} f_{\leq 1}(s) d N_{s}=\infty\right)=0 .
$$

Hence,

$$
\begin{align*}
& P\left(\int_{0}^{\tau_{\infty}} f_{\leq 1}(s) d N_{s}=\infty, \int_{0}^{\tau_{\infty}} f_{s} d A_{s}<\infty\right) \\
= & P\left(\int_{0}^{\tau_{\infty}} f_{\leq 1}(s) d N_{s}=\infty, \int_{0}^{\tau_{\infty}} f_{s} d A_{s}<\infty, \sigma_{k}<\infty\right) \\
& +P\left(\int_{0}^{\tau_{\infty}} f_{\leq 1}(s) d N_{s}=\infty, \int_{0}^{\tau_{\infty}} f_{s} d A_{s}<\infty, \sigma_{k}=\infty\right) \\
\leq & P\left(\int_{0}^{\tau_{\infty}} f_{s} d A_{s}<\infty, \sigma_{k}<\infty\right)+P\left(\int_{0}^{\tau_{\infty} \wedge \sigma_{k}} f_{\leq 1}(s) d N_{s}=\infty\right) \\
= & P\left(\int_{0}^{\tau_{\infty}} f_{\leq 1}(s) d A_{s}<\infty, \sigma_{k}<\infty\right) \rightarrow 0, \quad k \rightarrow \infty . \tag{18.58}
\end{align*}
$$

It follows from (18.57) and (18.58) that, modulo sets of $P$-measure zero $\mathrm{A} \subseteq \mathrm{N}$ and, in particular, for $0<C<\infty$,

$$
\begin{equation*}
\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}\right\} \tag{18.59}
\end{equation*}
$$

We shall establish the inclusion

$$
\begin{equation*}
\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}} f_{t} d N_{t}<\infty\right\} \tag{18.60}
\end{equation*}
$$

Since ( $P$-a.s.)

$$
\begin{equation*}
C \int_{0}^{\tau_{\infty}} I_{\left\{f_{t}>C\right\}} d A_{t} \leq \int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t} \tag{18.61}
\end{equation*}
$$

it follows that

$$
\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}} I_{\left\{f_{t}>C\right\}} d A_{t}<\infty\right\}
$$

which together with the inclusion established

$$
\left\{\int_{0}^{\tau_{\infty}} I_{\left\{f_{t}>C\right\}} d A_{T}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}} I_{\left\{f_{t}>C\right\}} d N_{t}<\infty\right\}
$$

yields

$$
\begin{equation*}
\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}} I_{\left\{f_{t}>C\right\}} d N_{t}<\infty\right\} \tag{18.62}
\end{equation*}
$$

But

$$
\left\{\int_{0}^{\tau_{\infty}} I_{\left\{f_{t}>C\right\}} d N_{t}<\infty\right\}=\left\{\int_{0}^{\tau_{\infty}} f_{t} I_{\left\{f_{t}>C\right\}} d N_{t}<\infty\right\}
$$

Hence,

$$
\begin{equation*}
\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}} f_{t} I_{\left\{f_{t}>C\right\}} d N_{t}<\infty\right\} \tag{18.63}
\end{equation*}
$$

From (18.59), (18.63) and the inequality $f_{t} \leq\left(f_{t} \wedge C\right)+f_{t} I_{\left\{f_{t}>C\right\}}$, we obtain the required inclusion, (18.60).

We shall establish the inverse inclusion,

$$
\begin{equation*}
\left\{\int_{0}^{\tau_{\infty}} f_{t} d N_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}<\infty\right\} \tag{18.64}
\end{equation*}
$$

To this end we shall note first that, since

$$
\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t} \leq \int_{0}^{\tau_{\infty}} f_{t} d N_{t}
$$

then

$$
\left\{\int_{\tau_{\infty}} f_{t} d N_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}<\infty\right\}
$$

Hence to prove (18.64) we need only show that

$$
\begin{equation*}
\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}<\infty\right\} \subseteq\left\{\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}<\infty\right\} \tag{18.65}
\end{equation*}
$$

Let us set $\theta_{k}=\inf \left\{t \geq 0: \int_{0}^{t}\left(f_{t} \wedge C\right) d N_{t} \geq k\right\}, k=1,2, \ldots$. Then it is clear that

$$
M \int_{0}^{\tau_{\infty} \wedge \theta_{k}}\left(f_{t} \wedge C\right) d A_{t}=M \int_{0}^{\tau_{\infty} \wedge \theta_{k}}\left(f_{t} \wedge C\right) d N_{t} \leq k+C
$$

and, therefore,

$$
\begin{equation*}
P\left(\int_{0}^{\tau_{\infty} \wedge \theta_{k}}\left(f_{t} \wedge C\right) d A_{t}=\infty\right)=0 \tag{18.66}
\end{equation*}
$$

It is also obvious that, by virtue of the definition of times $\theta_{k}, k=1,2, \ldots$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} P\left(\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}<\infty, \theta_{k}<\infty\right)=0 \tag{18.67}
\end{equation*}
$$

But

$$
\begin{aligned}
& P\left(\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}=\infty, \int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}<\infty\right) \\
= & P\left(\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}=\infty, \int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}<\infty, \theta_{k}<\infty\right) \\
& +P\left(\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d A_{t}=\infty, \int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}<\infty, \theta_{k}=\infty\right) \\
\leq & P\left(\int_{0}^{\tau_{\infty}}\left(f_{t} \wedge C\right) d N_{t}<\infty, \theta_{k}<\infty\right)+P\left(\int_{0}^{\tau_{\infty} \wedge \theta_{k}}\left(f_{t} \wedge C\right) d A_{t}=\infty\right)
\end{aligned}
$$

from which (18.65) follows immediately if we make use of (18.66) and (18.67).

Corollary 1. Modulo sets of P-measure zero,

$$
\begin{equation*}
\left\{A_{\tau_{\infty}}<\infty\right\}=\left\{N_{\tau_{\infty}}<\infty\right\} \tag{18.68}
\end{equation*}
$$

Corollary 2. If $f \in \Phi_{3}$, for any $C, 0<C<\infty$,

$$
\begin{equation*}
P\left(\int_{0}^{\tau_{\infty}} f_{s} d N_{s}<\infty\right)=1 \Leftrightarrow P\left(\int_{0}^{\tau_{\infty}}\left(f_{s} \wedge C\right) d A_{s}<\infty\right)=1 . \tag{18.69}
\end{equation*}
$$

Corollary 3. Let $\sigma_{\infty}=\inf \left\{t \geq 0: A_{t}=\infty\right\}$. Then (P-a.s.) $\sigma_{\infty}=\tau_{\infty}$.
In fact, it follows from (18.15) that $\tau_{\infty} \leq \sigma_{\infty}$ (P-a.s.). But if $\tau_{\infty}(\omega) \leq$ $\sigma_{\infty}(\omega), N_{\tau_{\infty}(\omega)}(\omega)=\infty$ and $A_{\tau_{\infty}(\omega)}(\omega)<\infty$, which fact contradicts (18.68).

EXAMPLE. Let $f_{t}=N_{t} \cdot I_{\left\{t \leq \tau_{n}\right\}}$. We shall show that

$$
\begin{equation*}
\hat{f}_{t}=\left(N_{t-}+1\right) \cdot I_{\left\{t \leq \tau_{n}\right\}} . \tag{18.70}
\end{equation*}
$$

Indeed, let $\varphi \in \Phi_{3}$. Then

$$
\begin{aligned}
M \int_{0}^{\tau_{\infty}} f_{t} \varphi_{t} d N_{t} & =M \int_{0}^{\tau_{n}} N_{t} \varphi_{t} d N_{t} \\
& =M \int_{0}^{\tau_{n}} \varphi_{t}\left[N_{t-}+\Delta N_{t}\right] d N_{t} \\
& =M \int_{0}^{\tau_{n}} \varphi_{t}\left[N_{t-}+1\right] d N_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi_{t} I_{\left\{t \leq \tau_{n}\right\}}\left[N_{t-}+1\right] d A_{t}
\end{aligned}
$$

which fact proves (18.70) because of the arbitrariness of $\varphi \in \Phi_{3}$.
18.4.3. Let $f \in \Phi_{3}$ and let

$$
\int_{0}^{t}\left|f_{s}\right| d A_{s}<\infty \quad\left(\left\{t<\tau_{\infty}\right\}:(P \text {-a.s. })\right)
$$

Then, by virtue of Theorem 18.6,

$$
\int_{0}^{t}\left|f_{s}\right| d N_{s}<\infty \quad\left(\left\{t<\tau_{\infty}\right\}:(P-\text { a.s. })\right)
$$

and, consequently the variables

$$
\mathcal{M}_{t}=\int_{0}^{t} f_{s} d m_{s} \quad\left(=\int_{0}^{t} f_{s} d N_{s}-\int_{0}^{t} f_{s} d A_{s}\right)
$$

where, as usual, $m_{t}=N_{t}-A_{t}$ are well defined and finite ( $\left\{t<\tau_{\infty}\right\}:(P$-a.s. $)$.

Theorem 18.7. Let $f \in \Phi_{3} . P\left(\left|f_{t}\right|<\infty\right)=1, t \geq 0$, and $\mathcal{M}=\left(\mathcal{M}_{t \wedge \tau_{\infty}}, \mathcal{F}_{t}\right)$, $t \geq 0$. Then:
(a) $M \int_{0}^{\tau_{\infty}}\left|f_{t}\right| d A_{t}<\infty$ implies $\mathcal{M}$ is a uniformly integrable martingale;
(b) $P\left\{\int_{0}^{t}\left|f_{s}\right| d A_{s}=\infty, t<\tau_{\infty}\right\}=0$ implies $\mathcal{M}$ is a $\tau_{\infty}$-local martingale.

PROOF. To prove (a), let $\xi$ be a $\mathcal{F}_{s}$-measurable random variable $|\xi| \leq k<\infty$. As in the proof of (18.54), it can be proved that for $s<t \leq \infty$,

$$
M \xi \cdot \int_{s \wedge \tau_{\infty}}^{t \wedge \tau_{\infty}} f_{u} d m_{u}=0
$$

i.e., $\mathcal{M}$ is a martingale. In particular, $M\left(\mathcal{M}_{\tau_{\infty}} \mid \mathcal{F}_{s}\right)=\mathcal{M}_{\tau_{\infty} \wedge s}$, which fact, according to Theorem 2.7, proves that the martingale $\mathcal{M}$ is uniformly integrable.

Note. Statement (a) holds true only if $M \int_{0}^{\tau_{\infty}}\left|f_{t}\right|\left(1-\Delta A_{t}\right) d_{t}<\infty$.
To prove (b), we shall need a lemma which is of interest in itself, namely:

Lemma 18.11. Let $B=\left(B_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a nondecreasing right continuous predictable process and let $\beta=\inf \left\{t \geq 0: B_{t}=\infty\right\}$, with $\beta=\infty$ if $\lim _{t \rightarrow \infty} B_{t}<\infty$.

Then there exists a sequence of Markov times $\left(\sigma_{n}\right), n=1,2, \ldots$, such that $\sigma_{n}>\beta, \sigma_{n} \uparrow \beta$, and $B_{t \wedge \sigma_{n}}<n$ ( $P$-a.s.).

PROOF. Let us write $\beta_{n}=\inf \left\{t \geq 0: B_{t} \geq n\right\}$, setting $\beta_{n}=\infty$ if $\lim _{t \rightarrow \infty} B_{t}<n$. The times $\beta_{n}$ are predictable (see Example 7 in Section 18.1, and (18.7)).

Therefore, for each $n=1,2, \ldots$, there exist times $\tilde{\beta}_{n}$ such that $\tilde{\beta}_{n}<\beta_{n}$ and, without loss of generality, we can assume $P\left(\beta_{n}-\tilde{\beta}_{n}>2^{-n}\right) \leq 2^{-n}$. Set $\sigma_{n}=\tilde{\beta}_{1} \vee \cdots \vee \tilde{\beta}_{n}$. Then $\tilde{\beta}_{n} \leq \sigma_{n}<\beta_{n}(P$-a.s. $)$ and, since $P\left(\beta_{n}-\tilde{\beta}_{n}>\right.$ $2^{-n}$ ) $\leq 2^{-n}$, by virtue of the Borel-Cantelli lemma (Section 1.1) $\lim _{n} \sigma_{n}=$ $\lim _{n} \beta_{n}=\beta$, with $\sigma_{n} \uparrow \beta$. Since $\sigma_{n}<\beta_{n}, B_{t \wedge \sigma_{n}}<n$.

We shall use this lemma to prove (b) of Theorem 18.7. Set $B_{t}=\int_{0}^{t}\left|f_{s}\right| d A_{s}$ and $\beta=\inf \left\{t \geq 0: B_{t}=\infty\right\}$. Since $P\left\{\tau_{\infty} \leq \beta\right\}=1$, by virtue of the preceding lemma there exist Markov times $\left(\sigma_{n}\right), n=1,2, \ldots, \sigma_{n}<\beta, \sigma_{n} \uparrow \beta$, such that $\int_{0}^{\tau_{\infty} \wedge \sigma_{n}}\left|f_{t}\right| d A_{t} \leq n$ and, therefore, $M \int^{\tau_{\infty} \wedge \sigma_{n}}\left|f_{t}\right| d A_{t} \leq n$. By virtue of (a) of Theorem 18.7, the processes $\left(\mathcal{M}_{t \wedge \tau_{\infty} \wedge \sigma_{n}}, \mathcal{F}_{t}\right)$ are uniformly integrable martingales for each $n=1,2, \ldots$.

This, together with the relations $\tau_{\infty} \wedge \sigma_{n} \uparrow \tau_{\infty}, n \rightarrow \infty$, indicates that the process $\mathcal{M}=\left(\mathcal{M}_{t \wedge \tau_{\infty}}, \mathcal{F}_{t}\right), t \geq 0$, is a $\tau_{\infty}$-local martingale.
18.4.4. By virtue of Theorem 18.1 the process $m=\left(m_{t}, \mathcal{F}_{t}\right), t<\tau_{\infty}$, with $m_{t}=N_{t}-A_{t}$, is a $\tau_{\infty}$-local martingale.

We can actually assert more than this, namely, that the process $m$ is locally bounded, i.e., there exists a sequence of Markov times $\left(\sigma_{n}\right), n=$ $1,2, \ldots$, such that $\sigma_{n} \leq \sigma_{n+1}, \sigma_{n} \rightarrow \tau_{\infty}(P-\mathrm{a} . \mathrm{s})$ and $\sup _{t}\left|m_{t \wedge \sigma_{n}}\right| \leq k_{n}<\infty$. Indeed, letting $\sigma_{n}=\inf \left\{t \geq 0: N_{t}+A_{t} \geq n\right\}$ and $\sigma_{n}=\tau_{\infty}$, if $N_{\tau_{\infty}}+A_{\tau_{\infty}}<n$, then due to the fact that $\Delta N_{t} \leq 1$ and $\Delta A_{t} \leq 1$ (Lemma 18.1), we have

$$
\left|m_{t \wedge \sigma_{n}}\right| \leq n+2 \quad\left(=k_{n}\right)
$$

The above remark implies, in particular, that the process $m=\left(m_{t}, \mathcal{F}_{t}\right)$, $t<\tau_{\infty}$, is a $\tau_{\infty}$-locally square integrable martingale, i.e., there exists a sequence of Markov times $\left(\sigma_{n}\right), 1,2, \ldots$, such that

$$
\sigma_{n} \leq \sigma_{n+1}, \quad \sigma_{n} \rightarrow \tau_{\infty} \quad(P-\text { a.s. })
$$

and

$$
\sup _{t} M m_{t \wedge \sigma_{n}}^{2}<\infty
$$

It follows from the fact that the Doob-Meyer decomposition is unique for a $\tau_{\infty}$-local submartingale $\left(m_{t \wedge \tau_{\infty}}^{2}, \mathcal{F}_{t}\right), t \geq 0$ that there exists a unique (to within stochastic equivalence) predictable increasing process $\langle m\rangle_{t}, t<\tau_{\infty}$, such that, for any $n=1,2, \ldots$, the process $\left(m_{t \wedge \sigma_{n}}^{2}-\langle m\rangle_{t \wedge \sigma_{n}}, \mathcal{F}_{t}\right), t \geq 0$, is a martingale.

Lemma 18.12. The process $\langle m\rangle_{t}, t<\tau_{\infty}$, corresponding to the $\tau_{\infty}$-locally square integrable martingale $m=\left(m_{t}, \mathcal{F}_{t}\right), t<\tau_{\infty}$, is defined by the formula

$$
\begin{equation*}
\langle m\rangle_{t}=\int_{0}^{t}\left(1-\Delta A_{s}\right) d A_{s} \tag{18.71}
\end{equation*}
$$

If $M N_{\tau_{\infty}}<\infty$, then $P\left(\tau_{\infty}=\infty\right)=1$ and the process $m=\left(m_{t}, \mathcal{F}_{t}\right)$, $t \geq 0$, is a square integrable martingale.

PROOF. By virtue of (18.40),

$$
\begin{equation*}
m_{t}^{2}=2 \int_{0}^{t} m_{s-} d m_{s}+\sum_{s \leq t}\left(\Delta m_{s}\right)^{2} \tag{18.72}
\end{equation*}
$$

where

$$
\left(\Delta m_{s}\right)^{2}=\left(\Delta N_{s}-\Delta A_{s}\right)^{2}=\Delta N_{s}-2 \Delta N_{s} \Delta A_{s}+\left(\Delta A_{s}\right)^{2} .
$$

Hence

$$
\begin{align*}
m_{t}^{2} & =2 \int_{0}^{t} m_{s-} d m_{s}+N_{t}-2 \int_{0}^{t} \Delta A_{s} d N_{s}+\int_{0}^{t} \Delta A_{s} d A_{s} \\
& =\int_{0}^{t}\left(2 m_{s-}+1-2 \Delta A_{s}\right) d m_{s}+\int_{0}^{t}\left(1-\Delta A_{s}\right) d A_{s} \tag{18.73}
\end{align*}
$$

It can easily be seen that the first integral on the right-hand side of (18.73) is a $\tau_{\infty}$-local martingale, and the second integral is a predictable increasing process. Because of the uniqueness of the Doob-Meyer decomposition, the above gives (18.71).

Let $M N_{\tau_{\infty}}<\infty$. Then $P\left(N_{\tau_{\infty}}<\infty\right)=1$ and, therefore, $P\left(\tau_{\infty}=\infty\right)=1$. Let $\sigma_{n}=\inf \left\{t \geq n: N_{t}+A_{t} \geq n\right\}$, assuming $\sigma_{n}=\infty$ if $N_{\tau_{\infty}}+A_{\tau_{\infty}}<n$. Then, from (18.73) and Lemma 18.1, we have

$$
M m_{t \wedge \sigma_{n}}^{2}=M \int_{0}^{t \wedge \sigma_{n}}\left(1-\Delta A_{s}\right) d A_{s} \leq M A_{\sigma_{n}}=M N_{\sigma_{n}} \leq M N_{\tau_{\infty}}<\infty
$$

From this, by virtue of the Fatou lemma, we obtain

$$
M m_{t}^{2} \leq M N_{\tau_{\infty}}<\infty
$$

which fact proves that the martingale $m=\left(m_{t}, \mathcal{F}_{t}\right), t \geq 0$, is square integrable.

Corollary. Since $M N_{\tau_{n}} \leq n$, then each of the processes $\left(m_{t \wedge \tau_{n}}, \mathcal{F}_{t}\right), t \geq 0$, $n=1,2, \ldots$, is a square integrable martingale.
18.4.5. Let us consider next the process $\mathcal{M}_{t}=\int_{0}^{t} f_{s} d m_{s}$. It follows from Theorem 18.7 that if $f \in \Phi_{3}$ and $P\left\{\int_{0}^{t}\left|f_{s}\right| d A_{s}<\infty, t<\tau_{\infty}\right\}>0$, then

$$
\mathcal{M}=\left(\mathcal{M}_{t \wedge \tau_{\infty}}, \mathcal{F}_{t}\right), \quad t \geq 0
$$

will be a $\tau_{\infty}$-local martingale. The following theorem defines the result more exactly.

Theorem 18.8. Let $f \in \Phi_{3}, P\left(\left|f_{t}\right|<\infty\right)=1, t \geq 0$. Then:
(a)

$$
M \int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty \Leftrightarrow P\left\{\int_{0}^{t}\left|f_{s}\right| d A_{s}=\infty, t<\tau_{\infty}\right\}=0
$$

and $\mathcal{M}$ is a square integrable martingale;
(b)

$$
P\left\{\int_{0}^{t} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}=\infty, t<\tau_{\infty}\right\}=0 \Leftrightarrow \mathcal{M}
$$

is a $\tau_{\infty}$-locally square integrable martingale;
(c)

$$
P\left\{\int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty\right\}=1 \Rightarrow P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}\right|<\infty\right\}=1
$$

PROOF. As to (a), let $M \int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty$. We shall show first that, under this condition, $P\left\{\int_{0}^{t}\left|f_{s}\right| d A_{s}=\infty, t<\tau_{\infty}\right\}=0$ and, therefore, the values $\mathcal{M}_{t}$ are defined on the sets $\left\{(t, \omega): t<\tau_{\infty}(\omega)\right\}$.

To this end, we note that, by virtue of the Cauchy-Schwarz inequality

$$
\begin{equation*}
\left(\int_{0}^{t}\left|f_{s}\right| d A_{s}\right)^{2} \leq A_{t} \int_{0}^{t} f_{s}^{2} d A_{s} \tag{18.74}
\end{equation*}
$$

But $N_{t}<\infty\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right)$ and, therefore, according to Lemma 18.2, $A_{t}<\infty\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right)$. It follows from this and (18.74) that the process $\mathcal{M}_{t}$ is defined on the set $\left\{(t, \omega): t<\tau_{\infty}(\omega)\right\}$ if only we can show that the condition $P\left\{\int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty\right\}=1$ implies the relation

$$
P\left\{\int_{0}^{t} f_{s}^{2} d A_{s}=\infty, t<\tau_{\infty}\right\}=0
$$

We have

$$
\begin{align*}
\int_{0}^{t} f_{s}^{2} d A_{s} & =\int_{0}^{t} I_{\left\{\Delta A_{s} \leq 1 / 2\right\}} f_{s}^{2} d A_{s}+\int_{0}^{t} I_{\left\{\Delta A_{s}>1 / 2\right\}} f_{s}^{2} d A_{s} \\
& =\int_{0}^{t} I_{\left\{\Delta A_{s} \leq 1 / 2\right\}} f_{s}^{2} d A_{s}+\sum_{s \leq t} f_{s}^{2} \cdot I_{\left\{\Delta A_{s}>1 / 2\right\}} \Delta A_{s} \tag{18.75}
\end{align*}
$$

Since $A_{t}<\infty\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right)$, the number of jumps in $A_{s}, s \leq t$, of magnitude larger than $\frac{1}{2}$ can only be finite. Hence, on the set $\left\{t<\tau_{\infty}\right\}$,

$$
\sum_{s \leq t} f_{s}^{2} I_{\left\{\Delta A_{s}>1 / 2\right\}} \Delta A_{s}<\infty
$$

Further,

$$
\begin{aligned}
\int_{0}^{t} I_{\left\{\Delta A_{s} \leq 1 / 2\right\}} f_{s}^{2} d A_{s} & \leq 2 \int_{0}^{t} I_{\left\{\Delta A_{s} \leq 1 / 2\right\}}\left(1-\Delta A_{s}\right) f_{s}^{2} d A_{s} \\
& \leq 2 \int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty
\end{aligned}
$$

Thus, the values $\mathcal{M}_{t}$ are defined on the set $\left\{t<\tau_{\infty}\right\}$.
We shall consider next the square integrable martingales

$$
\tilde{\mathcal{M}}^{(n)}=\left(\tilde{\mathcal{M}}_{t}^{(n)}, \mathcal{F}_{t}\right), \quad t \geq 0, n=1,2, \ldots
$$

with

$$
\tilde{\mathcal{M}}_{t}^{(n)}=\int_{0}^{t} f_{s} d m_{s \wedge \tau_{n}}
$$

where the integrals are to be understood as stochastic integrals over the square integrable martingales $\left(m_{t \wedge \tau_{n}}, \mathcal{F}_{t}\right), t \geq 0$. (The existence of such integrals follows from (18.71), the inequality

$$
M \int_{0}^{\tau_{\infty}} f_{s}^{2} d\langle m\rangle_{s \wedge \tau_{n}}=M \int_{0}^{\tau_{n}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty
$$

and Theorem 5.10).
For each $t \geq 0$, the sequence $\left(\tilde{\mathcal{M}}_{t}^{(n)}\right), n=1,2, \ldots$, is fundamental in the mean square sense, since. due to (5.82), we have

$$
\begin{aligned}
& M\left[\tilde{\mathcal{M}}_{t}^{(n)}-\tilde{\mathcal{M}}_{t}^{(m)}\right]^{2}=M\left[\int_{t \wedge \tau_{m}}^{t \wedge \tau_{n}} f_{s} d m_{s}\right]^{2} \\
= & M \int_{t \wedge \tau_{m}}^{t \wedge \tau_{n}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s} \rightarrow 0 \quad(m<n, m \rightarrow \infty, n \rightarrow \infty) .
\end{aligned}
$$

Consequently, there exists a square integrable process $\tilde{\mathcal{M}}=\left(\tilde{\mathcal{M}}_{t}, \mathcal{F}_{t}\right), t \geq$ 0 , such that $\tilde{\mathcal{M}}_{t}=\lim _{n} \tilde{\mathcal{M}}_{t}^{(n)}$. It can easily be seen that this process is a martingale and that

$$
\begin{equation*}
\tilde{\mathcal{M}}_{t \wedge \tau_{n}}^{(n)}=\tilde{\mathcal{M}}_{t \wedge \tau_{n}}, \quad M\left[\tilde{\mathcal{M}}_{t \wedge \tau_{n}} \mid \mathcal{F}_{s}\right]=\tilde{\mathcal{M}}_{s \wedge \tau_{n}} \tag{18.76}
\end{equation*}
$$

for $s \leq t, n=1,2, \ldots$.
Since

$$
\sup _{n} M \tilde{\mathcal{M}}_{t \wedge \tau_{n}}^{2} \leq M \int_{0}^{\tau_{\infty}} f_{t}^{2}\left(1-\Delta A_{t}\right) d A_{t}<\infty
$$

the sequence $\left(\tilde{\mathcal{M}}_{t \wedge \tau_{n}}\right), n=1,2, \ldots$, is uniformly integrable (see Section 1.1), we obtain from (18.76)

$$
\begin{equation*}
M\left[\tilde{\mathcal{M}}_{t \wedge \tau_{\infty}} \mid \mathcal{F}_{s}\right]=\tilde{\mathcal{M}}_{s \wedge \tau_{\infty}} \tag{18.77}
\end{equation*}
$$

We shall show that $\mathcal{M}_{t}=\tilde{\mathcal{M}}_{t}\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right)$.
In fact, starting from the definitions of the Stieltjes stochastic integral and the stochastic integral over a square integrable martingale, we can easily show that, for simple functions $f \in \Phi_{3}$, the pertinent values $\tilde{\mathcal{M}}_{t \wedge \tau_{n}}=\tilde{\mathcal{M}}_{t \wedge \tau_{n}}^{(n)}$ and $\tilde{\mathcal{M}}_{t \wedge \tau_{n}}$ coincide ( $P$-a.s.), $t \geq 0, n=1,2, \ldots$.

By passing to the limit we can find from the above that these values coincide for all the functions $f \in \Phi_{3}$. Thus, $\mathcal{M}_{t}=\tilde{\mathcal{M}}_{t}\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right)$.

It follows, from this relation, (18.77) and Theorem 3.6, that

$$
\mathcal{M}_{\tau_{n}}=\tilde{\mathcal{M}}_{\tau_{n}}=M\left(\tilde{\mathcal{M}}_{\tau_{\infty}} \mid \mathcal{F}_{\tau_{n}}\right)
$$

and, therefore, by virtue of Lévy's theorem (Theorem 1.5), there exists ( $P$ a.s.) a limit $\lim _{n} \mathcal{M}_{\tau_{n}}$ which (by definition) is to be taken as the value of the integral

$$
\int_{0}^{\tau_{\infty}} f_{s} d m_{s}
$$

Therefore, for all $t \geq 0, \mathcal{M}_{t \wedge \tau_{\infty}}=\tilde{\mathcal{M}}_{t \wedge \tau_{\infty}}(P$-a.s. $)$ which fact proves that the process $\mathcal{M}=\left(\mathcal{M}_{t \wedge \tau_{\infty}}, \mathcal{F}_{t}\right), t \geq 0$, is a square integrable martingale by virtue of the square integrability of the process $\left(\tilde{\mathcal{M}}_{t \wedge \tau_{\infty}}\right), t \geq 0$, and (18.77).

We shall next establish the inverse implication in (a). On the set

$$
\left\{(t, \omega): t<\tau_{\infty}(\omega)\right\}
$$

let $\int_{0}^{t}\left|f_{s}\right| d A<\infty$ and let $\mathcal{M}=\left(\mathcal{M}_{t \wedge \tau_{\infty}}, \mathcal{F}_{t}\right)$ be a square integrable martingale.

By virtue of Lemma 18.7,

$$
\begin{equation*}
\mathcal{M}_{t}^{2}=2 \int_{0}^{t} \mathcal{M}_{s-} d \mathcal{M}_{s}+\sum_{s \leq t}\left(\Delta \mathcal{M}_{s}\right)^{2} \tag{18.78}
\end{equation*}
$$

Obviously,

$$
\int_{0}^{t} \mathcal{M}_{s-} d M_{s}=\int_{0}^{t} \mathcal{M}_{s-} f_{s} d m_{s}
$$

and

$$
P\left(\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}\right|<\infty\right)=1
$$

(Theorem 3.2).
On the set $\left\{t<\tau_{\infty}\right\}$,

$$
\int_{0}^{t}\left|\mathcal{M}_{s-} f_{s}\right| d A_{s} \leq \sup _{s \geq 0}\left|\mathcal{M}_{s \wedge \tau_{\infty}}\right| \cdot \int_{0}^{t}\left|f_{s}\right| d A_{s}<\infty \quad(P-\text { a.s. })
$$

Consequently, by virtue of Lemma $18.7, \mathcal{M}$ is a $\tau_{\infty}$-local martingale. Hence we have, from (18.78) and the Fatou lemma

$$
\begin{equation*}
M \sum_{s \leq \tau_{n}}\left(\Delta \mathcal{M}_{s}\right)^{2} \leq M \mathcal{M}_{\tau_{\infty}}^{2} \tag{18.79}
\end{equation*}
$$

We find from this and (18.54) that, for any $C$ such that $0<C<\infty$,

$$
\begin{align*}
\infty>M \mathcal{M}_{\tau_{\infty}}^{2} \geq & M \sum_{s \leq \tau_{n}}\left(\Delta \mathcal{M}_{s}\right)^{2} \\
= & M \sum_{s \leq \tau_{n}}\left[f_{s}\left(\Delta N_{s}-\Delta A_{s}\right)\right]^{2} \\
\geq & M \sum_{s \leq \tau_{n}}\left(f_{s}^{2} \wedge C\right)\left[\Delta N_{s}-2 \Delta A_{s} \Delta N_{s}+\left(\Delta A_{s}\right)^{2}\right] \\
= & M \int_{0}^{\tau_{n}}\left(f_{s}^{2} \wedge C\right)\left[1-2 \Delta A_{s}\right] d\left[N_{s}-A_{s}\right] \\
& +M \int_{0}^{\tau_{n}}\left(f_{s}^{2} \wedge C\right)\left[1-\Delta A_{s}\right] d A_{s} \\
= & M \int_{0}^{\tau_{n}}\left(f_{s}^{2} \wedge C\right)\left(1-\Delta A_{s}\right) d A_{s} \tag{18.80}
\end{align*}
$$

Letting $C \uparrow \infty$ and $n \rightarrow \infty$, we obtain from (18.80) the required inequality

$$
M \int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty
$$

As to (b), the implication part of the theorem follows from (a) of the same theorem and from Lemma 18.11 (compare with the proof of (b) in Theorem 18.7).

The inverse implication in (b) can be established as follows. If $\mathcal{M}$ is a $\tau_{\infty}$-locally square integrable martingale there exist stopping times $\sigma_{k} \uparrow \tau_{\infty}$ such that for each $k=1,2, \ldots$, the process $\left(\mathcal{M}_{t \wedge \sigma_{k}}, \mathcal{F}_{t}\right), t \geq 0$, is a square integrable martingale. Then, by virtue of (a),

$$
P\left(\int_{0}^{\sigma_{k}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}=\infty\right)=0
$$

and, hence,

$$
\begin{aligned}
& P\left(\int_{0}^{t} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}=\infty, t<\tau_{\infty}\right) \\
= & P\left(\int_{0}^{t} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}=\infty, \bigcup_{k}\left\{t<\sigma_{k}\right\}\right) \\
\leq & \sum P\left(\int_{0}^{t} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}=\infty, t<\sigma_{k}\right)=0 .
\end{aligned}
$$

As to (c), let

$$
\begin{aligned}
\varphi^{\prime}(t) & =I_{\left\{f_{t}^{2}\left(1-\Delta A_{t}\right) \Delta A_{t}>1\right\}} f_{t} \\
\varphi^{\prime \prime}(t) & =I_{\left\{f_{t}^{2}\left(1-\Delta A_{t}\right) \Delta A_{t} \leq 1\right\}} f_{t}
\end{aligned}
$$

These processes belong to class $\Phi_{3}$ and $\mathcal{M}_{t}=\mathcal{M}_{t}^{\prime}+\mathcal{M}_{t}^{\prime \prime}$, where

$$
\mathcal{M}_{t}^{\prime}=\int_{0}^{t} \varphi^{\prime}(s) d\left[N_{s}-A_{s}\right], \quad \mathcal{M}_{t}^{\prime \prime}=\int_{0}^{t} \varphi^{\prime \prime}(s) d\left[N_{s}-A_{s}\right]
$$

We shall show that

$$
\begin{equation*}
P\left\{\int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty\right\}=1 \text { implies } P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}^{\prime}\right|<\infty\right\}=1 \tag{18.81}
\end{equation*}
$$

We have

$$
\begin{equation*}
\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}^{\prime}\right| \leq \int_{0}^{\tau_{\infty}}\left|\varphi^{\prime}(s)\right| d\left[N_{s}+A_{s}\right]=\sum_{s \leq \tau_{\infty}}\left|\varphi^{\prime}(s)\right|\left[\Delta N_{s}+\Delta A_{s}\right] \tag{18.82}
\end{equation*}
$$

But ( $P$-a.s.)

$$
\begin{aligned}
\sum_{s \leq \tau_{\infty}}\left(\varphi^{\prime}(s)\right)^{2}\left(1-\Delta A_{s}\right) \Delta A_{s} & =\int_{0}^{\tau_{\infty}} I_{\left\{f_{s}^{2}\left(1-\Delta A_{s}\right) \Delta A_{s}>1\right\}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s} \\
& \leq \int_{0}^{\tau_{\infty}} f_{s}^{2}\left(1-\Delta A_{s}\right) d A_{s}<\infty
\end{aligned}
$$

Hence the number of terms in the sum $\sum_{s \leq \tau_{\infty}}\left(\varphi^{\prime}(s)\right)^{2}\left(1-\Delta A_{s}\right) \Delta A_{s}$ is finite ( $P$-a.s.). For $\Delta A_{s}=1$ and $\Delta A_{s}=0, \varphi^{\prime}(s)=0$. Therefore, the number of nonzero terms in the sum $\sum_{s \leq \tau_{\infty}}\left|\varphi^{\prime}(s)\right|\left[\Delta N_{s}+\Delta A_{s}\right]$ is the same as in the $\operatorname{sum} \sum_{s \leq \tau_{\infty}}\left(\varphi^{\prime}(s)\right)^{2}\left(1-\Delta A_{s}\right) \Delta A_{s}$, which fact, together with (18.82), proves (18.81).

We shall show next that

$$
\begin{equation*}
P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}^{\prime \prime}\right|<\infty\right\}=1 \tag{18.83}
\end{equation*}
$$

To this end we write

$$
D_{t}=\int_{0}^{t}\left(\varphi^{\prime \prime}(s)\right)^{2}\left(1-\Delta A_{s}\right) d A_{s}
$$

and introduce stopping times $\theta_{k}=\inf \left\{t \geq 0: D_{t} \geq k\right\}$, setting $\theta_{k}=\tau_{\infty}$ on the set $D_{\tau_{\infty}}<k$.

It is easy to see that $D_{\theta_{k}} \leq k+1$ and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} P\left\{\theta_{k}<\tau_{\infty}\right\}=0 \tag{18.84}
\end{equation*}
$$

By virtue of (a), the processes $\left(\mathcal{M}_{t \wedge \theta_{k}}^{\prime \prime}, \mathcal{F}_{t}\right), t \geq 0$, for each $k=1,2, \ldots$, are square integrable martingales (with right continuous trajectories). Hence, according to Theorems 3.2 and 5.10 , for $c>0$ we have

$$
P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \theta_{k}}^{\prime \prime}\right|>c\right\} \leq \frac{1}{c} M\left(\mathcal{M}_{\theta_{k}}^{\prime \prime}\right)^{2}=\frac{1}{c} M D_{\theta_{k}} \leq \frac{k+1}{c}
$$

From this,

$$
\begin{aligned}
P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}^{\prime \prime}\right|>c\right\}= & P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \theta_{k}}^{\prime \prime}\right|>c, \theta_{k}=\tau_{\infty}\right\} \\
& +P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}^{\prime \prime}\right|>c, \theta_{k}<\tau_{\infty}\right\} \\
\leq & P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \theta_{k}}^{\prime \prime}\right|>c\right\}+P\left\{\theta_{k}<\tau_{\infty}\right\} \\
\leq & \frac{k+1}{c}+P\left\{\theta_{k}<\tau_{\infty}\right\}
\end{aligned}
$$

and, therefore,

$$
P\left\{\sup _{t \geq 0}\left|\mathcal{M}_{t \wedge \tau_{\infty}}^{\prime \prime}\right|=\infty\right\} \leq P\left\{\theta_{k}<\tau_{\infty}\right\}
$$

this fact, together with (18.84), proves (18.83).
18.4.6. To conclude this section we shall formulate a result to be used in investigating the requirements for absolute continuity of the measures which correspond to point processes (Section 19.4).

Let processes $f=\left(f_{t}, \mathcal{F}_{t}\right), B=\left(B_{t}, \mathcal{F}_{t}\right), t \geq 0$, belong to the class $\Phi_{3}$, $P\left(\left|f_{t}\right|<\infty\right)=1, P\left(\int_{0}^{t}\left|f_{s}\right| d A_{s}=\infty, t<\tau_{\infty}\right)$, and the process $B=\left(B_{t}, \mathcal{F}_{t}\right)$ have nondecreasing right continuous trajectories with $B_{0}=0$. We shall form a process $Z_{t}=\mathcal{M}_{t}+B_{t}$, where $\mathcal{M}_{t}=\int_{0}^{t} f_{s} d\left[N_{s}-A_{s}\right]$.

Lemma 18.13. If $P\left(\sup _{t \geq 0} Z_{t}<\infty\right)=1$ and $\Delta Z_{t}=Z_{t}-Z_{t-} \leq c<\infty$, then $P\left(B_{\tau_{\infty}}<\infty\right)=1$.

PROOF. By Theorem 18.7, the process $\mathcal{M}=\left(\mathcal{M}_{t}, \mathcal{F}_{t}\right)$ is a $\tau_{\infty}$-local martingale. Therefore, there exists a sequence of stopping times $\sigma_{n} \uparrow \tau_{\infty}$ such that the processes $\left(\mathcal{M}_{t \wedge \sigma_{n}}, \mathcal{F}_{t}\right)$, for each $n=1,2, \ldots$, are uniformly integrable martingales.

We shall define the stopping times $\theta_{k}=\inf \left\{t \geq 0: Z_{t} \geq k\right\}$, assuming $\theta_{k}=\infty$ on the set $\left\{\sup _{t \geq 0} Z_{t}<k\right\}$. By virtue of the assumptions of the lemma, $Z_{t \wedge \theta_{k}} \leq k+c$ and $\lim _{k \rightarrow \infty} P\left(\theta_{k}<\infty\right)=0$. Hence,

$$
M B_{\sigma_{n} \wedge \theta_{k}}=M\left\{\mathcal{M}_{\sigma_{n} \wedge \theta_{k}}+B_{\sigma_{n} \wedge \theta_{k}}\right\}=M Z_{\sigma_{n} \wedge \theta_{k}} \leq k+c
$$

From this, by virtue of Theorem 1.1,

$$
M B_{\tau_{\infty} \wedge \theta_{k}}=M \lim B_{\sigma_{n} \wedge \theta_{k}}=\lim _{n} M B_{\sigma_{n} \wedge \theta_{k}} \leq k+c
$$

and, therefore, $P\left(B_{\tau_{\infty} \wedge \theta_{k}}\right)<\infty=1$.
Finally, we find

$$
\begin{aligned}
P\left(B_{\tau_{\infty}}=\infty\right) & =P\left(B_{\tau_{\infty}}=\infty, \theta_{k}=\infty\right)+P\left(B_{\tau_{\infty}}=\infty, \theta_{k}<\infty\right) \\
& =P\left(B_{\tau_{\infty} \wedge \theta_{k}}=\infty, \theta_{k}=\infty\right)+P\left(B_{\tau_{\infty}}=\infty, \theta_{k}<\infty\right) \\
& \leq P\left(B_{\tau_{\infty} \wedge \theta_{k}}=\infty\right)+P\left(\theta_{k}<\infty\right) \\
& =P\left(\theta_{k}<\infty\right) \rightarrow 0, \quad k \rightarrow \infty
\end{aligned}
$$

thus proving the lemma.
Note. The statement of the lemma holds true if $Z_{t}=M_{t}+B_{t}$, where $M_{t}$ is a $\tau_{\infty}$-local martingale with right continuous trajectories.

Lemma 18.14. Let $\left(\mathcal{F}_{t}\right), t \geq 0$, be a nondecreasing, right continuous family of $\sigma$-algebras $\mathcal{F}_{t}$, let $Y=\left(y_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a $\sigma$-locally square integrable martingale with right continuous trajectories $(\sigma \leq \infty)$, and let $\langle Y\rangle=\left(\langle y\rangle_{t}, \mathcal{F}_{t}\right)$, $t \geq 0$, be a predictable increasing process such that $\left(y_{t}^{2}-\langle y\rangle_{t}, \mathcal{F}_{t}\right), t \geq 0$, is a $\sigma$-local martingale.

Let $\langle y\rangle_{\sigma}=\lim _{t \rightarrow \sigma}\langle y\rangle_{t}$. If

$$
P\left\{\langle y\rangle_{\sigma}<\infty\right\}=1
$$

then $P\left\{\right.$ sup $\left._{t<\sigma}\left|y_{t}\right|<\infty\right\}=1$ and there exists a $\mathcal{F}_{\sigma}$-measurable random variable $y_{\sigma}, P\left\{\left|y_{\sigma}\right|<\infty\right\}=1$, such that

$$
P\left\{\lim _{t \rightarrow \sigma} y_{t}=y_{\sigma}\right\}=1
$$

PROOF. Since the process $Y$ is a $\sigma$-locally square integrable martingale there exists a sequence of stopping times $\sigma_{n} \uparrow \sigma$ such that $Y^{(n)}=\left(y_{t \wedge \sigma_{n}}, \mathcal{F}_{t}\right), t \geq 0$, for each $n, n=1,2, \ldots$, are square integrable martingales. Starting from the martingales $Y^{(n)}, n=1,2, \ldots$, we can define the unique process $\langle Y\rangle$ analogously to the corresponding process in Theorem 3.9 or to the compensator $A_{t}$ of the point process $N_{t}$ (Section 18.1). Let $f \equiv\left(f(t), \mathcal{F}_{t}\right), t \geq 0$, be a random process belonging to class $\Phi_{3}$ (Definition 3 in Subsection 5.4.1) such that $P\left\{\int_{0}^{t} f^{2}(s) d\langle y\rangle_{s}=\infty, t<\sigma\right\}=0$. In this case we can define, by generalizing Theorem 5.10, the stochastic integral

$$
\mathcal{J}_{t}(f)=\int_{0}^{t} f(s) d y_{s}
$$

from the $\sigma$-locally square integrable martingale $Y$ so that the process $\mathcal{J}=$ $\left(\mathcal{J}_{t}(f), \mathcal{F}_{t}\right), t \geq 0$, has right continuous trajectories. The process $\mathcal{J}$ will also be a $\sigma$-locally square integrable martingale with

$$
\langle\mathcal{J}(f)\rangle_{t}=\int_{0}^{t} f^{2}(s) d\langle y\rangle_{s}
$$

The proof of this fact differs very little from the implication of assertion (b) of Theorem 18.8.

We shall prove the next assertions of the lemma. To this end we define the $\sigma$-locally square integrable martingale $Y^{\prime}=\left(y_{t}^{\prime}, \mathcal{F}_{t}\right), t \geq 0$, and $Y^{\prime \prime}=\left(y_{t}^{\prime \prime}, \mathcal{F}_{t}\right)$, $t \geq 0$, by

$$
y_{t}^{\prime}=\int_{0}^{t} I_{\left\{\Delta\langle y\rangle_{s} \leq 1\right\}} d y_{s}, \quad y_{t}^{\prime \prime}=\int_{0}^{t} I_{\left\{\Delta\langle y\rangle_{s}>1\right\}} d y_{s}
$$

where $\Delta\langle y\rangle_{s}=\langle y\rangle_{s}-\langle y\rangle_{s-}$. It is seen that

$$
y_{t}-y_{0}=y_{t}^{\prime}+y_{t}^{\prime \prime}
$$

and

$$
\left\langle y^{\prime}\right\rangle_{t}=\int_{0}^{t} I_{\left\{\Delta\langle y\rangle_{s} \leq 1\right\}} d\langle y\rangle_{s}, \quad\left\langle y^{\prime \prime}\right\rangle_{t}=\int_{0}^{t} I_{\left\{\Delta\langle y\rangle_{s}>1\right\}} d\langle y\rangle_{s}
$$

We shall have proved the assertions of the lemma if we prove them for either of the processes $Y^{\prime}$ or $Y^{\prime \prime}$.

Let us prove first the assertions of the lemma for the process $Y^{\prime}$.
We shall define the stopping times $T_{n}, n=1,2, \ldots$, as follows: $T_{n}=\inf (t:$ $\left\langle y^{\prime}\right\rangle_{t} \geq n$ ), assuming $T_{n}=\sigma$ if $\left\langle y^{\prime}\right\rangle_{\sigma}<n$. By virtue of the definition of $\left\langle y^{\prime}\right\rangle_{t}$ and the inequality $\left\langle y^{\prime}\right\rangle_{t} \leq\langle y\rangle_{t}$, we have

$$
\left\langle y^{\prime}\right\rangle_{t \wedge T_{n}} \leq n+1, \quad \lim _{n \rightarrow \infty} P\left\{T_{n}<\sigma\right\}=0 .
$$

It follows from this, in particular, that the processes $\left(y_{t \wedge T_{n}}^{\prime}, \mathcal{F}_{t}\right), t \geq 0$, for each $n=1,2, \ldots$, are square integrable martingales. Hence, by Theorem 3.3 we can define the random variables $y_{\sigma \wedge T_{n}}^{\prime}=\lim _{t \rightarrow \infty} y_{t \wedge T_{n}}^{\prime}$ ( $P$-a.s.) with $M\left(y_{\sigma \wedge T_{n}}^{\prime}\right)^{2} \leq n+1$, and, by virtue of Theorem 3.2,

$$
P\left\{\sup _{t \leq \sigma}\left|y_{t \wedge T_{n}}^{\prime}\right|=\infty\right\}=0
$$

We shall show that $P\left\{\sup _{t \leq \sigma}\left|y_{t}^{\prime}\right|=\infty\right\}=0$. We have

$$
\begin{aligned}
P\left\{\sup _{t \leq \sigma}\left|y_{t}^{\prime}\right|=\infty\right\}= & P\left\{\sup _{t \leq \sigma}\left|y_{t \wedge T_{n}}^{\prime}\right|=\infty, T_{n}=\sigma\right\} \\
& +P\left\{\sup _{t \leq \sigma}\left|y_{t}^{\prime}\right|=\infty, T_{n}<\sigma\right\} \\
\leq & P\left\{\sup _{t \leq \sigma}\left|y_{t \wedge T_{n}}^{\prime}\right|=\infty\right\}+P\left\{T_{n}<\sigma\right\} \\
= & P\left\{T_{n}<\sigma\right\} \rightarrow 0, \quad n \rightarrow \infty
\end{aligned}
$$

Set

$$
\bar{y}_{\sigma}^{\prime}=\varlimsup_{t \rightarrow \sigma} y_{t}^{\prime}, \quad \underline{y}_{\sigma}^{\prime}=\underline{\lim }_{t \rightarrow \sigma} y_{t}^{\prime}
$$

and note that $\left|y_{\sigma}^{\prime}\right| \leq \sup _{t \leq \sigma}\left|y_{t}^{\prime}\right|$, i.e., $P\left\{\left|y_{\sigma}^{\prime}\right|<\infty\right\}=1$.
Since $\bar{y}_{\sigma}^{\prime}=\underline{y}_{\sigma}^{\prime}\left(\left(T_{n}=\bar{\sigma}\right) ;(P\right.$-a.s. $\left.)\right)$, we have

$$
P\left\{\bar{y}_{\sigma}^{\prime}>\underline{y}_{\sigma}^{\prime}\right\} \leq P\left\{T_{n}<\sigma\right\} \rightarrow 0, \quad n \rightarrow \infty
$$

Thus, we have proved the lemma for the process $Y^{\prime}$.
To prove the lemma for the process $Y^{\prime \prime}$ we note that ( $P$-a.s.)

$$
\infty>\langle y\rangle_{\sigma} \geq\left\langle y^{\prime \prime}\right\rangle_{\sigma}=\int_{0}^{\sigma} I_{\left\{\Delta\langle y\rangle_{s}>1\right\}} d\langle y\rangle_{s}=\sum_{s<\sigma} I_{\left\{\Delta\langle y\rangle_{s}>1\right\}} \Delta\langle y\rangle_{s}
$$

Therefore, the number of terms in the last sum is finite ( $P$-a.s.). Hence,

$$
y_{t}^{\prime \prime}=\int_{0}^{t} I_{\left\{\Delta\langle y\rangle_{s}>1\right\}} d y_{s}=\sum_{s<\sigma} I_{\left\{\Delta\langle y\rangle_{s}>1\right\}} \Delta y_{s}
$$

where $\Delta y_{s}=y_{s}-y_{s-}$, i.e., $y_{t}^{\prime \prime}$ is a right continuous piecewise constant function of $t$ with a finite number of discontinuity points coinciding with no $\sigma$, from which fact the required assertions follow obviously.

### 18.5 The Structure of Point Processes with Deterministic and Continuous Compensators

18.5.1. Let a point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, have a deterministic compensator $A_{t}, t \geq 0$. We shall write $\sigma_{\infty}=\inf \left\{t \geq 0: A_{t}=\infty\right\}$, setting $\sigma_{\infty}=\infty$ if $\lim _{t \rightarrow \infty} A_{t}<\infty$.

Theorem 18.9. The point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t<\sigma_{\infty}$, with a deterministic compensator is a process with independent increments and ( $P$-a.s.) for $s \leq t<\sigma_{\infty}, \lambda \in \mathbb{R}$,

$$
\begin{align*}
M\left(\exp \left[i \lambda\left(N_{t}-N_{s}\right)\right] \mid \mathcal{F}_{s}\right)= & \prod_{s<u \leq t}\left[1+\left(e^{i \lambda}-1\right) \Delta A_{u}\right] \\
& \times \exp \left[\left(e^{i \lambda}-1\right)\left(A_{t}^{c}-A_{s}^{c}\right)\right] \tag{18.85}
\end{align*}
$$

where $\Delta A_{t}=A_{t}-A_{t-}, A_{t}^{c}=A_{t}-\sum_{s \leq t} \Delta A_{s}$.
PROOF. Obviously,

$$
\begin{align*}
e^{i \lambda N_{t}}-e^{i \lambda N_{s}}= & \sum_{s<u \leq t}\left[e^{i \lambda N_{u}}-e^{i u \lambda N_{u-}}\right] \\
= & \sum_{s<u \leq t} e^{i \lambda N_{u-}}\left(e^{i \lambda}-1\right)\left(N_{u}-N_{u-}\right) \\
= & \left(e^{i \lambda}-1\right) \int_{s}^{t} e^{i \lambda N_{u-}} d N_{u} \\
= & \left(e^{i \lambda}-1\right) \int_{s}^{t} e^{i \lambda N_{u-}} d\left[N_{u}-A_{u}\right] \\
& +\left(e^{i \lambda}-1\right) \int_{s}^{t} e^{i \lambda N_{u-}} d A_{u} \tag{18.86}
\end{align*}
$$

The first integral on the right-hand side of (18.86) is a uniformly integrable martingale for $t<\sigma_{\infty}$. Hence, ( $P$-a.s.)

$$
\begin{equation*}
M\left(\int_{s}^{t} e^{i \lambda N_{u-}} d\left[N_{u}-A_{u}\right] \mid \mathcal{F}_{s}\right)=0, \quad s \leq t<\sigma_{\infty} \tag{18.87}
\end{equation*}
$$

We shall let $V_{s}(t)=M\left(e^{1 \lambda N_{t}} \mid \mathcal{F}_{s}\right), s \leq t$, and note that, by virtue of the theorem on dominated convergence (Theorem 1.4), $V_{s}(t)=M\left(e^{i \lambda N_{t-}} \mid \mathcal{F}_{s}\right)$. Taking into account this remark, we find from (18.86) and (18.87) that

$$
\begin{equation*}
V_{s}(t)=V_{s}(s)+\left(e^{i \lambda}-1\right) \int_{s}^{t} V_{s}(u-) d A_{u} \tag{18.88}
\end{equation*}
$$

Since $V_{s}(t) \neq 0$, for

$$
U_{s}(t)=V_{s}(t) / V_{s}(s)=M\left(e^{i \lambda\left(N_{t}-N_{s}\right)} \mid \mathcal{F}_{s}\right)
$$

we obtain

$$
U_{s}(t)=1+\left(e^{i \lambda}-1\right) \int_{s}^{t} U_{s}(u-) d A_{u}
$$

By virtue of Lemma 18.8, a unique solution of this equation is given by (18.85), thus proving the theorem.

Corollary. If $A_{t} \equiv t$, the point process $N=\left(N_{t}, \mathcal{F}_{t}\right)$ is a Poisson process and

$$
M\left(e^{i \lambda\left(N_{t}-N_{s}\right)} \mid \mathcal{F}_{s}\right)=\exp \left[\left(e^{i \lambda}-1\right)(t-s)\right]
$$

18.5.2. We shall show now that the point process $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, with continuous compensators $A=\left(A_{t}, \mathcal{F}_{t}\right), t \geq 0$, can be transformed into a Poisson process by a change of time.

Let

$$
\sigma(t)=\inf \left\{s \geq 0: A_{s}>t\right\}
$$

and let the $\sigma$-algebra $\mathcal{G}_{t}=\mathcal{F}_{\sigma(t)}$ and $\pi_{t}=N_{\sigma(t)}$.

Theorem 18.10. Assume that the compensator $A_{t}, t \geq 0$, is continuous ( $P$-a.s.) and that

$$
P\left\{\lim _{t \rightarrow \infty} A_{t}=\infty\right\}=1
$$

Then the process $\Pi=\left(\pi_{t}, \mathcal{G}_{t}\right), t \geq 0$, is a Poisson process (with a single parameter).

PROOF. It is clear that the process $\Pi$ has piecewise constant, right continuous trajectories, where the jumps of the trajectories are integers.

Hence, to prove the theorem it suffices to show that the magnitude of jumps in the process $\Pi$ is equal to unity and ( $P$-a.s.)

$$
\begin{equation*}
M\left(e^{i \lambda\left[\pi_{t}-\pi_{s}\right]} \mid \mathcal{G}_{s}\right)=\exp \left[\left(e^{i \lambda}-1\right)(t-s)\right] \tag{18.89}
\end{equation*}
$$

By virtue of (18.86),

$$
\begin{equation*}
e^{i \lambda \pi_{t}}=e^{i \lambda \pi_{s}}+\left(e^{i \lambda}-1\right) \int_{\sigma(s)}^{\sigma(t)} e^{i \lambda N_{u-}} d\left[N_{u}-A_{u}\right]+\left(e^{i \lambda}-1\right) \int_{\sigma(s)}^{\sigma(t)} e^{i \lambda N_{u-}} d A_{u} \tag{18.90}
\end{equation*}
$$

The process $\left(\int_{0}^{t} e^{i \lambda N_{u}} d\left[N_{u}-A_{u}\right], \mathcal{F}_{t}\right), t<\infty$, is a local martingale. Hence, by virtue of the equality $M A_{\sigma(t)}=t$,

$$
\begin{equation*}
M\left(\int_{\sigma(s)}^{\sigma(t)} e^{i \lambda N_{u}-d\left[N_{u}-A_{u}\right]} \mid \mathcal{F}_{\sigma(s)}\right)=0 \tag{18.91}
\end{equation*}
$$

Further, making use of the continuity of the function $A_{t}$ and taking into account the definition of the times $\sigma(t)$, we find (see also Section 1.1)

$$
\begin{equation*}
\int_{\sigma(s)}^{\sigma(t)} e^{i \lambda N_{u-}} d A_{u}=\int_{\sigma(s)}^{\sigma(t)} e^{i \lambda N_{u}} d A_{u}=\int_{s}^{t} e^{i \lambda N_{\sigma(u)}} d u=\int_{s}^{t} e^{i \lambda \pi_{u}} d u \tag{18.92}
\end{equation*}
$$

Let us set $V_{s}(t)=M\left(e^{i \lambda \pi_{t}} \mid \mathcal{G}_{s}\right)$. Then, by virtue of (18.90)-(18.92),

$$
V_{s}(t)=V_{s}(s)+\left(e^{i \lambda}-1\right) \int_{s}^{t} V_{s}(u) d u
$$

from which we can obtain (18.89) as in the previous theorem.
We shall note, finally, that the magnitude of jumps in the process $\Pi$ is equal to unity.

By differentiating both sides of (18.89) with respect to $\lambda$ and assuming $\lambda=0$, we find that the process $\left(\pi_{t}-t, \mathcal{G}_{t}\right)$ is a martingale. Consequently, if $\theta_{1}=\inf \left\{t: \pi_{t}>0\right\}$, by virtue of Theorem 3.6 we have

$$
M \pi_{t \wedge \theta_{1}}=M\left(t \wedge \theta_{1}\right) \leq M \theta_{1}
$$

Since $P\left(\theta_{1}>t\right)=P\left(\pi_{t}=0\right)$, and $M e^{i \lambda \pi_{t}}=\exp \left\{\left(e^{i \lambda}-1\right) t\right\}$, it is not difficult to show that $P\left(\pi_{t}=0\right)=e^{-t}$ and, therefore, $M \theta_{1}=1$.

Hence $M \pi_{t \wedge \theta_{1}} \leq 1$ and, by the Fatou lemma, $M \pi_{\theta_{1}} \leq 1$. But $\pi_{\theta_{1}} \geq 1$ ( $P$-a.s.). Consequently,

$$
P\left(\pi_{\theta_{1}}=1\right)=1
$$

i.e., the value of the first jump in the process $\Pi$ is equal to unity. Similarly, we can establish that the magnitude of the remaining jumps is also equal to unity ( $P$-a.s.).

## Notes and References. 1

18.1. Martingale methods came into use in point-process theory after the work of Brémaud [26]. A martingale approach to point processes was discussed by Boel, Varaiya, and Wong [22], Van Schuppen [302], Jacod [103], Jacod and Memin [105], Segal [271], Davis [48], Kabanov, Liptser and Shiryaev [113], Grigelionis [88] and Segal and Kailath [273].
18.2. Theorem 18.2 is to be found in Chou and Meyer [37], and Jacod [103]. For Theorem 18.3, see also Segal and Kailath [273] and Kabanov, Liptser and Shiryaev [113].
18.3. Theorems 18.4 and 18.5 (on existence and uniqueness) are due to Orey [251], Jacod [103] and Kabanov, Liptser and Shiryaev [113]. Lemma 18.8 was proved by Doléans-Dade [56].
18.4. This section is based on Jacod [102], and Kabanov, Liptser and Shiryaev [113]. Equation (18.56), Theorem 18.8 and Lemma 18.4 are apparently presented here for the first time.
18.5. Theorem 18.9 is due to Kabanov, Liptser and Shiryaev [113], and Brémaud [27].

## Notes and References. 2

18.1-18.5. The martingale approach to the investigation of point processes used in this chapter has been developed for description and analysis of multivariate point processes and integer-valued random measures, Jacod [104]. Exhaustive information on these subjects can be found in Liptser and Shiryaev [214], Jacod and Shiryaev [106].

# 19. The Structure of Local Martingales, Absolute Continuity of Measures for Point Processes, and Filtering 

### 19.1 The Structure of Local Martingales

19.1.1. We established in Theorem 5.7 that any martingale (or local martingale) of a Wiener process permitted a representation as a stochastic integral (see (5.42)). We shall show in Theorem 19.1 that a similar result also holds for point processes.

Theorem 19.1. Let $\bar{N}=\left(N_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, be a point process with a compensator $\bar{A}=\left(\bar{A}_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, and let $Y=\left(y_{t}, \mathcal{F}_{t}^{N}\right)$ be a $\tau_{\infty}$-local martingale with right continuous trajectories. Then $Y$ permits the representation

$$
\begin{equation*}
y_{t}=y_{0}+\int_{0}^{t} f_{s} d\left[N_{s}-\bar{A}_{s}\right] \tag{19.1}
\end{equation*}
$$

where $f=\left(f_{t}, \mathcal{F}_{t}^{N}\right)$ is a predictable process with

$$
\begin{equation*}
P\left(\int_{0}^{t}\left|f_{s}\right| d \bar{A}_{s}=\infty, t<\tau_{\infty}\right)=0 \tag{19.2}
\end{equation*}
$$

19.1.2. To prove the above result we shall investigate some properties of the $\tau_{\infty}$-local martingale $Y$.

Lemma 19.1. There exists a sequence $\left(\sigma_{n}\right), n=1,2, \ldots$, of Markov times (with respect to the family $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$ ) such that: $\sigma_{n} \uparrow \tau_{\infty}$ as $n \rightarrow \infty$; and

$$
\begin{equation*}
M \int_{0}^{\sigma_{n}}\left|y_{t}\right| d N_{t}<\infty \tag{19.3}
\end{equation*}
$$

PROOF. Let $\left(\sigma_{n}^{\prime}\right), n \geq 1$, be a sequence of Markov times $\sigma_{n}^{\prime} \uparrow \tau_{\infty}$, with respect to the family $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$, such that the processes $\left(y_{t \wedge \sigma_{n}^{\prime}}, \mathcal{F}_{t}^{N}\right), t \geq 0$, $n=1,2, \ldots$, are uniformly integrable martingales. Set $\sigma_{n}=\tau_{n} \wedge \sigma_{n}^{\prime}$. Then

$$
\begin{aligned}
M \int_{0}^{\sigma_{n}}\left|y_{t}\right| d N_{t} & \leq M \int_{0}^{\tau_{n}}\left|y_{t \wedge \sigma_{n}^{\prime}}\right| d N_{t} \\
& =M \sum_{i=1}^{n}\left|y_{\tau_{i} \wedge \sigma_{n}^{\prime}}\right| \\
& \leq \sum_{i=1}^{n} M\left|M\left(y_{\sigma_{n}^{\prime}} \mid \mathcal{F}_{\tau_{i}}^{N}\right)\right| \leq n M\left|y_{\sigma_{n}^{\prime}}\right|<\infty
\end{aligned}
$$

which proves (19.3).
Note 1. Let $\sigma_{n}^{\prime \prime}=\inf \left(t: \bar{A}_{t}>n\right)$ and $\sigma_{n}^{\prime \prime}=\infty$ if $\bar{A}_{\tau_{\infty}} \leq n$. If $\sigma_{n}=$ $\tau_{n} \wedge \sigma_{n}^{\prime} \wedge \sigma_{n}^{\prime \prime}$ then

$$
\begin{equation*}
M \int_{0}^{\sigma_{n}}\left|y_{t-}\right| d N_{t}<\infty, \quad M \int_{o}^{\sigma_{n}}\left|y_{t}-y_{t-}\right| d N_{t}<\infty \tag{19.4}
\end{equation*}
$$

It is useful to note this result of the proof (see (18.54) and the proof of Lemma 3.2)

$$
\begin{aligned}
M \int_{0}^{\sigma_{n}}\left|y_{t-}\right| d N_{t} & =M \int_{0}^{\sigma_{n}}\left|y_{t-}\right| d \bar{A}_{t}=M \int_{0}^{\sigma_{n}}\left|M\left(y_{\sigma_{n}^{\prime}} \mid \mathcal{F}_{t-}^{N}\right)\right| d \bar{A}_{t} \\
& \leq M \int_{0}^{\sigma_{n}} M\left(\left|y_{\sigma_{n}^{\prime}}\right| \mid \mathcal{F}_{t-}^{N}\right) d \bar{A}_{t}=M\left[M\left(\left|y_{\sigma_{n}^{\prime}}\right| \mid \mathcal{F}_{\sigma_{n}}^{N}\right) \bar{A}_{\sigma_{n}}\right]
\end{aligned}
$$

Note 2. It follows from (19.3), (19.4) and Section 18.4 that we have defined the conditional mathematical expectations $M_{\mathcal{N}}(\mid y \| \hat{\mathcal{P}})_{t}, M_{\mathcal{N}}(y \mid \hat{\mathcal{P}})_{t}$ $M_{\mathcal{N}}(\Delta y \mid \hat{\mathcal{P}})_{t}$ (denoted by $\widehat{\left|y_{t}\right|}, \widehat{y_{t}}$ and $\widehat{\Delta y_{t}}$, respectively; note that $\widehat{\Delta y_{t}}=$ $\widehat{y_{t}}-y_{t-}$ since $\left.\widehat{y_{t-}}=y_{t-}\right)$.

Lemma 19.2. The probability

$$
\begin{equation*}
P\left(\int_{0}^{t} \widehat{\left|y_{s}\right|}\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{A}_{s}=\infty ; t<\tau_{\infty}\right)=0 \tag{19.5}
\end{equation*}
$$

PROOF. Let $\left(\sigma_{n}\right), n=1,2, \ldots$, be the times defined in Note 1. Then to prove (19.5) it suffices to show that for each $n=1,2, \ldots$,

$$
\begin{equation*}
\int_{0}^{\sigma_{n}} \widehat{\left|y_{s}\right|}\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{A}_{s}<\infty \quad(P \text {-a.s. }) \tag{19.6}
\end{equation*}
$$

We have

$$
\begin{aligned}
\int_{0}^{\sigma_{n}} \widehat{\left|y_{s}\right|}\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{A}_{s}= & \int_{0}^{\sigma_{n}} \widehat{\left|y_{s}\right|}\left(1-\Delta \bar{A}_{s}\right)^{+} I_{\left\{\Delta \bar{A}_{s} \leq 1 / 2\right\}} d \bar{A}_{s} \\
& +\int_{0}^{\sigma_{n}} \widehat{\left|y_{s}\right|}\left(1-\Delta \bar{A}_{s}\right)^{+} I_{\left\{\Delta \bar{A}_{s}>1 / 2 /\right\}} d \bar{A}_{s} \\
& \left(=Q_{n}+R_{n}\right) .
\end{aligned}
$$

But, by virtue of (18.54) and Lemma 19.1,

$$
\begin{aligned}
M Q_{n} & =M \int_{0}^{\sigma_{n}} \widehat{\left|y_{s}\right|}\left(1-\Delta \bar{A}_{s}\right)^{+} I_{\left\{\Delta \bar{A}_{s} \leq 1 / 2\right\}} d \bar{A}_{s} \\
& \leq 2 M \int_{0}^{\sigma_{n}} \widehat{\left|y_{s}\right|} d \bar{A}_{s}=2 M \int_{0}^{\sigma_{n}}\left|y_{s}\right| d N_{s}<\infty,
\end{aligned}
$$

and

$$
R_{n}=\sum_{t \leq \sigma_{n}} \widehat{\left|y_{t}\right|}\left(1-\Delta \bar{A}_{t}\right)^{+} I_{\left\{\Delta \bar{A}_{t}>1 / 2\right\}} \Delta \bar{A}_{t}<\infty \quad(P-\text { a.s. })
$$

since (Lemma 18.2) the compensator $\bar{A}_{t}$ can have only a finite number of jumps of magnitude greater than $\frac{1}{2}$ on the interval $\left(0, \sigma_{n}\right)$.

Note. For each $n=1,2, \ldots$,

$$
\begin{equation*}
P\left(\int_{0}^{\sigma_{n}}\left(\widehat{\left|y_{n}\right|}+\left|y_{t-}\right|\right)\left(1-\Delta \bar{A}_{t}\right)^{+} d \bar{A}_{t}<\infty\right)=1 \tag{19.7}
\end{equation*}
$$

19.1.3. Let $Y=\left(y_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, be a uniformly integrable martingale. Then $M\left|y_{\infty}\right|<\infty\left(y_{\infty}=\lim _{t \rightarrow \infty} y_{t}\right)$ and there exists a sequence of bounded $\mathcal{F}_{\infty^{-}}^{N}$ measurable random variables $y_{\infty}^{(k)}, k=1,2, \ldots$, such that

$$
\left|y_{\infty}^{(k)}\right| \leq\left|y_{\infty}\right|, \quad M\left|y_{\infty}-y_{\infty}^{(k)}\right| \leq k^{-2}
$$

Let us consider a sequence of uniformly bounded (for each $k$ ) martingales $Y^{(k)}=\left(y_{t}^{(k)}, \mathcal{F}_{t}^{N}\right), t \geq 0, y_{t}^{(k)}=M\left(y_{\infty}^{(k)} \mid \mathcal{F}_{t}^{N}\right)$, with right continuous trajectories. (The existence of these modifications follows from the fact that the $\sigma$-algebras $\mathcal{F}_{t}^{N}$ are right continuous and from the corollary to Theorem 3.1).

According to (3.6),

$$
P\left(\sup _{t \geq 0}\left|y_{t}-y_{t}^{(k)}\right|>\varepsilon\right) \leq \frac{1}{\varepsilon} \cdot M\left|y_{\infty}-y_{\infty}^{(k)}\right| \leq \frac{1}{\varepsilon k^{2}}
$$

Hence, by virtue of the Borel-Cantelli lemma, there exists a subsequence $\left\{k_{j}\right\}$ such that

$$
\begin{equation*}
P\left(\lim _{k_{j} \rightarrow \infty} \sup _{t \geq 0}\left|y_{t}-y_{t}^{\left(k_{j}\right)}\right|=0\right)=1 \tag{19.8}
\end{equation*}
$$

(We shall number the sequence $\left\{k_{j}\right\}$ as $\{k\}$ from now on to avoid new notation).

Lemma 19.3. There exists a sequence of Markov times $\left(\sigma_{n}\right), n=1,2, \ldots$, (with respect to the family $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$ ) such that: $\sigma_{n} \uparrow \gamma_{\infty}$ as $n \rightarrow \infty$; and, for each $n$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} M \int_{0}^{\sigma_{n}}\left|\widehat{y_{t}}-\widehat{y_{t}^{(k)}}\right|\left(1-\Delta \bar{A}_{t}\right)^{+} d \bar{A}_{t}=0 \tag{19.9}
\end{equation*}
$$

PROOF. We shall consider a random process $B=\left(B_{t}, \mathcal{F}_{t}^{N}\right)$ with $B_{t}=$ $\int_{0}^{t} M\left(\mid y_{\infty} \| \mathcal{F}_{t-}^{N}\right)\left(1-\Delta \bar{A}_{s}\right)+d A_{s}$.

By virtue of Lemma 19.2,

$$
P\left\{\inf \left(t \geq 0: B_{t}=\infty\right) \geq \tau_{\infty}\right\}=1
$$

Hence, because of the predictability of the process $B_{t}$ and Lemma 18.11, there exists a sequence of times $\left(\sigma_{n}\right), n=1,2, \ldots$, such that $\sigma_{n} \uparrow \tau_{\infty}$ and $B_{\sigma_{n}} \leq n$ (P-a.s.).

From this we have

$$
\begin{align*}
& M \int_{0}^{\sigma_{n}} M\left(\left|y_{\infty}\right| \mid \mathcal{F}_{t-}^{n}\right)\left(1-\Delta \bar{A}_{t}\right)^{+} d N_{t} \\
= & M \int_{0}^{\sigma_{n}} M\left(\mid y_{\infty} \| \mathcal{F}_{t-}^{N}\right)\left(1-\Delta \bar{A}_{t}\right)^{+} d \bar{A}=M B_{\sigma_{n}} \leq n . \tag{19.10}
\end{align*}
$$

Further, since $\left|y_{t}-y_{t}^{(k)}\right|\left(1-\Delta \bar{A}_{t}\right)^{+} \leq 2 M\left(\left|y_{\infty}\right| \mid \mathcal{F}_{t}^{N}\right)\left(1-\Delta \bar{A}_{t}\right)^{+}$, by virtue of the theorem on dominated convergence (Theorem 1.4), (19.8), and (19.10), we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} M \int_{0}^{\sigma_{n}}\left|y_{t}-y_{t}^{(k)}\right|\left(1-\Delta \bar{A}_{t}\right)^{+} d N_{t}=0 \tag{19.11}
\end{equation*}
$$

The required relation, (19.9), follows immediately from (19.11) and the estimate

$$
\begin{aligned}
M \int_{0}^{\sigma_{n}}\left|\widehat{y}_{t}-\widehat{y_{t}^{(k)}}\right|\left(1-\Delta \bar{A}_{t}\right)^{+} d \bar{A}_{t} & \leq M \int_{0}^{\sigma_{n}}\left|\widehat{y-y^{(k)}}\right|_{t} \cdot\left(1-\Delta \bar{A}_{t}\right)^{+} d \bar{A}_{t} \\
& =M \int_{0}^{\sigma_{n}}\left|y_{t}-y_{t}^{(k)}\right|\left(1-\Delta \bar{A}_{t}\right)^{+} d N_{t}
\end{aligned}
$$

Note. For each $n=1,2, \ldots$,

$$
\lim _{k \rightarrow \infty} \int_{0}^{\sigma_{n}}\left|y_{t-1}-y_{t-}^{(k)}\right|\left(1-\Delta \bar{A}_{t}\right)^{+} d \bar{A}_{t}=0
$$

19.1.4. Let us consider a $\tau_{\infty}$-local martingale $z=\left(z_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, with

$$
z_{t}=y_{t}-y_{0}-\int_{0}^{t}\left(\widehat{y_{s}}-y_{s-}\right)\left(1-\Delta \bar{A}_{s}\right)^{+} d\left[N_{s}-\bar{A}_{s}\right]
$$

and set $\widehat{z_{t}}=M_{\mathcal{N}}(z \mid \mathcal{P}), \widehat{y_{t}}=M_{\mathcal{N}}(y \mid \mathcal{P})$.

Lemma 19.4. For each $t>0$,

$$
\begin{equation*}
\left.\left(\widehat{z_{t}}-z_{t-1}\right) I_{\left\{\Delta \bar{A}_{t}<1\right\}}=0 \quad \text { (P-a.s. }\right) \tag{19.12}
\end{equation*}
$$

PROOF. Let $\left(\sigma_{n}\right), n=1,2, \ldots$, be a sequence of stopping times defined in Note 1 to Lemma 19.1 and let $\varphi=\left(\varphi_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, be a predictable process with $\left|\varphi_{t}\right| \leq 1$ ( $P$-a.s.), $t \geq 0$. Then

$$
\begin{aligned}
& M \int_{0}^{\sigma_{n}} \varphi_{t}\left(\widehat{z_{t}}-z_{t-}\right) I_{\left\{\Delta \bar{A}_{t}<1\right\}} d N_{t} \\
= & M \int_{0}^{\sigma_{n}} \varphi_{t}\left(\widehat{y_{t}}-y_{t-}\right) I_{\left\{\Delta \bar{A}_{t}<1\right\}}\left[1-\left(1-\Delta \bar{A}_{t}\right)^{+}\left(\Delta N_{t}-\Delta \bar{A}_{t}\right)\right] d N t \\
= & M \int_{0}^{\sigma_{n}} \varphi_{t}\left(\widehat{y_{t}}-y_{t-}\right) I_{\left\{\Delta \bar{A}_{t}<1\right\}}\left[1-\left(1-\Delta \bar{A}_{t}\right)^{+}\left(1-\Delta \bar{A}_{t}\right)\right] d N_{t}=0 .
\end{aligned}
$$

The required assertion, (19.12), follows from the above equality and from the definition of the conditional mathematical expectation $M_{N}(\cdot \mid \hat{\mathcal{P}})$ (Section 18.4).
19.1.5. The main result related to the structure of local martingales $Y=$ $\left(y_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, is the following.

## Theorem 19.2.

(1) Any $\tau_{\infty}$-local martingale $Y=\left(y_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, with right continuous trajectories permits the representation ( $\left\{t<\tau_{\infty}\right\}$; ( $P$-a.s. $)$ )

$$
\begin{equation*}
y_{t}=y_{0}+\int_{0}^{t}\left(\widehat{y_{s}}-y_{s-}\right)\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{m}_{s} \tag{19.13}
\end{equation*}
$$

where $\bar{m}_{s}=N_{s}-\bar{A}_{s}$ and

$$
\begin{equation*}
P\left(\int_{0}^{t}\left|\widehat{y}_{s}-y_{s-}\right| \cdot\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{A}_{s}=\infty, t<\tau_{\infty}\right)=0 \tag{19.14}
\end{equation*}
$$

(2) If, in addition, $Y$ is a $\tau_{\infty}$-locally square integrable martingale, then

$$
\begin{equation*}
P\left(\int_{0}^{t}\left|\widehat{y_{s}}-y_{s-}\right|^{2}\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{A}_{s}=\infty, t>\tau_{\infty}\right)=0 \tag{19.15}
\end{equation*}
$$

(3) If $Y$ is a square integrable martingale, we have

$$
\begin{gather*}
M \int_{0}^{\tau_{\infty}}\left(\widehat{y_{s}}-y_{s-}\right)^{2}\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{A}_{s}<\infty  \tag{19.16}\\
y_{t}=y_{0}+\int_{0}^{t} \frac{d\langle y, \bar{m}\rangle_{s}}{d\langle\bar{m}\rangle_{s}} d \bar{m}_{s}  \tag{19.17}\\
\frac{d\langle y, \bar{m}\rangle_{s}}{d\langle\bar{m}\rangle_{s}}=\left(\widehat{y_{s}}-y_{s-}\right)\left(1-\Delta \bar{A}_{s}\right)^{+} \tag{19.18}
\end{gather*}
$$

PROOF. We shall note first that, due to (19.8) and Lemma 19.3, we need to prove (19.13) only for the case of uniformly bounded martingales. Thus, let $\left|y_{t}\right| \leq d, t \geq 0, \omega \in \Omega$. We shall define the martingale $\tilde{Y}=\left(\tilde{y}_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, by

$$
\tilde{y}_{t}=y_{0}+\int_{0}^{t}\left(\widehat{y_{s}}-y_{s-}\right)\left(1-\Delta \bar{A}_{s}\right)^{+} d\left[N_{s}-\bar{A}_{s}\right]
$$

and note that

$$
\begin{align*}
\left|\tilde{y}_{t}\right| & \leq\left|y_{0}\right|+2 d \int_{0}^{t}\left(1-\Delta \bar{A}_{s}\right)^{+} d\left[N_{s}-\bar{A}_{s}\right] \\
& \leq\left|y_{0}\right|+4 d\left\{N_{t}+\int_{0}^{t}\left(1-\Delta \bar{A}_{s}\right)^{+} d \bar{A}_{s}\right\} \tag{19.19}
\end{align*}
$$

Since $N_{\tau_{n}} \leq n$ and the process $B_{t}=\int_{0}^{t}\left(1-\Delta \bar{A}_{s}^{+}\right) d \bar{A}_{s}$ is nondecreasing, predictable and such that ( $\left\{t<\tau_{\infty}\right\}$; ( $P$-a.s. $)$ )

$$
B_{t} \leq 2 \bar{A}_{t}+\sum_{s \leq t} I_{\left\{\Delta \bar{A}_{s}>1 / 2\right\}}\left(1-\Delta \bar{A}_{s}\right)^{+} \Delta A_{s}<\infty
$$

by virtue of Lemma 18.11, there exists a sequence of times $\left(\sigma_{n}\right), n=1,2, \ldots$, $\sigma_{n} \uparrow \tau_{\infty}$, such that $B_{\sigma_{n}} \leq n$; this and (19.19) imply that the martingale $Y$ is $\tau_{\infty}$-locally bounded:

$$
\left|\tilde{y}_{t \wedge \theta_{n}}\right| \leq d+4 d n, \quad \theta_{n}=\tau_{n} \wedge \sigma_{n}, \quad n=1,2, \ldots
$$

We shall consider next the uniformly bounded martingale $z=\left(z_{t}, \mathcal{F}_{t}^{N}\right)$ with $z_{t}=1+C\left(y_{t \wedge \theta_{n}}-\tilde{y}_{t \wedge \theta_{n}}\right)$ where we choose the constant $C \neq 0$ so that $P\left\{\inf _{t} Z_{t}>0\right\}=1$.

Then, by virtue of Lemma 19.4 for $t \geq 0$,

$$
\begin{equation*}
I_{\left\{\Delta \bar{A}_{t}<1\right\}} \frac{\widehat{z_{t}}}{z_{t-}}=1 \quad(P-\text { a.s. }) . \tag{19.20}
\end{equation*}
$$

Let $Q$ be the restriction of $P$ to the $\sigma$-algebra $\mathcal{F}_{\infty}^{N}$ and let $Q^{\prime}$ be a measure on $\left(\Omega, \mathcal{F}_{\infty}^{N}\right)$ with $d Q^{\prime}=z_{\infty} d Q$ where $z_{\infty}=\lim _{t \rightarrow \infty} z_{t}$.

It follows from Theorem 19.2 of the next section and from (19.20) that the compensators of the point processes $\bar{N}=\left(N_{t}, \mathcal{F}_{t}^{N}, Q\right)$ and $\bar{N}^{\prime}=\left(N_{t}, \mathcal{F}_{t}, Q^{\prime}\right)$ coincide. Therefore, by virtue of Theorem $18.5, Q^{\prime}=Q$, i.e., $z_{\infty}=1$ ( $Q$-a.s.) and, for any $t \geq 0$,

$$
y_{t \wedge \theta_{n}}=\tilde{y}_{t \wedge \theta_{n}} \quad(P \text {-a.s. }) .
$$

Since $\theta_{n} \uparrow \tau_{\infty}$, we find from this that

$$
y_{t}=\tilde{y}_{t} \quad\left(\left\{t<\tau_{\infty}\right\} ;(P-\text { a.s. })\right)
$$

(19.15) and (19.16) follow immediately from (19.14), Theorem 18.8 and from the fact that $\left(C^{+}\right)^{2} C=C^{+}$(see Section 13.1).

Finally, (19.17) and (19.18) hold on account of the following: $\langle\bar{m}\rangle_{t}=$ $\int_{0}^{t}\left(1-\Delta \bar{A}_{s}\right) d \bar{A}_{s}$; for the square integrable martingale $y_{t}=y_{0}+\int_{0}^{t} f_{s} d \bar{m}_{s}$,

$$
\langle y, \bar{m}\rangle_{t}=\int_{0}^{t} f_{s}\left(1-\Delta \bar{A}_{s}\right) d \bar{A}_{s}
$$

(compare with Lemma 18.12).

### 19.2 Nonnegative Supermartingale: Analog of Girsanov's Theorem

19.2.1. Let $N=\left(N_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a point process with a compensator $A=\left(A_{t}, \mathcal{F}_{t}\right), t \geq 0$, and let $f=\left(f_{t}, \mathcal{F}_{t}\right)$ be a predictable process such that $P\left(\left|f_{t}\right|<\infty\right)=1, t \geq 0$, and

$$
\begin{equation*}
P\left(\int_{0}^{t}\left|f_{s}\right| d A_{s}=\infty, t<\tau_{\infty}\right)=0 \tag{19.21}
\end{equation*}
$$

It follows from Theorem 18.7 that the process $z=\left(z_{t}, \mathcal{F}_{t}\right), t>\tau_{\infty}$, with

$$
\begin{equation*}
z_{t}=1+\int_{0}^{t} f_{s} d m_{s} \tag{19.22}
\end{equation*}
$$

is a $\tau_{\infty}$-local martingale
Suppose that $z_{t} \geq 0$. Then the process $z=\left(z_{t \wedge \tau_{\infty}}, \mathcal{F}_{t}\right), t \geq 0$ is a supermartingale. In fact, let $\left(\sigma_{n}\right), n \geq 1$, be a sequence of times such that $\sigma_{n} \uparrow \tau_{\infty}$, $n \rightarrow \infty$, and the process $\left(z_{t \wedge \sigma_{n}}, \mathcal{F}_{t}\right)$ is a martingale. Then $M z_{t \wedge \sigma_{n}}=1$, $M\left(z_{t \wedge \sigma_{n}} \mid \mathcal{F}_{s}\right)=z_{s \wedge \sigma_{n}}$ and, by virtue of the Fatou lemma, $M z_{t \wedge \tau_{\infty}} \leq 1$, $M\left(z_{t \wedge \tau_{\infty}} \mid \mathcal{F}_{s}\right) \leq z_{s \wedge \tau_{\infty}}$.

Lemma 19.5. Let $z=\left(z_{t}, \mathcal{F}_{t}\right)$ be a nonnegative supermartingale defined as in (19.22). Then there exists a predictable process $\lambda=\left(\lambda_{t}, \mathcal{F}_{t}\right)$ such that ${ }^{1}$
(1) $0 \leq \lambda_{t}<\infty$;
(2) $\Delta A_{t}=1$ implies $\lambda_{t}=1 ; z_{t-}=0$ implies $\lambda_{t}=1$;
(3) $\lambda_{t} \leq\left(\Delta A_{t}\right)^{-1}$;
(4) the process $\int_{0}^{t} \lambda_{s} d A_{s}$ is a right continuous process $\left(\left\{t<\tau_{\infty}\right\}\right.$; (P-a.s.)) in the topology of the extended real line;

[^46](5)
\[

$$
\begin{equation*}
z_{t}=1+\int_{0}^{t} z_{s-}\left(\lambda_{s}-1\right)\left(1-\Delta A_{s}\right)^{+} d\left[N_{s}-A_{s}\right], \quad t<\tau_{\infty} \tag{19.23}
\end{equation*}
$$

\]

and

$$
\begin{align*}
z_{t}= & \prod_{\left\{n \geq 0: \tau_{n} \leq t\right\}} \lambda_{\tau_{n}} \prod_{\substack{s \leq t \\
s \neq \tau_{n}}}\left[1+\left(1-\Delta A_{s}\right)^{+}\left(1-\lambda_{s}\right) \Delta A_{s}\right] \\
& \times \exp \left(\int_{0}^{t}\left(1-\lambda_{s}\right) d A_{s}^{c}\right), \tag{19.24}
\end{align*}
$$

where $\tau_{0}=0$.

PROOF. Since $z$ is a nonnegative supermartingale, by virtue of Note 2 in Section 3.9 and (19.22), for $t<\tau_{\infty}$ we have

$$
\begin{equation*}
z_{t}=1+\int_{0}^{t} z_{s-}\left(z_{s-}\right)^{+} f_{s} d m_{s} \tag{19.25}
\end{equation*}
$$

Let us denote by $\alpha_{t}$ the number of jumps of magnitude 1 of the compensator $A$ during time $[0, t]$, and denote by $\beta_{t}$ the number of jumps in the process $N$ which occur during time $[0, t]$ at the times of jumps of magnitude 1 of the compensator $A$. That is, let

$$
\alpha_{t}=\int_{0}^{t} I_{\left\{\Delta A_{s}=1\right\}} d A_{s}, \quad \beta_{t}=\int_{0}^{t} I_{\left\{\Delta A_{s}=1\right\}} d N_{s}
$$

The definition of $\alpha_{t}$ and $\beta_{t}$ implies, first, that $\alpha_{t} \geq \beta_{t}$, and, second, that the process $\left(\beta_{t}-\alpha_{t}, \mathcal{F}_{t}\right), t \geq 0$, is a nonpositive local martingale with $\beta_{0}-\alpha_{0}=0$; this fact, in turn, implies that $\alpha_{t}=\beta_{t}(P$-a.s.) and, therefore,

$$
\begin{align*}
m_{t} & =N_{t}-A_{t}=N_{t}-A_{t}-\int_{0}^{t} I_{\left\{\Delta A_{s}=1\right\}} d\left[N_{s}-A_{s}\right] \\
& =\int_{0}^{t}\left(1-\Delta A_{s}\right)\left(1-\Delta A_{s}\right)^{+} d\left[N_{s}-A_{s}\right] \tag{19.26}
\end{align*}
$$

Let

$$
\begin{equation*}
\Lambda_{t}=1+\left(z_{t-}\right)^{+} f_{t}\left[1-\Delta A_{t}\right] \tag{19.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=\min \left\{\left|\Lambda_{t}\right|,\left(\Delta A_{t}\right)^{-1}\right\} \tag{19.28}
\end{equation*}
$$

We have from (19.25)-(19.28) that

$$
\begin{equation*}
z_{t}=1+\int_{0}^{t} z_{s-}\left(\Lambda_{s}-1\right)\left(1-\Delta A_{s}\right)^{+} d m_{s} \tag{19.29}
\end{equation*}
$$

We shall show that in (19.29) we can replace $\Lambda_{s}$ by the function $\lambda_{s}$ defined in (19.28).

To this end we note that the function $\lambda_{s}$ satisfies (1)-(3) of the theorem. Further, since $||a|-1| \leq|a-1|$ and, for $a \geq 0$ and $b \geq 1,|a \wedge b-1| \leq|a-1|$, it follows that

$$
\begin{aligned}
z_{t-}\left|\lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} & \leq z_{t-}| | \Lambda_{t}|-1|\left(1-\Delta A_{t}\right)^{+} \\
& \leq z_{t-}\left|\Lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} \\
& =\left|f_{t}\right|\left(1-\Delta A_{t}\right)\left(1-\Delta A_{t}\right)^{+} \leq\left|f_{t}\right|
\end{aligned}
$$

It follows from the above inequalities and (19.21) that

$$
\int_{0}^{t} z_{s-}\left|\lambda_{s}-1\right|\left(1-\Delta A_{s}\right)^{+} d A_{s}<\infty \quad\left(\left\{t<\tau_{\infty}\right\} ;(P-\text { a.s. })\right)
$$

and, consequently, that the process $\left(\tilde{z}_{t}, \mathcal{F}_{t}\right), t<\tau_{\infty}$, defined by

$$
\begin{equation*}
\tilde{z}_{t}=1+\int_{0}^{t} z_{s-}\left(\lambda_{s}-1\right)\left(1-\Delta A_{s}\right)^{+} d\left[N_{s}-A_{s}\right] \tag{19.30}
\end{equation*}
$$

is a $\tau_{\infty}$-local martingale (Theorem 18.7).
We shall show that, in fact, $z_{t}=\tilde{z}_{t}\left(\left\{t<\tau_{\infty}\right\} ;(P-a . s).\right)$.
The process $\left(z_{t}-\tilde{z}_{t}, \mathcal{F}_{t}\right), t<\tau_{\infty}$, is a $\tau_{\infty}$-local martingale and, by virtue of (19.29) and (19.30), we have

$$
\begin{equation*}
z_{t}-\tilde{z}_{t}=\int_{0}^{t} z_{s-}\left(\Lambda_{s}-\lambda_{s}\right)\left(1-\Delta A_{s}\right)^{+} d\left[N_{s}-A_{s}\right] \tag{19.31}
\end{equation*}
$$

By virtue of (19.28), we have

$$
\Lambda_{t}-\lambda_{t}=\Lambda_{t}-\left|\Lambda_{t}\right| \wedge\left(\Delta A_{t}\right)^{-1}=\left(\Lambda_{t}-\left|\Lambda_{t}\right|\right)+\left(\left|\Lambda_{t}\right|-\left|\Lambda_{t}\right| \wedge\left(\Delta A_{t}\right)^{-1}\right)
$$

Hence $z_{t}-\tilde{z}_{t}=\Delta_{t}^{\prime}+\Delta_{t}^{\prime \prime}$ where

$$
\begin{gathered}
\Delta_{t}^{\prime}=\int_{0}^{t} z_{s-}\left(\Lambda_{s}-\left|\Lambda_{s}\right|\right)\left(1-\Delta A_{s}\right)^{+} d m_{s} \\
\Delta_{t}^{\prime \prime}=\int_{0}^{t} z_{s-}\left(\left|\Lambda_{s}\right|-\left|\Lambda_{s}\right| \wedge\left(\Delta A_{s}\right)^{-1}\right)\left(1-\Delta A_{s}\right)^{+} d m_{s}
\end{gathered}
$$

We shall show that $\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right) \Delta_{t}^{\prime}=\Delta_{t}^{\prime \prime}=0$. To this end we shall note first that $\Lambda_{\tau_{i}} \geq 0$. Indeed, we have from (19.29) that

$$
0 \leq z_{\tau_{i}}=z_{\tau_{i}-}\left[1+\left(\Lambda_{\tau_{i}}-1\right)\left(1-\Delta A_{\tau_{i}}\right)^{+}\left(1-\Delta A_{\tau_{i}}\right)\right]
$$

From this we conclude that $\Lambda_{\tau_{i}} \geq 0$ for $z_{\tau_{i}-}>0$ and $\Delta A_{\tau_{i}}<1$. If $z_{\tau_{i}-}=0$ or $\Delta A_{\tau_{i}}=1$, by virtue of (19.27) we have $\Lambda_{\tau_{i}}=1$.

The fact that the values of $\Lambda_{\tau_{i}}$ are nonnegative and the definition of $\Delta_{t}^{\prime}$ imply that

$$
\begin{equation*}
\Delta_{t}^{\prime}=\int_{0}^{t} z_{s-}\left(\left|\Lambda_{s}\right|-\Lambda_{s}\right)\left(1-\Delta A_{s}\right)^{+} d A_{s} . \tag{19.32}
\end{equation*}
$$

Hence the $\tau_{\infty}$-local martingale $\Delta^{\prime}=\left(\Delta_{t}^{\prime}, \mathcal{F}_{t}\right), t<\tau_{\infty}$, has monotone nondecreasing trajectories with $\Delta_{0}^{\prime}=0$. Therefore $\Delta_{t}^{\prime}=0\left(\left\{t<\tau_{\infty}\right\} ;(P-\right.$ a.s.)).

We shall show also that $\Delta_{t}^{\prime \prime}=0\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right)$.
Let $\sigma_{j}$ be a time of jump of the compensator $A$ and let $\sigma_{j} \neq \tau_{i}, i=1,2, \ldots$. Then we have from (19.29) that

$$
0 \leq z_{\sigma_{j}}=z_{\sigma_{j}-}\left[1-\left(\Lambda_{\sigma_{j}}-1\right)\left(1-\Delta A_{\sigma_{j}}\right)^{+} \Delta A_{\sigma_{j}}\right] .
$$

This fact implies that $\Lambda_{\sigma_{j}} \leq\left(\Delta A_{\sigma_{j}}\right)^{-1}$ for $\Delta A_{\sigma_{j}}<1$ and $z_{\sigma_{j}-}>0$. But, if $\Delta A_{\sigma_{j}}=1$ or $z_{\sigma_{j}-}=0$, then we have again that $\Lambda_{\sigma_{i}}=1 \leq\left(\Delta A_{\sigma_{j}}\right)^{-1}$. Hence, it follows from (19.32) and the equality $\Delta_{t}^{\prime}=0$ that ( $P$-a.s.)

$$
\int_{0}^{t} z_{s-}\left(\left|\Lambda_{s}\right|-\left|\Lambda_{s}\right| \wedge\left(\Delta A_{s}\right)^{-1}\right)\left(1-\Delta A_{s}\right)^{+} d A_{s}=0, \quad t>\tau_{\infty}
$$

Thus,

$$
\Delta_{t}^{\prime \prime}=\int_{0}^{t} z_{s-}\left(\left|\Lambda_{s}\right|-\left|\Lambda_{s}\right| \wedge\left(\Delta A_{s}\right)^{-1}\right)\left(1-\Delta A_{s}\right)^{+} d N_{s} .
$$

This indicates that the $\tau_{\infty}$-local martingale $\Delta^{\prime \prime}=\left(\Delta_{t}^{\prime \prime}, \mathcal{F}_{t}\right)$ has nondecreasing trajectories with $\Delta_{0}^{\prime \prime}=0$. Therefore, $\Delta_{t}^{\prime \prime}=0\left(\left\{t<\tau_{\infty}\right\} ;(P\right.$-a.s. $\left.)\right)$. Thus $\tilde{z}_{t}=z_{t}$, thereby proving (19.23).

We shall prove (19.24). Let $\xi=\inf \left\{t \geq 0: z_{t}=0\right\}$, setting $\xi=\infty$ if $\inf _{t} z_{t}>0$. The values $\int_{0}^{t}\left|\lambda_{s}-1\right|\left(1-\Delta A_{s}\right)^{+} d s$ are finite for $t<\tau_{1} \wedge \xi$, since

$$
\begin{aligned}
\infty>\int_{0}^{t}\left|f_{s}\right| d A_{s} & \geq \int_{0}^{t} z_{s-}\left|\lambda_{s}-1\right|\left(1-\Delta A_{s}\right)^{+} d A_{s} \\
& \geq \inf _{u \leq t<\tau_{1} \wedge \xi} z_{u} \cdot \int_{0}^{t}\left|\lambda_{s}-1\right|\left(1-\Delta A_{s}\right)^{+} d A_{s}
\end{aligned}
$$

Hence, for $t<\tau_{1} \wedge \xi$ the equation

$$
z_{t}=1-\int_{0}^{t} z_{s-}\left(\lambda_{s}-1\right)\left(1-\Delta A_{s}\right)^{+} d A_{s}
$$

has a unique solution, namely

$$
\begin{equation*}
z_{t}=\prod_{s \leq t}\left[1+\left(1-\Delta A_{s}\right)^{+}\left(1-\lambda_{s}\right) \Delta A_{s}\right] \exp \left[\int_{0}^{t}\left(1-\lambda_{s}\right) d A_{s}^{c}\right] \tag{19.33}
\end{equation*}
$$

by virtue of Lemma 18.8.

If $\xi>\tau_{1}$, from (19.23) we have

$$
z_{\tau_{1}}=z_{\tau_{1}-}+z_{\tau_{1}-}\left(\lambda_{\tau_{1}}-1\right)\left(1-\Delta A_{\tau_{1}}\right)^{+}\left(1-\Delta A_{\tau_{1}}\right)=\lambda_{\tau_{1}} z_{\tau_{1}-}
$$

since $\Delta A_{t}=1$ implies $\lambda_{t}=1$ by virtue of (2).
It follows from the above and (19.33) that

$$
\begin{equation*}
z_{\tau_{1}}=\lambda_{\tau_{1}} \cdot \prod_{s<\tau_{1}}\left[1+\left(1-\Delta A_{s}\right)^{+}\left(1-\lambda_{s}\right) \Delta_{s}\right] \exp \left[\int_{0}^{\tau_{1}}\left(1-\lambda_{s}\right) d A_{s}^{c}\right] \tag{19.34}
\end{equation*}
$$

Now let $\xi \leq \tau_{1}$. Then $z_{\xi}=0$. The value $z_{\xi}$ can vanish at time $\xi$ in two ways: in a continuous fashion, when $z_{\xi-}=0$; or in a jumpwise fashion, when $z_{\xi-}>0$ and $z_{\xi}=0$.

According to (19.33), at least one of the following two relations holds for the first case:

$$
\begin{gathered}
\lim _{t \uparrow \sigma} \int_{0}^{t} \lambda_{s} d A_{s}^{c}=\infty \\
\lim _{t \uparrow \sigma} \prod_{s \leq t}\left[1+\left(1-\Delta A_{s}\right)^{+}\left(1-\lambda_{s}\right) \Delta A_{s}\right]=0
\end{gathered}
$$

Therefore, (19.34) is satisfied.
We shall consider the case where $z_{\xi-}>0, z_{\xi}=0$. Then, if $\xi<\tau_{1}$, we have from (19.23) that

$$
1+\left(1-\lambda_{\xi}\right)\left(1-\Delta A_{\xi}\right)^{+} \Delta A_{\xi}=0
$$

and, consequently, (19.34) is satisfied. If $\xi=\tau_{1}$, we have from (19.23) that $\lambda_{\tau_{1}}=0$ and (19.34) is again satisfied.

Thus, we have proved (19.34), which fact and (19.33) imply that (19.24) holds for $t \leq \tau_{1}$. (Note that $\lambda_{\tau_{0}} \equiv \lambda_{0}=1$ in accord with the agreement $z_{0-}=0$ and the inference that $z_{t-}=0$ implies $\lambda_{t}=1$ ). In the general case, (19.34) is established by induction.

Let us prove, finally, (4). It is clear that

$$
\int_{0}^{t} \lambda_{s} d A_{s}=\sum_{s \leq t} \lambda_{s} \Delta A_{s}+\int_{0}^{t} \lambda_{s} d A_{s}^{c}
$$

Since $\lambda_{s} \Delta A_{s} \leq 1$, the process $\sum_{s \leq t} \lambda_{s} \Delta A_{s}$ is right continuous (in the topology of the extended real line). Further, if the function $\int_{0}^{t} \lambda_{s} d A_{s}^{c}$ is bounded on the interval $[0, t]$, it will also be continuous on this interval. If this function is unbounded it will 'go' to infinity in a continuous way only, as was shown before. Hence, the function $\int_{0}^{t} \lambda_{s} d A_{s}$ is right continuous ( $P$-a.s.) in the topology of the extended real line.

Corollary. Let $\lambda=\left(\lambda_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a predictable process satisfying (1)-(4) of Lemma 19.5 ${ }^{2}$. Suppose the random process $z=\left(z_{t}, \mathcal{F}_{t}\right), t \geq 0$, is defined

[^47]for $t<\tau_{\infty}$ by (19.24) and for $t \geq \tau_{\infty}$ by the equality $z_{t}=z_{t \wedge \tau_{\infty}}$ where $z_{\tau_{\infty}}=\varliminf_{t \uparrow \tau_{\infty}} z_{t}$ is a nonnegative supermartingale with $M z_{t} \leq 1$ and is a $\tau_{\infty}$-local martingale as well. In this case ( $\left\{t<\tau_{\infty}\right\}$; (P-a.s.))
$$
z_{t}=1+\int_{0}^{t} z_{s-}\left(\lambda_{s}-1\right)\left(1-\Delta A_{s}\right)^{+} d\left[N_{s}-A_{s}\right]
$$
19.2.2. Let us suppose that a probability measure $P^{\prime}$ in addition to the probability measure $P$ is given on a measurable space $(\Omega, \mathcal{F})$. We shall consider point processes $N=\left(N_{t}, \mathcal{F}_{t}, P\right)$ and $N^{\prime}=\left(N_{t}, \mathcal{F}_{t}, P^{\prime}\right)$, and compensators $A=\left(A_{t}, \mathcal{F}_{t}, P\right)$ and $A^{\prime}=\left(A_{t}^{\prime}, \mathcal{F}_{t}, P^{\prime}\right), t \geq 0$, of the processes.

It turns out that the compensators $A^{\prime}$ and $A$ are related if we assume that the measure $P^{\prime}$ is absolutely right continuous with respect to measure $P$. To formulate the result we shall denote by $z_{t}=M\left(d P^{\prime} / d P \mid \mathcal{F}_{t}\right), t \geq 0$, a continuous modification of the martingale $M\left(d P^{\prime} / d P \mid \mathcal{F}_{t}\right), t \geq 0$, which exists by virtue of the corollary to Theorem 3.1. We shall also write $\hat{z}_{t}=M_{N}(z \mid \hat{\mathcal{P}})_{t}$ (see Section 18.4).

Theorem 19.3. If $P^{\prime} \ll P$, then ( $P^{\prime}$-a.s.)

$$
\begin{gather*}
A_{t}^{\prime}=\int_{0}^{t} \hat{z}_{s}\left(z_{s-}\right)^{+} d A_{s}, \quad t<\tau_{\infty}  \tag{19.35}\\
\Delta A_{t}=1 \text { implies } \hat{z}_{t}\left(z_{t-}\right)^{+}=1 \tag{19.36}
\end{gather*}
$$

PROOF. Let $f=\left(f_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a nonnegative predictable process such that $M^{\prime} \int_{0}^{\tau_{\infty}} f_{s} d A_{s}^{\prime}<\infty$ where $M^{\prime}$ denotes the expectation under measure $P^{\prime}$. Then, using Theorem 18.6, we find that

$$
\begin{align*}
M^{\prime}=\int_{0}^{\tau_{\infty}} f_{t} d A_{t}^{\prime}= & M^{\prime} \int_{0}^{\tau_{\infty}} f_{t} d N_{t}=M^{\prime} \sum_{n \geq 1} f_{\tau_{n}} \\
= & M z_{\tau_{\infty}} \sum_{n \geq 1} f_{\tau_{n}}=M \sum_{n \geq 1} z_{\tau_{n}} f_{\tau_{n}} \\
= & M \int_{0}^{\tau_{\infty}} z_{t} f_{t} d N_{t}=M \int_{0}^{\tau_{\infty}} \hat{z}_{t} f_{t} d A_{t} \\
= & M \int_{0}^{\tau_{\infty}} \hat{z}_{t} z_{t-}\left(z_{t-}\right)^{+} f_{t} d A_{t} \\
& +M \int_{0}^{\tau_{\infty}} \hat{z}_{t}\left(1-z_{t-}\left(z_{t-}\right)^{+}\right) f_{t} d A_{t} \tag{19.37}
\end{align*}
$$

We shall show that the last term in (19.37) is equal to zero. In fact, by virtue of Theorem 18.6, we have

$$
\begin{align*}
M \int_{0}^{\tau_{\infty}} \hat{z}_{t}\left(1-z_{t-}\left(z_{t-}\right)^{+}\right) f_{t} d A_{t} & =M \int_{0}^{\tau_{\infty}} z_{t}\left(1-z_{t-}\left(z_{t-}\right)^{+}\right) f_{t} d N_{t} \\
& =M \sum_{n \geq 1} z_{\tau_{n}}\left(1-z_{\tau_{n}-}\left(z_{\tau_{n}-}\right)^{+}\right) f_{\tau_{n}}=0 \tag{19.38}
\end{align*}
$$

since if $z_{\tau_{n}-}=0$, then $z_{\tau_{n}}=0$ (Note 2 to Theorem 3.5) and, therefore, also

$$
z_{\tau_{n}}\left(1-z_{\tau_{n}-}\left(z_{\tau_{n}-}\right)^{+}\right)=0
$$

Further, by virtue of Lemma 3.2,

$$
\begin{aligned}
M \int_{0}^{\tau_{\infty}} \hat{z}_{t} z_{t-}\left(z_{t-}\right)^{+} f_{t} d A_{t} & =M z_{\tau_{\infty}} \int_{0}^{\tau_{\infty}} \hat{z}_{t}\left(z_{t-}\right)^{+} f_{t} d A_{t} \\
& =M^{\prime} \int_{0}^{\tau_{\infty}} \hat{z}_{t}\left(z_{t-}\right)^{+} f_{t} d A_{t}
\end{aligned}
$$

Hence this, together with (19.37) and (19.38), leads us to the relation

$$
M^{\prime} \int_{0}^{\tau_{\infty}} f_{t} d A_{t}^{\prime}=M^{\prime} \int_{0}^{\tau_{\infty}} \hat{z}_{t}\left(z_{t-}\right)^{+} f_{t} d A_{t}
$$

from which, in particular, (19.35) follows.
We shall prove next (19.36). Let $\theta$ be a jump time of the compensator $A$ such that $\Delta A_{\theta}=1$.

This time is predictable (with respect to measure families of $\sigma$-algebras completed by $P$ and $P^{\prime}$ as well, since $P^{\prime} \ll P$ ). While proving Lemma 19.5 we established, in particular, that if $\Delta A_{\theta}=1$, then also $\Delta N_{\theta}=1$. Therefore, ( $P$-a.s.) and ( $P^{\prime}$-a.s.), $\Delta N_{\theta}=1$.

Further, since $A_{\tau_{\infty}}=\lim _{t \rightarrow \tau_{\infty}} A_{t}$, the time $\theta<\tau_{\infty}\left(P\right.$-a.s. and $P^{\prime}$-a.s. $)$. Hence,

$$
\Delta A_{\theta}^{\prime}=M^{\prime}\left(\Delta N_{\theta} \mid \mathcal{F}_{\theta_{-}}\right)=1
$$

and, therefore, by virtue of (19.35), ( $P^{\prime}$-a.s. $)$

$$
1=\Delta A_{\theta}^{\prime}=\hat{z}_{\theta}\left(z_{\theta-}\right)^{+} \Delta A_{\theta}=\hat{z}_{\theta}\left(z_{\theta-}\right)^{+}
$$

thus proving (19.36).
19.2.3.

Theorem 19.4 (Analog of Girsanov's Theorem). Let the process $\lambda=\left(\lambda_{t}, \mathcal{F}_{t}\right)$, $t \geq 0$, satisfy (1)-(4) of Lemma 19.5, and let the process $z=\left(z_{t}, \mathcal{F}_{t}\right), t \geq 0$, be defined by (19.24), with $M z_{\tau_{\infty}}=1$. Then the compensators $A=\left(A_{t}, \mathcal{F}_{t}, P\right)$ and $A^{\prime}=\left(A_{t}^{\prime}, \mathcal{F}_{t}, P^{\prime}\right), t \geq 0$, for the point processes $N=\left(N_{t}, \mathcal{F}, P\right)$ and $N^{\prime}=\left(N_{t}, \mathcal{F}_{t}, P^{\prime}\right), t \geq 0$, with $d P^{\prime}=z_{\tau_{\infty}} d P$, are related ( $P^{\prime}$-a.s.) by

$$
\begin{equation*}
A_{t}^{\prime}=\int_{0}^{t} \lambda_{s} d A_{s}, \quad t \leq \tau_{\infty} \tag{19.39}
\end{equation*}
$$

PROOF, By virtue of Theorem 19.3, it suffices to show that

$$
\begin{equation*}
\lambda_{t}=\hat{z}_{t}\left(z_{t-}\right)^{+} \quad\left(P^{\prime}-\text { a.s. }\right) \tag{19.40}
\end{equation*}
$$

By virtue of (19.23),

$$
\begin{equation*}
z_{t}=z_{t-}\left[1+\left(\lambda_{t}-1\right)\left(1-\Delta A_{t}\right)^{+}\left(\Delta N_{t}-\Delta A_{t}\right)\right] \tag{19.41}
\end{equation*}
$$

Let $g=\left(g_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a nonnegative predictable process such that $M \int_{0}^{\tau_{\infty}} z_{t} g_{t} d N_{t}<\infty$. Then, from (19.41) and Theorem 18.6, we have

$$
\begin{align*}
M \int_{0}^{\tau_{\infty}} \hat{z}_{t} g_{t} d A_{t} & =M \int_{0}^{\tau_{\infty}} z_{t} g_{t} d N_{t} \\
& =M \int_{0}^{\tau_{\infty}} z_{t-}\left[1+\left(\lambda_{t}-1\right)\left(1-\Delta A_{t}\right)^{+}\left(\Delta N_{t}-\Delta A_{t}\right)\right] g_{t} d N_{t} \\
& =M \int_{0}^{\tau_{\infty}} z_{t-}\left[1+\left(\lambda_{t}-1\right)\left(1-\Delta A_{t}\right)^{+}\left(1-\Delta A_{t}\right)\right] g_{t} d N_{t} \\
& =M \int_{0}^{\tau_{\infty}} z_{t-}\left[1+\left(\lambda_{t}-1\right)\left(1-\Delta A_{t}\right)^{+}\left(1-\Delta A_{t}\right)\right] g_{t} d A_{t} \\
& =M \int_{0}^{\tau_{\infty}} z_{t-} \lambda_{t} g_{t} d A_{t} \tag{19.42}
\end{align*}
$$

where the last equality holds due to the fact that, if $\Delta A_{t}=1$, then $\lambda_{t}=1$ (Lemma 19.5) and, therefore, also

$$
z_{t-}\left[1-\left(\lambda_{t}-1\right)\left(1-\Delta A_{t}\right)^{+}\left(1-\Delta A_{t}\right)\right]=z_{t-} \lambda_{t}
$$

From (19.42) we have that $\hat{z}_{t}=z_{t-} \lambda_{t}$ (P-a.s.). Consequently, $\hat{z}_{t}\left(z_{t-}\right)^{+}=$ $z_{t-}\left(z_{t-}\right)^{+} \lambda_{t}\left(P\right.$-a.s. and $P^{\prime}$-a.s.). But, by virtue of Lemma 6.5, $P^{\prime}\left\{\inf _{t \leq \tau_{\infty}} z_{t}>\right.$ $0\}=1$. Hence, $\left(P^{\prime}\right.$-a.s.) $\hat{z}_{t}\left(z_{t-}\right)^{+}=\lambda_{t}, t \leq \tau_{\infty}$.
19.2.4. We shall give some simple sufficient conditions which guarantee the condition $M z_{\tau_{\infty}}=1$; this condition was given in Theorem 19.4, implying that the supermartingale $z=\left(z_{t}, \mathcal{F}_{t}\right), t \leq \tau_{\infty}$, is a martingale (Lemma 6.4).

Lemma 19.6. Let any of the following conditions be satisfied:
(1) there exists a constant $C<\infty$ such that

$$
\begin{equation*}
\int_{0}^{\tau_{\infty}}\left|\lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} d A_{t} \leq C \quad(P-\text { a.s. }) \tag{19.43}
\end{equation*}
$$

(2) the compensator $A$ is continuous $\left(\Delta A_{t}=0, t \geq 0\right)$ and, for some constant $C<\infty$,

$$
\begin{equation*}
\int_{0}^{\tau_{\infty}}\left(\lambda_{t}-1\right)^{2} d A_{t} \leq C \quad(P-\text { a.s. }) \tag{19.44}
\end{equation*}
$$

(3) there exists a constant $C<\infty$ such that ( $P$-a.s.)

$$
\begin{equation*}
\int_{0}^{\tau_{\infty}} \frac{\left(\lambda_{t}-1\right)^{2}}{1+\left|\lambda_{t}-1\right|} d A_{t}^{c}+\sum_{t<\tau_{\infty}}\left|\lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} \Delta A_{t} \leq C \tag{19.45}
\end{equation*}
$$

Then $M z_{\tau_{\infty}}=1$.
PROOF. For (1), by virtue of Theorem 18.7, we need only show that

$$
\begin{equation*}
M \int_{0}^{\tau_{\infty}} z_{t-}\left|\lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} d A_{t}<\infty \tag{19.46}
\end{equation*}
$$

To this end we note that since $z=\left(z_{t}, \mathcal{F}_{t}\right), t \geq 0$, is a local martingale, there exist times $\theta_{n} \uparrow \tau_{\infty}$ such that the processes $\left(z_{t \wedge \theta_{n}}, \mathcal{F}_{t}\right), t \geq 0$, are uniformly integrable martingales with $M z_{\theta_{n}}=1$ for each $n=1,2, \ldots$. Taking advantage of this fact, Lemma 3.2 and an earlier theorem on monotone convergence (Theorem 1.1), we obtain

$$
\begin{aligned}
& M \int_{0}^{\tau_{\infty}} z_{t-}\left|\lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} d A_{t} \\
= & \lim _{n} M \int_{0}^{\theta_{n}} z_{t-}\left|\lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} d A_{t} \\
= & \lim _{n} M z_{\theta_{n}} \cdot \int_{0}^{\theta_{n}}\left|\lambda_{t}-1\right|\left(1-\Delta A_{t}\right)^{+} d A_{t} \\
\leq & C \lim _{n} M z_{\theta_{n}}=C<\infty,
\end{aligned}
$$

thus proving (19.46).
As to (2), denote by $z_{t}(\lambda)$ the right-hand side in (19.24) and denote by $z_{t}\left(\lambda^{2}\right)$ the corresponding function when substituting $\lambda_{t}^{2}$ for $\lambda$. Since in the case in question $\Delta A_{t}=0$, it is seen from (19.24) that

$$
z_{t}^{2}(\lambda)=z_{t}\left(\lambda^{2}\right) \exp \left[\int_{0}^{t}\left(1-\lambda_{s}\right)^{2} d A_{s}\right]
$$

It is easy to conclude from (19.44) and (1) that the process $\left(z_{t}\left(\lambda^{2}\right), \mathcal{F}_{t}\right)$ is a nonnegative supermartingale with $M z_{t}\left(\lambda^{2}\right) \leq 1$. Hence,

$$
M z_{t}^{2}(\lambda)=M z_{t}\left(\lambda^{2}\right) \exp \left[\int_{0}^{t}\left(1-\lambda_{s}\right)^{2} d A_{s}\right] \leq M z_{t}\left(\lambda^{2}\right) e^{C} \leq e^{C}
$$

and $M z_{\theta_{n}}^{2}(\lambda) \leq e^{C}$ where the times $\theta_{n}$ were introduced to prove (1).
The above implies that the values $\left(z_{\theta_{n}}(\lambda)\right), n \geq 1$, are uniformly integrable and, therefore,

$$
M z_{\tau_{\infty}}=\lim _{n} M z_{\theta_{n}}(\lambda)=1
$$

Regarding (3), we shall introduce three processes $\lambda^{(i)}=\left(\lambda_{t}^{(i)}, \mathcal{F}_{t}\right), t \geq 0$, $i=1,2,3$, with

$$
\begin{gathered}
\lambda_{t}^{(1)}=\lambda_{t}^{I\left(\Delta A_{t}>0\right)}, \quad \lambda_{t}^{(2)}=\lambda_{t}^{I\left(\Delta A_{t}=0,\left|\lambda_{t}-1\right|>1 / 2\right)} \\
\lambda_{t}^{(3)}=\lambda_{t}^{I\left(\Delta A_{t}=0,\left|\lambda_{t}-1\right| \leq 1 / 2\right)} .
\end{gathered}
$$

It is obvious that $z_{t}(\lambda)=z_{t}\left(\lambda^{(1)}\right) \cdot z_{t}\left(\lambda^{(2)}\right) \cdot z_{t}\left(\lambda^{(3)}\right)$, and that the following inequalities are satisfied:

$$
\begin{gathered}
\sum_{t<\tau_{\infty}}\left|\lambda_{t}^{(1)}-1\right|\left(1-\Delta A_{t}\right)^{+} \Delta A_{t} \leq C \\
\int_{0}^{\tau_{\infty}}\left(\lambda_{t}^{(2)}-1\right)^{2} d A_{t} \leq C \\
\int_{0}^{\tau_{\infty}}\left|\lambda_{t}^{(3)}-1\right| d A_{t} \leq C
\end{gathered}
$$

By virtue of (1), $M z_{\tau_{\infty}}\left(\lambda^{(1)}\right)=1$ and hence measure $P^{(1)}$ with $d P^{(1)}=$ $z_{\tau_{\infty}}\left(\lambda^{(1)}\right) d P$ is a probability measure. By virtue of Theorem 19.4, the point process $\left(N_{t}, \mathcal{F}_{t}, P^{(1)}\right)$ has the compensator $\left(A_{t}^{(1)}, \mathcal{F}_{t}, P^{(1)}\right)$, where

$$
A_{t}^{(1)}=\int_{0}^{t} \lambda_{s}^{(1)} d A_{s}=A_{t}^{c}+\sum_{s \leq t} \lambda_{s} \Delta A_{s}
$$

Hence,

$$
\int_{0}^{\tau_{\infty}}\left(\lambda_{t}^{(2)}-1\right)^{2} d A_{t}^{(1)}=\int_{0}^{\tau_{\infty}}\left(\lambda_{t}^{(2)}-1\right)^{2} d A_{t}^{c}=\int_{0}^{\tau_{\infty}}\left(\lambda_{t}^{(2)}-1\right)^{2} d A_{t} \leq C
$$

Therefore, according to $\int_{\Omega} z_{\tau_{\infty}}\left(\lambda^{(2)}\right) d P^{(1)}=1$ and, by virtue of Theorem 19.4, the point process $\left(N_{t}, \mathcal{F}_{t}, P^{(2)}\right)$ with $d P^{(2)}=z_{\tau_{\infty}}\left(\lambda^{(2)}\right) d P^{(1)}$ has a compensator $\left(A_{t}^{(2)}, \mathcal{F}_{t}, P^{(2)}\right)$ such that

$$
A_{t}^{(2)}=\int_{0}^{t} \lambda_{s}^{(2)} d A_{s}^{(1)}
$$

It follows from the above that

$$
\begin{aligned}
\int_{0}^{\tau_{\infty}}\left|\lambda_{t}^{(3)}-1\right| d A_{t}^{(2)} & =\int_{0}^{\tau_{\infty}}\left|\lambda_{t}^{(3)}-1\right| \lambda_{t}^{(2)} d A_{t}^{(1)} \\
& =\int_{0}^{\tau_{\infty}}\left|\lambda_{t}^{(3)}-1\right| \lambda_{t}^{(2)} d A_{t}^{c} \\
& =\int_{0}^{\tau_{\infty}}\left|\lambda_{t}^{(3)}-1\right| \lambda_{t}^{(2)} d A_{t} \\
& =\int_{0}^{\tau_{\infty}}\left|\lambda_{t}^{(3)}-1\right| d A_{t} \leq C
\end{aligned}
$$

Hence, according to (1),

$$
\int_{\Omega} z_{\tau_{\infty}}\left(\lambda^{(3)}\right) d P^{(2)}=1
$$

and, therefore,

$$
\begin{aligned}
1 & =\int_{\Omega} \xi_{\tau_{\infty}}\left(\lambda^{(3)}\right) d P^{(2)}=\int_{\Omega} z_{\tau_{\infty}}\left(\lambda^{(3)}\right) z_{\tau_{\infty}}\left(\lambda^{(2)}\right) d P^{(1)} \\
& =\int_{\Omega} z_{\tau_{\infty}}\left(\lambda^{(3)}\right) z_{\tau_{\infty}}\left(\lambda^{(2)}\right) z_{\tau_{\infty}}\left(\lambda^{(1)}\right) d P=M z_{\tau_{\infty}}(\lambda)
\end{aligned}
$$

thus proving (3).

### 19.3 Optimal Filtering from the Observations of Point Processes

19.3.1. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space and let $\left(\mathcal{F}_{t}\right), t \geq 0$, be a nondecreasing family of right continuous sub- $\sigma$-algebras of $\mathcal{F}$ augmented by sets from $\mathcal{F}$ of zero probability.

We shall assume that in this space a two-dimensional partially observable process $(\theta, N)$ is given where $N=\left(N_{t}, \mathcal{F}_{t}\right)$ is an observable process and $\theta=$ $\left(\theta_{t}, \mathcal{F}_{t}\right), t \geq 0$ is an unobservable component permitting the representation

$$
\begin{equation*}
\theta_{t}=\theta_{0}+a_{t}+x_{t} \tag{19.47}
\end{equation*}
$$

In this case
(a) $X=\left(x_{t}, \mathcal{F}_{t}\right)$ is a uniformly integrable martingale with right continuous trajectories;
(b) $a_{t}=a_{t}^{(1)}-a_{t}^{(2)}$ where $a^{(i)}=\left(a_{t}^{(i)}, \mathcal{F}_{t}\right), i=1,2, \ldots$, are nondecreasing predictable right continuous processes with

$$
\begin{equation*}
M\left(a_{\infty}^{(1)}+a_{\infty}^{(2)}\right)<\infty \quad a_{\infty}^{(i)}=\lim _{t \rightarrow \infty} a_{t}^{(i)}, \quad i=1,2 \tag{19.48}
\end{equation*}
$$

(c) $M\left|\theta_{0}\right|<\infty$.

In the present subsection we shall obtain a representation for the conditional mathematical expectations $M\left(\theta_{t} \mid \mathcal{F}_{t}^{N}\right), t \geq 0$, which is (under the assumption that $M \theta_{t}^{2}<\infty, t \geq 0$ ) the optimal estimate of $\theta_{t}$ from the observations $N_{0}^{t}=\left\{N_{s}, s \leq t\right\}$.

Let $\alpha_{t}^{(i)}=M\left(a_{t}^{(i)} \mid \mathcal{F}_{t}^{N}\right), i=1,2, \ldots$ It is easy to verify that each of these processes is a submartingale of class $D$ and, therefore, there exist integrable increasing $\hat{\mathcal{P}}$-predictable (see Section 18.1) processes $\bar{a}^{(i)}=\left(\bar{a}_{t}^{(i)}, \mathcal{F}_{t}^{N}\right), i=$ 1,2 , such that $m^{(i)}=\alpha_{t}^{(i)}-\bar{a}_{t}^{(i)}$ are uniformly integrable martingales. It follows from the above that

$$
M\left(a_{t}^{(i)}-a_{s}^{(i)} \mid \mathcal{F}_{s}^{N}\right)=M\left(\bar{a}_{t}^{(i)}-\bar{a}_{s}^{(i)} \mid \mathcal{F}_{s}^{N}\right),
$$

and (Theorem 3.6)

$$
M\left(a_{\tau}^{(i)}-a_{\sigma}^{(i)} \mid \mathcal{F}_{\sigma}^{N}\right)=M\left(\bar{a}_{\tau}^{(i)}-\bar{a}_{\sigma}^{(i)} \mid \mathcal{F}_{\sigma}^{N}\right)
$$

where $\sigma$ and $\tau$ are Markov times (with respect to $F^{N}=\left(\mathcal{F}_{t}^{N}\right), t \geq 0$ ), with $P(\sigma \leq \tau)=1$.

Setting $\bar{a}_{t}=\bar{a}_{t}^{(1)}-\bar{a}_{t}^{(2)}$, we find that

$$
\begin{equation*}
M\left(a_{\tau}-a_{\sigma} \mid \mathcal{F}_{\sigma}^{N}\right)=M\left(\bar{a}_{\tau}-\bar{a}_{\sigma} \mid \mathcal{F}^{N}\right) \quad(P \text {-a.s. }) \tag{19.49}
\end{equation*}
$$

19.3.2. To formulate and prove the main theorem we shall introduce the notation:

$$
\begin{gather*}
\pi_{t}(\theta)=M\left(\theta_{t} \mid \mathcal{F}_{t}^{N}\right), \quad \hat{\pi}_{t}(\theta)=M_{\mathcal{N}}\left(\pi_{t}(\theta) \mid \hat{\mathcal{P}}\right)  \tag{19.50}\\
\hat{\theta}_{t}=M_{\mathcal{N}}\left(\theta_{t} \mid \hat{\mathcal{P}}\right) \tag{19.51}
\end{gather*}
$$

Theorem 19.5. Let the process $\theta=\left(\theta_{t}, \mathcal{F}_{t}\right), t \geq 0$, permit the representation given by (19.47), and let (a)-(c) be satisfied.

Then the process $\left(\pi_{t}(\theta), \mathcal{F}_{t}^{N}\right), t \geq 0$, has a right continuous modification and permits the representation

$$
\begin{equation*}
\pi_{t}(\theta)=\pi_{0}(\theta)+\bar{a}_{t}+\int_{0}^{t}\left[\hat{\theta}_{s}-\pi_{s-}(\theta)-\Delta \bar{a}_{s}\right]\left(1-\Delta \bar{A}_{s}\right)^{+} d\left[N_{s}-\bar{A}_{s}\right] \tag{19.52}
\end{equation*}
$$

where $\bar{A}=\left(\bar{A}_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, is the compensator of the point process $\bar{N}=$ $\left(N_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$.

We shall prove the theorem using a few lemmas.
19.3.3.

Lemma 19.7. The random process $\bar{X}=\left(\bar{x}_{t}, \mathcal{F}_{t}^{N}\right), t \geq 0$, with

$$
\begin{equation*}
\bar{x}_{t}=\pi_{t}(\theta)-\pi_{0}(\theta)-\bar{a}_{t} \tag{19.53}
\end{equation*}
$$

is a uniformly integrable martingale and has a right continuous modification.

PROOF. Since $\pi_{0}(\theta)=M \theta_{0}$, then

$$
\begin{align*}
\left|x_{t}\right| & \leq M\left|\theta_{0}\right|+\left|\bar{a}_{t}\right|+M\left(\left|\theta_{0}\right|+\left|a_{t}\right|+\left|x_{t}\right| \mid \mathcal{F}_{t}^{N}\right) \\
& \leq M\left|\theta_{0}\right|+\left(\bar{a}_{\infty}^{(1)}+\bar{a}_{\infty}^{(2)}\right)+M\left(\left|\theta_{0}\right|+a_{\infty}^{(1)}+a_{\infty}^{(2)}+\left|x_{t}\right| \mid \mathcal{F}_{t}^{N}\right) \tag{19.54}
\end{align*}
$$

and by (a)-(c) and Theorem 2.7 the family $\left(\bar{x}_{t}\right), t \geq 0$ is uniformly integrable.
Further, by virtue of (a) and (19.49) we have

$$
\begin{align*}
M\left(\bar{x}_{t}-\bar{x}_{s} \mid \mathcal{F}_{s}^{N}\right) & =M\left[\left(\theta_{t}-\theta_{s}\right)-\left(a_{t}-a_{s}\right) \mid \mathcal{F}_{s}^{N}\right] \\
& =M\left(x_{t}-x_{s} \mid \mathcal{F}_{s}^{N}\right) \\
& =M\left[M\left(x_{t}-x_{s} \mid \mathcal{F}_{s}\right) \mid \mathcal{F}_{s}^{N}\right]=0 \tag{19.55}
\end{align*}
$$

Therefore, $\bar{X}$ is a uniformly integrable martingale which is assumed to have right continuous trajectories because of the right continuity of the family $\left(\mathcal{F}_{t}^{N}\right), t \geq 0$ (Lemma 18.4), and the corollary to Theorem 3.1.

Corollary. The properties of the trajectories $\bar{a}_{t}$, (19.53), and Lemma 19.7 imply the existence of the right continuous modification $\pi_{t}(\theta)=\left(M\left(\theta_{t} \mid \mathcal{F}_{t}^{N}\right)\right)$ having left limits.

Note. According to Theorem 19.1, the martingale $\bar{X}$ permits the representation

$$
\begin{equation*}
\bar{x}_{t}=\int_{0}^{t} \widehat{\Delta \bar{x}_{s}}\left(1-\Delta \bar{A}_{s}\right)^{+} d\left[N_{s}-\bar{A}_{s}\right] \tag{19.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\Delta \bar{x}_{t}}=M_{\mathcal{N}}\left(\Delta \bar{x}_{t} \mid \hat{\mathcal{P}}\right) \tag{19.57}
\end{equation*}
$$

19.3.4.

Lemma 19.8. Under the assumptions (a)-(c) we have

$$
\begin{equation*}
\widehat{\Delta \bar{x}}_{t}=\hat{\pi}_{t}(\theta)-\pi_{t-}(\theta)-\Delta \bar{a}_{t} . \tag{19.58}
\end{equation*}
$$

PROOF. (19.58) for $\widehat{\Delta \bar{x}_{t}}$ follows from (19.53) and the corollary to Lemma 19.7 since

$$
\begin{equation*}
\Delta \bar{x}_{t}=\pi_{t}(\theta)-\pi_{t-}(\theta)-\Delta \bar{a}_{t} \tag{19.59}
\end{equation*}
$$

and the processes $\pi_{t-}(\theta)$ and $\Delta \bar{a}_{t}$ are $\hat{\mathcal{P}}$-predictable.
19.3.5.

Lemma 19.9. Under the assumptions (a)-(c), for each $n$, $n=1,2, \ldots$, we have

$$
\begin{equation*}
\pi_{\tau_{n}}(\theta)=M\left(\theta_{\tau_{n}} \mid \mathcal{F}_{\tau_{n}}^{N}\right) \quad\left(\left\{\tau_{n}<\infty\right\} ;(P \text {-a.s. })\right) \tag{19.60}
\end{equation*}
$$

PROOF. The random variables $\pi_{\tau_{n}}(\theta)$ are defined (at each $n, n=1,2, \ldots$ ) by the relations

$$
\begin{equation*}
I_{\left(\tau_{n}=t\right)} \pi_{\tau_{n}}(\theta)=I_{\left(\tau_{n}=t\right)} \pi_{t}(\theta), \quad t<\theta \tag{19.61}
\end{equation*}
$$

Hence, to prove (19.60) it suffices to establish that $P$-a.s.

$$
\begin{equation*}
I_{\left(\tau_{n}=t\right)} \pi_{\tau_{n}}(\theta)=I_{\left(\tau_{n}=t\right)} M\left(\theta_{\tau_{n}} \mid \mathcal{F}_{\tau_{n}}^{N}\right), \quad t<\infty \tag{19.62}
\end{equation*}
$$

Due to the $\mathcal{F}_{t}^{N}$-measurability of the random variable $I_{\left(\tau_{n}=t\right)}$ we have

$$
\begin{align*}
I_{\left(\tau_{n}=t\right)} \pi_{t}(\theta) & =N\left\{I_{\left(\tau_{n}=t\right)} \theta_{t} \mid \mathcal{F}_{t}^{N}\right\} \\
& =M\left\{I_{\left(\tau_{n}=t\right)} \theta_{\tau_{n}} \mid \mathcal{F}_{t}^{N}\right\} \\
& =I_{\left(\tau_{n}=t\right)} M\left(\theta_{\tau_{n}} \mid \mathcal{F}_{t}^{N}\right) . \tag{19.63}
\end{align*}
$$

Further, according to Lemma 1.9

$$
\begin{equation*}
I_{\left(\tau_{n}=t\right)} M\left(\theta_{\tau_{n}} \mid \mathcal{F}_{t}^{N}\right)=I_{\left(\tau_{n}=t\right)} M\left(\theta_{\tau_{n}} \mid \mathcal{F}_{\tau_{n}}^{N}\right) \tag{19.64}
\end{equation*}
$$

The required equality given by (19.62) follows from (19.63) and (19.64).
19.3.6.

Lemma 19.10. Under the assumptions (a)-(c)

$$
\begin{equation*}
\hat{\pi}_{t}(\theta)=\hat{\theta}_{t} \quad(N \text {-a.s. }) \tag{19.65}
\end{equation*}
$$

PROOF. Let $\varphi(t, \omega)$ be a $\hat{\mathcal{P}}$-predictable process such that

$$
\begin{equation*}
M \int_{0}^{\tau_{\infty}}\left|\varphi(t, \omega) \theta_{t}\right| d N_{t}<\infty \tag{19.66}
\end{equation*}
$$

Then, by the definition of $\hat{\theta}_{t}$ we find that

$$
\begin{align*}
M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \hat{\theta}_{t} d N_{t} & =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \theta_{t} d N_{t} \\
& =M \sum_{n \geq 1} \varphi\left(\tau_{n}, \omega\right) \theta_{\tau_{n}} \\
& =M \sum_{n \geq 1} \varphi\left(\tau_{n}, \omega\right) M\left(\theta_{\tau_{n}} \mid \mathcal{F}_{\tau_{n}}^{N}\right) . \tag{19.67}
\end{align*}
$$

In accord with (19.76), $M\left(\theta_{\tau_{n}} \mid \mathcal{F}_{\tau_{n}}^{N}\right)=\pi_{\tau_{n}}(\theta)$. Hence

$$
\begin{align*}
M \sum_{n \geq 1} \varphi\left(\tau_{n}, \omega\right) \theta_{\tau_{n}} & =M \sum_{n \geq 1} \varphi\left(\tau_{n}, \omega\right) \pi_{\tau_{n}}(\theta) \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \pi_{t}(\theta) d N_{t} \tag{19.68}
\end{align*}
$$

From (19.68), (19.67) and the definition of $\hat{\pi}_{t}(\theta)$ we obtain the equality

$$
\begin{equation*}
M \int^{\tau_{\infty}} \varphi(t, \omega) \hat{\theta} d N_{t}=M \int^{\tau_{\infty}} \varphi(t, \omega) \hat{\pi}_{t}(\theta) d N_{t} \tag{19.69}
\end{equation*}
$$

which is equivalent to the assertion of the lemma.
19.3.7. The assertion of the theorem follows from (19.65), (19.58), (19.56) and the corollary to Lemma 19.7.
19.3.8. We consider now the cases where (19.52) has a more obvious structure.

Let us assume that instead of (a)-(c) the conditions which follow are satisfied:
( $\mathrm{a}^{\prime}$ ) $X=\left(x_{t}, \mathcal{F}_{t}\right)$ is a square integrable martingale;
(b')

$$
a_{t}=\int_{0}^{t} H_{s} d a_{s}^{0}
$$

where $H=\left(H_{t}, \mathcal{F}_{t}\right), t \geq 0$, is a predictable process $a^{0}=\left(a_{t}^{0}, \mathcal{F}_{t}^{N}\right)$ is a nondecreasing right continuous predictable process with $a_{0}^{0}=0$, and

$$
M\left(\int_{0}^{\infty}\left|H_{s}\right| d a_{s}^{0}\right)^{2}<\infty
$$

(c') $M \theta_{0}^{2}<\infty$;
( $\mathrm{d}^{\prime}$ ) the compensators $A_{t}$ and $\bar{A}_{t}$ of the processes $N=\left(N_{t}, \mathcal{F}_{t}\right)$ and $\bar{N}=$ $\left(N_{t}, \mathcal{F}_{t}^{N}\right)$ are related by

$$
\begin{equation*}
A_{t}=\int_{0}^{t} \Lambda_{s} d \bar{A}_{s} \tag{19.70}
\end{equation*}
$$

where $\Lambda=\left(\Lambda_{t}, \mathcal{F}_{t}\right), t \geq 0$, is a nonnegative predictable process ${ }^{3}$,

$$
M\left(\left|\theta_{t-}+\Delta a_{t}\right| \Lambda_{t}\right)<\infty, \quad t \geq 0
$$

We shall show that

$$
\begin{gather*}
\bar{a}_{t}=\int_{0}^{t} M\left(H_{s} \mid \mathcal{F}_{s-}^{N}\right) d a_{s}^{0} \quad(P \text {-a.s. })  \tag{19.71}\\
\hat{\theta}_{t}-\pi_{t-}(\theta)-\Delta \bar{a}_{t}=M\left\{\left.\frac{d\langle x, m\rangle_{t}}{d \bar{A}_{t}}+\theta_{t}^{p}\left(\Lambda_{t}-1\right) \right\rvert\, \mathcal{F}_{t-}^{N}\right\} \quad(N \text {-a.s. }) \tag{19.72}
\end{gather*}
$$

where

$$
\begin{equation*}
\theta_{t}^{p}=\theta_{t-}+\Delta a_{t} \tag{19.73}
\end{equation*}
$$

It follows from (19.72) that $\theta_{t}=\theta_{t}^{p}+\Delta x_{t}$ and therefore

$$
\begin{equation*}
\hat{\theta}_{t}=\hat{\theta}_{t}^{p}+\widehat{\Delta x_{t}} . \tag{19.74}
\end{equation*}
$$

In defining $\bar{a}_{t}, \hat{\theta}_{t}^{p}$ and $\widehat{\Delta x_{t}}$ we use the following auxiliary lemma.

Lemma 19.11. Let $f=\left(f_{t}, \mathcal{F}_{t}\right)$ be a nonnegative predictable process with $M f_{t}<\infty, t \geq 0$, and let $\varphi=\left(\varphi_{t}, \mathcal{F}_{t-}^{N}\right)$ be a nonnegative predictable process. Then the process $\bar{f}=\left(\bar{f}_{t}, \mathcal{F}_{t-}^{N}\right)$ with $\bar{f}_{t}=M\left(f_{t} \mid \mathcal{F}_{t-}^{N}\right)$ is predictable and

$$
\begin{equation*}
M \int_{0}^{\tau_{\infty}} f_{t} \varphi_{t} d \bar{A}_{t}=M \int_{0}^{\tau_{\infty}} \bar{f}_{t} \varphi_{t} d \bar{A}_{t} \tag{19.75}
\end{equation*}
$$

PROOF. It suffices to examine the case in which $f_{t}=I_{(a<t \leq b)} \xi$ and $\varphi_{t}=I\left(a^{\prime}<t \leq b^{\prime}\right) \eta$ where : $a, b$ and $a^{\prime}, b^{\prime}$ are numbers; $\xi$ and $\eta$ are bounded variables, $\xi \geq 0, \eta \geq 0 ; \xi$ is $\mathcal{F}_{a}$-measurable; $\eta$ is $\mathcal{F}_{a^{\prime}}^{N}$-measurable.

In this case $\bar{f}_{t}=I_{(a<t \leq b)} M\left(\xi \mid \mathcal{F}_{t-}^{N}\right)$ and the predictability of the process $\bar{f}_{t}$ follows from Lévy's theorem (Theorem 1.5).

We can consider without loss of generality that $b^{\prime} \wedge b<\tau_{\infty}$ and $M \bar{A}_{b^{\prime} \wedge b}<$ $\infty$. Then according to Lemma 3.2

[^48]\[

$$
\begin{aligned}
M \int_{a^{\prime} \wedge a}^{b^{\prime} \wedge b} \eta M\left(\xi \mid \mathcal{F}_{t-}^{N}\right) d \bar{A}_{t} & =M \int_{a^{\prime} \wedge a}^{b^{\prime} \wedge b} M\left(\eta \xi \mid \mathcal{F}_{t-}^{N}\right) d \bar{A}_{t} \\
& =M\left\{M\left(\eta \xi \mid \mathcal{F}_{b^{\prime} \wedge b}^{N}\right)\left[\bar{A}_{b^{\prime} \wedge b}-\bar{A}_{a^{\prime} \wedge a}\right]\right\} \\
& =M \xi \eta\left[\bar{A}_{b^{\prime} \wedge b}-\bar{A}_{a^{\prime} \wedge a}\right]=M \int_{a^{\prime} \wedge a}^{b^{\prime} \wedge b} \xi \eta d \bar{A}_{t}
\end{aligned}
$$
\]

which proves (19.75).
Note. The lemma still holds true if the process $f=\left(f_{t}, \mathcal{F}_{t}\right), t \geq 0$, is such that $M\left|f_{t}\right|<\infty, t \geq 0$, and

$$
\begin{equation*}
M \int_{0}^{\tau_{\infty}}\left|f_{t}\right| \varphi_{t} d \bar{A}_{t}<\infty \tag{19.76}
\end{equation*}
$$

19.3.9. By virtue of ( $\mathrm{b}^{\prime}$ ) and the note to Lemma 19.11 it can be easily verified that the process

$$
\left(M\left\{\int_{0}^{t} H_{s} d a_{s}^{0} \mid \mathcal{F}_{t}^{N}\right\}-\int_{0}^{t} M\left(H_{s} \mid \mathcal{F}_{s-}^{N}\right) d a_{s}^{0}, \mathcal{F}_{t}^{N}\right), \quad t \geq 0
$$

is a martingale. From this in particular, (19.71) follows for $\bar{a}_{t}$ (compare with Theorem 7.12).

The representations for $\hat{\theta}_{t}$ and $\widehat{\Delta x_{t}}$ are proved in the next lemma.

Lemma 19.12. Under the assumptions ( $\left.a^{\prime}\right)-\left(d^{\prime}\right)$

$$
\begin{gather*}
\hat{\theta}_{t}=M\left(\theta_{t} \Lambda_{t} \mid \mathcal{F}_{t-}^{N}\right) \quad(N \text {-a.s. })  \tag{19.77}\\
\widehat{\Delta x_{t}}=M\left(\left.\frac{d\langle x, m\rangle_{t}}{d \bar{A}_{t}} \right\rvert\, \mathcal{F}_{t-}^{N}\right) \quad(N \text {-a.s. }) \tag{19.78}
\end{gather*}
$$

PROOF. We take a $\hat{\mathcal{P}}$-predictable process $\varphi(t, \omega)$ such that $M \int_{0}^{\tau_{\infty}}\left|\varphi(t, \omega) \theta_{t}\right| d N_{t}<\infty$. Then by Lemma 19.11 and the note to this lemma we find that:

$$
\begin{aligned}
M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \hat{\theta}_{t}^{p} d N_{t} & =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \theta_{t}^{p} d N_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \theta_{t}^{p} d A_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \theta_{t}^{p} \Lambda d \bar{A}_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) M\left(\theta_{t}^{p} \Lambda \mid \mathcal{F}_{t-}^{N}\right) d \bar{A}_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) M\left(\theta_{t}^{p} \Lambda \mid \mathcal{F}_{t-}^{N}\right) d N_{t}
\end{aligned}
$$

From this the required equality, (19.77) follows.
Let us establish the equality given by (19.78). Let $\varphi(t, \omega)$ be a $\hat{\mathcal{P}}_{-}$ predictable process such that

$$
M \int_{0}^{\tau_{\infty}}|\varphi(t, \omega)|\left(1+\left|x_{t}\right|+\left|\Delta x_{t}\right|\right) d N_{t}<\infty
$$

Then

$$
\begin{align*}
& M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \Delta x_{t} d N_{t} \\
= & M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) x_{t} d N_{t}-M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) x_{t-} d N_{t} \\
= & M \sum_{n \geq 1} \varphi\left(\tau_{n}, \omega\right) x_{\tau_{n}}-M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) x_{t-} d A_{t} \\
= & M x_{\tau_{\infty}} \sum_{n \geq 1} \varphi\left(\tau_{n}, \omega\right)-M x_{\tau_{\infty}} \int_{0}^{\tau_{\infty}} \varphi(t, \omega) d A_{t} \\
= & M x_{\tau_{\infty}} \int_{0}^{\tau_{\infty}} \varphi(t, \omega) d m_{t} \tag{19.79}
\end{align*}
$$

where we have made use of the predictability of the process $\left(x_{t-}, \mathcal{F}_{t}\right)$, Lemma 3.2, and the equality $m_{t}=N_{t}-A_{t}$.

The process $m=\left(m_{t}, \mathcal{F}_{t}\right)$ is a $\tau_{\infty}$-locally square integrable martingale with

$$
\langle m\rangle_{t}=\int_{0}^{t}\left(1-\Delta A_{s}\right) d A_{s}
$$

(Lemma 18.12). Hence by virtue of (19.70)

$$
\begin{equation*}
\langle m\rangle_{t}=\int_{0}^{t}\left(1-\Delta A_{s}\right) \Lambda_{s} d \bar{A}_{s} \tag{19.80}
\end{equation*}
$$

As in the proof of Theorem 5.3, it can be established that

$$
\begin{equation*}
\langle x, m\rangle_{t}=\int_{0}^{t} g_{s} d\langle m\rangle_{s} \tag{19.81}
\end{equation*}
$$

where $g=\left(g_{t}, \mathcal{F}_{t}\right)$ is a predictable process with

$$
\int_{0}^{t} g_{s}^{2} d\langle m\rangle_{s}<\infty \quad\left(\left\{t<\tau_{\infty}\right\} ;(P-\text { a.s. })\right)
$$

From (19.80) and (19.81) we find that $\langle x, m\rangle_{t}=\int_{0}^{t} g_{s}\left(1-\Delta A_{s}\right) \Lambda_{s} d \bar{A}_{s}$. Let $d\langle x, m\rangle_{t} / d \bar{A}_{t}=g_{t}\left(1-\Delta A_{t}\right) \Lambda_{t}$. Then from (5.70) and (19.75) we obtain ( $\varphi(t, \omega)$ is $\widehat{\mathcal{P}}$-predictable bounded and compactly supported in $t$ )

$$
\begin{aligned}
M x_{\tau_{\infty}} \int_{0}^{\tau_{\infty}} \varphi(t, \omega) d m_{t} & =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) d\langle x, m\rangle_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) \frac{d\langle x, m\rangle_{t}}{d \bar{A}_{t}} d \bar{A}_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) M\left[\left.\frac{d\langle x, m\rangle_{t}}{d \bar{A}_{t}} \right\rvert\, \mathcal{F}_{t-}^{N}\right] d \bar{A}_{t} \\
& =M \int_{0}^{\tau_{\infty}} \varphi(t, \omega) M\left[\left.\frac{d\langle x, m\rangle_{t}}{d \bar{A}_{t}} \right\rvert\, \mathcal{F}_{t-}^{N}\right] d N_{t}
\end{aligned}
$$

from which the required formula, (19.78), follows.
To establish (19.72) it remains to show that

$$
\begin{gather*}
\pi_{t-}(\theta)=M\left(\theta_{t-} \mid \mathcal{F}_{t-}^{N}\right)  \tag{19.82}\\
\Delta \bar{a}_{t}=M\left(\Delta a_{t} \mid \mathcal{F}_{t-}^{N}\right) \tag{19.83}
\end{gather*}
$$

(19.82) is a corollary to Theorem 1.6 since

$$
\pi_{t-}(\theta)=\lim _{s \uparrow t} \pi_{s}(\theta)=\lim _{s \uparrow t} M\left(\theta_{s} \mid \mathcal{F}_{s}^{N}\right)=M\left(\theta_{t-} \mid \mathcal{F}_{t-}^{N}\right)
$$

whereas (19.83) follows from (19.49) and the fact that the variable $\Delta \bar{a}_{t}$ is $\mathcal{F}_{t-}^{n}$-measurable.

Thus we have proved the following theorem.

Theorem 19.6. Let ( $\left.a^{\prime}\right)-\left(d^{\prime}\right)$ be satisfied. Then the conditional expectation $\pi_{t}(\theta)\left(=M\left(\theta_{t} \mid \mathcal{F}_{t}^{N}\right)\right)$ permits the representation

$$
\begin{align*}
\pi_{t}(\theta)= & \pi_{0}(\theta)+\int_{0}^{t} M\left(H_{s} \mid \mathcal{F}_{s-}^{N}\right) d a_{s} \\
& +\int_{0}^{t}\left\{M\left[\left.\frac{d\langle x, m\rangle_{s}}{d \bar{A}_{s}}+\theta_{s}\left(\frac{d A_{s}}{d \bar{A}_{s}}-1\right) \right\rvert\, \mathcal{F}_{s-}^{N}\right]\right\} \\
& \times\left(1-\Delta \bar{A}_{s}\right)^{+} d\left[N-s-\bar{A}_{s}\right] \tag{19.84}
\end{align*}
$$

where

$$
\theta_{t}^{p}=\theta_{t-}+H_{t} \Delta a_{t}^{0}, \quad \frac{d a_{T}}{a \bar{A}_{t}}=\lambda_{t}
$$

Note. By virtue of $\left(\mathrm{a}^{\prime}\right)-\left(\mathrm{c}^{\prime}\right), \sup _{t} M \theta_{t}^{2}<\infty$ and therefore $\pi_{t}(\theta)$ is an optimal (in the mean square sense) estimate of $\theta_{t}$ from the observations $N_{s}$, $s \leq t$. In this connection (19.84) can be naturally called an equation of (optimal nonlinear) filtering (compare with Theorem 8.1).
19.3.10. We give here a few examples ${ }^{4}$ illustrating the equation given in (19.84).

EXAMPLE 1. Let $\theta$ be a random variable taking on values $b$ and $a$ with probabilities $\pi$ and $1-\pi$, respectively ( $b>0, a>0$ ). Let us assume that a point process $N_{t}$ is to be observed with a compensator $A_{t}=\theta t$. Let $\pi_{t}=$ $P\left(\theta=b \mid \mathcal{F}_{t}^{N}\right)$. Then by virtue of (19.84) and $\theta_{t}^{p} \equiv \theta$

$$
\begin{equation*}
d \pi_{t}=M\left[\left.\delta(\theta, b)\left(\frac{d A_{t}}{d \bar{A}_{t}}-1\right) \right\rvert\, \mathcal{F}_{t-}^{N}\right] d\left[N_{t}-\bar{A}_{t}\right] \tag{19.85}
\end{equation*}
$$

where $\delta(\cdot, \cdot)$ is the Kronecker delta. By virtue of (18.34)

$$
\bar{A}_{t}=\int_{0}^{t} M\left(\theta \mid \mathcal{F}_{s-}^{N}\right) d s=\int_{0}^{t}\left[b \pi_{s-}+a\left(1-\pi_{s-}\right)\right] d s
$$

Hence

$$
\begin{aligned}
& M\left[\left.\delta(\theta, b)\left(\frac{d A_{t}}{d \bar{A}_{t}}-1\right) \right\rvert\, \mathcal{F}_{t-}^{N}\right] \\
= & M\left[\left.\delta(\theta, b)\left(\frac{\theta}{b \pi_{t-}+a\left(1-\pi_{t-}\right)}-1\right) \right\rvert\, \mathcal{F}_{t-}^{N}\right] \\
= & \frac{b \pi_{t-}}{b \pi_{t-}+a\left(1-\pi_{t-}\right)}-\pi_{t-}=\frac{(b-a) \pi_{t-}\left(1-\pi_{t-}\right)}{a\left(1-\pi_{t-}\right)+b \pi_{t-}} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
d \pi_{t}=\frac{(b-a) \pi_{t-}\left(1-\pi_{t-}\right)}{b \pi_{t-}+a\left(1-\pi_{t-}\right)}\left[d N_{t}-\left(b \pi_{t-}+a\left(1-\pi_{t-}\right)\right) d t\right] \tag{19.86}
\end{equation*}
$$

Note. Let $N^{a}=\left(N_{t}^{a}, \mathcal{F}_{t}\right)$ and $N^{b}=\left(N_{t}^{b}, \mathcal{F}_{t}\right), t \geq 0$, be two Poisson processes with parameters $a$ and $b$, respectively. Let $\theta$ be a random variable (measurable with respect to $\mathcal{F}_{\boldsymbol{\theta}}$ ) taking on values $a$ and $b$. Then it is easy to verify that the process

$$
N_{t}^{\theta}=I(\theta=b) N_{t}^{b}+I(\theta=a) N_{t}^{a}
$$

is a point process with compensator $A=\theta t$.
EXAMPLE 2. Let $\alpha=\left(\alpha_{t}, \mathcal{F}_{t}\right)$ be a Markov process with states $a$ and $b$ ( $a>0, b>0$ ) and (stationary) densities of transient probabilities

$$
\tau_{a, a}=-\lambda, \quad \lambda_{a, b}=\lambda, \quad \lambda_{b, a}=\lambda, \quad \lambda_{b, b}=-\lambda,
$$

and let $P\left(\alpha_{0}=b\right)=\pi, P\left(\alpha_{0}=a\right)=1-\pi$. Further, let $N^{a}=\left(N_{t}^{a}, \mathcal{F}_{t}\right)$ and $N^{b}=\left(N_{t}^{b}, \mathcal{F}_{t}\right)$ be Poisson processes with parameters $a$ and $b$, respectively.

[^49]We assume that the processes $\alpha, N^{a}$ and $N^{b}$ are independent and that the process

$$
N_{t}=\int_{0}^{t} I\left(\alpha_{s-}=a\right) d N_{s}^{a}+\int_{0}^{t} I\left(\alpha_{s-}=b\right) d N_{s}^{b}
$$

is to be observed.
It is easy to see that the compensator of this process is the process

$$
A_{t}=a \int_{0}^{t} I\left(\alpha_{s-}=a\right) d s+b \int_{0}^{t} I\left(\alpha_{s-}=b\right) d s
$$

Let us derive an equation for $\pi_{t}=P\left(\alpha_{t}=b \mid \mathcal{F}_{t}^{N}\right)$. To this end, we set $\theta_{t}=\delta\left(\alpha_{t}, b\right)$, where $\delta(\cdot, \cdot)$ is the Kronecker delta. It was proved in Lemma 9.2 that the process $x=\left(x_{t}, \mathcal{F}_{t}\right), t \geq 0$, with

$$
x_{t}=\theta_{t}-\theta_{0}-\int_{0}^{t} \lambda_{\alpha_{s}, b} d s
$$

is a square integrable martingale. We note that

$$
\int_{0}^{t} \lambda_{\alpha_{s}, b} d s-\int_{0}^{t} \lambda_{\alpha_{s-}, b} d s \quad(P-\text { a.s. })
$$

and

$$
\begin{equation*}
\int_{0}^{t} M\left(\lambda_{\alpha_{s-}, b} \mid \mathcal{F}_{s-}^{N}\right) d s=\lambda \int_{0}^{t}\left(1-2 \pi_{s-}\right) d s \tag{19.87}
\end{equation*}
$$

Because $N^{a}, N^{b}$ and $\alpha$ are independent we have $\langle x, m\rangle_{t}=0$ where $m_{t}=$ $N_{t}-A_{t}$. By (18.34)

$$
\bar{A}_{t}=a \int_{0}^{t}\left(1-\pi_{s-}\right) d s+b \int_{0}^{t} \pi_{s-} d s
$$

Therefore,

$$
\frac{d A_{t}}{d \bar{A}_{t}}=\frac{a I\left(\alpha_{t-}=a\right)+b I\left(\alpha_{t-}=b\right)}{a\left(1-\pi_{t-}\right)+b \pi_{t-}}
$$

Hence as in Example 1 we infer that

$$
\begin{align*}
& M\left\{\left.\theta_{t-}\left(\frac{d A_{t}}{d \bar{A}_{t}}-1\right) \right\rvert\, \mathcal{F}_{t-}^{N}\right\} \\
= & M\left\{\left.\delta\left(\alpha_{t-}, b\right)\left[\frac{d A_{t}}{d \bar{A}_{t}}-1\right] \right\rvert\, \mathcal{F}_{t-}^{N}\right\} \\
= & \frac{(b-a) \pi_{t-} \cdot\left(1-\pi_{t-}\right)}{a\left(1-\pi_{t-}\right)+b \pi_{t-}} . \tag{19.88}
\end{align*}
$$

From (19.84), (19.87) and (19.88) we obtain

$$
\begin{equation*}
d \pi_{t}=\lambda\left(1-2 \pi_{t}\right) d t+\frac{(b-a) \pi_{t-}\left(1-\pi_{t-}\right)}{a\left(1-\pi_{t-}\right)+b \pi_{t-}} \cdot\left[d N_{t}-\left(a\left(1-\pi_{t-}\right)+b \pi_{t-}\right) d t\right] \tag{19.89}
\end{equation*}
$$

EXAMPLE 3. Let $\alpha=\left(\alpha_{t}, \mathcal{F}_{t}\right)$ be a Markov process taking on values $a>0$ and $b>0$ with $P\left(\alpha_{0}=b\right)=\pi, P\left(\alpha_{0}=a\right)=1-\pi$, and with the single transition $a \rightarrow b$ :

$$
\lambda_{a, a}=-\lambda ; \quad \lambda_{a, b}=\lambda ; \quad \lambda_{b, a}=0 ; \quad \lambda_{b, b}=1
$$

We assume that the observable process

$$
N_{t}=\int_{0}^{t} I\left(\alpha_{s-}=a\right) d N_{s}^{a}+\int_{0}^{t} I\left(\alpha_{s-}=b\right) d N_{s}^{b}
$$

where $N^{a}, N^{b}$ are the same processes as those in Example 2, and the processes $N^{a}, N^{b}$ and $\alpha$ are independent.

Using the same technique as in Example 2 we find that the a posteriori probability $\pi_{t}=P\left(\alpha_{t}=b \mid \mathcal{F}_{t}^{N}\right)$ satisfies the equation

$$
\begin{equation*}
d \pi_{t}=\lambda\left(1-\pi_{t}\right) d t+\frac{(b-a) \pi_{t-}\left(1-\pi_{t-}\right)}{a\left(1-\pi_{t-}\right)+b \pi_{t-}}\left[d N_{t}-\left(a\left(1-\pi_{t-}\right)+b \pi_{t-}\right) d t\right] \tag{19.90}
\end{equation*}
$$

19.3.11. The next example involves the computation of $\hat{\theta}_{t}$.

EXAMPLE 4. Let $W=\left(W_{t}, \mathcal{F}_{t}\right), t \geq 0$, be a Wiener process and let $\tau=$ $\inf \left(t: W_{t}=1\right)$. Let $\theta_{t}=W_{t \wedge \tau}$ and $N_{t}=I(t \geq \tau)$. According to (1.42) the distribution function $F(t)$ of the stopping time $\tau$ is determined by the formula

$$
F(t)=\sqrt{\frac{2}{\pi}} \int_{1 / \sqrt{t}}^{\infty} e^{-y^{2} / 2} d y
$$

Hence, by Theorem 18.2 the compensator $\bar{A}_{t}$ is determined by the relation

$$
\bar{A}_{t}=\int_{0}^{t \wedge \tau} \frac{d F(u)}{1-F(u-)}=\ln \frac{1}{1-F(t \wedge \tau)}
$$

and is an absolutely continuous (with respect to Lebesgue measure) function of time. At the same time the compensator $A_{t}$ coincides with $N_{t}$ since $\tau$ is a $\mathcal{P}$-predictable (as opposed to $\hat{\mathcal{P}}$-predictable-see Corollary 1 to Lemma 18.3) stopping time. (See also the example for Theorem 18.2).

Therefore ( $\mathrm{d}^{\prime}$ ) for $A_{t}$ is not satisfied.
We shall define $\pi_{t}(\theta)$ using the representation given by (19.52) which has the form:

$$
\pi_{t}(\theta)=\pi_{t \wedge \tau}(\theta)=\int_{0}^{t \wedge \tau}\left(\hat{\theta}_{s}-\pi_{s-}(\theta)\right) d\left[N_{s}-\bar{A}_{s}\right]
$$

in the given case.

Let $\left(\varphi_{t}, \mathcal{F}_{t}^{N}\right)$ be a $\hat{\mathcal{P}}$-predictable process such that $M \int_{0}^{\tau_{\infty}}\left|\varphi_{t} \theta_{t}\right| d N_{t}<\infty$. Then in accord with the definition of $\hat{\theta}_{t}$ we find that

$$
\begin{aligned}
& M \int_{0}^{\tau_{\infty}} \varphi_{t} \hat{\theta}_{t} d N_{t}=M \int_{0}^{\tau_{\infty}} \varphi_{t} \theta_{t} d N_{t} \\
= & M \varphi_{\tau} \theta_{\tau}=M \varphi_{\tau} W_{\tau}=M \varphi_{\tau}=M \int_{0}^{\tau_{\infty}} \varphi_{\tau} d N_{t} \\
= & M \int_{0}^{\infty} \varphi_{t} I(\tau \geq t) d N_{t} .
\end{aligned}
$$

From this it follows that $N$-a.s., $\hat{\theta}_{t}=I(\tau \geq t)$.
Therefore

$$
\pi_{t}(\theta)=\int_{0}^{t \wedge \tau}\left(1-\pi_{s-}(\theta)\right) d\left[N_{s}-\bar{A}_{s}\right]
$$

and then

$$
\pi_{t}(\theta)= \begin{cases}1-e^{[1-F(t \wedge \tau)]^{-1}}, & t<\tau \\ 1, & t \geq \tau\end{cases}
$$

### 19.4 The Necessary and Sufficient Conditions for Absolute Continuity of the Measures Corresponding to Point Processes

19.4.1. Let $(X, \mathcal{B})$ be the measurable space introduced at the beginning of Section 18.3 and let $\mu, \tilde{\mu}$ be probability measures given on it. We shall consider the point processes $X=\left(x_{t}, \mathcal{B}_{t}, \mu\right)$ and $\tilde{X}=\left(x_{t}, B_{t}, \tilde{\mu}\right)$ with the compensators $A=\left(A_{t}(x), \mathcal{B}_{t}, \mu\right)$ and $\tilde{A}=\left(\tilde{A}_{t}(x), \mathcal{B}_{t}, \tilde{\mu}\right)$, respectively. The present section deals with the question as to the conditions under which the measure $\tilde{\mu}$ is absolutely continuous with respect to the measure $\mu$. Since the compensators $A$ and $\tilde{A}$ define uniquely the measures $\mu$ and $\tilde{\mu}$ (Theorems 18.4 and 18.5), it is natural to expect that the answer to the above question can be formulated in terms of the properties of the compensators $A$ and $\tilde{A}$.
19.4.2. Before formulating the main results we shall make some remarks. We shall assume throughout, from now on, that the $\sigma$-algebras $\mathcal{B}_{t}, t \geq 0$, are augmented by sets from $\mathcal{B}$ of zero $\mu$ - and $\tilde{\mu}$-probability.

The compensators $A$ and $\tilde{a}$ are functionals having the following properties (( $\mu$-a.s.) and $\tilde{\mu}$-a.s.), respectively):
(1) $A_{0}(x)=0, A_{s}(x) \leq A_{t}(x), \tilde{A}_{0}(x)=0, \tilde{A}_{s}(x) \leq \tilde{A}_{t}(x), s \leq t$;
(2) $A_{t}(x)=A_{t \wedge \tau_{\infty}(x)}(x), \tilde{A}_{t}(x)=\tilde{A}_{\wedge \tau_{\infty}(x)}(x), A_{\tau_{\infty}(x)}(x)=A_{\left(\tau_{\infty}(x)\right)-}(x)$, $\tilde{A}_{\tau_{\infty}(x)}(x)=\tilde{A}_{\left(\tau_{\infty}(x)\right)-}(x) ;$
(3) almost all trajectories of $A$ and $\tilde{A}$ are right continuous;
(4) $\Delta A_{t}(x) \leq 1, \Delta \tilde{A}_{t}(x) \leq 1$.

It follows from (18.37) and properties (A)-(C) (Subsection 18.3.1) that the functionals $A_{t}(x)$ and $\tilde{A}_{t}(x)$ can be considered from now on to be defined so that properties (1)-(4) listed are fulfilled for each $x \in X$ and $t \geq 0$.

We shall deal with the situation in which the compensators $A$ and $\tilde{A}$ are related by

$$
\begin{equation*}
\tilde{A}_{t}(x)=\int_{0}^{t} \lambda_{s}(x) d A_{s}(x) \quad\left(\left\{t<\tau_{\infty}\right\} ;(\tilde{\mu}-\mathrm{a} . \mathrm{s} .)\right) \tag{19.91}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta A_{t}(x)=1 \text { implies } \lambda_{t}(x)=I\left(t<\tau_{\infty}(x)\right) \quad(\tilde{\mu} \text {-a.s. }) \tag{19.92}
\end{equation*}
$$

where $\lambda=\left(\lambda_{t}(x), \mathcal{B}_{t}\right)$ is some nonnegative predictable process.
The process $\lambda_{t}(x)$ can be defined uniquely from (19.91) and (19.92). However, $\lambda_{t}(x)$ can always be defined so that, for all $x \in \mathrm{X}$,

$$
\begin{align*}
\lambda_{t}(x) & \leq\left(\Delta A_{t}(x)\right)^{-1}  \tag{19.93}\\
\int_{0}^{\theta(x)} \lambda_{t}(x) d A_{t}(x) & =\lim _{n} \int_{0}^{\theta_{n}(x)} \lambda_{t}(x) d A_{t}(x) \tag{19.94}
\end{align*}
$$

where

$$
\theta(x)=\inf \left\{t \leq \tau_{\infty}: \int_{0}^{t} \lambda_{s}(x) d A_{s}(x)=\infty\right\}
$$

and

$$
\theta(x)=\infty \text { if } \int_{0}^{\infty} \lambda_{s}(x) d A_{s}(x)<\infty
$$

and $\theta_{n}(x), n=1,2, \ldots$, is the sequence of stopping times such that

$$
\begin{gather*}
\theta_{n}(x)<\theta(x), \quad \theta_{n}(x) \uparrow \theta(x) \\
\Delta A_{t}(x)=1 \text { implies } \lambda_{t}(x)=I\{t \leq \theta(x)\} . \tag{19.95}
\end{gather*}
$$

An example of such a process $\lambda_{t}(x)$ is given by:

$$
\begin{aligned}
\lambda_{t}(x)= & I\{t \leq \theta(x)\} \cdot\left[\left(\frac{d \tilde{A}_{t}}{d A_{t}}(x) \wedge \frac{1}{\Delta A_{t}(x)}\right)\right. \\
& \left.\times I\left\{\Delta A_{t}(x)<1\right\}+I\left\{\Delta A_{t}(x)=1\right\}\right]
\end{aligned}
$$

19.4.3.

Theorem 19.7. A necessary and sufficient condition for the measure $\tilde{\mu}$ to be absolutely continuous with respect to the measure $\mu(\tilde{\mu} \ll \mu)$ is that ( $\tilde{\mu}$-a.s.)

$$
\begin{equation*}
\tilde{A}_{t}(x)=\int_{0}^{t} \lambda_{s}(x) d A_{s}(x), \quad t<\tau_{\infty} \tag{I}
\end{equation*}
$$

$$
\begin{equation*}
\Delta A_{t}(x)=1 \text { implies } \Delta \tilde{A}_{t}(x)=1, \quad t<\tau_{\infty} \tag{II}
\end{equation*}
$$

(III)

$$
\begin{align*}
& \int_{0}^{\tau_{\infty}}\left(1-\sqrt{\lambda_{t}(x)}\right)^{2} d A_{t}(x)+\sum_{\substack{t<\tau_{\infty} \\
0<\Delta A_{t}(x)<1}}\left(1-\sqrt{\frac{1-\Delta \tilde{A}_{t}(x)}{1-\Delta A_{t}(x)}}\right)^{2} \\
& \times\left(1-\Delta A_{t}(x)\right)<\infty . \tag{19.98}
\end{align*}
$$

PROOF. The necessity of conditions (I) and (II) was proved in Theorem 19.3. Hence Theorem 19.7 can be reformulated as follows: a necessary and sufficient condition, under assumptions (I) and (II), for the measure $\tilde{\mu}$ to be absolutely continuous with respect to the measure $\mu$ is that condition (III) be satisfied. If conditions (I) and (II) are satisfied, then by virtue of the corollary to Lemma 19.5, we can define the random process $z=\left(z_{t}(\lambda), \mathcal{B}_{t}, \mu\right)$ (see (19.24)) by

$$
\begin{align*}
z_{t}(\lambda)= & \prod_{\left\{n: \tau_{n} \leq t\right\}} \lambda_{\tau_{n}} \cdot \prod_{\substack{s \leq t \\
s \neq \tau_{n}}}\left[1+\left(1-\Delta A_{s}\right)^{+}\left(1-\lambda_{s}\right) \Delta A_{s}\right] \\
& \cdot \exp \left[\int_{0}^{t}\left(1-\lambda_{s}\right) d A_{s}^{c}\right] \tag{19.99}
\end{align*}
$$

being a nonnegative supermartingale as well as a $\tau_{\infty}$-local martingale.
Let $\sigma_{n}, n=1,2, \ldots$ be a sequence of stopping times such that $\sigma_{n} \uparrow \tau_{\infty}$ and let the processes $z^{(n)}(\lambda)=\left(z_{t \wedge \sigma_{n}}(\lambda), \mathcal{B}_{t}, \mu\right)$ for each $n=1,2, \ldots$, be uniformly integrable martingales with ${ }^{5} M_{\mu} z_{\sigma_{n}}(\lambda)=1$.

We shall define on (X, $\mathcal{B}$ ), the probability measures $\tilde{\mu}^{(n)}, n=1,2, \ldots$, with $d \tilde{\mu}^{(n)}=z_{\sigma_{n}}(\lambda) d \mu$.

By virtue of Theorem 19.4, the random processes $\tilde{X}^{(n)}=\left(x_{t}, \mathcal{B}_{t}, \tilde{\mu}^{(n)}\right)$, $t \geq 0$, are point processes with the compensators

$$
\begin{equation*}
\tilde{A}_{t}^{(n)}=\int_{0}^{t \wedge \sigma_{n}} \lambda_{s} d A_{s} \tag{19.100}
\end{equation*}
$$

Consequently, ( $\tilde{\mu}$-a.s.) $\tilde{A}_{t \wedge \sigma_{n}}^{(n)}=\tilde{A}_{t \wedge \sigma_{n}}, t \geq 0$, and, therefore, by the uniqueness theorem (Theorem 18.5) the restriction of the measure $\tilde{\mu}^{(n)}$ and that of the measure $\mu$ to the $\sigma$-algebra $\mathcal{B}_{\sigma_{n}}$ coincide.

[^50]Denote by

$$
\mu_{n}=\mu\left|\mathcal{B}_{\sigma_{n}}, \quad \tilde{\mu}_{n}=\tilde{\mu}\right| \mathcal{B}_{\sigma_{n}}, \quad \tilde{\mu}_{n}^{(n)}=\tilde{\mu}^{(n)} \mid \mathcal{B}_{\sigma_{n}}
$$

the restrictions of the measures $\mu, \tilde{\mu}$ and $\tilde{\mu}^{(n)}$ (respectively) to the $\sigma$-algebra $\mathcal{B}_{\sigma_{n}}$, Since $\tilde{\mu}_{n}=\tilde{\mu}_{n}^{(n)}$ and $\tilde{\mu}_{n}^{(n)} \ll \mu_{n}$, then $\tilde{\mu}_{n} \ll \mu_{n}$ and

$$
\begin{equation*}
\frac{d \tilde{\mu}_{n}}{d \mu_{n}}=M_{\mu}\left(z_{\sigma_{n}}(\lambda) \mid \mathcal{B}_{\sigma_{n}}\right)=z_{\sigma_{n}}(\lambda) \tag{19.101}
\end{equation*}
$$

The sequence $\left(z_{\sigma_{n}}(\lambda), \mathcal{B}_{\sigma_{n}}, \mu\right), n=1,2, \ldots$, is a nonnegative martingale with $M_{\mu} z_{\sigma_{n}}(\lambda)=1$. Hence (Theorem 2.6) there exists $\lim _{n} z_{\sigma_{n}}(\lambda)(=z(\lambda))$.

It is a well-known fact (see, for example, [74]) that the measure $\tilde{\mu}$ is absolutely continuous with respect to $\mu$ if and only if $\tilde{\mu}_{n} \ll \mu_{n}, n \geq 1$, and $M_{\mu} z(\lambda)=1$.

In the case of interest to us, it is rather difficult to verify that condition (III) is equivalent to the condition $M_{\mu} z(\lambda)=1$. Hence we shall use another criterion for absolute continuity of the two measures given in the lemma which follows.

Lemma 19.3. Let $(\Omega, \mathcal{F})$ be a measurable space, let $\left(\mathcal{F}_{n}\right), n=1,2, \ldots$, be a nondecreasing system of sub- $\sigma$-algebras of $\mathcal{F}$, and let $\sigma\left(\cup_{n} \mathcal{F}_{n}\right)=\mathcal{F}$. Let $\tilde{\mu}$ and $\mu$ be probability measures on $(\Omega, \mathcal{F})$ and let $\tilde{\mu}_{n}, \mu_{n}$ be the restrictions of these measures to $\left(\Omega, \mathcal{F}_{n}\right)$.

For $\tilde{\mu} \ll \mu$ it is necessary and sufficient that the following conditions be satisfied:
(I) $\tilde{\mu}_{n} \ll \mu_{n}, n=1,2, \ldots$;
(II) $\lim _{n} d \tilde{\mu}_{n} / d \mu_{n}$ exists ( $\tilde{\mu}$-a.s.) and is finite.

PROOF. Necessity. If $\tilde{\mu} \ll \mu$, then, obviously, $\tilde{\mu}_{n} \ll \mu_{n}, n=1,2, \ldots$. Let $\rho=d \tilde{\mu}_{n} / d \mu_{n}$. As noted above, the sequence $\left(\rho_{n}, \mathcal{F}_{n}, \mu\right), n=1,2, \ldots$, forms a nonnegative martingale with $M_{\mu} \rho_{n}=1$. Hence ( $\mu$-a.s.) $\lim _{n} \rho_{n}$ exists and is finite. But $\tilde{\mu} \ll \mu$, hence this limit exists and is finite under the measure $\tilde{\mu}$.

As to sufficiency, let $\tilde{\mu}_{n} \ll \mu_{n}$ and $\tilde{\rho}=\lim _{n} \rho_{n}(\tilde{\mu}$-a.s.). Denote $\nu=$ $\frac{1}{2}(\mu+\tilde{\mu}), \tilde{a}=d \tilde{\mu} / d \nu, a=d \mu / d \nu, \tilde{a}_{n}=d \tilde{\mu}_{n} / d \nu, a_{n}=d \mu_{n} / d \nu$. It is clear that $\mu\{a=0\}=0, \tilde{\mu}\{\tilde{a}=0\}=0$ and $a_{n} \rightarrow a, \tilde{a}_{n} \rightarrow \tilde{a}, n \rightarrow \infty(\nu-, \mu$ - and $\tilde{\mu}$-a.s. $)$.

Further, for $\Gamma \in \mathcal{F}$,

$$
\begin{aligned}
\tilde{\mu}(\Gamma) & =\int_{\Gamma} \tilde{a} d \nu=\int_{\Gamma} \tilde{a} a^{+} a d \nu+\int_{\Gamma} \tilde{a}\left(1-a^{+} a\right) d \nu \\
& =\int_{\Gamma} \tilde{a} a^{+} d \mu+\int_{\Gamma}\left(1-a^{+} a\right) d \tilde{\mu}=\int_{\Gamma} \tilde{a} a^{+} d \mu+\tilde{\mu}\{\Gamma \cap(a=0)\}
\end{aligned}
$$

Hence if $\tilde{\mu}\{a=0\}=0$, then $\tilde{\mu} \ll \mu$.
To verify that $\tilde{\mu}\{a=0\}=0$ under the conditions considered we note that since $\tilde{\mu}_{n} \ll \mu_{n} \ll \nu$,

$$
\begin{equation*}
\left.\frac{d \tilde{\mu}_{n}}{d \nu}=\frac{d \tilde{\mu}_{n}}{d \mu_{n}} \frac{d \mu_{n}}{d \nu}, \quad(\nu \text {-a.s. }) \text { and ( } \tilde{\mu} \text {-a.s. }\right) \tag{19.102}
\end{equation*}
$$

i.e., $\tilde{a}_{n}=\left(d \tilde{\mu}_{n} / d \mu_{n}\right) a_{n}$. According to the assumption made, $\lim _{n} d \tilde{\mu}_{n} / d \mu_{n}$ exists ( $\tilde{\mu}$-a.s.). Hence $\lim _{n} \tilde{a}_{n}=\lim _{n} d \tilde{\mu}_{n} / d \mu_{n} \cdot \lim _{n} a_{n}$ or, which is the same,

$$
\begin{equation*}
\tilde{a}=\tilde{\rho} \cdot a \quad(\tilde{\mu}-\text {-a.s. }) . \tag{19.103}
\end{equation*}
$$

Since by assumption $\tilde{\mu}\{\tilde{\rho}<\infty\}=1$ and $\tilde{\mu}\{\tilde{a}>0\}=1$, then $\tilde{\mu}\{a=0\}=0$, thus proving the lemma.

Since instead of the sequence $\left\{\sigma_{n}\right\}$ we can consider without loss of generality the stopping times $\sigma_{n \wedge t}, n=1,2, \ldots, t \rightarrow \tau_{\infty}$, it can be deduced from Lemma 19.13 that

$$
\begin{equation*}
\tilde{\mu}\left(\lim _{t \rightarrow \tau_{\infty}} z_{t}(\lambda)<\infty\right)=1 \tag{19.104}
\end{equation*}
$$

is a necessary and sufficient condition for absolute continuity of $\tilde{\mu} \ll \mu$ if conditions (I) and (II) are satisfied.

To prove that (19.104) is equivalent to (19.98) (condition (III)) we note that due to (19.96) and (19.99) $z_{t}(\lambda)$ can be expressed as

$$
\begin{align*}
z_{t}(\lambda)= & \exp \left(\int_{0}^{t} I\left(\Delta A_{s}=0\right) \ln \lambda_{s} d N_{s}+\int_{0}^{t}\left(1-\lambda_{s}\right) d A_{s}^{c}\right. \\
& \left.+\sum_{s \leq t} \Delta N_{s} \ln \frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}+\left(1-\Delta N_{s}\right) \ln \frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\right) \tag{19.105}
\end{align*}
$$

Setting

$$
u(y)= \begin{cases}y & |y| \leq 1  \tag{19.106}\\ \operatorname{sign} y & |y|>1\end{cases}
$$

we consider the values $z_{t}^{u}(\lambda)$ given by the formula (compare with (19.105)):

$$
\begin{align*}
z_{t}^{u}(\lambda)= & \exp \left(\int_{0}^{t} I\left(\Delta A_{s}=0\right) u\left(\ln \lambda_{s}\right) d N_{s}+\int_{0}^{t}\left(1-\lambda_{s}\right) d A_{s}^{c}\right. \\
& \left.+\sum_{\substack{s \leq t \\
00<\Delta A_{s}<1}} u\left(\ln \frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}\right) \Delta N_{s}+u\left(\ln \frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\right)\left(1-\Delta N_{s}\right)\right) \tag{19.107}
\end{align*}
$$

It is seen that the sets $\left\{0<\lim _{t \rightarrow \tau_{\infty}} z_{t}(\lambda)<\infty\right\}$ and $\left\{0<\lim _{t \rightarrow \tau_{\infty}} z_{t}^{u}(\lambda)<\right.$ $\infty\}$ coincide. Therefore, to prove the theorem it suffices to show that (19.98) is equivalent to the condition

$$
\begin{equation*}
\tilde{\mu}\left\{0<\lim _{t \rightarrow \tau_{\infty}} z_{t}^{u}(\lambda)<\infty\right\}=1 \tag{19.108}
\end{equation*}
$$

Further we note that $\ln z_{t}^{u}(\lambda)$ can be represented as

$$
\begin{equation*}
\ln z_{t}^{u}(\lambda)=m_{t}+B_{t} \tag{19.109}
\end{equation*}
$$

where

$$
\begin{align*}
m_{t}= & \int_{0}^{t} I\left(\Delta A_{s}=0\right) u\left(\ln \lambda_{s}\right) d\left[N_{s}-\tilde{A}_{s}\right] \\
& +\sum_{\substack{s \leq t \\
0<\Delta A_{s}<1}} u\left(\ln \frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}\right)\left[\Delta N_{s}-\Delta \tilde{A}_{s}\right]+u\left(\ln \frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\right) \\
& \times\left[\left(1-\Delta N_{s}\right)-\left(1-\Delta \tilde{A}_{s}\right)\right] \tag{19.110}
\end{align*}
$$

and

$$
\begin{align*}
B_{t}= & \int_{0}^{t}\left(\lambda_{s} u\left(\ln \lambda_{s}\right)+1-\lambda_{s}\right) d A_{s}^{c} \\
& +\sum_{\substack{s \leq t \\
0<\Delta A_{s}<1}} u\left(\ln \frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}\right) \Delta \tilde{A}_{s}+u\left(\ln \frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\right)\left(1-\Delta \tilde{A}_{s}\right) \tag{19.111}
\end{align*}
$$

The process $B_{t}$ is a nondecreasing (predictable) function of $t$, since $y u(\ln y)+1-y \geq 0$ for $y \geq 0$, therefore by virtue of the inequality $y u(\ln y) \geq y-1$,

$$
\begin{equation*}
\Delta B_{s} \geq \Delta A_{s}\left(\frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}-1\right)+\left(1-\Delta A_{s}\right)\left(\frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}-1\right)=0 . \tag{19.112}
\end{equation*}
$$

The process $\left(m_{t}, B_{t}, \tilde{\mu}\right), t \geq 0$, is a $\tau_{\infty}$-locally square integrable martingale (compare with Lemma 18.12 and Theorem 18.8),

$$
\begin{align*}
\langle m\rangle_{t}= & \int_{0}^{t} u^{2}\left(\ln \lambda_{s}\right) \lambda_{s} d A_{s}^{c} \\
& +\sum_{\substack{s \leq t \\
0<\Delta A_{s}<1}}\left\{u^{2}\left(\ln \frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}\right) \frac{\Delta \tilde{A}_{s}}{\Delta A_{s}} \Delta A_{s}+u^{2}\left(\ln \frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\right)\right. \\
& \left.\times \frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\left(1-\Delta A_{s}\right)-\left(\Delta B_{s}\right)^{2}\right\} \tag{19.113}
\end{align*}
$$

where

$$
\Delta B_{s}=u\left(\ln \frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}\right) \Delta \tilde{A}_{s}+u\left(\ln \frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\right)\left(1-\Delta \tilde{A}_{s}\right)
$$

By (19.109) and Lemma 18.14 the relation given by (19.108) is satisfied if

$$
\begin{equation*}
\tilde{\mu}\left(\langle m\rangle_{\tau_{\infty}}+B_{\tau_{\infty}}<\infty\right)=1 \tag{19.114}
\end{equation*}
$$

From (19.111), (19.113) and the fact that $\Delta B_{s}$ is nonnegative it follows that (19.114) is equivalent to the following relation

$$
\begin{align*}
& \tilde{\mu}\left(\int_{0}^{\tau_{\infty}} \varphi\left(\lambda_{s}\right) d A_{s}^{c}+\sum_{\substack{s<r \\
0<\Delta A_{s}<1}}\left[\varphi\left(\frac{\Delta \tilde{A}_{s}}{\Delta A_{s}}\right) \Delta A_{s}\right.\right. \\
& \left.\left.+\varphi\left(\frac{1-\Delta \tilde{A}_{s}}{1-\Delta A_{s}}\right)\left(1-\Delta A_{s}\right)\right]<\infty\right)=1 \tag{19.115}
\end{align*}
$$

where

$$
\begin{equation*}
\varphi(y)=y u(\ln y)+1-y \tag{19.116}
\end{equation*}
$$

It is easy to see that there exist constants $c$ and $C$ such that ( $y \geq 0$ )

$$
\begin{equation*}
c\left(1-y^{1 / 2}\right)^{2} \leq \varphi(y) \leq C\left(1-y^{1 / 2}\right)^{2} \tag{19.117}
\end{equation*}
$$

Hence (19.115) is equivalent to the required relation, (19.98).
Therefore, if (19.98) is satisfied, (19.104) will be also satisfied, i.e., $\tilde{\mu} \ll \mu$.
Conversely, if $\tilde{\mu} \ll \mu$ (19.104) will hold. Since $z_{\tau_{\infty}}(\lambda)=d \tilde{\mu} / d \mu$ then $\tilde{\mu}\left(z_{\tau_{\infty}}(\lambda)=0\right)=0$. Therefore (19.104) can be replaced with the equivalent conditions as follows:

$$
\begin{align*}
& \tilde{\mu}\left(-\infty<\lim _{t \rightarrow \tau_{\infty}} \ln z_{t}(\lambda)<\infty\right)=1  \tag{19.118}\\
& \tilde{\mu}\left(-\infty<\lim _{t \rightarrow \tau_{\infty}} \ln z_{t}^{u}(\lambda)<\infty\right)=1 \tag{19.119}
\end{align*}
$$

Next we take advantage of the fact that $\ln z_{t}^{u}(\lambda)$ permits the representation given by (19.109), also using the fact that $\left|\Delta m_{t}\right| \leq 2$ as well as Lemma 18.13 by which it follows from (19.119) that

$$
\begin{equation*}
\tilde{\mu}\left(B_{\tau_{\infty}}<\infty\right)=1 \tag{19.120}
\end{equation*}
$$

From (19.109), (19.119) and (19.120) it follows that

$$
\begin{equation*}
\tilde{\mu}\left(-\infty<\lim _{t \rightarrow \tau_{\infty}} m_{t}<\infty\right)=1 \tag{19.121}
\end{equation*}
$$

Let us show that in this case

$$
\begin{equation*}
\tilde{\mu}\left(\langle m\rangle_{\tau_{\infty}}<\infty\right)=1 \tag{19.122}
\end{equation*}
$$

To this end we define the stopping times $\theta_{n}=\inf \left(t \leq \tau_{\infty}: m_{t}^{2}>n\right)$ assuming $\theta_{n}=\tau_{\infty}$ on the set $\left(\sup _{t \leq \tau_{\infty}} m_{t}^{2} \leq n\right)$. Since $m_{\theta_{n}}^{2} \leq n+4$ then $M_{\tilde{\mu}}\langle m\rangle_{\theta_{n}}=$ $M_{\mu} m_{\theta_{n}}^{2} \leq n+4$. Therefore $\langle m\rangle_{\theta_{n}}<\infty$ ( $\tilde{\mu}$-a.s.).
19.4.4. We shall formulate some assertions which follow immediately from Theorem 19.7 and which are of interest in themselves.

Theorem 19.7. Let the point process $X=\left(x_{t}, \mathcal{B}_{t}, \mu\right)$ have the continuous compensator $A_{t}(x)$ (or, equivalently, the process $X$ is left quasi-continuous). A necessary and sufficient condition for the measure $\tilde{\mu}$ to be absolutely continuous with respect to the measure $\mu$ is that ( $\tilde{\mu}$-a.s.) the following conditions be satisfied:
(A)

$$
\begin{equation*}
\bar{A}_{t}(x)=\int_{0}^{t} \lambda_{s}(x) d A_{s}(x), \quad t>\tau_{\infty} \tag{19.123}
\end{equation*}
$$

(B)

$$
\begin{equation*}
\int_{0}^{\tau_{\infty}}\left(1-\sqrt{\lambda_{s}(x)}\right)^{2} d A_{s}(x)<\infty \tag{19.124}
\end{equation*}
$$

where $\left(\lambda_{t}(x), \mathcal{B}_{t}\right)$ is some nonnegative predictable process. In this case

$$
\begin{equation*}
\frac{d \tilde{\mu}}{d \mu}(t, x)=\exp \left\{\int_{0}^{t} \ln \frac{d \tilde{A}_{s}(x)}{d A_{s}(x)} d x_{s}-\left[\tilde{A}_{t}(x)-A_{t}(x)\right]\right\} \tag{19.125}
\end{equation*}
$$

Corollary. Let the compensators $A_{t}(x)$ and $\tilde{A}_{t}(x)$ have the densities

$$
A_{t}(x)=\int_{0}^{t} a_{s}(x) d s, \quad \tilde{A}_{t}(x)=\int_{0}^{t} \tilde{a}_{s}(x) d s
$$

and

$$
\begin{equation*}
\int_{0}^{t} \tilde{a}_{s}(x)\left[1-a_{s}^{+}(x) a_{s}(x)\right] d s=0, \quad t \geq 0 \tag{19.126}
\end{equation*}
$$

Then $\tilde{\mu} \ll \mu$ if and only if ( $\tilde{\mu}$-a.s.)

$$
\begin{equation*}
\int_{0}^{t}\left(1-\sqrt{\tilde{a}_{s}(x) a_{s}^{+}(x)}\right)^{2} a_{s}(x) d s<\infty \tag{19.127}
\end{equation*}
$$

EXAMPLE. Let $X$ be the renewal process with $\tau_{n}=\sigma_{1}+\ldots+\sigma_{n}$ where $\left(\sigma_{i}\right)$ is a sequence of independent uniformly distributed random variables with the continuous distribution function $F(t)=P\left(\sigma_{i} \leq t\right)$. Then by virtue of Theorem 18.2 the compensator $A_{t}(x)$ of this process can be defined by the formula

$$
\begin{equation*}
A_{t}(x)=-\ln \prod_{k \geq 1}\left\{1-F\left[\left(\tau_{k} \wedge t\right)\right]-F\left[\left(\tau_{k-1} \wedge t\right)\right]\right\} \tag{19.128}
\end{equation*}
$$

and, if we assume in addition that the function $F(t)$ has the density $f(t)$, then

$$
A_{t}(x)=\int_{0}^{t} a_{s}(x) d s
$$

where

$$
a_{s}(x)=\frac{f\left(s-\tau_{n}(x)\right)}{1-F\left(s-\tau_{n}(x)\right)}, \quad \tau_{n}(x) \leq s<\tau_{n+1}(x)
$$

Assume that $\tilde{X}$ is another renewal process with $\tau_{n}=\tilde{\sigma}_{1}+\ldots+\tilde{\sigma}_{n}$, $\tilde{F}(t)=P\left(\tilde{\sigma}_{i} \leq t\right), \tilde{F}(t)=\int_{0}^{t} \tilde{f}(s) d s:$

$$
\tilde{a}_{s}(x)=\frac{\tilde{f}\left(s-\tau_{n}(x)\right)}{1-\tilde{F}\left(s-\tau_{n}(x)\right)}, \quad \tau_{n}(x) \leq s<\tau_{n+1}(x)
$$

Then the condition (19.127) can be rewritten as

$$
\begin{equation*}
\sum_{n=1}^{\infty} \int_{0}^{\sigma_{n}}\left(1-\sqrt{\tilde{\nu}(s) \nu^{+}(s)}\right)^{2} \nu(s) d s<\infty \quad(\tilde{\mu} \text {-a.s. }) \tag{19.129}
\end{equation*}
$$

where

$$
\nu(s)=\frac{f(s)}{1-F(s)}, \quad \tilde{\nu}(s)=\frac{\tilde{f}(s)}{1-\tilde{F}(s)}
$$

From (19.129) it follows that the measure $\tilde{\mu} \ll \mu$ if and only if $F(t)=\tilde{F}(t)$, $t \geq 0$.

Theorem 19.9. Let the compensators $A_{t}(x)$ and $\tilde{A}_{t}(x)$ of the point process $X=\left(x_{t}, \mathcal{B}_{t}, \mu\right)$ and $\tilde{X}=\left(x_{t}, \mathcal{B}_{t}, \tilde{\mu}\right)$ be such that

$$
\mu\left(A_{\tau_{\infty}(x)}(x)<\infty\right)=1, \quad \tilde{\mu}\left(\tilde{A}_{\tau_{\infty}(x)}(x)<\infty\right)=1
$$

Then a necessary and sufficient condition for $\tilde{\mu} \ll \mu$ to be absolutely continuous is that ( $\tilde{\mu}$-a.s.)
(A)

$$
\tilde{A}_{t}(x)=\int_{0}^{t} \lambda_{s}(x) d A_{s}(x), \quad t<\tau_{\infty}(x)
$$

(B)

$$
\Delta A_{t}(x)=1 \Rightarrow \Delta \tilde{A}_{t}(x), \quad t<\tau_{\infty}(x)
$$

(C)

$$
A_{\tau_{\infty}(x)}(x)<\infty
$$

PROOF. We need only show that in this case condition (C) is equivalent to assumption (III) of Theorem 19.7. But condition (C) together with the assumption $\tilde{\mu}\left\{\tilde{A}_{\tau_{\infty}}(x)<\infty\right\}=1$ implies that ( $\tilde{\mu}$-a.s.) the number of jumps in the compensators $A_{t}(x)$ and $\tilde{A}_{t}(x)$ is finite. From this, condition (III) of Theorem 19.7 follows obviously and, therefore, $\tilde{\mu} \ll \mu$.

Conversely, let $\tilde{\mu} \ll \mu$. Then by virtue of the assumption $\mu\left(A_{\tau_{\infty}}(x)<\right.$ $\infty$ ) = 1 condition (C) is obviously satisfied. Conditions (A) and (B) follow from Theorem 19.7 by virtue of the assumption $\tilde{\mu} \ll \mu$.
19.4.5. Theorem 19.7 enables us to describe in terms of compensators all the point processes whose measure is absolutely continuous with respect to the Poisson measure $\mu_{\pi}$ (compare with Theorem 7.11).

Theorem 19.10. Let $X=\left(x_{t}, \mathcal{B}_{t}, \mu_{\pi}\right)$ be a Poisson process with unit parameter and let $\tilde{X}=\left(x_{t}, \mathcal{B}_{t}, \tilde{\mu}\right)$ be a point process with the measure $\tilde{\mu} \ll \mu_{\pi}$. Then the process $\tilde{X}$ has the compensator

$$
\tilde{A}_{t}(x)=\int_{0}^{t} \lambda_{s}(x) d s, \quad t<\infty
$$

where $\left(\lambda_{t}(x), \mathcal{B}_{t}\right)$ is a nonnegative predictable process such that ( $\tilde{\mu}$-a.s.)

$$
\int_{0}^{\infty}\left(1-\sqrt{\lambda_{s}(x)}\right)^{2} d s<\infty
$$

In this case

$$
\begin{equation*}
\frac{d \tilde{\mu}}{d \mu_{\pi}}(t, x)=\exp \left\{\int_{0}^{t} \ln \lambda_{s}(x) d x_{s}+\int_{0}^{t}\left(1-\lambda_{s}(x)\right) d s\right\} \tag{19.130}
\end{equation*}
$$

The proof follows immediately from Theorem 19.7; we have only to note that $A_{t}(x) \equiv t$ and $\tau_{\infty}(x) \equiv \infty$ for the Poisson process with unit parameter.

### 19.5 Calculation of the Mutual Information and the Cramer-Rao-Wolfowitz Inequality (the Point Observations)

19.5.1. Let $(\Omega, \mathcal{F}, P)$ be a probability space, let $\left(\mathcal{F}_{t}\right), t \geq 0$, be a nondecreasing family of sub- $\sigma$-algebras of $\mathcal{F}$. We shall assume that $\alpha=\left(\alpha_{t}, \mathcal{F}_{t}\right)$ is the 'transmitted information' (with values in the measurable space $(\mathrm{A}, \mathcal{A})$ to be transmitted with the help of the point process $N=\left(N_{t}, \mathcal{F}_{t}\right)$ with range in the measurable space $(\mathrm{X}, \mathcal{B})$ (see Section 18.3).

Let us consider on $(\mathrm{X}, \mathcal{B}),(\mathrm{A}, \mathcal{A})$ and $(\mathrm{A} \times \mathrm{X}, \mathcal{A} \times \mathcal{B})$ the probability measures $\mu_{N}(b)=P(N \in B), \mu_{\alpha}(A)=P(\alpha \in A), \mu_{\alpha, N}(A \times B)=P(\alpha \in A, N \in$ $B$ ) where $A \in \mathcal{A}, B \in \mathcal{B}$ and assume that the conditions which follow are satisfied.
(I) There exists ( $\mu_{\alpha}$-a.s.) a regular version (to be denoted $\mu_{N}^{a}(B)$ ) of the conditional probability $P(N \in B \mid \alpha)_{\alpha=a}$.
(II) There exist (measurable) predictable functionals $\lambda_{t}(a, x)$ and $A_{t}(x)$ such that:
(1) $A_{t}(a, x)=\int_{0}^{t} \lambda_{s}(a, x) d A_{s}(x)$ (for $\mu_{\alpha}$-almost every $a \in \mathrm{~A}$ ) is the compensator of the point process $\left(x_{t}, \mathcal{B}_{t}, \mu_{n}^{a}\right)$;
(2) $\Delta A_{t}(x)=0, t \geq 0, x \in \mathrm{X}$, and $A_{t}(x)$ is the compensator of the process $\left(x_{t}, \mathcal{B}_{t}, \mu_{N}\right) ;$
(3) $A_{t}(\alpha, N)$ is the compensator of the point process $\left(N_{t}, \mathcal{F}_{t}, P\right)$.
(III)

$$
M \int_{0}^{\tau_{\infty}(N)}\left|\lambda_{t}(\alpha, N) \ln \lambda_{t}(\alpha, N)\right| d A_{t}(N)<\infty
$$

Let

$$
\begin{equation*}
I(\alpha, N)=M \ln \frac{d \mu_{\alpha, N}}{d\left[\mu_{\alpha} \times \mu_{N}\right]}(\alpha, N) \tag{19.131}
\end{equation*}
$$

be the Shannon information about the transmitted message $\alpha$ contained in the received signal $N$ where, as usual, $I(\alpha, N)$ is assumed to be equal to $\infty$ if the measure $\mu_{\alpha, N}$ is not absolutely continuous with respect to the measure [ $\mu_{\alpha} \times \mu_{N}$ ] (compare with (16.64)).

Theorem 19.11. In assumptions (I)-(III) the mutual information

$$
\begin{equation*}
I(\alpha, N)=M \int_{0}^{\tau_{\infty}(N)} \lambda_{t}(\alpha, N) \ln \lambda_{t}(\alpha, N) d A_{t}(N) \tag{19.132}
\end{equation*}
$$

PROOF. We shall show first that for $\mu_{\alpha}$-almost every $a \in \mathrm{~A}$ the measure $\mu_{N}^{a} \ll \mu_{N}$. By virtue of Theorem 19.7 We need only show that

$$
\begin{equation*}
M \int_{0}^{\tau_{\infty}(N)}\left(1-\sqrt{\lambda_{t}(\alpha, N)}\right)^{2} d A_{t}(N)<\infty \tag{19.133}
\end{equation*}
$$

Since for $y \geq 0, y \ln y+1-y \geq 0$ and for $n=1,2, \ldots\left(\tau_{n}<\tau_{\infty}\right)$

$$
\begin{align*}
M \int_{0}^{\tau_{n}}\left(1-\lambda_{t}(\alpha, N)\right) d A_{t}(N) & =M\left[A_{\tau_{n}}(N)-A_{\tau_{n}}(\alpha, N)\right. \\
& =M\left[N_{\tau_{n}}-N_{\tau_{n}}\right]=0 \tag{19.134}
\end{align*}
$$

we then obtain by condition (III) that

$$
\begin{aligned}
\infty & >M \int_{0}^{\tau_{\infty}(N)} \lambda_{t}(\alpha, N) \ln \lambda_{t}(\alpha, N) d A_{t}(N) \\
& =\lim _{n} M \int_{0}^{\tau_{n}} \lambda_{t}(\alpha, N) \ln \lambda_{t}(\alpha, N) d A_{t}(N)
\end{aligned}
$$

$$
\begin{align*}
& =\lim _{n} M \int_{0}^{\tau_{n}}\left[\lambda_{t}(\alpha, N) \ln \lambda_{t}(\alpha, N)+1-\lambda_{t}(\alpha, N)\right] d A_{t}(N) \\
& =M \int_{0}^{\tau_{\infty}}\left[\lambda_{t}(\alpha, N) \ln \lambda_{t}(\alpha, N)+1-\lambda_{t}(\alpha, N)\right] d A_{t}(N) \geq 0 \tag{19.135}
\end{align*}
$$

It is clear that there exists a constant $C$ such that for $y \geq 0$

$$
\begin{equation*}
C(y \ln y+1-y) \geq(1-\sqrt{y})^{2} \tag{19.136}
\end{equation*}
$$

Consequently, (19.133) follows from (19.135), (19.136), i.e., $\mu_{N}^{a} \ll \mu_{N}\left(\mu_{\alpha^{-}}\right.$ a.s.). Set $z(a, x)=\left(d \mu_{N}^{a} / d \mu_{N}\right)(x)$ and show that ( $\mu_{\alpha} \times \mu_{N}$-a.s. $)$

$$
\begin{equation*}
z(a, x)=\frac{d \mu_{\alpha, N}}{d\left[\mu_{\alpha} \times \mu_{N}\right]}(a, x) \tag{19.137}
\end{equation*}
$$

In fact, let $\varphi(a, x)$ be a bounded $\mathcal{A} \times \mathcal{B}$-measurable functional. Then due to assumption (I) and the Fubini theorem

$$
\begin{align*}
\int_{\mathrm{A} \times \mathrm{X}} \varphi(a, x) d \mu_{\alpha, N}(a, x) & =M \varphi(\alpha, N)=M M[\varphi(\alpha, N) \mid \mathcal{A}] \\
& =\int_{\mathrm{A}} M[\varphi(\alpha, N) \mid \alpha]_{\alpha=a} d \mu_{\alpha}(a) \\
& =\int_{\mathrm{A} \times \mathrm{X}}\left[\int \varphi(a, x) d \mu_{N}^{a}(x)\right] d \mu  \tag{19.138}\\
& =\int_{\mathrm{A} \times \mathrm{X}} \varphi(a, x) z(a, x) d\left[\mu_{\alpha} \times \mu_{N}\right](a, x)
\end{align*}
$$

thus proving (19.137).
By virtue of (19.125) and (II),

$$
\begin{align*}
\ln z(a, x)= & \int_{0}^{\tau_{\infty}(x)} \ln \lambda_{t}(a, x)\left[d x_{t}-d A_{t}(a, x)\right]  \tag{19.139}\\
& +\int_{0}^{\tau_{\infty}(x)}\left[\lambda_{t}(a, x) \ln \lambda_{t}(a, x)+1-\lambda_{t}(a, x)\right] d A_{t}(x)
\end{align*}
$$

Hence by Theorem 18.7, (19.139), (19.135) and (III),

$$
I(\alpha, N)=M \ln z(\alpha, N)=M \int_{0}^{\tau_{\infty}(N)} \lambda_{t}(\alpha, N) \ln \lambda_{t}(\alpha, N) d A_{t}(N)
$$

Corollary. Let $A_{t}(a, x)=\int_{0}^{t} \nu_{s}(a, x) d b_{s}$ where $\nu_{s}=\nu_{s}(a, x)$ is a nonnegative predictable process and $b_{s}$ is a deterministic nonnegative right continuous and nondecreasing function (compare with (18.33)). Then by virtue of Theorem 18.3, $A_{t}(x)=\int_{0}^{t} \bar{\nu}_{s}(x) d b_{s}$ where $\bar{\nu}_{s}=\bar{\nu}_{s}(x)$ is such that ( $P$-a.s.) $\bar{\nu}_{s}(N)=M\left[\nu_{s}(\alpha, N) \mid \mathcal{F}_{t-}^{N}\right]$. Then

$$
\begin{align*}
I(\alpha, N) & =M \int_{0}^{\tau_{\infty}(N)}\left(\nu_{s} \ln \nu_{s}-\nu_{s} \ln \bar{\nu}_{s}\right) d b_{s} \\
& =M \int_{0}^{\tau_{\infty}(N)}\left(\nu_{s} \ln \nu_{s}-\bar{\nu}_{s} \ln \bar{\nu}_{s}\right) d b_{s} \tag{19.140}
\end{align*}
$$

Let $b_{s}=s$ and $P\left(\tau_{\infty}=\infty\right)=1$, and let

$$
I_{T}(\alpha, N)=M \ln \frac{d \mu_{\alpha, N}^{T}}{d\left[\mu_{\alpha}^{T} \times \mu_{N}^{T}\right]}
$$

where $\mu_{\alpha, N}^{T}, \mu_{\alpha}^{T}$ and $\mu_{\alpha}^{T}$ are the restrictions of the measures $\mu_{\alpha, N}, \mu_{\alpha}$ and $\mu_{N}$ (respectively) to the $\sigma$-algebras

$$
\mathcal{A}_{t} \times \mathcal{B}_{t}, \quad \mathcal{A}_{t}=\sigma\left\{a_{s}, s \leq t\right\}, \quad \mathcal{B}_{t}=\sigma\left\{x_{s}, s \leq t\right\} .
$$

Then

$$
I_{T}(\alpha, N)=M \int_{0}^{T}\left(\nu_{s} \ln \nu_{s}-\bar{\nu}_{s} \ln \bar{\nu}_{s}\right) d s
$$

Assume now that $\nu_{s}(a, x)=1+\Lambda_{s}(a, x)$ where $\Lambda_{s}(a, x)$ is subject to the power constraints $0 \leq \Lambda_{s}(a, x) \leq P, P$ being a given constant. Let us consider the channel capacity (compare with (16.72))

$$
\mathrm{C}=\sup \frac{1}{T} I_{T}(\alpha, N), \quad T>0
$$

where 'sup' is taken over all $\alpha$ with values in $(\mathrm{A}, \mathcal{A})$ and the codings $\Lambda=$ $\left(\Lambda_{s}(a, x), s \leq T\right)$ satisfying the restrictions $0 \leq \Lambda_{s}(a, x) \leq p$. Then (for the proof, see [110])

$$
\begin{equation*}
C=\frac{Q}{e}-\ln Q \tag{19.141}
\end{equation*}
$$

where $Q=(p+1)^{(p+1) / p}$. In this case the presence of the feedback does not imply an increase in the channel capacity (compare with Theorem 16.4).

EXAMPLE. Let $\alpha=\left(\alpha_{t}, \mathcal{F}_{t}\right)$ be the Markov process with two states $a$ and $b(a>0, b>0)$ considered in Example 2 of Subsection 19.3.12. Let the observation be:

$$
N_{t}=\int_{0}^{t} I\left(\alpha_{s-}=a\right) d N_{s}^{a}+\int_{0}^{t} I\left(\alpha_{s-}=b\right) d N_{s}^{b}
$$

where $N^{a}$ and $N^{b}$ are two Poisson processes with parameters $a$ and $b$, respectively. In this case it is assumed that the processes $\alpha, N^{a}$ and $N^{b}$ are mutually independent. Then

$$
I_{T}(\alpha, N)=M \int_{0}^{T} \lambda_{s}(\alpha, N) \ln \lambda_{s}(\alpha, N)\left(a\left(1-\pi_{s-}\right)+b \pi_{s-}\right) d s
$$

where

$$
\lambda_{s}(\alpha, N)=\frac{a I\left(\alpha_{s-}=a\right)+b I\left(\alpha_{s-}=b\right)}{a\left(1-\pi_{s-}\right)+b \pi_{s-}}
$$

and $\pi_{s}=P\left(\alpha_{s}=b \mid \mathcal{F}_{s}^{N}\right)$ satisfies Equation (19.89).
19.5.2. Let there be observed the point process $X=\left(x_{t}, \mathcal{B}_{t}, \mu_{\theta}\right), t \geq 0$, with the compensator $A_{t}^{\theta}(x)$, where $\theta$ is an unknown parameter: $\theta \in(a, b)$, $-\infty \leq a<b \leq \infty$.

By relying on the previous results for the measure densities of the point processes we can show how to find lower bounds for mean square errors in the problems of estimating the functions $f(\theta)$ from the observations of the process $X$.

Let $\Delta=(\tau(x), \delta(\tau(x), x))$ be some sequential estimation scheme (for details, see Section 7.8). Assume that ${ }^{6}$
(1)

$$
M_{\theta} \delta^{2}(\tau(x), x)<\infty
$$

(2)

$$
A_{t}^{\theta}(x)=\int_{0}^{t} \lambda_{s}(\theta, x) d s, \quad x \in \mathrm{X}
$$

where $\left(\lambda_{t}(\theta, x), \mathcal{B}_{t}\right)$ is a predictable process, $0<\lambda_{t}(\theta, x)<\infty ;$
(3)

$$
\begin{aligned}
& \frac{\partial}{\partial \theta} \int_{0}^{\tau(x)} \ln \lambda_{t}(\theta, x) d x_{t}=\int_{0}^{\tau(x)} \frac{\partial}{\partial \theta} \ln \lambda_{t}(\theta, x) d x_{t} \\
& \frac{\partial}{\partial \theta} \int_{0}^{\tau(x)} \lambda_{t}(\theta, x) d t=\int_{0}^{\tau(x)} \frac{\partial}{\partial \theta} \lambda_{t}(\theta, x) d t, \quad x \in \mathrm{X}
\end{aligned}
$$

(4)

$$
M \int_{0}^{\tau(x)}\left(\frac{\partial}{\partial \theta} \lambda_{t}(\theta, x)\right)^{2} \lambda_{t}^{-1}(\theta, x) d t<\infty
$$

(5)

$$
\int_{0}^{\tau(x)}\left|\lambda_{t}(\theta, x)-1\right| d t<\infty \quad\left(\mu_{\theta}-\mathrm{a} . \mathrm{s}\right)
$$

[^51]Next, let $\mu$ be the measure corresponding to the Poisson process with unit parameter and let $\mu^{\tau}, \mu_{\theta}^{\tau}$ be the restrictions of the measures $\mu$ and $\mu_{\theta}$ to the $\sigma$-algebra $\mathcal{B}_{t}$. By (5), Theorem 19.10, and the inequality $(1-\sqrt{y})^{2} \leq|1-y|$ for $y \geq 0$,

$$
\begin{equation*}
\frac{d \mu_{\theta}^{\tau}}{d \mu^{\tau}}(x)=\exp \left\{\int_{0}^{\tau(x)} \ln \lambda_{t}(\theta, x) d x_{t}+\int_{0}^{\tau(x)}\left[1-\lambda_{t}(\theta, x)\right] d t\right\} . \tag{19.142}
\end{equation*}
$$

Assume also that:
(6) the function $b(\theta)=M_{\theta} \delta(\tau(x), x)-f(\theta)$ is differentiable in $\theta$ and

$$
\frac{d}{d \theta} M \frac{d \mu_{\theta}^{\tau}}{d \mu^{\tau}}(x) \delta(\tau(x), x)=M \frac{\partial}{\partial \theta}\left(\frac{d \mu_{\theta}^{\tau}}{d \mu^{\tau}}(x)\right) \delta(\tau(x), x)
$$

where $M$ denotes the expectation under the measure $\mu$.
Theorem 19.12. Under assumptions (1)-(6) for all $\theta \in(a, b)$ we have the Cramer-Rao-Wolfowitz inequality

$$
\begin{equation*}
M_{\theta}[\delta(\tau(x), x)-f(\theta)]^{2} \geq \frac{\left[\frac{d}{d \theta}(f(\theta)+b(\theta))\right]^{2}}{M_{\theta} \int_{0}^{\tau(x)}\left(\frac{\partial}{\partial \theta} \lambda_{t}(\theta, x)\right)^{2} \lambda_{t}^{-1}(\theta, x) d t}+b^{2}(\theta) \tag{19.143}
\end{equation*}
$$

PROOF. By (19.142), (3) and (6),

$$
\begin{align*}
\frac{d}{d \theta}[b(\theta)+f(\theta)]= & \frac{d}{d \theta} M_{\theta} \delta(\tau(x), x) \\
= & M \frac{d \mu_{\theta}^{\tau}}{d \mu^{\tau}}(x) \delta(\tau(x), x)\left[\int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x) \frac{\partial}{\partial \theta} \lambda_{t}(\theta, x) d x_{t}\right. \\
& \left.-\int_{0}^{\tau(x)} \frac{\partial}{\partial \theta} \lambda_{t}(\theta, x) d t\right] \\
= & M_{\theta} \delta(\tau(x), x) \int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x) \frac{\partial}{\partial \theta} \lambda_{t}(\theta, x)\left[d x_{t}-\lambda_{t}(\theta, x) d t\right] \tag{19.144}
\end{align*}
$$

By (1), (4) and Theorem 18.8,

$$
\begin{equation*}
M_{\theta} \delta(\tau(x), x) M_{\theta} \int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x) \frac{\partial}{\partial \theta}\left(\lambda_{t}(\theta, x)\right)\left[d x_{t}-\lambda_{t}(\theta, x) d t\right]=0 \tag{19.145}
\end{equation*}
$$

which together with (19.144) yields the relation

$$
\begin{aligned}
\frac{d}{d \theta}[b(\theta)+f(\theta)]= & M_{\theta}\left[\delta(\tau(x), x)-M_{\theta} \delta(\tau(x), x)\right] \int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x) \frac{\partial}{\partial \theta} \lambda_{t}(\theta, x) \\
& \times\left[d x_{t}-\lambda_{t}(\theta, x) d t\right]
\end{aligned}
$$

From this, by (4), (5.82), Theorem 18.8 and the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\left(\frac{d}{d \theta}[b(\theta)+f(\theta)]\right)^{2} \leq & M_{\theta}\left[\delta(\tau(x), x)-M_{\theta} \delta(\tau(x), x)\right]^{2} \\
& \times M_{\theta}\left[\int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x) \frac{\partial}{\partial \theta} \lambda_{t}(\theta, x)\left[d x_{t}-\lambda_{t}(\theta, x) d t\right]\right]^{2} \\
= & M_{\theta}\left[\delta(\tau(x), x)-M_{\theta} \delta(\tau(x), \dot{x})\right]^{2} \\
& \times M_{\theta} \int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x)\left(\frac{\partial}{\partial \theta} \lambda_{t}(\theta, x)\right)^{2} d t \\
= & M_{\theta}[\delta(\tau(x), x)-f(\theta)-b(\theta)]^{2} \\
& \times M_{\theta} \int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x)\left(\frac{\partial}{\partial \theta} \lambda_{t}(\theta, x)\right)^{2} d t .
\end{aligned}
$$

The required inequality, (19.143), follows from the above by simply noting that

$$
M_{\theta}[\delta(\tau(x), x)-f(\theta)-b(\theta)]^{2}=M_{\theta}[\delta(\tau(x), x)-f(\theta)]^{2}-b^{2}(\theta)
$$

Corollary. If $\delta(\tau(x), x)$ is an unbiased estimate for $f(\theta)$, then

$$
\begin{equation*}
M_{\theta}[\delta(\tau(x), x)-f(\theta)]^{2} \geq \frac{1}{M_{\theta} \int_{0}^{\tau(x)} \lambda_{t}^{-1}(\theta, x)\left(\frac{\partial}{\partial \theta} \lambda_{t}(\theta, x)\right)^{2} d t} \tag{19.146}
\end{equation*}
$$

EXAMPLE 1. Let $0<\theta<\infty, \lambda_{t}(\theta, x)=\theta, \tau(x)=T<\infty$.
In this case the point process $X=\left(x_{t}, \mathcal{B}_{t}, \mu_{\theta}\right)$ is a Poisson process with the parameter $\theta$. If $\delta(x)$ is an unbiased estimate of the parameter $\theta$, then, by virtue of (19.146),

$$
\begin{equation*}
M_{\theta}[\delta(x)-\theta]^{2} \geq \frac{\theta}{T} \tag{19.147}
\end{equation*}
$$

In this case:

$$
\frac{d \mu_{\theta}}{d \mu}(x)=\exp \left(x_{T} \ln \theta+(1-\theta) T\right)
$$

and, therefore, the maximum likelihood estimate is $\hat{\theta}_{T}=x_{T} / T$. It is clear that this estimate is unbiased, $M_{\theta} \hat{\theta}_{T}=\theta$, and it is easily seen that $M_{\theta}\left(\hat{\theta}_{T}-\right.$ $\theta)^{2}=\theta / T$. It follows from this and (19.147) that the maximum likelihood estimate $\hat{\theta}_{T}$ is the optimal (in the mean square sense) estimate of $\theta$ in the class of all unbiased estimates.

EXAMPLE 2. Let $\lambda_{t}(\theta, x)=\theta \cdot a_{t}(x), 0<\theta<\infty$, where $a_{t}(x)>0$, $\int_{0}^{t} a_{s}(x) d s<\infty, t<\infty$, and $\int_{0}^{\infty} a_{s}(x) d s=\infty$ ( $\mu_{\theta}$-a.s.). We shall estimate $\theta$
from the observations $x_{t}, 0 \leq t \leq \tau(x)$, where $\tau(x)$ is a Markov time with respect to the family $\left(\mathcal{B}_{t}\right), t \geq 0$, such that

$$
\int_{0}^{\tau(x)}\left(1+a_{s}(x)\right) d s<\infty \quad\left(\mu_{\theta} \text {-a.s. }, \theta>0\right)
$$

It is easy to verify that $\mu_{\theta}^{\tau} \ll \mu^{\tau}$ where $\mu$ is the Poisson measure with a unit parameter, and $\mu^{\tau}$ is the restriction of $\mu$ to the $\sigma$-algebra $\mathcal{B}_{t}$. Then

$$
\frac{d \mu_{\theta}^{\tau}}{d \mu^{\tau}}(x)=\exp \left(\int_{0}^{\tau(x)} \ln \left(\theta a_{t}(x)\right) d x_{t}+\int_{0}^{\tau(x)}\left[1-\theta a_{t}(x)\right] d t\right)
$$

and, therefore, the maximum likelihood estimate is

$$
\hat{\theta}_{\tau}=\frac{x_{\tau(x)}}{\int_{0}^{\tau(x)} a_{t}(x) d t}
$$

Assume that the time $\tau(x)=\tau_{H}(x)$ (compare with Section 17.5) where

$$
\tau_{H}(x)=\inf \left\{t: \int_{0}^{t} a_{s}(x) d s>H\right\}
$$

In this case the estimate $\hat{\theta}_{\tau_{H}}=x_{\tau_{H}(x)} / H$ is unbiased and

$$
\begin{align*}
M_{\theta}\left(\hat{\theta}_{\tau_{H}}-\theta\right)^{2} & =M\left(\frac{\theta \int_{0}^{\tau_{H}(x)} a_{t}(x) d t+m_{\tau}^{\theta}(x)}{H}-\theta\right)^{2} \\
& =\frac{1}{H^{2}} M_{\theta}\left(m_{\tau_{H}(x)}^{\theta}\right)^{2} \\
& =\frac{1}{H^{2}} \theta M_{\theta} \int_{0}^{\tau_{H}(x)} a_{t}(x) d t=\frac{\theta}{H} \tag{19.148}
\end{align*}
$$

where $m_{t}^{\theta}(x)=x_{t}-\int_{0}^{t} \theta a_{s}(x) d s$ is a locally square integrable martingale with $\left\langle m^{\theta}\right\rangle_{t}=\int_{0}^{t} \theta a_{s}(x) d s$ (Lemma 18.12). By virtue of (19.146),

$$
M_{\theta}(\delta(\tau(x), x)-\theta)^{2} \geq \frac{1}{M_{\theta} \int_{0}^{\tau(x)} a_{t}^{2}(x)\left(\theta a_{t}(x)\right)^{-1} d t}=\frac{\theta}{M_{\theta} \int_{0}^{\tau(x)} a_{t}(x) d t}
$$

which together with (9.148) shows that, in the class of all unbiased estimates $\delta(\tau(x), x)$ satisfying the condition

$$
M_{\theta} \int_{0}^{\tau(x)} a_{t}(x) d t \leq H
$$

the sequential maximum likelihood estimate is optimal (compare with Theorem 17.6).

## Notes and References. 1

19.1. The structure of local martingales for point processes was investigated by Davis [48], Boel, Varaiya and Wong [22], Chou and Meyer [37], Dellacherie [50], Kabanov $[108,109]$ and Grigelionis [88].
19.2. The problems of the transformation of compensators by absolutely continuous substitution of the measure were discussed in Brémaud [26], Jacod [101], Boel, Varaiya and Wong [22], Kabanov, Liptser and Shiryaev [113,119], Skorokhod [291], Grigelionis [ 86,88 ] and Gikhman and Skorokhod [72].
19.3. The equations of optimal nonlinear filtering from the observation of the point processes were also deduced (under various assumptions of generality) in Segal and Kailath [273], Brémaud [28,29], Davis [48], Segal, Davis and Kailath [272], Boel, Varaiya and Wong [22], Khadgijev [145, 146] Grigelionis [86], Van Schuppen [302], Galtchouk [68], Yashin [319, 320], Snyder [292] and Snyder and Fishman [293].
19.4. The necessary and sufficient conditions for the absolute continuity of two measures corresponding to point processes (Theorem 19.7) were obtained by Ka banov, Liptser and Shiryaev. Theorem 19.8 is due to Jacod and Memin [105], and Kabanov, Liptser and Shiryaev [119]. Theorem 19.9 was proved in Kabanov, Liptser and Shiryaev $[113,119]$.
19.5. The computations of the mutual information for jumplike processes were made in Grigelionis [87], Boel, Varaiya and Wong [22], and Kabanov [110], (19.141) is due to Kabanov [110]. Formula (19.143) was obtained by Kutoyants.

## Notes and References. 2

19.1. A modern description of the structure for local martingales can be found in Liptser and Shiryaev [214], Jacod and Shiryaev [106], Elliott [59].
19.2. A Girsanov type theorem and the problem of change of probability measures, which are distributions of semimartingales are given in [204,214].
19.3. A derivation of the filtering equation under observation not only of the point process but also a general semimartingale can be found in [214].
19.4. The necessary and sufficient conditions for absolute continuity of measures corresponding to multivariate point processes and semimartingales are presented in Kabanov, Liptser and Shiryaev [114-117] and Jacod and Shiryaev [106].

## 20. Asymptotically Optimal Filtering

In previous chapters, a number of filtering models, for which the 'filtering equation' admits a closed form, like the Kalman-Bucy filter (Chapter 10), the conditionally Gaussian filter (Chapters 11 and 13), the Wonham type filter and the Kushner-Zakai filter (Chapter 8), were presented. However in applications, realistic filtering models have a more complicated structure than those to which the filters mentioned above are immediately applicable. In this chapter, we consider examples for which the following approximation technique might be successful. To construct nearly optimal filters, instead of the original model a new model, where the underlying processes are replaced by simple ones, is applied. To explain such an approach in more detail, let us consider the filtering problem for a pair of random processes $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)_{t \geq 0}$, where $X_{t}^{\varepsilon}$ represents an unobservable signal and $Y_{t}^{\varepsilon}$ is a corresponding observation, and where $\varepsilon$ is a small parameter. Suppose the probabilistic structure of $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)_{t \geq 0}$ is too complicated for us to find the optimal (in the mean square sense) filtering estimate, but as $\varepsilon \rightarrow 0$, the pair $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)_{t \geq 0}$ converges (in some sense) to the limit pair $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ which has a simpler description than the prelimit one, for example, it is a Markov diffusion process or, more specifically, a Gaussian diffusion. A natural procedure for creating a successful filter for a prelimit model involves finding the optimal filter for the limit model and then using it for prelimit observations.

The main problem in such an approach is the verification of the asymptotic optimality for the filters obtained. We give in this chapter two examples for which the asymptotic optimality can be checked effectively.

### 20.1 Total Variation Norm Convergence and Filtering

20.1.1. Consider the filtering problem for a pair of random processes

$$
\left(X^{\varepsilon}, Y^{\varepsilon}\right)=\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)_{0 \leq t \leq T}
$$

with right continuous trajectories having limits to the left. For fixed $\varepsilon$ denote by $Q^{\varepsilon}$ the distribution of $\left(X^{\varepsilon}, Y^{\varepsilon}\right)$, i.e., $Q^{\varepsilon}$ is a probabilistic measure on the Skorokhod space $D\left(\mathbb{R}^{2} ;[0, T]\right)$. Assume $Q^{\varepsilon}$ converges, as $\varepsilon \rightarrow 0$, in the total variation norm for a limit $\bar{Q}$ :

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|Q^{\varepsilon}-\bar{Q}\right\|=0 \tag{20.1}
\end{equation*}
$$

In other words, (20.1) means that $\left(X^{\varepsilon}, Y^{\varepsilon}\right)$ converges, as $\varepsilon \rightarrow 0$, in the aforementioned sense for distributions, to a limit process $(\bar{X}, \bar{X})=\left(\bar{X}_{t}, \bar{X}_{t}\right)_{0 \leq t \leq T}$ having trajectories in $D\left(\mathbb{R}^{2} ;[0, T]\right)$ and the distribution $\bar{Q}$.

Consider a filtering problem for a signal $u\left(X_{t}^{\varepsilon}\right)$ and observation $Y_{t}^{\varepsilon}$ provided that $u(x)$ is a measurable function such that $M u^{2}\left(X_{t}^{\varepsilon}\right)<\infty$ and $M u^{2}\left(\bar{X}_{t}\right)<\infty, t \leq T$. Assume that the probabilistic structure of $(\bar{X}, \bar{Y})$ is simple, in the sense that the conditional expectation $M\left(u\left(\bar{X}_{t}\right) \mid \bar{Y}_{[0, t]}\right)$ can be computed with the help of one of the aforementioned classical filters. For convenience of notation, introduce a family of measurable functionals ( $\bar{\pi}_{t}(Y)$, $Y \in D(\mathbb{R} ;[0, T])), 0 \leq t \leq T$ such that

$$
\bar{\pi}_{t}(\bar{Y})=M\left(u\left(\bar{X}_{t}\right) \mid \bar{Y}_{[0, t]}\right), \quad(\bar{Q} \text {-a.s. })
$$

Analogously define $\left(\pi_{t}^{\varepsilon}(Y): \pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)=M\left(u\left(X_{t}^{\varepsilon}\right) \mid Y_{[0, t]}^{\varepsilon}\right),\left(Q^{\varepsilon}\right.\right.$-a.s.). It is clear that the use of $\bar{\pi}_{t}\left(Y^{\varepsilon}\right)$ as a filtering estimate makes sense if

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} M\left(\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\bar{\pi}_{t}\left(Y^{\varepsilon}\right)\right)^{2}=0 \tag{20.2}
\end{equation*}
$$

since (20.2) is equivalent to the asymptotic optimality: for every $t$

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} M\left(u\left(X_{t}^{\varepsilon}\right)-\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)\right)^{2} & =\lim _{\varepsilon \rightarrow 0} M\left(u\left(X_{t}^{\varepsilon}\right)-\bar{\pi}_{t}\left(Y^{\varepsilon}\right)\right)^{2} \\
& =M\left(u\left(\bar{X}_{t}\right)-\bar{\pi}_{t}(\bar{Y})\right)^{2} \tag{20.3}
\end{align*}
$$

We show that (20.3), for a bounded function $u(x)$, is implied by (20.1). For unbounded $u(x)$, verification of (20.3) requires the uniform integrability condition. For the sake of simplicity, we restrict ourselves to consideration of $\delta$-asymptotically optimal filters. To this end, the following definition is useful.

Definition. The filtering estimate $\widetilde{\pi}_{t}^{\delta}\left(Y^{\varepsilon}\right), t \leq T$, is $\delta$-asymptotically optimal, if for every $\delta>0$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} M\left(u\left(X_{t}^{\varepsilon}\right)-\tilde{\pi}_{t}^{\delta}\left(Y^{\varepsilon}\right)\right)^{2} \leq \liminf _{\varepsilon \rightarrow 0} M\left(u\left(X_{t}^{\varepsilon}\right)-\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)\right)^{2}+\delta \tag{20.4}
\end{equation*}
$$

Theorem 20.1. Assume (20.1) and for some constant $\ell,|u(x)| \leq \ell$. Then $\bar{\pi}_{t}\left(Y^{\varepsilon}\right)$ is asymptotically optimal in the sense of (20.3).

Corollary. For every fixed $t>0, \pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right) \xrightarrow{\text { law }} \bar{\pi}_{t}(\bar{Y}), \varepsilon \rightarrow 0$.
PROOF. We choose versions of functionals $\bar{\pi}_{t}(Y)$ and $\pi_{t}^{\varepsilon}(Y)$ bounded by the same constant $\ell$. In what follows, the notation ' $\int$ ' is used instead of ' $\int_{D^{2}}$ '. Note that since $\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)$ is the optimal (in the mean square sense) filtering estimate, we have

$$
\int\left(u\left(X_{t}\right)-\pi_{t}^{\varepsilon}(Y)\right)^{2} d Q^{\varepsilon} \leq \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d Q^{\varepsilon}
$$

and therefore, by (20.1),

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \int\left(u\left(X_{t}\right)-\pi_{t}^{\varepsilon}(Y)\right)^{2} d Q_{T}^{\varepsilon} \leq \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{Q} \tag{20.5}
\end{equation*}
$$

Show now that

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d Q^{\varepsilon} & =\int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{Q} \\
\liminf _{\varepsilon \rightarrow 0} \int\left(u\left(X_{t}\right)-\pi_{t}^{\varepsilon}(Y)\right)^{2} d Q^{\varepsilon} & \geq \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{Q} \tag{20.6}
\end{align*}
$$

Since $u(x)$ and $\pi_{t}^{\varepsilon}(\cdot), \bar{\pi}_{t}(\cdot)$ are bounded by $\ell$, we find

$$
\begin{aligned}
& \left|\int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d Q^{\varepsilon}-\int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{Q}\right| \\
\leq & 4 \ell^{2}\left\|Q^{\varepsilon}-\bar{Q}\right\| \rightarrow 0, \quad \varepsilon \rightarrow 0
\end{aligned}
$$

The filtering estimate $\bar{\pi}_{t}(\bar{Y})$ is optimal in the mean square sense for the signal $u\left(\bar{X}_{t}\right)$ given the observation $\bar{Y}_{s}, s \leq t$. Therefore

$$
\begin{aligned}
\int\left(u\left(X_{t}\right)-\pi_{t}^{\varepsilon}(Y)\right)^{2} d Q_{T}^{\varepsilon}= & \int\left(u\left(X_{t}\right)-\pi_{t}^{\varepsilon}(Y)\right)^{2} d \bar{Q}_{T} \\
& +\int\left(u\left(X_{t}\right)-\pi_{t}^{\varepsilon}(Y)\right)^{2} d\left(Q^{\varepsilon}-\bar{Q}\right) \\
\geq & \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{Q}-4 \ell^{2}\left\|Q^{\varepsilon}-\bar{Q}\right\| \\
\rightarrow & \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{Q}, \quad \varepsilon \rightarrow 0
\end{aligned}
$$

Thus, the statement of the theorem is implied by (20.5) and (20.6).
PROOF OF THE COROLLARY. It suffices to show the convergence of the characteristic functions $(i=\sqrt{-1})$ : for every $v \in \mathbb{R}$

$$
\lim _{\varepsilon \rightarrow 0} M e^{i v \pi_{t}^{\epsilon}\left(Y^{\epsilon}\right)}=M e^{i v \bar{\pi}_{t}(\bar{Y})}
$$

Write

$$
\begin{aligned}
& \left|M e^{i v \pi_{t}^{\epsilon}\left(Y^{\epsilon}\right)}-M e^{i v \bar{\pi}_{t}(\bar{Y})}\right| \leq M\left|e^{i v \pi_{t}^{\epsilon}\left(Y^{\epsilon}\right)}-e^{i v \bar{\pi}_{t}\left(Y^{\epsilon}\right)}\right| \\
+ & \left|M\left(e^{i v \bar{\pi}_{t}\left(Y^{\epsilon}\right)}-e^{i v \bar{\pi}_{t}(\bar{Y})}\right)\right|
\end{aligned}
$$

and note that the first term on the right-hand side of this inequality is bounded above by $\sqrt{M\left(\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\bar{\pi}_{t}\left(Y^{\varepsilon}\right)\right)^{2}}$ while the second is bounded above by $2\left\|Q^{\varepsilon}-\bar{Q}\right\|$.

We show now the existence of the $\delta$-asymptotically optimal filter. For

$$
g_{n}(x)= \begin{cases}x, & |x| \leq n \\ n \operatorname{sign} x, & |x|>n\end{cases}
$$

put $u_{n}(x)=g_{n}(u(x))$. For fixed $n$, define the functional $\bar{\pi}_{t}^{n}(Y)$ such that $\bar{Q}$-a.s.

$$
\bar{\pi}_{t}^{n}(\bar{Y})=M\left(u_{n}\left(\bar{X}_{t}\right) \mid \bar{Y}_{[0, t]}\right), \quad(\bar{Q} \text {-a.s. })
$$

Proposition 20.1. Assume that for some $\gamma>0$ and any $\varepsilon$

$$
\begin{equation*}
\sup _{t \leq T} M\left|u\left(X_{t}^{\varepsilon}\right)\right|^{2+\gamma}<\infty \tag{20.7}
\end{equation*}
$$

Then for every $\delta>0$ there exists $n_{\delta}$ such that $\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)$ is a $\delta$-asymptotically optimal filtering estimate.

PROOF. Since (20.7) implies the uniform integrability of $\left(u\left(X_{t}^{\varepsilon}\right)-\bar{\pi}^{n \delta}(\bar{Y})\right)^{2}$, by virtue of Theorem 20.1 we obtain

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} M\left(u\left(X_{t}^{\varepsilon}\right)-\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)\right)^{2}=M\left(u\left(\bar{X}_{t}\right)-\bar{\pi}_{t}^{n_{\delta}}(\bar{Y})\right)^{2} \tag{20.8}
\end{equation*}
$$

Therefore, it remains to show that one can choose appropriate $n_{\delta}$ to arrive at (20.4). Write

$$
\begin{aligned}
M\left(u\left(X_{t}^{\varepsilon}\right)-\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)\right)^{2}= & M\left(u\left(X_{t}^{\varepsilon}\right)-\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)+\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)\right)^{2} \\
= & M\left(u\left(X_{t}^{\varepsilon}\right)-\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)\right)^{2} \\
& +M\left(\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)\right)^{2}
\end{aligned}
$$

Consequently a relevant choice of $n_{\delta}$ has to guarantee

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} M\left(\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)\right)^{2} \leq \delta \tag{20.9}
\end{equation*}
$$

Put $\pi_{t}^{\delta, \varepsilon}\left(Y^{\varepsilon}\right)=M\left(u_{n_{\delta}}\left(X_{t}^{\varepsilon}\right) \mid Y_{[0, t]}^{\varepsilon}\right)$ and note that by Theorem 20.1 we have

$$
\lim _{\varepsilon \rightarrow 0} M\left(\pi_{t}^{\delta, \varepsilon}\left(Y^{\varepsilon}\right)-\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)\right)^{2}=0
$$

We establish now the validity of (20.9), with

$$
n_{\delta} \geq\left(\frac{\sup _{t \leq T} \lim \sup _{\varepsilon \rightarrow 0} M\left|u\left(X_{t}^{\varepsilon}\right)\right|^{2+\gamma}}{\delta}\right)^{\gamma}
$$

using a chain of upper bounds and (20.7)

$$
\begin{align*}
M\left(\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)\right)^{2} & \leq M\left(\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\pi_{t}^{\delta, \varepsilon}\left(Y^{\varepsilon}\right)\right)^{2} \\
& =M\left(M\left[u\left(X_{t}^{\varepsilon}\right)-u_{n_{\delta}}\left(X_{t}^{\varepsilon}\right)\right] \mid Y_{[0, t]}^{\varepsilon}\right)^{2} \\
& \leq M\left(u\left(X_{t}^{\varepsilon}\right)-u_{n_{\delta}}\left(X_{t}^{\varepsilon}\right)\right)^{2} \\
& \leq M u^{2}\left(X_{t}^{\varepsilon}\right) I\left(\left|u\left(X_{t}^{\varepsilon}\right)\right|>n_{\delta}\right) \\
& \leq \frac{M\left|u\left(X_{t}^{\varepsilon}\right)\right|^{2+\gamma}}{\left(n_{\delta}\right)^{\gamma}} . \tag{20.10}
\end{align*}
$$

20.1.2.

MODEL 1. Let $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)_{t \geq 0}$ be defined by the Itô equations with respect to independent Wiener processes $\left(W_{t}^{x}\right)_{t \geq 0}$ and $\left(W_{t}^{y}\right)_{t \geq 0}$ :

$$
\begin{align*}
d X_{t}^{\varepsilon} & =a\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, \eta_{t / \varepsilon}\right) d t+b\left(X_{t}^{\varepsilon}\right) d W_{t}^{x} \\
d Y_{t}^{\varepsilon} & =A\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, \eta_{t / \varepsilon}\right) d t+B\left(Y_{t}^{\varepsilon}\right) d W_{t}^{y} \tag{20.11}
\end{align*}
$$

subject to the initial condition ( $X_{0}, Y_{0}$ ) which is a random vector independent of $\varepsilon$, where $\eta_{t / \varepsilon}$ is a contamination affecting drifts. Functions $a=a(x, y, z)$, $A=A(x, y, z), b(x), B(y)$ are continuous and Lipschitz continuous in (x,y) uniformly in $z$ and $a(0,0, z), A(0,0, z)$ are bounded, and for some $c>0$, $b^{2}(x) \geq c, B^{2}(y) \geq c$. The random process $\left(\eta_{t}\right)_{t \geq 0}$ is assumed to be a homogeneous ergodic Markov process with trajectories in $D$, independent of $\left\{\left(W_{t}^{x}\right)_{t \geq 0},\left(W_{t}^{y}\right)_{t \geq 0},\left(X_{0}, Y_{0}\right)\right\}$, having the unique invariant measure $\mu$. The main assumption on $\left(\eta_{t}\right)_{t \geq 0}$ is that its transition probability $\lambda_{y, t}=\lambda(y, t, d z)$ converges in the total variation norm to its invariant measure $\mu$ :

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|\lambda_{y, t}-\mu\right\|=0, \quad \forall y \in \mathbb{R} \tag{20.12}
\end{equation*}
$$

Put

$$
\begin{equation*}
\bar{a}(x, y)=\int a(x, y, z) \mu(d z) \quad \bar{A}(x, y)=\int A(x, y, z) \mu(d z) \tag{20.13}
\end{equation*}
$$

A candidate for a limit $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ is defined by the Itô equations

$$
\begin{align*}
d \bar{X}_{t} & =\bar{a}\left(\bar{X}_{t}, \bar{Y}_{t}\right) d t+b\left(\bar{X}_{t}\right) d W_{t}^{x} \\
d \bar{Y}_{t} & =\bar{A}\left(\overline{X_{t}}, \bar{Y}_{t}\right) d t+B\left(\bar{Y}_{t}\right) d W_{t}^{x} \tag{20.14}
\end{align*}
$$

subject to $\bar{X}_{0}=X_{0}, \bar{Y}_{0}=Y_{0}$. For fixed $T>0$, denote by $Q^{\varepsilon}$ and $\bar{Q}$ the distributions of $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)_{0 \leq t \leq T}$ and $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{0 \leq t \leq T}$, respectively.

Theorem 20.2. For every fixed $T>0$

$$
\lim _{\varepsilon \rightarrow 0}\left\|Q^{\varepsilon}-\bar{Q}\right\|=0
$$

The proof of this theorem is based on a number of auxiliary results formulated below as lemmas.

Lemma 20.1. For every bounded and continuous function $f=f(x)$

$$
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{1} f\left(\eta_{t / \varepsilon}\right) d t=\int f(z) \mu(d z)
$$

PROOF. Without loss of generality one can assume that the initial point $\eta_{0}$ is fixed, the function $f(z)$ is bounded, $|f(z)| \leq 1$, and $\int f(z) \mu(d z)=0$. Then the statement of the lemma holds if

$$
\lim _{\varepsilon \rightarrow 0} M\left(\int_{0}^{t} f\left(\eta_{s / \varepsilon}\right) d s\right)^{2}=0
$$

By direct calculation we find

$$
\begin{aligned}
& M\left(\int_{0}^{t} f\left(\eta_{s / \varepsilon}\right) d s\right)^{2} \\
= & 2 \int_{0}^{t} \int_{0}^{s} M\left[M\left(f\left(\eta_{s / \varepsilon}\right) \mid \eta_{s^{\prime} / \varepsilon}\right) f\left(\eta_{s^{\prime} / \varepsilon}\right)\right] d s^{\prime} d s \\
\leq & 2 \int_{0}^{t} \int_{0}^{s} M\left|M\left(f\left(\eta_{s / \varepsilon}\right) \mid \eta_{s^{\prime} / \varepsilon}\right) f\left(\eta_{s^{\prime} / \varepsilon}\right)\right| d s^{\prime} d s \\
= & 2 \int_{0}^{t} \int_{0}^{s} \int \mid \int f(z)\left[\lambda\left(x,\left(s-s^{\prime}\right) / \varepsilon, d z\right) f(x) \mid \lambda\left(y, s^{\prime} / \varepsilon, d x\right) d s^{\prime} d s\right. \\
= & 2 \int_{0}^{t} \int_{0}^{s} \int\left|\int f(z)\left[\lambda\left(x,\left(s-s^{\prime}\right) / \varepsilon, d z\right)-\mu(d z)\right] f(x)\right| \lambda\left(y, s^{\prime} / \varepsilon, d x\right) d s^{\prime} d s \\
\leq & 2 \int_{0}^{t} \int_{0}^{s} \int\left\|\lambda_{x,\left(s-s^{\prime}\right) / \varepsilon}-\mu\right\| \lambda\left(y, s^{\prime} / \varepsilon, d x\right) d s^{\prime} d s \\
\leq & 2 \int_{0}^{t} \int_{0}^{s} \int\left\|\lambda_{x,\left(s-s^{\prime}\right) / \varepsilon}-\mu\right\| \mu(d x) d s^{\prime} d s+4 \int_{0}^{t} \int_{0}^{s}\left\|\lambda_{y, s^{\prime} / \varepsilon}-\mu\right\| d s^{\prime} d s . \\
\rightarrow & 0, \quad \varepsilon \rightarrow 0
\end{aligned}
$$

Let the function $f$ be the same as in the proof of Lemma 20.1. Consider now an auxiliary filtering problem with the unobservable signal $f\left(\eta_{t / \varepsilon}\right)$ and the observation $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$.

Lemma 20.2. For every $t>0$

$$
P-\lim _{\varepsilon \rightarrow 0} M\left(f\left(\eta_{t / \varepsilon}\right) \mid X_{[0, t]}^{\varepsilon}, Y_{[t, 0]}^{\varepsilon}\right)=\int f(z) \mu(d z)
$$

PROOF. Introduce the filtration $\left(\mathcal{F}_{t}^{\eta}\right)_{t \geq 0}$, generated by trajectories of the process $\left(\eta_{t}\right)^{1}$, and the square-integrable martingale $\left(N_{s}^{\varepsilon}, \mathcal{F}_{s / \varepsilon}^{\eta}\right)_{0 \leq s \leq t}$ :

$$
\begin{equation*}
N_{s}^{\varepsilon}=M\left(f\left(\eta_{t / \varepsilon}\right) \mid \mathcal{F}_{s / \varepsilon}^{\eta}\right) \tag{20.15}
\end{equation*}
$$

Consider the filtering problem for $N_{s}^{\varepsilon}$ given the observation $\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)$. By Theorem 8.5 we find ( $\mathcal{F}_{s}^{\varepsilon}=\sigma\left\{X_{s^{\prime}}^{\varepsilon}, Y_{s^{\prime}}^{\varepsilon}, s^{\prime} \leq s\right\}$ )

$$
\begin{align*}
& M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s}^{\varepsilon}\right) \\
= & M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{0}^{\varepsilon}\right)  \tag{20.16}\\
& +\int_{0}^{s} \frac{1}{b\left(X_{s^{\prime}}^{\varepsilon}\right)} M\left(M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right)\left[a\left(X_{s^{\prime}}^{\varepsilon}, Y_{s^{\prime}}^{\varepsilon}, \eta_{s^{\prime} / \varepsilon}\right)-a_{s^{\prime}}^{\varepsilon}\right] \mid \mathcal{F}_{s^{\prime}}^{\varepsilon}\right) d \widetilde{W}_{s^{\prime}}^{x, \varepsilon} \\
& +\int_{0}^{s} \frac{1}{B\left(Y_{s^{\prime}}^{\varepsilon}\right)} M\left(M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right)\left[A\left(X_{s^{\prime}}^{\varepsilon}, Y_{s^{\prime}}^{\varepsilon}, \eta_{s^{\prime} / \varepsilon}\right)-A_{s^{\prime}}^{\varepsilon}\right] \mid \mathcal{F}_{s^{\prime}}^{\varepsilon}\right) d \widetilde{W}_{s^{\prime}}^{y, \varepsilon},
\end{align*}
$$

where

$$
a_{s}^{\varepsilon}=M\left(a\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \eta_{s / \varepsilon}\right) \mid \mathcal{F}_{s}^{\varepsilon}\right) \quad \text { and } \quad A_{s}^{\varepsilon}=M\left(A\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \eta_{s / \varepsilon}\right) \mid \mathcal{F}_{s}^{\varepsilon}\right)
$$

and

$$
\widetilde{W}_{t}^{x, \varepsilon}=\int_{0}^{t} \frac{d X_{s}^{\varepsilon}-a_{s}^{\varepsilon} d s}{b\left(X_{s}^{\varepsilon}\right)} \quad \text { and } \quad \widetilde{W}_{t}^{y, \varepsilon}=\int_{0}^{t} \frac{d Y_{s}^{\varepsilon}-A_{s}^{\varepsilon} d s}{B\left(Y_{s}^{\varepsilon}\right)}
$$

are independent innovation Wiener processes. Let us show that for $s=t$ all terms on the right-hand side of (20.16) converge, as $\varepsilon \rightarrow 0$, to zero in probability. Since $|f| \leq 1$ and $\int f(z) \mu(d z)=0$

$$
\begin{aligned}
\left|M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{0}^{\varepsilon}\right)\right| & =\left|\int f(z) \lambda(y, t / \varepsilon, d z)\right| \\
& =\left|\int f(z)[\lambda(y, t / \varepsilon, d z)-\mu(d z)]\right| \\
& \leq\left\|\lambda_{y, t / \varepsilon}-\mu\right\| \rightarrow 0, \quad \varepsilon \rightarrow 0
\end{aligned}
$$

For brevity of notation let us use $\alpha_{s^{\prime}}^{\varepsilon}$ and $\widetilde{W}_{\boldsymbol{s}^{\prime}}$ to denote either of $\left\{a\left(X_{s^{\prime}}^{\varepsilon}, Y_{s^{\prime}}^{\varepsilon}\right.\right.$, $\left.\left.\eta_{s^{\prime} / \varepsilon}\right)-a_{s^{\prime}}^{\varepsilon}\right\} / b\left(X_{s}^{\varepsilon}\right)$ or $\left\{A\left(X_{s^{\prime}}^{\varepsilon}, Y_{s}^{\varepsilon}, \eta_{s^{\prime} / \varepsilon}\right)-A_{s^{\prime}}^{\varepsilon}\right\} / B\left(Y_{s}^{\varepsilon}\right)$ and either of the Wiener processes $\widetilde{W}_{s^{\prime}}^{x, \varepsilon}$ or $\widetilde{W}_{s^{\prime}}^{y, \varepsilon}$, respectively. Using this notation, we show also that $\int_{0}^{t} M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right) \alpha_{s^{\prime}}^{\varepsilon} d \widetilde{W}_{s^{\prime}}$ converges to zero in probability as $\varepsilon \rightarrow 0$. To this end, we apply the Lenglart-Rebolledo inequality (see, for example, Chapter 1, Section 9 in [214]) which, being adapted to the case considered, states that for any $\gamma, \delta>0$
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\[

$$
\begin{aligned}
& P\left(\left|\int_{0}^{t} M\left\{M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right) \alpha_{s^{\prime}}^{\varepsilon} \mid \mathcal{F}_{s^{\prime}}^{\varepsilon}\right\} d \widetilde{W}_{s^{\prime}}\right| \geq \gamma\right) \\
\leq & \frac{\delta}{\gamma^{2}}+P\left(\int_{0}^{t}\left(M\left\{M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right) \alpha_{s^{\prime}}^{\varepsilon} \mid \mathcal{F}_{s^{\prime}}^{\varepsilon}\right\}\right)^{2} d s^{\prime} \geq \delta\right) .
\end{aligned}
$$
\]

Therefore, by virtue of the arbitrariness of $\gamma, \delta$, the required convergence holds provided that

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{t}\left(M\left\{M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right) \alpha_{s^{\prime}}^{\varepsilon} \mid \mathcal{F}_{s^{\prime}}^{\varepsilon}\right\}\right)^{2} d s^{\prime}=0 \tag{20.17}
\end{equation*}
$$

Under the assumptions made on the functions $a(x, y, z), A(x, y, z), b(x), B(y)$ the random variable $\left|\alpha_{s^{\prime}}^{\varepsilon}\right|$ is bounded above by the $\mathcal{F}_{s^{\prime}}^{\varepsilon}$-measurable random variable

$$
\beta_{s^{\prime}}^{\varepsilon}=\text { constant } \times\left(1+\sup _{s^{\prime \prime} \leq s^{\prime}}\left|X_{s^{\prime \prime}}^{\varepsilon}\right|+\sup _{s^{\prime \prime} \leq s^{\prime}}\left|Y_{s^{\prime \prime}}^{\varepsilon}\right|\right) .
$$

Therefore, it suffices to prove that

$$
\begin{align*}
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{t}\left\{M\left(M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right) \mid \mathcal{F}_{s^{\prime}}^{\varepsilon}\right)\right\}^{2} d s^{\prime} & =0 \\
\lim _{c \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} P\left(\beta_{t}^{\varepsilon}>c\right) & =0 \tag{20.18}
\end{align*}
$$

To check the validity of the first part of (20.18), we use the Markov property of the process $\eta_{t}: M\left(N_{t}^{\varepsilon} \mid \mathcal{F}_{s^{\prime} / \varepsilon}^{\eta}\right)=M\left(f\left(\eta_{t / \varepsilon}\right) \mid \eta_{s^{\prime} / \varepsilon}\right)$ and verify

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} M \int_{0}^{t}\left\{M\left(f\left(\eta_{t / \varepsilon}\right) \mid \eta_{s^{\prime} / \varepsilon}\right)\right\}^{2} d s^{\prime}=0 \tag{20.19}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
\left|M\left(f\left(\eta_{t / \varepsilon}\right) \mid \eta_{s^{\prime} / \varepsilon}\right)\right| & =\left|\int f(z) \lambda_{\eta_{\left(t-s^{\prime}\right) / \varepsilon}, s^{\prime} / \varepsilon}(d z)\right| \\
& =\left|\int f(z)\left[\lambda_{\eta_{\left(t-s^{\prime}\right) / \varepsilon}, s^{\prime} / \varepsilon}(d z)-\mu(d z)\right]\right| \\
& \leq\left\|\lambda_{\eta_{\left(t-s^{\prime}\right) / \varepsilon}, s^{\prime} / \varepsilon}-\mu\right\|
\end{aligned}
$$

so that

$$
\begin{aligned}
M \int_{0}^{t}\left\{M\left(f\left(\eta_{t / \varepsilon}\right) \mid \eta_{s^{\prime} / \varepsilon}\right)\right\}^{2} d s^{\prime} \leq & \int_{0}^{t} \int\left\|\lambda_{z,\left(t-s^{\prime}\right) / \varepsilon}-\mu\right\|^{2} \lambda_{y, s^{\prime} / \varepsilon}(d z) d s^{\prime} \\
\leq & 2 \int_{0}^{t} \int\left\|\lambda_{z,\left(t-s^{\prime}\right) / \varepsilon}-\mu\right\| \mu(d z) d s^{\prime} \\
& +4 \int_{0}^{t}\left\|\lambda_{y, s^{\prime} / \varepsilon}-\mu\right\| d s^{\prime} \\
\rightarrow & 0 \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

We check now the validity of the second part of (20.18). Applying the Itô formula to $V_{s}^{\varepsilon}=\left(X_{s}^{\varepsilon}\right)^{2}+\left(Y_{s}^{\varepsilon}\right)^{2}$ and taking into account the assumptions made on all the functions involved in (20.11) we arrive at ( $\ell$ is some appropriate constant)

$$
\begin{aligned}
V_{s}^{\varepsilon}= & X_{0}^{2}+Y_{0}^{2} \\
& +2 \int_{0}^{s}\left[X_{s^{\prime}}^{\varepsilon} a\left(X_{s^{\prime}}^{\varepsilon}, Y_{s^{\prime}}^{\varepsilon}, \eta_{s^{\prime} / \varepsilon}\right)+Y_{s^{\prime}}^{\varepsilon} A\left(X_{s^{\prime}}^{\varepsilon}, Y_{s^{\prime}}^{\varepsilon}, \eta_{s^{\prime} / \varepsilon}\right)\right] d s^{\prime} \\
& +\int_{0}^{s}\left[b^{2}\left(X_{s^{\prime}}^{\varepsilon}\right)+B^{2}\left(X_{s^{\prime}}^{\varepsilon}\right)\right] d s^{\prime} \\
& +2 \int_{0}^{s}\left[X_{s^{\prime}}^{\varepsilon} b\left(X_{s^{\prime}}^{\varepsilon}\right) d W_{s^{\prime}}^{x}+Y_{s^{\prime}}^{\varepsilon} B\left(Y_{s^{\prime}}^{\varepsilon}\right) d W_{s^{\prime}}^{y}\right] \\
\leq & X_{0}^{2}+Y_{0}^{2}+\ell t+\ell \int_{0}^{s} V_{s^{\prime}}^{\varepsilon} d s^{\prime}+M_{s}^{\varepsilon}
\end{aligned}
$$

where $M_{s}^{\varepsilon}=2 \int_{0}^{s}\left[X_{s^{\prime}}^{\varepsilon}, b\left(X_{s^{\prime}}^{\varepsilon}\right) d W_{s^{\prime}}^{x}+Y_{s^{\prime}}^{\varepsilon} B\left(Y_{s^{\prime}}^{\varepsilon}\right) d W_{\left.s^{\prime}\right]}^{y}\right]$. If $X_{0}, Y_{0}$ are bounded random variables, then, applying the method of the proof for the last statement of Theorem 4.6, one can conclude that $\sup _{s \leq t} M V_{s}^{\varepsilon} \leq C$, where $C$ is independent of $\varepsilon$. On the other hand, by the Gronwall-Bellman inequality $\sup _{s \leq t} V_{s}^{\varepsilon} \leq\left[X_{0}^{2}+Y_{0}^{2}+\ell t+\sup _{s \leq t}\left|M_{s}^{\varepsilon}\right|\right] e^{\ell t}$ and since by the Cauchy-Schwarz and Doob inequalities

$$
\begin{aligned}
M \sup _{s \leq t}\left|M_{s}^{\varepsilon}\right| \leq \sqrt{M \sup _{s \leq t}\left|M_{s}^{\varepsilon}\right|^{2}} & \leq 2 \sqrt{M\left|M_{t}^{\varepsilon}\right|^{2}} \\
& =2 \sqrt{\int_{0}^{t} M\left[b^{2}\left(X_{s^{\prime}}^{\varepsilon}\right)+B^{2}\left(Y_{s^{\prime}}^{\varepsilon}\right)\right] d s^{\prime}}
\end{aligned}
$$

it can be shown that $M \sup _{s \leq t} V_{s}^{\varepsilon} \leq$ constant and so $M \beta_{t}^{\varepsilon} \leq$ constant as well. For unbounded $X_{0}, Y_{0}$ the required property for $\beta_{t}^{\varepsilon}$ is implied by the Chebyshev inequality.

Thus,

$$
\limsup _{c \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} P\left(\beta_{t}^{\varepsilon}>c\right) \leq P\left(\left|X_{0}\right|+\left|Y_{0}\right|>L\right) \rightarrow 0, \quad L \rightarrow \infty
$$

PROOF OF THEOREM 20.2. Denote by $a_{s}^{\varepsilon}\left(x, y ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)=$ $M\left(a\left(x, y, \eta_{s / \varepsilon}\right) \mid \mathcal{F}_{s}^{\varepsilon}\right)$ and note that $(P$-a.s. $) a_{s}^{\varepsilon}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)=M\left(a\left(X_{s}^{\varepsilon}\right.\right.$, $\left.\left.Y_{s}^{\varepsilon}, \eta_{s / \varepsilon}\right) \mid \mathcal{F}_{s}^{\varepsilon}\right)$. Lemma 20.2 implies: for fixed $s, x, y$,

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} a_{s}^{\varepsilon}\left(x, y ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)=\bar{a}(x, y) \tag{20.20}
\end{equation*}
$$

For fixed $x, y, a_{s}^{\varepsilon}\left(x, y ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)$ is bounded as well. Therefore, due to (20.20),

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{T}\left[a_{s}^{\varepsilon}\left(x, y ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{a}(x, y)\right]^{2} d s=0 \tag{20.21}
\end{equation*}
$$

Next, we show that (20.21) remains true upon replacing $x, y$ by $X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}$ :

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{T}\left[a_{s}^{\varepsilon}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{a}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right]^{2} d s=0 \tag{20.22}
\end{equation*}
$$

Denote by $[x]$ the greatest integer function and define the following random processes: $X_{t}^{\varepsilon, n}=X_{[n t] / n}^{\varepsilon}$ and $X_{t}^{\varepsilon, n, m}=\left[m X_{t}^{\varepsilon, n}\right] / m$. Put $X_{T}^{\varepsilon *}=\sup _{t \leq T}\left|X_{t}^{\varepsilon}\right|$. In the same way define $Y_{t}^{\varepsilon, n}, Y_{t}^{\varepsilon, n, m}$, and $Y_{T}^{\varepsilon *}$. We show that for every $C>0$, and $m, n \geq 1$ on the set $\left\{X_{T}^{\varepsilon, *}+Y_{T}^{\varepsilon, *} \leq C\right\}$

$$
\int_{0}^{T}\left[a_{s}^{\varepsilon}\left(X_{s}^{\varepsilon, n, m}, Y_{s}^{\varepsilon, n, m} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{a}\left(X_{s}^{\varepsilon, n, m}, Y_{s}^{\varepsilon, n, m}\right)\right]^{2} d s \rightarrow 0,(20.23)
$$

in probability as $\varepsilon \rightarrow 0$. The proof of (20.23) is based on the fact that on the set $\left\{X_{T}^{\varepsilon, *}+Y_{T}^{\varepsilon, *} \leq C\right\}$ the processes $X_{t}^{\varepsilon, n, m}$ and $Y_{t}^{\varepsilon, n, m}$ have a finite number (independent of $\varepsilon$ ) of trajectories. Thus, (20.23) holds if for any continuous functions $x_{s}, y_{s}, 0 \leq s \leq T$ and $x_{s}^{n, m}, y_{s}^{n, m}, x_{j / n}^{m}$, and $y_{j / n}^{m}$, defined similarly to $X_{t}^{\varepsilon, n, m}, Y_{t}^{\varepsilon, n, m}, X_{j / n}^{\varepsilon, m}$, and $Y_{j / n}^{\varepsilon, m}$,

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{T}\left[a_{s}^{\varepsilon}\left(x_{s}^{n, m}, y_{s}^{n, m} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{a}\left(x_{s}^{n, m}, y_{s}^{n, m}\right)\right]^{2} d s=0 \tag{20.24}
\end{equation*}
$$

In turn, the validity of (20.24) follows from the chain of upper bounds:

$$
\begin{aligned}
& \int_{0}^{T}\left[a_{s}^{\varepsilon}\left(x_{s}^{n, m}, y_{s}^{n, m} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{a}\left(x_{s}^{n, m}, y_{s}^{n, m}\right)\right]^{2} d s \\
\leq & \sum_{j=1}^{[n T]} \int_{(j-1) / n}^{j / n}\left[a_{s}^{\varepsilon}\left(x_{s}^{n, m}, y_{s}^{n, m} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{a}\left(x_{s}^{n, m}, y_{s}^{n, m}\right)\right]^{2} d s \\
\leq & 2 \sum_{j=1}^{[n T]} \int_{0}^{T}\left[a_{s}^{\varepsilon}\left(x_{j / n}^{m}, y_{j / n}^{m} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{a}\left(x_{j / n}^{m}, y_{j / n}^{m}\right)\right]^{2} d s .
\end{aligned}
$$

For fixed $n, m$, each summand in the last sum converges to zero in probability as $\varepsilon \rightarrow 0$. Thus, (20.23) holds. Consequently, (20.22) holds if

$$
\begin{equation*}
\lim _{C \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} P\left(X_{T}^{\varepsilon, *}+Y_{T}^{\varepsilon, *} \geq C\right)=0 \tag{20.25}
\end{equation*}
$$

and for every $C>0$ on the set $\left\{X_{T}^{\varepsilon, *}+Y_{T}^{\varepsilon, *} \leq C\right\}$

$$
\begin{align*}
& \int_{0}^{T}\left[a_{s}^{\varepsilon}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-a_{s}^{\varepsilon}\left(X_{s}^{\varepsilon, n, m}, Y_{s}^{\varepsilon, n, m} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)\right]^{2} d s \rightarrow 0 \\
& \int_{0}^{T}\left[\bar{a}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{a}\left(X_{s}^{\varepsilon, n, m}, Y_{s}^{\varepsilon, n, m}\right)\right]^{2} d s \rightarrow 0 \tag{20.26}
\end{align*}
$$

in probability as the limit $\lim _{n, m} \lim \sup _{\varepsilon \rightarrow 0}$ is taken. It is clear that (20.24) is implied by Lemma 20.1. On the other hand, each of functions $a_{s}^{\varepsilon}\left(x, y ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)$ and $\bar{a}(x, y)$ inherits the Lipschitz property in $x, y$ (with an absolute constant) which provides (20.26) under

$$
P-\lim _{n, m} \limsup _{\varepsilon \rightarrow 0} \sup _{s \leq T}\left(\left|X_{s}^{\varepsilon}-X_{s}^{\varepsilon, n, m}\right|+\left|Y_{s}^{\varepsilon}-Y_{s}^{\varepsilon, n, m}\right|\right)=0
$$

The above holds by virtue of Lemma 20.1 as well.
Thus, the validity of (20.22) is proved.
In the same way, for $A_{s}^{\varepsilon}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)=M\left(A\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \eta_{s / \varepsilon}\right) \mid \mathcal{F}_{s}^{\varepsilon}\right)$ and $\bar{A}(x, y)$, defined in (20.13), we obtain

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{T}\left[A_{s}^{\varepsilon}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)-\bar{A}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right]^{2} d s=0 \tag{20.27}
\end{equation*}
$$

For brevity, in what follows, $a_{s}^{\varepsilon}$ and $A_{s}^{\varepsilon}$ are used to designate $a_{s}^{\varepsilon}\left(X_{s}^{\varepsilon}\right.$, $\left.Y_{s}^{\varepsilon} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)$ and $A_{s}^{\varepsilon}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon} ;\left\{X^{\varepsilon}, Y^{\varepsilon}\right\}\right)$, respectively. It is known from Theorem 7.12 that

$$
\begin{equation*}
\widetilde{W}_{t}^{x, \varepsilon}=\int_{0}^{t} \frac{d X_{s}^{\varepsilon}-a_{s}^{\varepsilon} d s}{b\left(X_{s}^{\varepsilon}\right)}, \quad \widetilde{W}_{t}^{y, \varepsilon}=\int_{0}^{t} \frac{d Y_{s}^{\varepsilon}-A_{s}^{\varepsilon} d s}{B\left(Y_{s}^{\varepsilon}\right)} \tag{20.28}
\end{equation*}
$$

are independent Wiener processes with respect to the filtration $\left(\mathcal{F}_{s}^{\varepsilon}\right)_{s \geq 0}$, that is the process $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)_{t \geq 0}$ is defined by the past-dependent Itô equations

$$
\begin{align*}
& X_{t}^{\varepsilon}=X_{0}+\int_{0}^{t} a_{s}^{\varepsilon} d s+\int_{0}^{t} b\left(X_{s}^{\varepsilon}\right) d \widetilde{W}_{s}^{x, \varepsilon} \\
& Y_{t}^{\varepsilon}=X_{0}+\int_{0}^{t} A_{s}^{\varepsilon} d s+\int_{0}^{t} B\left(Y_{s}^{\varepsilon}\right) d \widetilde{W}_{s}^{y, \varepsilon} \tag{20.29}
\end{align*}
$$

Hence, by Theorems 7.19 and 7.20 , for every $T>0$ the measures $Q^{\epsilon}$ and $\bar{Q}$ are equivalent to the distribution of a pair of diffusion processes with respect to independent Wiener processes $W_{t}^{\prime}, W_{t}^{\prime \prime}$ :

$$
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d W_{s}^{\prime}, \quad Y_{t}=Y_{0}+\int_{0}^{t} b\left(Y_{s}\right) d W_{s}^{\prime \prime}
$$

Thus, these measures are equivalent $\left(Q^{\varepsilon} \sim \bar{Q}\right)$ and the density $d \bar{Q} / d Q^{\varepsilon}$ at the point ' $X^{\varepsilon}, Y^{\varepsilon}$ ' is given by the formula (see Theorems 7.19, 7.20)

$$
\begin{align*}
\frac{d \bar{Q}}{d Q^{\varepsilon}}\left(X^{\varepsilon}, Y^{\varepsilon}\right)= & \exp \left(\int_{0}^{T} \frac{\bar{a}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-a_{s}^{\varepsilon}}{b\left(X_{s}^{\varepsilon}\right)} d X_{s}^{\varepsilon}+\int_{0}^{T} \frac{\bar{A}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-A_{s}^{\varepsilon}}{B\left(Y_{s}^{\varepsilon}\right)} d Y_{s}^{\varepsilon}\right. \\
& -\frac{1}{2} \int_{0}^{T} \frac{\left[\left(\bar{a}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right)^{2}-\left(a_{s}^{\varepsilon}\right)^{2}\right]}{b^{2}\left(X_{s}^{\varepsilon}\right)} d s \\
& \left.-\frac{1}{2} \int_{0}^{T} \frac{\left[\left(\bar{A}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right)^{2}-\left(A_{s}^{\varepsilon}\right)^{2}\right]}{B^{2}\left(Y_{s}^{\varepsilon}\right)} d s\right) \tag{20.30}
\end{align*}
$$

Taking into account that $X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}$ satisfy (20.29), formula (20.30) can be rewritten in the form

$$
\begin{equation*}
\frac{d \bar{Q}}{d Q^{\varepsilon}}\left(X^{\varepsilon}, Y^{\varepsilon}\right)=\exp \left(M_{T}^{\varepsilon}-\frac{1}{2}\left\langle M^{\varepsilon}\right\rangle_{T}\right) \tag{20.31}
\end{equation*}
$$

with the continuous martingale $\left(M_{t}^{\varepsilon}\right)_{t \leq T}$ and its predictable quadratic variation $\left(\left\langle M^{\varepsilon}\right\rangle_{t}\right)_{t \leq T}$ :

$$
\begin{aligned}
M_{T}^{\varepsilon} & =\int_{0}^{T} \frac{\bar{a}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-a_{s}^{\varepsilon}}{b\left(X_{s}^{\varepsilon}\right)} d \widetilde{W}_{s}^{x, \varepsilon}+\int_{0}^{T} \frac{\bar{A}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-A_{s}^{\varepsilon}}{B\left(Y_{s}^{\varepsilon}\right)} d \widetilde{W}_{s}^{y, \varepsilon} \\
\left\langle M^{\varepsilon}\right\rangle_{T} & =\int_{0}^{T}\left\{\frac{\left[\bar{a}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-a_{s}^{\varepsilon}\right]^{2}}{b^{2}\left(X_{s}^{\varepsilon}\right)}+\frac{\left[\bar{A}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-A_{s}^{\varepsilon}\right]^{2}}{B^{2}\left(Y_{s}^{\varepsilon}\right)}\right\} d s .
\end{aligned}
$$

By (20.22) and (20.27) $\left\langle M^{\varepsilon}\right\rangle_{T}$ converges to zero in probability as $\varepsilon \rightarrow$ 0 . Therefore, the same convergence holds for $M_{T}^{\varepsilon}$ since by the LenglartRebolledo inequality (see, for example, Chapter 1, Section 9 in [214]) for any $\gamma, \delta>0$ we have

$$
\begin{equation*}
P\left(\left|M_{T}^{\varepsilon}\right| \geq \gamma\right) \leq \frac{\delta}{\gamma^{2}}+P\left(\left\langle M^{\varepsilon}\right\rangle_{T} \geq \delta\right) \tag{20.32}
\end{equation*}
$$

Consequently, the density $\frac{d \bar{Q}}{d Q^{e}}\left(X^{\varepsilon}, Y^{\varepsilon}\right)$ converges to 1 in probability as $\varepsilon \rightarrow 0$.
The statement of the theorem is now provided by the Scheffe theorem [19] since

$$
\left\|Q^{\varepsilon}-\bar{Q}\right\|=M\left|1-\frac{d \bar{Q}_{T}}{d Q_{T}^{\varepsilon}}\left(X^{\varepsilon}, Y^{\varepsilon}\right)\right| \rightarrow 0
$$

We give here two examples of homogeneous ergodic Markov processes for which (20.12) holds.

EXAMPLE 1. Let $\eta_{t}$ be a diffusion Markov process defined by the Itô equation with respect to the Wiener process $W_{t}^{\eta}$ :

$$
d \eta_{t}=a\left(\eta_{t}\right) d t+b\left(\eta_{t}\right) d W_{t}^{\eta}
$$

where the drift and diffusion $a(z)$ and $b(z)$ are assumed to be continuously differentiable, having bounded derivatives and, for some constants $\ell$ and $L$,

$$
\begin{equation*}
0<\ell \leq b^{2}(z) \leq L, \quad \liminf _{|z| \rightarrow \infty} a(z) \operatorname{sign} z<0 \tag{20.33}
\end{equation*}
$$

It is well known that the transition probability $\lambda(y, t, d z)$ of $\left(\eta_{t}\right)$ admits the density $p(y, t, z)$ (with respect to $d z$ ) being a solution of the forward Fokker-Planck-Kolmogorov equation $\left(\mathcal{L}^{\star}\{\cdot\}=-\frac{\partial}{\partial z}(a(z)\{\cdot\})+\frac{1}{2} \frac{\partial^{2}}{\partial z^{2}}\left(b^{2}(z)\{\cdot\}\right)\right)$

$$
\begin{equation*}
\frac{\partial p(y, t, z)}{\partial t}=\mathcal{L}^{\star} p(y, t, z) \tag{20.34}
\end{equation*}
$$

Under assumptions (20.33), the invariant measure $\mu(d z)$ exists and admits a density $m(z)$ (with respect to $d z$ ) which is the solution of the ordinary differential equation $\mathcal{L}^{\star} m(z)=0$. It is well known (see, Chapter 4, Section 9, Lemma 9.5 and Chapter 3, Section 8, Example 2 of [148]) that the solution of the Cauchy problem for the partial differential equation (20.34) is stabilized in the sense that for every fixed $y, z$

$$
\lim _{t \rightarrow \infty} p(y, t, z)=m(z)
$$

Then, taking into account that $\int p(y, t, z) d z=1, \int m(z) d z=1$, by the Scheffe theorem (see [19]) we obtain

$$
\lim _{t \rightarrow \infty} \int|p(y, t, z)-m(z)| d z=0
$$

that is nothing but (20.12).
EXAMPLE 2. Let a homogeneous Markov process $\eta_{t}$ take values in a finite state space $\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ and $\eta_{0}$ be fixed. Denote by $\mathcal{P}$ the matrix of transition intensities of $\eta_{t}$ and by $p(t)=\left(p_{1}(t), \ldots, p_{N}(t)\right)$ the vector of transition probabilities $\left(p_{i, j}(t)\right.$ is the transition probability from $\alpha_{j}$ to $\alpha_{i}$ over the time interval $[0, t])$. The vector $p_{j}(t)$ is defined by the Fokker-Planck-Kolmogorov equation

$$
\begin{equation*}
\frac{d p(t)}{d t}=p(t) \mathcal{P} \tag{20.35}
\end{equation*}
$$

Assume that ' 0 ' is the simple eigenvalue of the matrix $\mathcal{P}$. Then there exists a unique invariant distribution $p=\left(p_{1}, \ldots, p_{N}\right)$ such that $\lim _{t \rightarrow \infty} p_{j}(t)=p$, $j=1, \ldots, N$. Hence, (20.12) holds since

$$
\left\|\lambda_{y, t}-\mu\right\|=\sum_{j=1}^{N}\left|p_{j}(t)-p\right|
$$

20.1.3. The asymptotic ( $\delta$-asymptotic) optimality does not hold for many models which formally have a structure similar to that of Model 1 . We give an example below.

EXAMPLE 3. Consider a filtering model with the deterministic contamination $\eta_{t / \varepsilon} \equiv \sin (t / \varepsilon)$ :

$$
X_{t}^{\varepsilon}=W_{t}^{x}, \quad Y_{t}^{\varepsilon}=\int_{0}^{t} \sin (s / \varepsilon) X_{s}^{\varepsilon} d s+W_{t}^{y}
$$

Since $\lim _{t \rightarrow \infty}(1 / t) \int_{0}^{t} \sin (s) d s=0$, the limit model is defined as:

$$
\bar{X}_{t}=W_{t}^{x} \quad \text { and } \quad \bar{Y}_{t}=W_{t}^{y}
$$

and provides $\bar{\pi}_{t}\left(Y^{\varepsilon}\right) \equiv 0$ and $M\left(X_{t}^{\varepsilon}-\bar{\pi}_{t}\left(Y^{\varepsilon}\right)\right)^{2} \equiv t$. At the same time, $\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)$ is defined by the Kalman filter (see Chapter 10) with $P^{\varepsilon}(t)=M\left(X_{t}^{\varepsilon}-\right.$ $\left.\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)\right)^{2}$ defined by the Ricatti equation:

$$
\dot{P}^{\varepsilon}(t)=1-\sin ^{2}(t / \varepsilon)\left(P^{\varepsilon}(t)\right)^{2}(t), \quad P^{\varepsilon}(0)=0
$$

By the Bogolubov averaging principle [23], there exists $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}(t) \equiv P^{\circ}(t)$ defined by the Ricatti equation with the averaged coefficient $\lim _{\varepsilon \rightarrow 0} \int_{0}^{1} \sin ^{2}(s / \varepsilon) d s=\frac{1}{2}$ :

$$
\dot{P}^{\circ}(t)=1-\frac{1}{2}\left(P^{\circ}(t)\right)^{2}(t)
$$

Evidently, for any $t>0, P^{\circ}(t)<t$ and is bounded above by $\sqrt{2}$, i.e., the asymptotic optimality for the filtering estimate $\bar{\pi}_{t}\left(Y^{\varepsilon}\right)$ is lost.

The above example shows that under the deterministic contamination the loss of the asymptotic optimality can be expected. We introduce below another class of filtering models for which the asymptotic ( $\delta$-asymptotic) optimality holds under deterministic contamination as well.

MODEL 2. Let the observation $Y^{\varepsilon}=\left(Y_{t}^{\varepsilon}\right)_{t \geq 0}$ be a diffusion-type process

$$
\begin{equation*}
Y_{t}^{\varepsilon}=\int_{0}^{t} A\left(X_{s}^{\varepsilon}\right) d s+\int_{0}^{t} B\left(Y_{s}^{\varepsilon}\right) d W_{s} \tag{20.36}
\end{equation*}
$$

where the unobservable process $X_{t}^{\varepsilon}$ (with trajectories in $D$ ) is independent of the Wiener process $W=\left(W_{t}\right)_{t \geq 0}$. The functions $A(x)$ and $B(y)$ are assumed to be Lipschitz continuous and $B^{2}(y) \geq c>0$.

We assume that there exists a random process $\bar{X}=\left(\bar{X}_{t}\right)_{t \geq 0}$, independent of $W$, with trajectories in $D$ such that for every fixed $T>0$

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} \int_{0}^{T}\left(X_{t}^{\varepsilon}-\bar{X}_{t}\right)^{2} d t=0 \tag{20.37}
\end{equation*}
$$

In parallel to $Y^{\varepsilon}$, let us introduce the new diffusion-type process

$$
\begin{equation*}
\bar{Y}_{t}=\int_{0}^{t} A\left(\bar{X}_{s}\right) d s+\int_{0}^{t} B\left(\bar{Y}_{s}\right) d W_{s} \tag{20.38}
\end{equation*}
$$

As before, consider the filtering problem for the signal $u\left(X_{t}^{\varepsilon}\right)\left(M u^{2}\left(X_{t}^{\varepsilon}\right)<\right.$ $\left.\infty, M u^{2}\left(\bar{X}_{t}\right)<\infty\right)$ and the observation $Y^{\varepsilon}$. Let the filtering estimates $\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right), \bar{\pi}_{t}(\bar{Y})$, and $\bar{\pi}_{t}\left(Y^{\varepsilon}\right)$ be defined similarly to those for the previous model (Model 1).

Theorem 20.3. Assume $u(x)$ is a continuous function and (20.37) holds. Then for each $t \leq T$ :

1. $\bar{\pi}_{t}\left(Y^{\varepsilon}\right)$ is asymptotically optimal and $\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right) \xrightarrow{\text { law }} \bar{\pi}_{t}(\bar{Y}), \varepsilon \rightarrow 0$ if $u$ is bounded;
2. $\bar{\pi}_{t}^{n_{\delta}}\left(Y^{\varepsilon}\right)$, defined in Proposition 20.1, is asymptotically $\delta$-optimal if there exists $\ell>0$ such that $|u(x)| \leq \ell(1+|x|)$ and for some $\gamma>0$ and any $\varepsilon$

$$
\sup _{t \leq T} M\left|X_{t}^{\varepsilon}\right|^{2+\gamma}<\infty
$$

The proof of this theorem uses also the convergence in the total variation norm.

Lemma 20.3. Let $R^{\varepsilon}$ and $\bar{R}$ be distributions of random processes $\left(\bar{X}_{t}, Y_{t}^{\varepsilon}\right)_{t \leq T}$ and $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \leq T}$, respectively. Under (20.37)

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|R^{\varepsilon}-\bar{R}\right\|=0 \tag{20.39}
\end{equation*}
$$

PROOF. Since $\left(W_{t}\right)$ and $\left(X_{t}^{\varepsilon}, \bar{X}_{t}\right)$ are independent, we assume, without loss of generality, that the pair $\left(X_{t}^{\varepsilon}, \bar{X}_{t}\right)$ is defined on the probability space $\left(\Omega^{\prime}, \mathcal{F}^{\prime}, P^{\prime}\right)$, while $\left(W_{t}\right)$ is defined on its copy $\left(\Omega^{\prime \prime}, \mathcal{F}^{\prime \prime}, P^{\prime \prime}\right)$ (the notation $M^{\prime}$ and $M^{\prime \prime}$ is used for expectations with respect to $P^{\prime}$ and $P^{\prime \prime}$, respectively). Thus, both processes $\left(Y_{t}^{\varepsilon}\right)$ and $\left(\bar{Y}_{t}\right)$ are determined on $\left(\Omega^{\prime} \times \Omega^{\prime \prime}, \mathcal{F}^{\prime} \otimes \mathcal{F}^{\prime \prime}, P^{\prime} \times\right.$ $P^{\prime \prime}$ ):

$$
\begin{align*}
& Y_{t}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)=\int_{0}^{t} A\left(X_{s}^{\varepsilon}\left(\omega^{\prime}\right)\right) d s+\int_{0}^{t} B\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right) d W_{s}\left(\omega^{\prime \prime}\right) \\
& \bar{Y}_{t}\left(\omega^{\prime}, \omega^{\prime \prime}\right)=\int_{0}^{t} A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right) d s+\int_{0}^{t} B\left(\bar{Y}_{s}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right) d W_{s}\left(\omega^{\prime \prime}\right) \tag{20.40}
\end{align*}
$$

Let us introduce

$$
\begin{align*}
Z_{t}^{\varepsilon}\left(\omega, \omega^{\prime}\right)= & \exp \left(\int_{0}^{t} \frac{A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right)-A\left(X_{s}^{\varepsilon}\left(\omega^{\prime}\right)\right)}{B\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)} d W_{s}\left(\omega^{\prime \prime}\right)\right. \\
& \left.-\frac{1}{2} \int_{0}^{t} \frac{\left[A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right)-A\left(X_{s}^{\varepsilon}\left(\omega^{\prime}\right)\right)\right]^{2}}{B^{2}\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)} d s\right) \tag{20.41}
\end{align*}
$$

and show that for every $T>0$

$$
\begin{equation*}
\left(M^{\prime} \times M^{\prime \prime}\right) Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)=1 \tag{20.42}
\end{equation*}
$$

For fixed $\omega^{\prime}$ and $T$,

$$
\int_{0}^{t} \frac{\left[A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right)-A\left(X_{s}^{\varepsilon}\left(\omega^{\prime}\right)\right)\right]^{2}}{B^{2}\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)} \leq C\left(\omega^{\prime}\right)<\infty, \quad\left(P^{\prime}-\text { a.s. }\right)
$$

Then by Theorem 6.1 $M^{\prime \prime} Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)=1$ ( $P^{\prime}$-a.s.) and, in turn, (20.42) holds. Denote by $\mathcal{G}_{T}^{\varepsilon}$ the $\sigma$-algebra generated by $\left(X_{t}^{\varepsilon}, \bar{X}_{t}, Y_{t}^{\varepsilon}\right)_{t \leq T}$, and by $P^{\varepsilon}$ the restriction of $P^{\prime} \times P^{\prime \prime}$ to $\mathcal{G}_{T}^{\varepsilon}$. Define the new probability measure $\bar{P}^{\varepsilon}$ with

$$
\begin{equation*}
d \bar{P}^{\varepsilon}=Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right) d P^{\varepsilon} \tag{20.43}
\end{equation*}
$$

i.e., $Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)$ is the density of $\bar{P}^{\varepsilon}$ with respect to $P^{\varepsilon}$. The structure of this density provides the following property for $\left(\bar{X}_{t}, Y_{t}^{\varepsilon}\right)_{t \leq T}$. The process $\left(\bar{X}_{t}\left(\omega^{\prime}\right)\right)_{t \leq T}$ has the same distribution with respect to both measures $P^{\varepsilon}$ and $\bar{P}^{\varepsilon}$ while the distribution of $\left(Y_{t}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)_{t \leq T}$ is changed. In fact, by Theorem 7.12

$$
\bar{W}_{t}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)=W_{t}\left(\omega^{\prime \prime}\right)-\int_{0}^{t} \frac{A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right)-A\left(X_{s}^{\varepsilon}\left(\omega^{\prime}\right)\right)}{B\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)} d s
$$

is a Wiener process with respect to $\bar{P}^{\varepsilon}$, so that the process $\left(Y_{t}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)_{t \leq T}$ possesses the new representation with respect to $\bar{P}^{\varepsilon}$ :

$$
Y_{t}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)=\int_{0}^{t} A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right) d s+\int_{0}^{t} B\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right) d \bar{W}_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)
$$

Comparing this Itô equation with the second one from (20.40) we conclude that the distribution of $\left(Y_{t}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)_{0 \leq t \leq T}$ with respect to $\bar{P}^{\varepsilon}$ coincides with the distribution of $\left(\bar{Y}_{t}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)_{0 \leq t \leq T}$ with respect to $P^{\varepsilon}$. Hence, repeating arguments from the proof of Theorem 7.1, we find that $R^{\varepsilon} \sim \bar{R}$ and

$$
\frac{d \bar{R}}{d R^{\varepsilon}}\left(Y^{\varepsilon}\right)=\left(M^{\prime} \times M^{\prime \prime}\right)\left(Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right) \mid \bar{X}_{[0, T]}, Y_{[0, T]}^{\varepsilon}\right) \quad\left(P^{\prime} \times P^{\prime \prime}\right) \text {-a.s. }(20.44)
$$

We show now that (20.39) holds. Equation (20.44) and the Jensen inequality imply $\left\|R^{\varepsilon}-\bar{R}\right\| \leq\left(M^{\prime} \times M^{\prime \prime}\right)\left|1-Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right|$. Further, $Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)=$ $\exp \left(M_{T}^{\varepsilon}-\frac{1}{2}\left\langle M^{\varepsilon}\right\rangle_{T}\right)$ with

$$
\begin{aligned}
M_{T}^{\varepsilon} & =\int_{0}^{T} \frac{A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right)-A\left(X_{s}^{\varepsilon}\left(\omega^{\prime}\right)\right)}{B\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)} d W_{s}\left(\omega^{\prime \prime}\right) \\
\left\langle M^{\varepsilon}\right\rangle_{T} & =\int_{0}^{T} \frac{\left[A\left(\bar{X}_{s}\left(\omega^{\prime}\right)\right)-A\left(X_{s}^{\varepsilon}\left(\omega^{\prime}\right)\right)\right]^{2}}{B^{2}\left(Y_{s}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right)\right)} d s .
\end{aligned}
$$

By virtue of (20.37), $\left\langle M^{\varepsilon}\right\rangle_{T} \rightarrow 0$ in probability as $\varepsilon \rightarrow 0$ and the same convergence for $M_{T}^{\varepsilon}$ holds as well (see (20.32) or Problem 1.9.2 in [214]). Hence, $Z_{T}^{\varepsilon}\left(\omega^{\prime}, \omega^{\prime \prime}\right) \rightarrow 1$ in probability as $\varepsilon \rightarrow 0$ and by the Scheffe theorem (see [19]) the desired conclusion holds .

PROOF OF THEOREM 20.3. Part 1. Since $u$ is a bounded and continuous function

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left|M\left(u\left(X_{t}^{\varepsilon}\right)-\pi_{t}^{\varepsilon}\left(X^{\varepsilon}\right)\right)^{2}-M\left(u\left(\bar{X}_{t}\right)-\pi_{t}^{\varepsilon}\left(X^{\varepsilon}\right)\right)^{2}\right|=0 \tag{20.45}
\end{equation*}
$$

Using (20.45) and repeating the proof of (20.6), we obtain

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d R^{\varepsilon} & =\int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{R} \\
\liminf _{\varepsilon \rightarrow 0} \int\left(u\left(X_{t}\right)-\pi_{t}^{\varepsilon}(Y)\right)^{2} d Q^{\varepsilon} & \geq \int\left(u\left(X_{t}\right)-\bar{\pi}_{t}(Y)\right)^{2} d \bar{R} \tag{20.46}
\end{align*}
$$

The asymptotic optimality of $\bar{\pi}_{t}\left(Y^{\varepsilon}\right)$ follows now from (20.46) and (20.5).
The proof of the second statement of part 1 is the same as for the corollary to Theorem 20.1.

Part 2. The proof is the same as for Proposition 20.1.

### 20.2 Robust Diffusion Approximation for Filtering

In this section, we consider the filtering problem for a nonlinear model in which the unobservable signal $X_{t}$ is a diffusion process defined by the Itô equation with respect to a Wiener process $V_{t}$ :

$$
\begin{equation*}
d X_{t}=a\left(X_{t}\right) d t+b\left(X_{t}\right) d V_{t} \tag{20.47}
\end{equation*}
$$

subject to the random initial condition $X_{0}, M X_{0}^{2}<\infty$. We obtain measurements at fixed time values $t_{k}, k=0,1 \ldots,\left(t_{k+1}-t_{k} \equiv \varepsilon\right)$, so that the observation process $Y_{t_{k}}$ is defined as:

$$
\begin{equation*}
Y_{t_{0}}=0, \quad Y_{t_{k}}-Y_{t_{k-1}}=h\left(X_{t_{k-1}}\right) \varepsilon+\sqrt{\varepsilon} \xi_{k}, \tag{20.48}
\end{equation*}
$$

where $h(x)$ is some continuous function and $\left(\xi_{k}\right)_{k \geq 1}$ is an independent identically distributed sequence of zero-mean random variables independent of $\left(V_{t}\right), X_{0}$. Under $M \xi_{1}^{2}<\infty$, the attractiveness of this model is based on the following fact. For any distribution for $\xi_{1}$, the sequence of random processes $\left(Y_{t}^{\varepsilon}\right)_{t \geq 0}, \varepsilon>0$, with $Y_{t}^{\varepsilon}=Y_{t_{k}}, t_{k} \leq t<t_{k+1}$, converges in the distribution, as $\varepsilon \rightarrow 0$, to a diffusion-type process with respect to the Wiener process $W_{t}$ independent of $\left(X_{t}\right)$

$$
Y_{t}=\int_{0}^{t} h\left(X_{s}\right) d s+B W_{t}
$$

where $B=\sqrt{M \xi_{1}^{2}}$. Such an approximation result allows one to apply the Kushner-Zakai filter (Chapter 8), corresponding to the limit model, for the prelimit observation. Namely, let us fix some continuous bounded function $f(x)$ and, applying the Bayes formula, define the functional $\pi_{t}(y), y \in D(D$ is the Skorokhod space) such that ( $P$-a.s.) $\pi_{t}(Y)=M\left(f\left(X_{t}\right) \mid Y_{[0, t]}\right)$. If $\pi_{t}(y)$ is a continuous (in some sense) function of the arguments, it makes sense to take $\pi_{t}\left(Y^{\varepsilon}\right)$ as the filtering estimate for the signal $f\left(X_{t}\right)$ under given $Y_{s}^{\varepsilon}$, $s \leq t$. Due to the weak convergence

$$
\left(X_{t}, Y_{t}^{\varepsilon}\right) \xrightarrow{\text { law }}\left(X_{t}, Y_{t}\right), \quad \varepsilon \rightarrow 0
$$

and the continuity of the functional $\pi_{t}(\cdot)$, the distributions of $\left(f\left(X_{t}\right), \pi_{t}\left(Y^{\varepsilon}\right)\right)$ converge to the distribution of a limit $\left(f\left(X_{t}\right), \pi_{t}(Y)\right)$. Therefore, we arrive at the asymptotic equivalence for prelimit and limit models:

$$
\lim _{\varepsilon \rightarrow 0} M\left(f\left(X_{t}\right)-\pi_{t}\left(Y^{\varepsilon}\right)\right)^{2}=M\left(f\left(X_{t}\right)-\pi_{t}(Y)\right)^{2}
$$

However, if the distribution of $\xi_{1}$ is not Gaussian, the resulting filtering estimate $\pi_{t}\left(Y^{\varepsilon}\right)$ might be far from the optimal one even if $\varepsilon$ is too small. On the other hand, using the Bayes formula, one can find the optimal (in the mean square sense) filtering estimate $\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)=M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\varepsilon}\right)$ for the prelimit model, which may be asymptotically better than $\pi_{t}\left(Y^{\varepsilon}\right)$, i.e., it may happen that

$$
\limsup _{\varepsilon \rightarrow 0} M\left(f\left(X_{t}\right)-\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)\right)^{2}<M\left(f\left(X_{t}\right)-\pi_{t}(Y)\right)^{2}
$$

If $\xi_{1}$ is not Gaussian and, say, $M \xi_{1}^{2}=\infty$, to remedy this situation, we make a preliminary nonlinear transformation of the observation with some smooth function $G(x)$, hereinafter called the 'limiter', and show that filtering via the diffusion approximation implemented for the transformed signal might be asymptotically better and even optimal. The main assumption here is

$$
M G\left(\xi_{1}\right)=0, \quad M G^{2}\left(\xi_{1}\right)<\infty
$$

Letting $Y_{t_{0}}^{G}=0$ and $Y_{t_{k}}^{G}-Y_{t_{k-1}}^{G}=\sqrt{\varepsilon} G\left(\frac{1}{\sqrt{\varepsilon}}\left[Y_{t_{k}}-Y_{t_{k-1}}\right]\right)$ and taking into account that $Y_{t_{k}}^{G}-Y_{t_{k-1}}^{G} \approx \sqrt{\varepsilon} G\left(\xi_{k}\right)+G^{\prime}\left(\xi_{k}\right) h\left(X_{t_{k-1}}\right) \varepsilon$, we arrive at another diffusion limit for the sequence of random processes $\left(Y_{t}^{\varepsilon, G}\right)_{t \geq 0}$, with $Y_{t}^{\varepsilon, G}=$ $Y_{t_{k}}^{G}, t_{k}<t \leq t_{k+1}$ :

$$
Y_{t}^{G}=\int_{0}^{t} A_{G} h\left(X_{s}\right) d s+B_{G} W_{t}
$$

where $B_{G}=\sqrt{M G^{2}\left(\xi_{1}\right)}$ and $A_{G}=M G^{\prime}\left(\xi_{1}\right)$. This type of diffusion approximation allows one to compare limiters using the parameter

$$
S N_{G}=\frac{A_{G}^{2}}{B_{G}^{2}}
$$

which naturally can be called the 'signal-to-noise' ratio.
In what follows, we fix the following assumptions.

1. (A-1) $G$ is a differentiable function and $G^{\prime}$ is Lipschitz continuous.
2. (A-2) $a(x)$ and $b(x)$ are Lipschitz continuous; $b(x)$ is bounded.
3. (A-3) $h(x)$ is twice continuously differentiable, having bounded derivatives $h^{\prime}(x), h^{\prime \prime}(x)$.
4. (A-4) $\left(\xi_{k}\right)_{k \geq 1}$ is a sequence of independent identically distributed random variables, independent of $X_{0},\left(V_{t}\right)$, such that $M\left(G^{\prime}\left(\xi_{1}\right)\right)^{2}<\infty$, $M G^{2}\left(\xi_{1}\right)<\infty$, and $M G\left(\xi_{1}\right)=0$.
5. (A-5) For every $\lambda>0$, there exists a constant $C\left(\lambda, B_{G}^{2}\right)$ ), depending on $\lambda$ and $B_{G}^{2}=M G^{2}\left(\xi_{1}\right)$, such that $\left(\mathcal{L}=a(x) \frac{d}{d x}+\frac{1}{2} b^{2}(x) \frac{d^{2}}{d x^{2}}\right)$

$$
\mathcal{D}^{\lambda} h(x):=\lambda|\mathcal{L} h(x)|-\frac{B_{G}^{2}}{2} h^{2}(x) \leq C\left(\lambda, B_{G}^{2}\right) .
$$

6. (A-6) For every $\lambda>0, M e^{\lambda\left|h\left(X_{0}\right)\right|}<\infty$.
20.2.1 Diffusion Approximation with Limiter. For brevity, $\mathcal{W}$ - $\lim _{\varepsilon \rightarrow \infty}$ denotes weak convergence in the Skorokhod-Lindvall and the local supremum topologies (see, for example, Chapter 6 in [214]).

Theorem 20.4. Assume (A-1)-(A-4). Then

$$
\mathcal{W}-\lim _{\varepsilon \rightarrow 0}\left(X_{t}, Y_{t}^{\epsilon, G}\right)_{t \geq 0}=\left(X_{t}, Y_{t}^{G}\right)_{t \geq 0}
$$

with $Y_{0}^{G}=0, d Y_{t}^{G}=A_{G} h\left(X_{t}\right) d t+B_{G} d W_{t}$, where $\left(W_{t}\right)$ is a Wiener process independent of $X_{0},\left(V_{t}\right)$, and $A_{G}=M G^{\prime}\left(\xi_{1}\right), B_{G}=\sqrt{M G^{2}\left(\xi_{1}\right)}$.

PROOF. Let us define the increasing function $L_{t}^{\varepsilon}=\varepsilon[t / \varepsilon]$, where $[t]$ is the greatest integer function, and random processes

$$
\begin{align*}
M_{t}^{\varepsilon, G} & =\sqrt{\varepsilon} \sum_{k=1}^{[t / \varepsilon]} G\left(\xi_{k}\right) \\
u^{\varepsilon, G}(t) & =G^{\prime}\left(\xi_{k}\right), \quad t_{k-1}<t \leq t_{k} \\
U_{t}^{\varepsilon, G} & =\varepsilon \sum_{k=1}^{[t / \varepsilon]} h\left(X_{t_{k-1}}\right)\left[G^{\prime}\left(\theta_{k} h\left(X_{t_{k-1}}\right) \sqrt{\varepsilon}+\xi_{k}\right)-G^{\prime}\left(\xi_{k}\right)\right] \tag{20.49}
\end{align*}
$$

Taking into account the mean value theorem and choosing appropriate random values $0 \leq \theta_{k} \leq 1$, we arrive at $Y_{t}^{\varepsilon, G}=\int_{0}^{t} u^{\varepsilon, G}(s) h\left(X_{s-\varepsilon}\right) d L_{s}^{\varepsilon}+M_{t}^{\varepsilon, G}+$ $U_{t}^{\epsilon, G}$. We show now that for every $T>0$

$$
\begin{align*}
& P-\lim _{\varepsilon \rightarrow 0} \sup _{t \leq T}\left|U_{t}^{\varepsilon, G}\right|=0 \\
& P-\lim _{\varepsilon \rightarrow 0} \sup _{t \leq T}\left|\int_{0}^{t}\left[u^{\varepsilon, G}(s)-A_{G}\right] h\left(X_{s-\varepsilon}\right) d L_{s}^{\varepsilon}\right|=0 . \tag{20.50}
\end{align*}
$$

In fact, by virtue of assumption (A-1) the function $G^{\prime}$ is Lipschitz continuous and therefore $\sup _{t \leq T}\left|U_{t}^{\varepsilon, G}\right| \leq T \sup _{t \leq T} h^{2}\left(X_{t}\right) \sqrt{\varepsilon} \rightarrow 0, \varepsilon \rightarrow 0$. To verify the validity of the second part of (20.50) note that

$$
N_{t}^{\varepsilon}=\int_{0}^{t}\left[u^{\varepsilon, G}(s)-A_{G}\right] h\left(X_{s-\varepsilon}\right) d L_{s}^{\varepsilon}=\varepsilon \sum_{k=1}^{[t / \varepsilon]} h\left(X_{t_{k-1}}\right)\left(G^{\prime}\left(\xi_{k}\right)-M G^{\prime}\left(\xi_{k}\right)\right)
$$

is a square integrable martingale with respect to the filtration $\left(\mathcal{F}_{t}^{\epsilon}\right)_{t \geq 0}$ generated by $\left\{X_{t_{k-1}}, \xi_{k} ; t_{k} \leq t, k \leq[t / \varepsilon]\right\}$. It is clear that the predictable quadratic variation of this martingale is defined as

$$
\left\langle N^{\varepsilon}\right\rangle_{t}=\varepsilon^{2} \sum_{k=1}^{[T / \varepsilon]} h^{2}\left(X_{t_{k-1}}\right) M\left(G^{\prime}\left(\xi_{1}\right)-M G^{\prime}\left(\xi_{1}\right)\right)^{2}
$$

Then, by Problem 1.9.2 in [214], $\sup _{t \leq T}\left|N_{t}^{\varepsilon}\right|$ converges to zero in probability since

$$
\left\langle N^{\varepsilon}\right\rangle_{t} \leq \varepsilon T \sup _{t \leq T} h^{2}\left(X_{t}\right) M G^{2}\left(\xi_{1}\right) \rightarrow 0, \quad \varepsilon \rightarrow 0
$$

For $s<\varepsilon$, letting $X_{s-\varepsilon}=X_{0}$, introduce now the process

$$
\widetilde{Y}_{t}^{\varepsilon, G}=\int_{0}^{t} A_{G} h\left(X_{s-\varepsilon}\right) d L_{s}^{\varepsilon}+M_{t}^{\varepsilon, G}
$$

and note that (20.50) implies: for every $T>0, P-\lim _{\varepsilon \rightarrow 0} \sup _{t \leq T} \mid Y_{t}^{\varepsilon, G}-$ $\tilde{Y}_{t}^{\varepsilon, G} \mid=0$. Obviously, the above also holds if we replace $\widetilde{Y}_{t}^{\varepsilon, G}$ by $\widehat{Y}_{t}^{\varepsilon, G}=$ $\int_{0}^{t} A_{G} h\left(X_{s}\right) d s+M_{t}^{\varepsilon, G}$. Thus, by Theorem 4.1 of [19] (Chapter 1, Section 4), the statement of the theorem is fulfilled provided that

$$
\begin{equation*}
\mathcal{W}-\lim _{\varepsilon \rightarrow 0}\left(X_{t}, \widehat{Y}_{t}^{\varepsilon, G}\right)_{t \geq 0}=\left(X_{t}, Y_{t}^{G}\right)_{t \geq 0} \tag{20.51}
\end{equation*}
$$

Under the assumptions made, $\left(\widehat{Y}_{t}^{\varepsilon, G}\right)_{t \geq 0}$ is defined by a continuous mapping, in the local supremum topology, of $\left(X_{t}, M_{t}^{\varepsilon, G}\right)_{t \geq 0}$, so that, taking into account the independence of $\left(X_{t}\right)$ and $\left(M_{t}^{\varepsilon, G}\right)$, only convergence

$$
\begin{equation*}
\mathcal{W}-\lim _{\varepsilon \rightarrow 0}\left(M_{t}^{\varepsilon, G}\right)_{t \geq 0}=\left(B_{G} W_{t}\right)_{t \geq 0} \tag{20.52}
\end{equation*}
$$

has to be established. To this end, we note that

$$
\begin{equation*}
M\left(M_{t}^{\varepsilon, G}\right)^{2} \equiv L_{t}^{\varepsilon} B_{G}^{2} \rightarrow t B_{G}^{2} \tag{20.53}
\end{equation*}
$$

and apply the Donsker theorem (see, for example, Theorems 9.1.1 and 9.1.2 in [214]) which states that (20.53) guarantees the weak convergence (in the Lindvall-Skorokhod topology)

$$
\left(M_{t}^{\varepsilon, G}\right)_{t \geq 0} \xrightarrow{\text { law }}\left(M_{t}\right)_{t \geq 0},
$$

where $\left(M_{t}\right)_{t \geq 0}$ is a zero-mean continuous Gaussian martingale with variance $B_{G}^{2} t$. Therefore, by the Doob-Lévy theorem (Theorem 4.1) $W_{t}=\frac{1}{B_{G}} M_{t}$ is the required Wiener process.
20.2.2 Functional $\pi_{t}^{G}(y)$. Let the limiter $G$ be chosen and the assumptions (A-1)-(A-4) fulfilled. Then, by Theorem 20.4, the pair ( $X_{t}, Y_{t}^{\varepsilon, G}$ ) converges in distribution (in the Skorokhod-Lindvall topology) to $\left(X_{t}, Y_{t}^{G}\right)$. We create now a functional $\pi_{t}^{G}(y), t \in \mathbb{R}_{+}, y \in D$, as a $\mathcal{B} \otimes \mathcal{D}$-measurable function, being $\mathcal{D}_{t}$-measurable for fixed $t$, where $\mathcal{B}$ and $\mathcal{D}$ are the Borel $\sigma$-algebras on $\mathbb{R}_{+}$and $D$ respectively and $\mathcal{D}_{t}=\sigma\left\{y \in D: y_{s}, s \leq t\right\}$, such that for every $t \geq 0, \pi_{t}^{G}\left(Y^{G}\right)=M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{G}\right)$ ( $P$-a.s). Let us assume the pair $\left(X_{t}, Y_{t}^{G}\right)_{t \geq 0}$ is defined on the probability space $(\Omega, \mathcal{F}, P)$ where $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{P})$ is its copy ( $\bar{M}$ denotes the expectation with respect to $\widetilde{P}, \widetilde{X}_{t}$ is the copy of $X_{t}$ ). On $(\widetilde{\Omega} \times \Omega, \widetilde{\mathcal{F}} \otimes \mathcal{F}, \widetilde{P} \times P)$ define the new pair $\left(\tilde{X}_{t}, Y_{t}^{G}\right)_{t \geq 0}$. Then, by the Kallianpur-Striebel formula [136],

$$
\begin{equation*}
M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{G}\right)=\frac{\widetilde{M} f\left(\widetilde{X}_{t}\right) \exp \left\{\left(\int_{0}^{t} h\left(\widetilde{X}_{s}\right) d Y_{s}^{G}-\frac{B_{G}^{2}}{2} \int_{0}^{t} h^{2}\left(\widetilde{X}_{s}\right) d s\right)\right\}}{\widetilde{M} \exp \left\{\left(\int_{0}^{t} h\left(\widetilde{X}_{s}\right) d Y_{s}^{G}-\frac{B_{G}^{2}}{2} \int_{0}^{t} h^{2}\left(\widetilde{X}_{s}\right) d s\right)\right\}} \tag{20.54}
\end{equation*}
$$

The right-hand side of (20.54) is presented via the Itô integral with respect to ${ }^{\prime} d Y_{s}^{G}$ ' and so it does not determine explicitly the required functional $\pi_{t}^{G}(y)$. To construct it, in what follows, we assume (A-2), (A-3), (A-5), and (A-6). By the Itô formula we find

$$
\begin{aligned}
h\left(\tilde{X}_{t}\right) Y_{t}^{G}= & \int_{0}^{t} h\left(\tilde{X}_{s}\right) d Y_{s}^{G}+\int_{0}^{t} Y_{s}^{G} \mathcal{L} h\left(\tilde{X}_{s}\right) d s \\
& +\int_{0}^{t} Y_{s}^{G} h^{\prime}\left(\tilde{X}_{s}\right) b\left(\tilde{X}_{s}\right) d \widetilde{V}_{s}
\end{aligned}
$$

where $\tilde{V}_{t}$, defined on $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{P})$, is a copy of the Wiener process $V_{t}$ and the operator $\mathcal{L}$ is defined in (A-5). Again applying the Itô formula we find

$$
h\left(\tilde{X}_{t}\right)=h\left(\tilde{X}_{0}\right)+\int_{0}^{t} \mathcal{L} h\left(\widetilde{X}_{s}\right) d s+\int_{0}^{t} h^{\prime}\left(\tilde{X}_{s}\right) b\left(\widetilde{X}_{s}\right) d \widetilde{V}_{s}
$$

Due to the independence of the processes $\tilde{X}_{t}, \widetilde{V}_{t}$ and $Y_{t}^{G}$, for each fixed trajectory of $Y_{t}^{G}$ the Itô integral $\int_{0}^{t}\left[Y_{t}^{G}-Y_{s}^{G}\right] h^{\prime}\left(\widetilde{X}_{s}\right) b\left(\widetilde{X}_{s}\right) d \widetilde{V}_{s}$ is well defined, so that we arrive at

$$
\begin{aligned}
\int_{0}^{t} h\left(\widetilde{X}_{s}\right) d Y_{s}^{G}= & h\left(\tilde{X}_{0}\right) Y_{t}^{G}+\int_{0}^{t}\left[Y_{t}^{G}-Y_{s}^{G}\right] \mathcal{L} h\left(s, \tilde{X}_{s}\right) d s \\
& +\int_{0}^{t}\left[Y_{t}^{G}-Y_{s}^{G}\right] h^{\prime}\left(\tilde{X}_{s}\right) b\left(\widetilde{X}_{s}\right) d \widetilde{V}_{s}
\end{aligned}
$$

For $y \in D$, put

$$
\begin{align*}
\Phi_{t}(\tilde{X}, y)= & \exp \left(y_{t} h\left(\tilde{X}_{0}\right)+\int_{0}^{t}\left[\left(y_{t}-y_{s}\right) \mathcal{L} h\left(\tilde{X}_{s}\right)-\frac{B_{G}^{2}}{2} h^{2}\left(\widetilde{X}_{s}\right)\right] d s\right) \\
& \times \exp \left(\int_{0}^{t}\left(y_{t}-y_{s}\right) h^{\prime}\left(\tilde{X}_{s}\right) b\left(\tilde{X}_{s}\right) d \tilde{V}_{s}\right) \tag{20.55}
\end{align*}
$$

and then put

$$
\begin{equation*}
\pi_{t}^{G}(y):=\frac{\widetilde{M} f\left(\tilde{X}_{t}\right) \Phi_{t}(\tilde{X}, y)}{\widetilde{M} \Phi_{t}(\widetilde{X}, y)} \tag{20.56}
\end{equation*}
$$

It is clear that this functional satisfies the required properties.

Lemma 20.4. Assume (A-1)-(A-6) and suppose $f(x)$ is a bounded continuous function. Then for fixed $t, \pi_{t}^{G}(\cdot)$ is continuous on $D$ in the local supremum topology.

PROOF. Let us show that both $\widetilde{M} f\left(\widetilde{X}_{t}\right) \Phi_{t}(\widetilde{X}, y)$ and $\widetilde{M} \Phi_{t}(\tilde{X}, y)$ are continuous functions in $y$. Since $\Phi_{t}(\widetilde{X}, y)$ is uniformly continuous in probability at any point $y \in D$ and $f$ is bounded, it suffices to check the uniform integrability of $\Phi_{t}(\tilde{X}, y)$. To this end, we show that

$$
\begin{equation*}
\widetilde{M} \Phi_{t}^{2}(\widetilde{X}, y)<\infty, \quad y \in D \tag{20.57}
\end{equation*}
$$

Denoting $\beta(s)=2\left(y_{t}-y_{s}\right) h^{\prime}\left(\widetilde{X}_{s}\right) b\left(\tilde{X}_{s}\right)$ and noticing that there exists a constant $\ell$ such that $|\beta(s)| \leq \sup _{s \leq t}\left|y_{t}-y_{s}\right| \ell$, we obtain

$$
\widetilde{M} \exp \left\{\int_{0}^{t} \beta(s) d \widetilde{V}_{s}-\frac{1}{2} \int_{0}^{t} \beta^{2}(s) d s\right\}=1
$$

Coupled with $\mathcal{D}^{\lambda} h \leq C\left(\lambda, B_{G}^{2}\right), \lambda=\sup _{s \leq t}\left|y_{t}-y_{s}\right|$ (see (A-5)), we arrive at the following upper bound: there exists a constant $q(\lambda)$ such that

$$
\widetilde{M} \Phi_{t}^{2}(\widetilde{X}, y) \leq e^{q(\lambda) t} \widetilde{M} \exp \left\{2 \mid y_{t} \| h\left(\tilde{X}_{0} \mid\right\}\right.
$$

that is (20.57) is implied by (A-6).
20.2.3 Analysis of the Limit Model. For a bounded continuous function $f$ and limiter $G$, Theorem 20.4 and Lemma 20.4 guarantee the asymptotic filtering equivalence of the prelimit model to the limit one

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} M\left(f\left(X_{t}\right)-\pi_{t}^{G}\left(Y^{\varepsilon, G}\right)^{2}=M\left(f\left(X_{t}\right)-\pi_{t}^{G}\left(Y^{G}\right)\right)^{2}\right. \tag{20.58}
\end{equation*}
$$

that is the asymptotic filtering accuracy depends on the chosen limiter $G$. For a fixed limiter $G$, the limit filtering model is characterized by two parameters $A_{G}, B_{G}$ which define the 'signal-to-noise' ratio

$$
\begin{equation*}
S N_{G}=\frac{A_{G}^{2}}{B_{G}^{2}} \tag{20.59}
\end{equation*}
$$

The next lemma states that to a larger value of the 'signal-to-noise' ratio there corresponds a smaller value of the filtering error $\mathcal{E}_{G}(t)=M\left(f\left(X_{t}\right)-\right.$ $\left.\pi_{t}^{G}\left(Y^{G}\right)\right)^{2}$.

Lemma 20.5. The following implication holds: for every $t>0$,

$$
S N_{G^{1}} \leq S N_{G^{2}} \Longrightarrow \mathcal{E}_{G^{1}}(t) \geq \mathcal{E}_{G^{2}}(t)
$$

PROOF. Let the limiter $G$ be fixed. We define a new observable process

$$
\tilde{Y}_{t}^{G}=\frac{Y_{t}^{G}}{A_{G}}
$$

and note that, since the $\sigma$-algebras $\sigma\left\{Y_{s}^{G}, s \leq t\right\}$ and $\sigma\left\{\tilde{Y}_{s}^{G}, s \leq t\right\}$ coincide, the mean square filtering errors, corresponding to $\left\{Y_{s}^{G}, s \leq t\right\}$ and $\left\{\widetilde{Y}_{s}{ }^{G}, s \leq\right.$ $t$, coincide as well. Therefore, to compare $\mathcal{E}_{G^{1}}(t)$ and $\mathcal{E}_{G^{2}}(t)$ one can use $\widetilde{Y}_{t}^{G^{1}}$ and $\widetilde{Y}_{t}^{G^{2}}$ as observation processes. From the description of the process $Y_{t}^{G}$ (see Theorem 20.4), we find that

$$
\begin{equation*}
d \widetilde{Y}_{t}^{G}=h\left(X_{t}\right) d t+\frac{B_{G}}{A_{G}} d W_{t}, \quad \tilde{Y}_{0}^{G}=0 \tag{20.60}
\end{equation*}
$$

To simplify the notation, put $\gamma^{\prime}=B_{G^{1}} / A_{G^{1}}$ and $\gamma^{\prime \prime}=B_{G^{2}} / A_{G^{2}}$. Since

$$
\left(\gamma^{\prime}\right)^{2}=\frac{1}{S N_{G^{\prime}}} \quad \text { and } \quad\left(\gamma^{\prime \prime}\right)^{2}=\frac{1}{S N_{G^{\prime \prime}}}
$$

we have that $\left(\gamma^{\prime}\right)^{2} \geq\left(\gamma^{\prime \prime}\right)^{2}$. Take $\left(\gamma^{\prime}\right)^{2}>\left(\gamma^{\prime \prime}\right)^{2}$ and consider two observable processes:

$$
\begin{aligned}
d Y_{t}^{\prime \prime} & =h\left(X_{t}\right) d t+\gamma^{\prime \prime} d W_{t} \\
d Y_{t}^{\prime} & =h\left(X_{t}\right) d t+\gamma^{\prime \prime} d W_{t}+\sqrt{\left(\gamma^{\prime}\right)^{2}-\left(\gamma^{\prime \prime}\right)^{2}} d \widetilde{W}_{t}
\end{aligned}
$$

where $\widetilde{W}_{t}$ is a Wiener process independent of $\left(X_{t}, W_{t}\right)$. It is clear that the diffusion parameter for the first model is $\left(\gamma^{\prime \prime}\right)^{2}$ while for the second it is $\left(\gamma^{\prime}\right)^{2}$. Denote

$$
\begin{aligned}
\mathcal{E}_{\gamma^{\prime}}(t) & =M\left(f\left(X_{t}\right)-M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\prime}\right)\right)^{2} \\
\mathcal{E}_{\gamma^{\prime \prime}}(t) & =M\left(f\left(X_{t}\right)-M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\prime \prime}\right)\right)^{2}
\end{aligned}
$$

and note that $\mathcal{E}_{\gamma^{\prime}}(t) \equiv \mathcal{E}_{G^{1}}(t), \mathcal{E}_{\gamma^{\prime \prime}}(t) \equiv \mathcal{E}_{G^{2}}(t)$. Therefore, it remains to check only the validity of the following implication:

$$
\begin{equation*}
\gamma^{\prime}>\gamma^{\prime \prime} \Longrightarrow \mathcal{E}_{\gamma^{\prime}}(t) \geq \mathcal{E}_{\gamma^{\prime \prime}}(t) \tag{20.61}
\end{equation*}
$$

Taking into account that $\sigma\left\{Y_{s}^{\prime}, \widetilde{W}_{s}, s \leq t\right\} \supseteq \sigma\left\{Y_{s}^{\prime}, s \leq t\right\}$, we obtain $\mathcal{E}_{\gamma^{\prime}}(t) \geq$ $\mathcal{E}(t)$, where $\mathcal{E}(t)=M\left(f\left(X_{t}\right)-M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\prime}, \widetilde{W}_{[0, t]}\right)\right)^{2}$. Next, we prove

$$
\begin{equation*}
\mathcal{E}(t) \equiv \mathcal{E}_{\gamma^{\prime \prime}}(t) \tag{20.62}
\end{equation*}
$$

In fact, noticing that $\sigma\left\{Y_{s}^{\prime}, \widetilde{W}_{s}, s \leq t\right\}=\sigma\left\{Y_{s}^{\prime \prime}, \widetilde{W}_{s}, s \leq t\right\}$, we conclude that

$$
M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\prime}, \widetilde{W}_{[0, t]}\right)=M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\prime \prime}, \widetilde{W}_{[0, t]}\right)
$$

Moreover, the independence of the processes $\left(X_{t}, Y_{t}^{\prime \prime}\right)$ and $\left(\widetilde{W}_{t}\right)$ implies the following chain of equalities: for all bounded random variables $\alpha$ and $\beta$, which are measurable with respect to $\sigma$-algebras $\sigma\left\{Y_{s}^{\prime \prime}, s \leq t\right\}$ and $\sigma\left\{W_{s}, s \leq t\right\}$ respectively, and every bounded and measurable function $g(x)$,

$$
\begin{aligned}
M\left(\alpha \beta M\left(g\left(X_{t}\right) \mid Y_{s}^{\prime \prime}, \widetilde{W}_{[0, t]}\right)\right) & =M\left(\alpha \beta g\left(X_{t}\right)\right) \\
& =M\left(\alpha g\left(X_{t}\right)\right) M(\beta) \\
& =M\left(\alpha M\left(g\left(X_{t}\right) \mid Y_{[0, t]}^{\prime \prime}\right)\right) M(\beta) \\
& =M\left(\alpha \beta M\left(g\left(X_{t}\right) \mid Y_{[0, t]}^{\prime \prime}\right)\right)
\end{aligned}
$$

Hence, by virtue of the arbitrariness of $\alpha, \beta$ we obtain ( $P$-a.s.)

$$
M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\prime \prime}, \widetilde{W}_{[0, t]}\right)=M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\prime \prime}\right)
$$

Hence, (20.62) holds.

Lemma 20.6. Assume that the distribution of the random variable $\xi_{1}$ admits the twice continuously differentiable density $p(x)$ for which the Fisher information is finite:

$$
I_{p}=\int \frac{\left(p^{\prime}(x)\right)^{2}}{p(x)} d x<\infty
$$

Then the limiter $G^{\circ}(x)=-p^{\prime}(x) / p(x)$ has maximal 'signal-to-noise' ratio among all limiters $G$ which are smooth functions with $\int G(x) p(x) d x=0$ and $\int G^{2}(x) p(x) d x<\infty:$

$$
\frac{A_{G^{\circ}}^{2}}{B_{G^{\circ}}^{2}} \geq \frac{A_{G}^{2}}{B_{G}^{2}}
$$

PROOF. Let $G$ be an admissible limiter. Under the assumptions of the lemma

$$
S N_{G}=\frac{\left(\int G^{\prime}(x) p(x) d x\right)^{2}}{\int G^{2}(x) p(x) d x}
$$

Integrating by parts and applying the Cauchy-Schwarz inequality we obtain

$$
\left(\int G^{\prime}(x) p(x) d x\right)^{2}=\left(\int G(x) p^{\prime}(x) d x\right)^{2} \leq I_{p} \int G^{2}(x) p(x) d x
$$

that is $S N_{G} \leq I_{p}$. On the other hand, $\int\left(G^{\circ}(x)\right)^{2} p(x) d x=I_{p}$ and, moreover, since

$$
\left(G^{\circ}\right)^{\prime}(x)=\frac{p^{\prime \prime}(x) p(x)-\left(p^{\prime}(x)\right)^{2}}{p^{2}(x)}
$$

it holds that

$$
S N_{G^{\circ}}=\frac{\left[\int\left(p^{\prime \prime}(x)-\frac{\left(p^{\prime}(x)\right)^{2}}{p(x)}\right) d x\right]^{2}}{\left.\int\left(G^{\circ}\right)(x)\right)^{2} p(x) d x}=\frac{\left[\int \frac{\left(p^{\prime}(x)\right)^{2}}{p(x)} d x\right]^{2}}{\int\left(G^{\circ}(x)\right)^{2} p(x) d x}=I_{p}
$$

20.2.4 Asymptotically Optimal Filter. Assume now that the distribution of the random variable $\xi_{1}$ has a smooth positive density $p(x)$ such that the limiter $G^{\circ}(x)=-p^{\prime}(x) / p(x)$ satisfies conditions (A-1) and (A-4). Then in the class of limiters $G$, satisfying these conditions, $G^{\circ}(x)$ is the 'best' in the sense that it guarantees the following lower bound for the mean square filtering error: for every continuous and bounded function $f$

$$
\lim _{\varepsilon \rightarrow 0} M\left(f\left(X_{t}\right)-\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right)\right)^{2} \leq \lim _{\varepsilon \rightarrow 0} M\left(f\left(X_{t}\right)-\pi_{t}^{G}\left(Y^{\varepsilon, G}\right)\right)^{2}
$$

Let us compare now this lower bound with the asymptotically optimal one corresponding to the conditional expectation $\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)=M\left(f\left(X_{t}\right) \mid Y_{[0, t]}^{\varepsilon}\right)$.

Let all random objects be defined on the probability space $(\Omega, \mathcal{F}, P)$ where $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{P})$ is its copy ( $\widetilde{M}$ is the expectation with respect to the measure $\widetilde{P}$; all random objects defined on ( $\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{P})$ are denoted by ${ }^{\top}$ ). On $(\Omega \times \widetilde{\Omega}, \mathcal{F} \otimes$ $\widetilde{\mathcal{F}}, P \times \widetilde{P})$, let us define random variables

$$
\phi_{k}\left(\widetilde{X}, Y^{\varepsilon}\right)=\frac{p\left(\left(\Delta Y_{t_{k}}^{\varepsilon} / \sqrt{\varepsilon}\right)-h\left(\tilde{X}_{t_{k-1}}\right) \sqrt{\varepsilon}\right)}{p\left(\Delta Y_{t_{k}}^{\varepsilon} / \sqrt{\varepsilon}\right)}, \quad k \geq 1
$$

where $\Delta Y_{t_{k}}^{\varepsilon}=Y_{t_{k}}^{\varepsilon}-Y_{t_{k-1}}^{\varepsilon}$, and

$$
\begin{equation*}
\Phi_{t}^{\varepsilon}\left(\tilde{X}, Y^{\varepsilon}\right)=\prod_{k: t_{k} \leq t} \phi_{k}\left(\tilde{X}, Y^{\varepsilon}\right) \tag{20.63}
\end{equation*}
$$

By the Bayes formula

$$
\begin{equation*}
\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)=\frac{\widetilde{M} f\left(\tilde{X}_{t}\right) \Phi_{t}^{\varepsilon}\left(\tilde{X}, Y^{\varepsilon}\right)}{\widetilde{M} \Phi_{t}^{\varepsilon}\left(\widetilde{X}, Y^{\varepsilon}\right)} \tag{20.64}
\end{equation*}
$$

The same type of formula is applied to generate the filtering estimate $\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right)$. In fact, the explicit formula for the conditional expectation $\pi_{t}^{G^{\circ}}\left(Y^{G^{\circ}}\right)$ is defined as (see (20.56)):

$$
\begin{aligned}
\pi_{t}^{G^{\circ}}\left(Y^{G^{\circ}}\right) & =\frac{\widetilde{M} f\left(\widetilde{X}_{t}\right) \Phi_{t}\left(\widetilde{X}, Y^{G^{\circ}}\right)}{\widetilde{M} \Phi_{t}\left(\widetilde{X}, Y^{G^{\circ}}\right)} \\
\Phi_{t}\left(\widetilde{X}, Y^{G^{\circ}}\right) & =\exp \left(\int_{0}^{t} h\left(\widetilde{X}_{s}\right) d Y_{s}^{G^{\circ}}-\frac{I_{p}}{2} \int_{0}^{t} h^{2}\left(\widetilde{X}_{s}\right) d s\right)
\end{aligned}
$$

Since the random process $\left(Y_{t}^{\varepsilon, G^{\circ}}\right)$ has piecewise-constant right continuous trajectories of bounded variation for every finite interval, the Itô integral with
 This property allows us to conclude that

$$
\begin{align*}
\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right) & =\frac{\widetilde{M} f\left(\tilde{X}_{t}\right) \Phi_{t}\left(\tilde{X}, Y^{\varepsilon, G^{\circ}}\right)}{\widetilde{M} \Phi_{t}\left(\widetilde{X}, Y^{\varepsilon, G^{\circ}}\right)} \\
\Phi_{t}\left(\widetilde{X}, Y^{\varepsilon, G^{\circ}}\right) & =\exp \left(\int_{0}^{t} h\left(\widetilde{X}_{s}\right) d Y_{s}^{\varepsilon, G^{\circ}}-\frac{I_{p}}{2} \int_{0}^{t} h^{2}\left(\widetilde{X}_{s}\right) d s\right) \tag{20.65}
\end{align*}
$$

Using (20.64) and (20.65), we show in the next theorem that the filtering estimate $\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right)$ is asymptotically optimal. For sake of simplicity of the proof, we use in this theorem slightly restricted conditions.

Theorem 20.5. Assume $I_{p}<\infty$ and (A-1)-(A-5) with the limiter $G^{\circ}$. Assume also

1. $p(x)$ is three times continuously differentiable, and $p^{\prime}(x) / p(x)$ and $p^{\prime \prime}(x) / p(x)$ are continuous and bounded;
2. $p^{\prime \prime \prime}(x+y) / p(x)$ is continuous and for small $y$ it is bounded in $x$.

If $h$ is a bounded function, then for any bounded continuous function $f$ and any fixed $t>0$

$$
\lim _{\varepsilon \rightarrow 0} M\left(f\left(X_{t}\right)-\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)\right)^{2}=\lim _{\varepsilon \rightarrow 0} M\left(f\left(X_{t}\right)-\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right)\right)^{2}
$$

PROOF. It is clear that the statement of the theorem is equivalent to

$$
\lim _{\varepsilon \rightarrow 0} M\left(\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right)\right)^{2}=0
$$

Since the function $f$ is bounded we choose both $\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)$ and $\left(\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right)\right)^{2}$ bounded as well. Therefore the required convergence is implied by

$$
P-\lim _{\varepsilon \rightarrow 0}\left[\pi_{t}^{\varepsilon}\left(Y^{\varepsilon}\right)-\pi_{t}^{G^{\circ}}\left(Y^{\varepsilon, G^{\circ}}\right)\right]=0
$$

It is clear that this convergence is provided by

$$
\begin{equation*}
P-\lim _{\varepsilon \rightarrow 0} \widetilde{M}\left|\Phi_{t}\left(\tilde{X}, Y^{\varepsilon, G^{\circ}}\right)-\Phi_{t}^{\varepsilon}\left(\tilde{X}, Y^{\varepsilon}\right)\right| \tag{20.66}
\end{equation*}
$$

We prove the validity of (20.66) in two steps.
Step 1. Since $\Delta Y_{t_{k}}^{\varepsilon, G^{\circ}}:=\sqrt{\varepsilon} G^{\circ}\left(\Delta Y_{t_{k}}^{\varepsilon} / \sqrt{\varepsilon}\right)$, by the mean value theorem, with appropriate random variables $\theta_{k}^{1}, \theta_{k}^{2} \in[0,1]$, we obtain

$$
\begin{aligned}
\psi_{k}\left(\tilde{X}, Y^{\varepsilon}\right)= & 1+h\left(\widetilde{X}_{t_{k-1}}\right) \Delta Y_{t_{k}}^{\varepsilon, G^{\circ}}+\frac{p^{\prime \prime}}{2 p}\left(\xi_{k}\right) h^{2}\left(\widetilde{X}_{t_{k-1}}\right) \varepsilon \\
& +\left(\frac{p^{\prime \prime}}{2 p}\right)^{\prime}\left(\xi_{k}+\theta_{k}^{1} h\left(X_{t_{k-1}} \sqrt{\varepsilon}\right) h^{3}\left(\widetilde{X}_{t_{k-1}}\right) \varepsilon^{3 / 2}\right. \\
& -\frac{p^{\prime \prime \prime}\left(\xi_{k}+h\left(X_{t_{k-1}}\right) \sqrt{\varepsilon}-\theta_{k}^{2} h\left(\widetilde{X}_{t_{k-1}}\right) \sqrt{\varepsilon}\right)}{6 p\left(\xi_{k}+h\left(X_{t_{k-1}}\right) \sqrt{\varepsilon}\right)} h^{3}\left(\widetilde{X}_{t_{k-1}}\right) \varepsilon^{3 / 2} \\
= & 1+h\left(\widetilde{X}_{t_{k-1}}\right) \Delta Y_{t_{k}}^{\varepsilon, G^{\circ}}+o_{k}
\end{aligned}
$$

Using the above and (20.63), we arrive at the multiplicative decomposition:

$$
\Phi_{t}^{\varepsilon}\left(\tilde{X}, Y^{\varepsilon}\right)=U_{t}^{\varepsilon} \Phi_{t}\left(\tilde{X}, Y^{\varepsilon, G^{\circ}}\right)
$$

where

$$
\begin{aligned}
U_{t}^{\varepsilon}= & \exp \left(\sum_{k: t_{k} \leq t} \ln \left[1+h\left(\tilde{X}_{t_{k-1}}\right) \Delta Y_{t_{k}}^{\varepsilon, G^{\circ}}+o_{k}\right]\right. \\
& \left.-\int_{0}^{t} h\left(\widetilde{X}_{s}\right) d Y_{s}^{\varepsilon, G^{\circ}}+\frac{I_{p}}{2} \int_{0}^{t} h^{2}\left(\tilde{X}_{s}\right)\right)
\end{aligned}
$$

Hence $\left|\Phi_{t}^{\varepsilon}\left(\tilde{X}, Y^{\varepsilon}\right)-\Phi_{t}\left(\tilde{X}, Y^{\varepsilon, G^{\circ}}\right)\right| \leq \Phi_{t}\left(\tilde{X}, Y^{\varepsilon, G^{\circ}}\right)\left|1-V_{t}^{\varepsilon}\right|$.
Step 2. In the proof of Lemma 20.4 it has been shown that on the set $\left\{\sup _{s \leq t}\left|Y_{s}^{\varepsilon, G^{\circ}}\right| \leq C\right\}$ the value $\Phi_{t}\left(\widetilde{X}, Y^{\varepsilon, G^{\circ}}\right)$ is bounded by a constant depending on $C$. We use this to prove (20.66). In fact, (20.66) is implied by

$$
\begin{gather*}
\lim _{C \rightarrow \infty} \lim _{\varepsilon \rightarrow 0} P\left(\sup _{s \leq t}\left|Y_{s}^{\varepsilon, G^{\circ}}\right|>C\right)=0 \\
\lim _{\varepsilon \rightarrow 0} P\left(\left|1-V_{t}^{\varepsilon}\right| \geq \zeta, \sup _{s \leq t}\left|Y_{s}^{\varepsilon, G^{\circ}}\right| \leq C\right)=0, \quad \forall \zeta>0, C>0 . \tag{20.67}
\end{gather*}
$$

The first part of (20.67) is nothing but one of the necessary conditions (see [19]) for the weak convergence

$$
\mathcal{W}-\lim _{\varepsilon \rightarrow 0}\left(Y_{t}^{\varepsilon, G^{\circ}}\right)_{t \geq 0}=\left(Y_{t}^{G^{\circ}}\right)_{t \geq 0}
$$

which has been proved in Theorem 20.4.
To check the validity of the second part of (20.67), let us denote

$$
\begin{aligned}
\Lambda_{t}^{\varepsilon}(\omega, \widetilde{\omega})= & \exp \left(\sum_{k: t_{k} \leq t} \ln \left[1+h\left(\widetilde{X}_{t_{k-1}}\right) \Delta Y_{t_{k}}^{\varepsilon, G^{\circ}}+o_{k}\right]\right. \\
& \left.-\int_{0}^{t} h\left(\tilde{X}_{s}\right) d Y_{s}^{\varepsilon, G^{\circ}}+\frac{I_{p}}{2} \int_{0}^{t} h^{2}\left(\widetilde{X}_{s}\right) d s\right)
\end{aligned}
$$

and note that $V_{t}^{\varepsilon}(\omega)=\widetilde{M} \Lambda_{t}^{\varepsilon}(\omega, \widetilde{\omega})$. Applying now arguments of the same type as those used in proving Theorem 20.4, it can be shown that $P$ - $\lim _{\varepsilon \rightarrow 0} \Lambda_{t}^{\varepsilon}(\omega$, $\widetilde{\omega})=1$ and, therefore, for large $n, P-\lim _{\varepsilon \rightarrow 0} \widetilde{M} \Lambda_{t}^{\varepsilon}(\omega, \widetilde{\omega}) I\left(\Lambda_{t}^{\varepsilon}(\omega, \widetilde{\omega}) \leq n\right)=1$.

Thus, the required conclusion holds by virtue of the uniform integrability which implies, under the assumptions of the theorem, that for every $C>0$

$$
P-\lim _{n \rightarrow \infty} \sup _{\varepsilon \leq 1} I\left(\sup _{s \leq t}\left|Y_{s}^{\varepsilon, G^{\circ}}(\omega)\right| \leq C\right) \widetilde{M}\left(I\left(\Lambda_{t}^{\varepsilon}(\omega, \widetilde{\omega})>n\right) \Lambda_{t}^{\varepsilon}(\omega, \widetilde{\omega})\right)=0 .
$$

## Notes and References

20.1. The asymptotic filtering equivalence, under weak convergence of the distributions of signals and observations, was established in Kushner [175], Kushner and Runggaldier [176], Liptser and Runggaldier [204]. The fact that the asymptotic filtering equivalence does not imply the asymptotic filtering optimality was emphasized by Goggin [80]. The proof of the asymptotic optimality is given in Kleptsina, Liptser and Serebrovski [156]. The general approach to the convergence in the total variation norm for distributions of random processes can be found in Kabanov, Liptser, and Shiryaev [118, 120]; see also Jacod and Shiryaev [106].
20.2. Theorem 20.4 and Lemma 20.4 were proved in Liptser and Zeitouni [217]. Results similar to Lemma 20.4, especially for a continuous function $y \in D$, are well known from Rozovskii [265], Chaleyat-Maurel and Michel [36], and Picard [254]. Lemma 20.5 was proved in Zeitouni and Zakai [332] and in [217]. A statement similar to Lemma 20.6 is well known from Huber [92]. In the filtering setting under the diffusion approximation with collared noise a result of this type can be found in Liptser and Lototsky [202].
20.2.4. Theorem 20.5 is related to results of Goggin [80]. The general approach to the approximation of the conditional expectation (asymptotic optimality) can also be found in Goggin [81,82].
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[^1]:    ${ }^{1}$ Throughout this section (11.4)-(11.11) are assumed to be satisfied.

[^2]:    ${ }^{2}$ See Lemma 4.9.

[^3]:    ${ }^{3}$ See also Notes 1 and 2 to this theorem.

[^4]:    ${ }^{4}$ This lemma generalizes Theorem 7.21 .

[^5]:    ${ }^{1}$ In order to deduce equations for $m_{t}$ and $\gamma_{t}$ one can drop the assumptions given by (12.15) and (12.16).

[^6]:    ${ }^{2}$ For $\theta_{0}=\left\{\theta_{1}(0), \ldots, \theta_{k}(0)\right\}$ and $a_{0}=\left(a_{01}, \ldots, a_{0 k}\right),\left\{\theta_{0} \leq a_{0}\right\}$ is understood as the event $\left\{\theta_{1}(0) \leq a_{01}, \ldots, \theta_{k}(0) \leq a_{0 k}\right\}$.

[^7]:    ${ }^{3}$ See also Note 3 in Subsection 12.4.5.

[^8]:    R. S. Liptser et al., Statistics of Random Processes
    © Springer-Verlag Berlin Heidelberg 2001

[^9]:    ${ }^{1} 0$ denotes the zero matrix.

[^10]:    ${ }^{2}$ In algebraic operations, vectors $a$ are regarded as columns, and vectors $a^{*}$ are regarded as rows.

[^11]:    ${ }^{3}$ Here we assume that the initial probability space is sufficiently 'rich'.

[^12]:    ${ }^{4}$ By $\{\theta \leq x\}$ we mean the event $\left\{\theta_{1} \leq x_{1}, \ldots, \theta_{k} \leq x_{k}\right\}$.

[^13]:    ${ }^{5}$ For simplicity, arguments in the functions considered are sometimes omitted.

[^14]:    ${ }^{7}$ All the $\sigma$-algebras considered here are assumed to be augmented by sets of $\mathcal{F}$ measure zero.

[^15]:    ${ }^{8} \prod_{u=s}^{t-1} A_{u}$ denotes the product of the matrices $A_{t-1}, \ldots, A_{s}$.

[^16]:    ${ }^{9}$ Assumption (2) in this case can be replaced by the condition $M \operatorname{Tr} A_{1}(t, \xi) A_{1}^{*}(t, \xi)<\infty$.
    ${ }^{10}$ Compare with Theorems 12.2 and 12.8 .

[^17]:    ${ }^{1}$ In algebraic operations $Y_{t}$ is regarded as a column vector.

[^18]:    ${ }^{2}$ Regarding the notation adopted here, see Section 13.2.

[^19]:    ${ }^{3}$ By the theorem on normal correlation (Theorem 13.1) the matrices $\operatorname{cov}(\tilde{\xi}, \tilde{\xi} \mid \tilde{\theta})$ and $\operatorname{cov}(\tilde{\theta}, \tilde{\theta} \mid \tilde{\xi})$ do not depend on $\tilde{\theta}$ and $\tilde{\xi}$, respectively.

[^20]:    ${ }^{4}$ The notation $\{\tilde{\theta} \leq a\}$ denotes the event $\left\{\tilde{\theta}_{1} \leq a_{1}, \ldots, \tilde{\theta}_{n} \leq a_{n}\right\}$.

[^21]:    ${ }^{5}$ The index 0 in $V_{T}^{0}(x ; \cdot), \tilde{u}^{0}(T)$ and $\hat{x}_{t}^{0}(T)$ indicates that $\gamma_{0}=0$.

[^22]:    ${ }^{6}$ See, for example, Chapter 1, Section 5, in [69].

[^23]:    ${ }^{7}$ The dimension of the vector $x$ is equal to $n$ for any $t$.

[^24]:    ${ }^{8}$ Here, we give a simple proof of the result from [224].

[^25]:    ${ }^{1}$ This integral is the limit (in the mean square) of the explicitly defined integrals $I\left(\varphi_{n}, \Phi\right)$ of the simple functions $\varphi_{n}(\lambda), n=1,2, \ldots$, such that $\int_{-\infty}^{\infty} \mid \varphi(\lambda)-$ $\left.\varphi_{n}(\lambda)\right|^{2} d \lambda \rightarrow 0, n \rightarrow \infty$ (compare with the construction of the Itô integral in Section 4.2).

[^26]:    ${ }^{3}$ It is useful to note that any square integrable martingale is a process with orthogonal increments.

[^27]:    ${ }^{4}$ As usual,

    $$
    \int_{0}^{t} \frac{d \nu_{s}}{a(s)}=\int_{0}^{T} \chi_{(s \leq t)} \frac{d \nu_{s}}{a(s)}
    $$

[^28]:    ${ }^{5}$ In the sense of convergence in the mean square.

[^29]:    ${ }^{6}$ See Lemmas 9.3 and 9.4 in Chapter 4, [147].

[^30]:    ${ }^{1}$ The elements of the matrices $R^{-1}(t)$ are uniformly bounded.
    ${ }^{2}$ The nonnegative definiteness and symmetry of the matrix $P(t)$ satisfying Equation (16.6) can be proved in the same way as in the case of discrete time (see Section 14.3).

[^31]:    ${ }^{3}$ In the engineering literature, instead of writing (16.62) its formal analog, $\dot{\xi}(t)=$ $a_{t}(\theta)+\dot{W}_{t}$, is used; $\dot{W}_{t}$ is called white Gaussian noise.

[^32]:    ${ }^{1}$ More precisely, $\alpha_{j}(t)=\int_{0}^{t} g_{j}(s) d s$.

[^33]:    ${ }^{2} \mathcal{B}_{T}$ is the Borel $\sigma$-algebra in the space $C_{T}$ of continuous functions $x=\left(x_{s}\right)$, $0 \leq s \leq T$.
    ${ }^{3}$ For the pertinent considerations for the case of discrete time, see Section 14.2.

[^34]:    ${ }^{4}$ Under $\int_{0}^{t} f_{u} d W_{u}$ a continuous modification of the stochastic integral is understood which exists for any $f \in P_{t}$ according to (4.47).

[^35]:    ${ }^{5} P_{\theta}$ denotes the probability distribution corresponding to a fixed $\theta=\left(\theta_{1}, \theta_{2}\right)$.

[^36]:    ${ }^{6}$ Note that the measure $\nu$ introduced is nonnegative and $\sigma$-finite.

[^37]:    ${ }^{7}$ See Definition 8 in Section 4.4.

[^38]:    ${ }^{8}$ The $\sigma$-algebras $\mathcal{F}_{t}^{\eta_{0}, \tilde{W}_{1}}, 0 \leq t \leq T$ are assumed to be augmented by sets of $P_{\theta}$ measure zero for all admissible values $\theta=\left(\theta_{1}, \theta_{2}\right)$.

[^39]:    ${ }^{10} P_{i}$ denotes the probability distribution for the case where the process $\xi$ being considered satisfies hypothesis $H_{i}, i=0,1 . M_{i}$ will denote the corresponding average.
    ${ }^{11}$ See, for example, Chapter 4, Section 2 in [282].

[^40]:    ${ }^{12}\left\{\alpha_{t} \leq a, t>s\right\}$ denotes the event $\alpha_{t} \leq a$ for all $t>s$.
    ${ }^{13}$ See, for example, [291], p. 173.

[^41]:    ${ }^{1}$ The notation ' $\xi<\eta(A ;(P$-a.s. $))$ ' implies that $P(A \cap\{\xi \geq \eta\})=0$.

[^42]:    ${ }^{2}$ See the corresponding proof in, for example, [49], Theorem T27, Chapter V.

[^43]:    ${ }^{3}$ For the definition of the $\sigma$-algebras $\mathcal{F}_{t}$ see the note to Theorem 3.10.

[^44]:    $\overline{{ }^{4} \int_{s}^{t} f(u) d F_{i}(u) \text { is understood as a Lebesgue-Stieltjes integral over a set }(s, t] \text {, i.e., }, ~ ; ~}$ $\int_{s}^{t} f(u) d F_{i}(u)=\int_{(s, t]} f(u) d F_{i}(u)$. (For more details see Section 18.4).

[^45]:    ${ }^{5}$ The notation $X=\left(x_{t}, \mathcal{B}_{t}, \mu\right), t \geq 0$, implies that the process $\left(x_{t}, \mathcal{B}_{t}\right), t \geq 0$, is being considered on a measurable space ( $\mathrm{X}, \mathcal{B}$ ) with measure $\mu$.

[^46]:    ${ }^{1}$ Following Section 18.3 , we assume $z_{0-}=0, A_{0-}=0$.

[^47]:    ${ }^{2}$ (2) implies only that the first implication is satisfied.

[^48]:    ${ }^{3}$ This condition will be satisfied if the compensator is given by (18.33) (Theorem 18.3).

[^49]:    ${ }^{4}$ Compare with the examples of Section 9.4.

[^50]:    ${ }^{5} M_{\mu}$ is the expectation under measure $\mu$.

[^51]:    ${ }^{6} M_{\theta}$ is the expectation under the measure $\mu_{\theta}$.

[^52]:    ${ }^{1}$ All processes are defined on some probability space $(\Omega, \mathcal{F}, P) ; \mathcal{F}_{t}=\mathcal{F}_{t+}, t \geq 0$ and $\mathcal{F}_{0}$ is completed by $P$-zero sets from $\mathcal{F}$.

