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Preface 
 

Dear friends and colleagues, 

as we know, Engineering processes have always been the glue that holds 
together all activities within product development and design. Engineering 
processes structure these activities appropriately and secure their reasonable 
processing. They ensure the correct and timely use of appropriate approaches & 
procedures, methods, data, and tools in order to improve the design procedures, 
improve products and services, and properly document both the resulting product 
as well as its development processes. It has been both the aim of the SIG MMEP 
(Modelling and Management of Engineering Processes) and of its conferences to 
contribute to a smart and smooth definition, application, and navigation of 
Engineering Processes. 

I founded the SIG MMEP in 2003 based on discussions at different ICEDs, 
Rigi meetings, and IPD Workshops that clearly showed the necessity of 
consolidating the definition, the prospect, and the handling of processes in our 
Engineering environment. At ICED 07 in Paris I was pleased that John Clarkson 
agreed to share the SIG leadership with me in order to compare and to put together 
different approaches of managing Engineering processes and projects in turbulent 
environments, on which both our institutions have had a long and successful 
research history. We were lucky that Peter Heisig could be convinced to become a 
member of the team. 

The MMEP conference series were launched in 2010 as a bi-annual event 
providing an international platform to highlight and to discuss industry best 
practices alongside leading edge academic research. The second MMEP 
conference in 2012 focussed on exploring potential synergies between different 
modelling approaches, and discussed future directions both in managing and 
researching engineering processes. The participants at MMEP 2012 decided to 
meet again at ICED 13 in Seoul and for the third MMEP conference in Magdeburg.  

v



In 2013 we celebrated the 10th anniversary of our SIG. On behalf of my co-
editors it was our pleasure organising the 3rd International Conference on MMEP 
2013 at the Wasserburg (moated castle) of Gommern, close to Magdeburg, where 
it all started at the Otto-von-Guericke University. We hope that the participants 
enjoyed the conference. The papers chosen for this proceeding were selected by 
reference to blind reviews and discussions after their respective presentations 
undertaken by the participants. These papers represent the areas of process 
modelling, process optimisation, multi-project and process management, Key 
Performance Indicators, Lean Product Development and others. We would like to 
thank all those authors and reviewers who have contributed to the preparation of 
this book. We also thank Ms. E. Hestermann-Beyerle and Ms. B. Kollmar-Thoni 
from Springer for the smooth and constructive cooperation. 

And, after ten years, it is a good practice to hand over the SIG leadership to 
younger people. I am very happy that Dr.-Ing. Kilian Gericke, University of 
Luxemburg, and Prof. Dr. Claudia Eckert, The Open University (UK), agreed to 
co-chair the SIG MMEP. Having known them well for a long time, I have no doubt 
that they will continue with the fruitful SIG work, of course (and hopefully!) with 
other aspects than we used to prefer in our time. But what will surely remain is that 
this our SIG will keep fascinating and challenging and beneficial to all its 
members. 

Let me conclude. It was a highlight to work with you all! Good bye, and Vivat, 
Crescat, Floreat to our SIG on Modelling and Management of Engineering 
Processes! 

Prof. Dr.-Ing. Dr. h.c. Sándor Vajna 
Otto-von-Guericke University Magdeburg, Germany 

July 2014 
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Chapter 1 

A Process Taxonomy Model for 
Engineering Design Research 
N. Chucholowski, F. Schoettl, W. Bauer, S. A. 
Schenkl, F. Behncke and U. Lindemann 

1.1 Introduction 
Research on engineering processes plays a major role within engineering design 
research, since “the bulk of the effort involved in product development lies in 
perfecting the underlying processes” (Panchal et al., 2004). Processes are getting 
even more important when considering the emerging research topic of product-
service systems (PSS): PSS are an integration of product and service elements in 
one market offer (Baines et al., 2007). Thereby not only design processes have to 
be considered but also the service product itself may be modeled as a process 
(Bullinger et al., 2003). 

There are many possible aspects to consider when doing research on 
engineering processes. Such process aspects comprise research on e.g. different 
processes among the product lifecycle (Panchal et al., 2004), different activities on 
processes (Browning and Ramasesh, 2007), different process knowledge (Hubka 
and Eder, 1996), different characteristics of processes (Maier and Störrle, 2011) or 
the modeling of processes (Browning et al., 2006). Research on engineering 
processes may compromise describing and modeling industrial processes, 
prescriptively defining processes as well as developing supporting methods and 
tools. The goals of these activities are amongst others to raise efficiency and 
effectiveness, resilience, adaptability or transparency of processes in the industrial 
practice. 

Consequently, there is a big number of different research efforts and generated 
knowledge, which are hard to overlook. There are frameworks that attempt to order 
design knowledge respectively engineering design research efforts and findings, 
e.g. (Horváth, 2004). They are supposed to “help researchers to locate their work in 
the global picture of engineering design, […], granters to make decisions about the 
possible fields of investments, and educators to organize subject materials for 
various design courses” (Horváth, 2004). So far, process research is only a part of 

� Springer-Verlag Berlin Heidelberg 2015
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these frameworks and is addressed on a too rudimentary level to distinguish the 
above described aspects and the related research on these aspects. 

We developed a taxonomy model that enables not only to regard specific types 
of processes in the product lifecycle and specific activities, which can be applied 
on these processes, but also the allocation of research efforts and results among 
these processes, activities and even the “research on research” on a meta-level. 
Furthermore, the transition of research into practice is addressed, which was 
identified as a lack of design research taxonomies by Fulcher (1998). 

The process taxonomy for engineering processes as an explanatory model 
allows classifying, mapping and delimitating specific research activities and 
results. It considers the wholeness of aspects regarding the management and 
modeling of engineering processes. 

1.2 Research Methodology 
In order to get an integrated understanding of the topic as a foundation for the 
taxonomy model for engineering processes, we performed a literature review, 
considering publications on process research. The following keywords have been 
applied: design process, design process research, research model design process, 
engineering process research and process research. Besides that we have indexed 
13 engineering process-related research projects funded from public organizations 
such as the German Research Foundation (DFG) as well as industry funded 
research projects. Based on that, we have prescriptively set up the taxonomy model 
considering relevant aspects of engineering processes on the two layers research 
and industry. For verification, we have discussed the model in a working group 
consisting of researchers working on different aspects of engineering design 
processes, such as product planning, engineering change management and 
production planning. Furthermore, the model was applied on several examples of 
process research to test its internal validity. 

1.3 Process Research in Engineering Design 
Literature 
This section gives a short overview of literature addressing design research in 
general, whereas the focus is on identified literature that deals with design process 
research. Afterwards, derived implications are described. 

A look on literature about design research and design science reveals that the 
research on processes plays a major role (e.g. Fulcher, 1998; Horváth, 2004; Hubka 
and Eder, 1996; Panchal et al., 2004; Pugh, 1990; Ullman, 1992). Most of their 
research efforts aim to classify and characterize research on design processes. A 
categorization of the process research space is necessary in order to identify 
appropriate tools and techniques for process research and to place research efforts 
in perspective (Ullman, 1992). 
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Amongst others but profoundly inspired by the technical systems theory 
(Hubka and Eder, 1996), Horváth (2004) categorized engineering design research 
in a framework. He considered process knowledge as one category within 
engineering design research; including the domains design process, artifactual 
process and implicated process (cf. Figure 1.1). Studying, modeling and the 
optimization of the design process itself are so called research trajectories within 
the domain design process. Artifactual processes address existential, operation, 
application and service processes of products. Research in the domain of 
implicated processes addresses all processes that are related to the realization and 
utilization of a product, e.g. technological, production, sales/supply and reclaiming 
processes (Horváth, 2004). 

 
Figure 1.1. The domains and trajectories within the category “process knowledge” in the 

framework of reasoning by Horváth (2004) 

The consideration of artifactual and implicated processes extends the 
perspective on design process research. Also Panchal et al. (2004) proclaim that 
design process research should integrate perspectives from the whole product 
lifecycle. When all lifecycle phases of a product are regarded during its design, the 
design process has to meet certain requirements. Based on this, Panchal et al. 
(2004) list the following research issues: 

• modeling design processes; 

• computational representations of design processes; 

• storage of design information; 

• developing metrics for assessing design processes; 

• configuring design processes; 

• integrated design of products and design processes; 

• integrating design processes with other processes in product lifecycle 
management. 

Hence the design process is not the only process that design research has to 
deal with. Designers have to consider all processes within the product life cycle. 
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For example, also the service process has to be designed when considering the 
design of product-service systems. As a lot of different processes have to be 
considered, it is hard to keep record which process is meant when speaking about 
engineering processes. 

When looking at fundamental design literature (e.g. Hales and Gooch, 2004; 
Lindemann, 2009; Pahl et al., 2007; Suh, 1990; Ulrich and Eppinger, 2003), 
chapters about the design process deal with the definition of the process itself, i.e.: 
What activities, methods, attributes are part of the process and what characteristics 
describe the process? Also more specific design process research (e.g. Clarkson 
and Eckert, 2005; Gericke and Blessing, 2011; Maier and Störrle, 2011) 
predominantly tends to define the process regarding different disciplines or process 
characteristics. Another often addressed issue in specific design process research is 
process modeling (cf. the literature review by Browning et al., 2006). 

No specific design process research literature was found which aims to 
categorize the complex and entangled topics and research issues of engineering 
processes. Process research concentrates on descriptive and prescriptive models 
that describe the design process. At the same time, research about the modeling of 
processes plays a major role. The development of taxonomies in order to 
categorize research areas happens predominantly within general design research. 
The taxonomies include the categorization of process research and consider issues 
such as the design processes itself (activities, characteristics, etc.) and process 
modeling. Additionally it becomes clear, that there are different types of relevant 
processes to investigate. A taxonomy is needed that enables to distinguish different 
processes on the one hand and different activities addressing these processes on the 
other hand. 

1.4 A Taxonomy Model to Classify Engineering 
Design Process Research 
In this section we explain the purpose of the model, describe its structure and 
individual parts as well as intended applications, and illustrate the use of the 
model. 

1.4.1 Motivation and Intended Purpose of the Model 

From a process research point of view, there is a need for support to classify 
research activities. By this, not only a classification in the present landscape of 
process research and a differentiation from other research projects is possible, but 
also research gaps can be identified. Potential users of the taxonomy model could 
be e.g. research institutions, researchers or design educators. Researchers and 
research institutions can create a profile of their research topics that is easy to 
understand and they can also identify and visualize future research fields that 
should be aimed at. For educators in the area of design the model can give a clear 
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overview on the different aspects that are relevant when dealing with engineering 
processes. 
A significant added value compared to existing models is the level of abstraction of 
our approach, which allows an integrated and lifecycle-oriented consideration 
according to Systems Engineering. Specifically, these are the possible connections 
between research and practice, activities and considered processes in the product 
lifecycle as well as their interfaces, which is seen as particularly important 
(Fulcher, 1998). 

1.4.2 Description of the Model 

The described purposes result in the structure of our taxonomy model, which 
possesses three dimensions spanning a rectangular space (cf. Figure 1.2). The first 
axis lifecycle processes embodies several types of processes from the lifecycle 
phases of a system in order to classify all relevant processes used in mechanical 
design. The second axis activities in the basic layer shows major activities that are 
applied to a process. The third dimension allows to model an additional meta-level 
which regards research about the processes behind the activities and processes 
shown in the bottom layer. This level is necessary to be able to also classify e.g. 
research methodologies in process research. The combination of the three 
dimensions builds up our taxonomy model with 50 points in the defined space. For 
the classification of any kind of process-related activities, characteristics and the 
important interfaces in between, we have extended the points to cubes. On the one 
hand, that represents the steadiness and consistency of processes beyond lifecycle 
phases which is frequently the case in reality. On the other hand, the cubes 
facilitate a precise differentiation of several activities and processes along their 
edges or in their volume. Moreover research projects or activities with diverse 
practical relevance can be properly allocated in the model using different positions 
in the vertical dimension. 

 
Figure 1.2. Taxonomy model for the classification of engineering process research issues 

The processes that occur within the lifecycle of a system in one dimension can 
be summarized as product planning, development, production, utilization, and 
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recycling process (Haskins and Forsberg, 2011; Hepperle et al., 2009). Products, 
services or product-service systems can be subject of these processes and lifecycle 
phases. This axis determines what type of process is considered. 

The other dimension is formed by activities that can be applied to the different 
lifecycle processes. Based on the process taxonomy by Ullman (1992) and the 
activities applied on processes listed by Browning and Ramasesh (2007), we 
selected four major activities for the classification: planning, development, 
operation and controlling. Considering design research, research can be applied to 
each of the listed system lifecycle processes. Therefore, the activity “research” is 
added to the second axes. The bottom layer, which is spanned by the two 
dimensions, maps “Activities on Processes”. The process behind the activity 
“research on a lifecycle process” (e.g. research on development processes) is 
predominantly performed by academia. For this we chose grey colored cubes. The 
blue colored area can be interpreted as work with process issues in practice, such 
as the development of a production process, the planning of a development process 
or the controlling of a (product) planning process (predominantly performed by 
practitioners). 

The last dimension complements the taxonomy model with research activities 
that are not represented in the bottom layer. It enables to classify also research, 
which is done on the activities that can be applied to processes. An example would 
be the “research on research on development processes”. This means how to do 
research on development processes. Another example is the research on planning 
production processes, i.e. the “investigation of planning production processes” or 
how to plan production processes. Hence, the whole second layer and the research 
activity on the bottom layer incorporate process research in general. 

The model also allows referring to interfaces between research and practice. 
The question of the transferability of research into practice e.g. in terms of 
controlling planning processes can be located at the transition between the 
corresponding gray and blue cube downwards. Basically, two different use cases 
according to the direction of transfer are conceivable. Bringing a scientifically 
developed method into practical application or transferring problems into a 
scientific context in order to find a solution with universal scope. Both use cases 
may include one or two interfaces between practice (blue) and research (grey) 
areas. The latter possibility is explained later in an example. 

The application of the developed taxonomy model depends on the purpose and 
the user group. But the basic sequence for classifying research efforts or projects is 
the same: 

1. Selection of the process(es) - Which process is considered? 

2. Selection of activity/activities - What is being done with the concerning 
process?  

3. Selection of a perspective - Is it about research, practice or a transfer? 

After allocating process issues in the model, there are several possibilities to 
use the results. Since this depends on the specific use case and the perspective, we 
want to give some exemplary proposals. Researchers may allocate a project and 
find potential use cases for practical application of their results or for validating 
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their approaches. Furthermore adjacent cubes show potential fields for future 
research. We strongly recommend to use the taxonomy model in its presented set-
up without adding or removing elements, since we attempted to find the lowest 
common denominator in engineering process research. If there is a need for more 
detailed investigations, both axis (the lifecycle processes and the activities on 
processes) can be particularized. For example, the lifecycle process development 
process can be decomposed to more detailed process steps (e.g. concept design, 
detailed design, etc.) or the activity controlling can be split into measuring and 
adapting to gain a more detailed insight on the object of investigation. However, 
we recommend to not decompose the lifecycle processes and activities any further 
in order to keep the simplicity of the model as its strength. 

1.4.3 Use Cases 

The description and application of our taxonomy model is followed by an 
evaluation in this subsection. The focus is mainly on the model structure since the 
basic content of the three axes consists of commonly accepted knowledge in 
process research. The purposeful adjustment and the proper interplay of the 
dimensions are demonstrated in four examples, which represent different use cases 
according to the mentioned purpose. 

 
Figure 1.3. Allocation of a resarch methodology (l.) and a research institute (r.) 

Figure 1.3 shows the allocation of a research methodology as well as a 
competence profile of a research institute. On the left side, the established design 
research methodology (DRM) (Blessing and Chakrabarti, 2009) is allocated to the 
five yellow cubes in the row of research activity in the upper layer of the model. 
DRM is research about research in design, with design considering all lifecycle 
phases of a system (i.e. product). Furthermore, this taxonomy model itself as 
contribution to process research fits into the same area as DRM because of its 
universal scope. On the right side, the competences of a research institute e.g. the 
Institute of Product Development at the Technical University of Munich are 
illustrated by the colored area. It covers activities like planning, developing, 
operating and controlling product planning processes or development processes in 
the context of industrial projects (orange). Research on these mentioned activities, 
research on the planning process and development process itself and finally 
research on research activities constitute the scientific part of the institute’s 
competences (yellow). 
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To emphasize the single cubes and their interfaces, Figure 1.4 shows the 
allocation of a product development method and its transfer from research into 
practice. Some cubes were removed in this illustration to ensure a clear view on the 
relevant elements. 

 
Figure 1.4. Allocation of a development method the transer into practice 

The Munich Procedure Model („Münchner Vorgehensmodell“) by Lindemann 
(2009) serves as an example for a product development method, that can be 
understood as an instruction on the product development process. This method 
supports the operation of a product development process and consequently it is 
allocated in the orange cube labeled with “M”. Research on development processes 
and research on the operation of development processes are the scientific basis 
(yellow cubes). Both arrows represent the course of development to the final field 
of application. 

1.5 Conclusion and Outlook 
Taxonomies in design research are used to clarify and to simplify research 

topics (Fulcher, 1998). The presented process taxonomy model works as a 
descriptive taxonomy what enables to allocate research efforts in the global field of 
engineering processes (Horváth, 2004). As Fulcher (1998) stated, the often 
proposed two-dimensional or hierarchical taxonomies are unlikely to represent the 
various and complex research topics within engineering design in an adequate 
depth. By using three dimensions in this process taxonomy model, process research 
can be classified more precisely by indicating what kind of processes and what 
activities on the process are considered. Additionally, research on process 
definitions (characteristics, attributes, etc.), research on activities on processes, and 
research on research about processes can be differentiated. Besides the application 
by researchers and educators, the model also enables practitioners to border their 
competences and service portfolio against competitors as well as take strategic 
decisions based on the resulting transparency. 

As mentioned earlier, specific research about the modeling of processes still 
draws the research agenda for both industry and academia due to its relevance. 



 A Process Taxonomy Model for Engineering Design Research 9 

Process models can be seen as tools used in every single cube in the taxonomy 
model. This implies, that the cubes could be more detailed regarding their content. 
In practice, there are process models for e.g. the development process as well as for 
the planning of development processes. Further, the modeling of these processes 
can be addressed in process research and it is always aligned with process 
attributes such as tasks, duration or performance indicators etc. Besides process 
modeling, requirements management, simulation, evaluation and other cross-
cutting issues can also be seen as an artifact included in every cube in the 
taxonomy model. 

Another conceivable differentiation of research efforts is to distinguish objects 
of research and research results. The allocation of a research project to one cube 
can have two intents: First, the process aligned to this cube is the object of 
investigation. Second, the results of the project have impact on the cube. For 
example, one can either look at production processes in order to optimize the 
product for this process (i.e. the process is object of the investigation) or the 
research investigates the product in order to develop an ideal production process 
(i.e. the research results regard the process). The differentiation of these aspects in 
the taxonomy model is still pending, so that its confirmation represents a first step 
of future research. 

Moreover, the allocation of more examples or use cases is inevitable to ensure 
that all conceivable aspects of engineering design can be classified within the 
proposed taxonomy model. Furthermore, there is still a lack of experience where to 
allocate requirements and results of processes. Interfaces between the cubes have 
to be described in more detail, due to possible different input-output dependencies 
between processes and activities. They should also be modeled within the 
taxonomy model in order to emphasize their important role. Further, the reference 
to objects which are located in the center of the volume is unsatisfactory because 
they are hidden by others and therefore limits the usability of the presented 
taxonomy model. Moreover, the visualization needs further improvement in order 
to specify the object of the lifecycle processes and distinguish between products, 
services or PSS. 
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Chapter 2 

 
A Model for Value in Lean Product 
Development 
G. I. Siyam, K. Gericke, D. C. Wynn and P. J. 
Clarkson 

Lean product development has been developed and deployed in an effort to 
enhance company operations. Understanding value is the first step to becoming 
‘Lean’. However, the mere translation of value from its conventional interpretation 
in lean production as ``something the customer will pay for`` does not equate to an 
effective value orientation in product development (PD). In order to better 
understand the theoretical context of PD value in research, as well as the potential 
application of a value orientation in practice, further study is necessary. This paper 
aims to broaden the understanding of PD value by discussing by linking roles in 
value creation and delivery to different contexts and phases of the product life 
cycle. 

2.1 Motivation and Requirements 
Product development processes have a critical impact in determining the success of 
an organisation. This is due to their consumption of approximately 75% of the 
organisation’s resources (Millard, 2001) and their role in materialising the 
product’s specifications (McManus, 2005). Therefore, various tools have been 
adopted to facilitate management and improvement of product development 
processes, such as the Design Structure Matrix (DSM) and lean value-oriented 
approaches. However, because of the complexity of product development and the 
high levels of uncertainty associated with it, these improvement efforts can be 
difficult (e.g. Pessoa, 2004). Moreover, available support (e.g. methodologies, 
methods, tools, recommendations and guidelines) are either very abstract, thus 
needing adaptation before application in a specific context, or they are very 
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detailed and can only be applied in a particular situation (Gericke et al., 2013). 
This limits their application, or application may not provide the desired results 

The success of value-oriented lean approaches at the operational level resulted 
in a wide range of literature aiming to apply these approaches and their potential 
improvements to product development (e.g. Millard, 2001, McManus, 2005). For 
example, one claimed improvement of value-oriented approaches is a 50-90% re-
duction in wasted time (McManus and Millard, 2002). Nevertheless, existing lit-
erature, proposing tools, techniques, and identifying lean principles, lacks a sys-
tematic representation and does not practically address the difference between 
manufacturing and product development (e.g. Browning, 2000). Furthermore, defi-
nitions of value in product development indicate aspects of ‘goodness’, such as 
flawless product, minimum cost and shortest schedule (e.g. (Slack, 1999), 
(Beauregard et al., 2008) and (Womack and Jones, 1996)), but often do not give 
explicit direction regarding how value can be added or measured in this specific 
context.  

In order to broaden the understanding of value in lean product development, its 
dimensions, i.e. definition, creation and delivery, need to be further explored in a 
model that:  

• relates the dimensions of value; 
• helps to understand value dimensions in various contexts; 
• considers the impact of different phases in the product life cycle. 

These requirements for the model were identified from an analysis of literature 
of lean in product development. Each requirement will be discussed in greater de-
tail in the following sections. 

2.2 Models of Value in Lean Product Development 
Research into value in lean product development is relatively young; few models to 
deepen the understanding of value have been proposed (see e.g. Chase (2001) and 
Browning (2003) for examples). Most of these models have in common an 
emphasis on one aspect of value, mainly its creation, but they do not provide 
sufficient examples to guide application in practice. For instance, Chase (2000) 
decomposes value into four key layers, which are: perspective, entity, attribute, 
and metric. The first layer is the value perspective, identifying to whom value is 
delivered, such as customer (end user), organization, and stakeholder (e.g. 
employees and shareholders). The second layer is the value entity which produces 
value for the system drivers (Browning et al., 2002), such as activity, information 
and resources. On the third layer, Chase odopted Slack’s proposed attribute for 
specifying value (Slack, 1999). Main attributes of value include: quality, time, cost 
and risk. On the fourth layer (metric), these attributes can be further analysed in 
terms such as meters and seconds. These metrics are suggested as performance 
measures for determining value level in product development processes (Slack, 
1999). 



 A Model for Value in Lean Product Development 13 

A literature review (Siyam 2014) revealed that there is limited common ground 
to understand, manage and assess value. Therefore, a more holistic model to 
synthesise the results of the review, clarify the value delivery mechanism and to 
provide examples that guide application, is necessary. To meet this end, Siyam 
(2014) introduced an organising model, which will be adopted in this study and 
discussed in different contexts and phases in the product life cycle. The model aims 
to (1) synthesise the current understanding, management and assessment of value 
in lean product development, and (2) provide examples to guide application in 
practice. 

2.3 Value Cycle Model 
The Value Cycle Model defines three dimensions facilitating the understanding 
and improvement of value in lean product development. These dimensions are: 

• definition, 
• creation, and 
• delivery. 

The definition dimension determines ‘what is considered valuable to whom?’. 
This includes the identification of stakeholders, such as user, internal customer and 
shareholders, and their perception of value. The creation dimension explores enti-
ties that add value and the mechanisms in which value is added. The main question 
tackled by this dimension is ‘what creates value?’. Finally, the delivery dimension 
is concerned with measuring entities that carry value. The question here is ‘how 
can value be measured?’. 

Figure 2.1 provides an overview of the model. The model can be viewed as a 
cycle, in which value is added based on requirements set by the stakeholders in the 
‘definition’ dimensions and are continuously assessed to ensure they satisfy the 
stakeholders. The cycle closes when value is delivered to the ‘definition’ dimen-
sion to confirm a successful value system. The three dimensions are related be-
cause a consensus on value understanding, its management and assessment must be 
reached. Each of the three dimensions is discussed in the next subsections. 

CreationDefinition Delivery 

Figure 2.1. Overview of the Value Cycle Model (adopted from Siyam, 2014) 
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2.3.1 Definition: What is Considered Valuable to Whom? 

The Oxford Dictionary defines ‘value added’ as “the amount by which the value of 
an article is increased at each stage of its production by the firm or firms producing 
it, exclusive of the cost of material and bought-in parts and services”. The UK 
Lean Aerospace Initiative team defined value in lean product development as a 
“capability delivered at the right time, for the right price, as defined by the end 
user” (Millard, 2001). Browning (2003) suggested that it is more than the value of 
individual activities, and that it is driven by: 1) the necessary activities and 2) the 
way they interact to use and produce the right product at the right time. 

The definition of value is dependent on the recipent of value, i.e. stakeholders. 
Stakeholders include users (recipients) of the final deliverable who become 
involved later in the product life cycle (McManus, 2005). Analysing and 
understanding the recipients and their needs is critical because they determine the 
ultimate success of the product in the market. Moreover, the definition of “value” 
can differ from one perspective to another, which causes challenges in determining 
priorities and making trade-offs. For instance, with respect to customer value, 
product performance may be the key determinant of value; however, for some 
organizations minimising the production lead time may be of higher importance.  

In general, understanding value in product development requires consideration 
of four main perspectives (e.g. (Slack, 1999)). The First is the customer, which is 
similar to the ‘customer’ definition in manufacturing, and is composed into two 
types. The first type is the team member in the next phase or activity. Understand-
ing interactions between team members and controlling them can facilitate value 
maximization at the process level. The second type of customer is the ultimate user 
(recipient) who receives value through the product features. In that, Browning et 
al. (2002) proposes that the user value is driven by process and product attributes 
(e.g. cost, delivery, and performance) and depends on customer preference and al-
ternatives. Shareholders form the second category of recipients of value through 
economic gain or market share (Higgens, 1998). Thirdly, value is delivered to an 
organisation. Browning suggests that an enterprise receives value by developing 
and sustaining competitive capabilities and by learning and adapting to become 
more capable. Finally, employees receive value from compensation, interesting 
work, and career advancement (Beauregard et al., 2008).  

2.3.2 Creation: What Creates Value? 

There is no recipe for value creation (Pessôa et al., 2004). Nevertheless, value 
creation can be described in terms of activity productivity, the information they 
create, the smooth flow of combined activities, or combinations of those (Chase, 
2000). In the creation role, two main issues should be analysed: entities that add 
value and mechanisms to add value.  
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Sources: Entities that add value 
Literature suggests that three main types of entity add value. The first entity that 
adds value is people, which includes knowledge assets and management. 
Knowledge assets create value due to their skills and experience which enable 
actions that generate information contributing to design realisation. Management 
adds value due to its capability to implement strategies to support improvement 
and to effectively utilise resources (Penrose, 1959). 

The second source of value is the process. Processes are aggregations of devel-
opment work that can add value when their deliverables meet requirements. 

Finally, value is added by methods and technology, which refers to tools, tech-
nology and techniques adopted across the product lifecycle, such as product lifecy-
cle management systems. Methods and technology add value as they enable activi-
ties to generate information and facilitate the production of information, which 
may not be possible otherwise. They add value indirectly to the product under de-
velopment, because they reduce the development time and costs. 

Mechanism to add value 
Lean in product development suggests different practices and approaches to most 
effectively add value. Value approaches discussed in the literature include, for 
example, “having a core team” (for people) and “establishing takt time” (for a 
process). Examples of these practices are summarised in Table 2.1. 

Table 2.1. Examples of value practices 

Entity  Lean practices (e.g.) Reference (e.g.) 
People Assemble a core team Oppenheim (2004) 

Ensure top management involvement  Eskerod (2009) 
Process Define value, e.g. using a value break-

down structure Pessoa (2007) 
Sequencing activities to maximize value Browning (2002) 

Methods & 
Technology 

Promote awareness of cost Browning (2002) 
Manage inventory effectively  Reinertsen (2009) 

2.3.3 Delivery: How Can Value be Measured? 

The value-adding entities and the value they create have several attributes that can 
be quantified and used later for analysis, control, or improvement (see Table 2.2.). 
Browning suggested that performance, risk, schedule, and cost of developing 
design are the main attributes that characterize value. Slack decomposed basic 
attributes such as cost, performance, and timeliness (Slack, 1999). In contrast, 
McManus suggest that product development primary consists of information flow 
and chose form, fit, function, and timeliness. Oppenheim (2004) proposes that 
value in terms of quality include: mission assurance product integrity, life cycle 
performance, first time quality, safety, redundancy, functionality, robustness, 
durability, flexibility, maintainability, sustainability, support, and other customer 
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requirement characteristics. Table 2.2 gives some examples of indicators used to 
assess value in product development.  

Table 2.2. Examples of value metrics 

Entity  Attribute Indicators (e.g.) 
Information Certainty  1/ Range of possible values for a design pa-

rameter 
Knowledge 

asset 
Experience Percentage of engineering errors or un-

planned iterations 
Processing time 

Process Time Actual time/planned time 
Delivered 
product 

Customer  
satisfaction 

Market share 
Sales percentage 

2.4 Value Cycle Model in Context 
"Value has a connotation which is singularly personal; it depends on the evaluator, 
his viewpoint, and the prevailing circumstances." (Asimov, 1962) 

The understanding of the value cycle is dependent on the individual perspective of 
a stakeholder. People that can have an interest in an project are for example 
involved designers, project manager, corporate management and shareholders but 
also customers, competitors, or even the society as a whole and government. The 
different stakeholder groups and factors that have an impact on a project are the 
context of product development. Factors can have a direct or an indirect influence 
on product development as they are strongly interdependent. Different schemes for 
representing the context of product development exist (Gericke et al., 2013). Here, 
context means influencing factors, i.e. “’people or things having power,’ with 
power as ‘the ability to affect outcomes’” (Hales and Gooch 2004, p. 29, referring 
to Lawrence and Lee, 1984) The term context factor is used synonymously with 
influencing factor, i.e. a factor having an influence on a project. 

Hales and Gooch (2004) provide a list of context factors and propose five levels 
of resolution to structure them: macroeconomic, microeconomic, corporate, pro-
ject, personnel. An extension of this list is presented by Gericke et al. (2013). 

Linking the value cycle model with Hales and Gooch’s context model (see Fig-
ure 2.2) allows an illustration of: 

• the specific understanding of value on each context level; and 
• the hierarchical relationship between the different context levels, i.e. the 

top-down relationship for defining goals, thus defining the understanding 
of value and the bottom-up relationship for managing value creation and 
assessment of the deliverables. 

An illustrative example is the following. Based on a market analysis, the man-
agement of a company initiates a new product development project. Stakeholders 
in this project include the management itself, shareholders of the company, the pro-
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ject team, and customers. The management will define goals for the product devel-
opment project, which will guide downstream activities including product devel-
opment, manufacturing, sales, etc. 

During the product development project, work packages will be assigned to de-
signers. For each activity and each role (stakeholder category) specific lean prac-
tices are available. In addition, specific indicators for attributes for assessing 
whether the carriers satisfy previously defined goals for value creation do exist. 

While goal definition is mainly done top-down, the creation of value is done 
bottom-up and assessed by a superior level in the context model. That means the 
team and the project leader will assess the activity of an individual designer. The 
management will assess the deliverable of the team and the shareholders will as-
sess the contribution to the company growth. Customer and competition will assess 
the developed product. 

For effectively modeling the definition, creation and assessment of value in the 
context of lean product development, the value cycle has to be analysed on each 
level of resolution of the context considering the top-down and bottom-up relation-
ships between the different levels, as shown in Figure 2.2. 

CreationDefinition Delivery 

Figure 2.2. Extended Value Cycle Model in Context 

2.5 Value Cycle Model with Respect to the Prod-
uct Life Cycle 

When widening the scope of the analysis of value with respect to the product life 
cycle, the relevance of considering individual perspectives and considering context 
dependency become even more important than when considering the product 
development phase alone. The transformation of the value cycle along the product 
life cycle is not sufficiently articulated in the literature, even though it is one of the 
main influencing factors determining the understanding, creation and assessment of 
value. Neglecting this influence easily results in the perception of inconsistency 
across value approaches that exist for specific life cycle phases. 

The Value Cycle Model can be used to explain the perspectives of different 
stakeholders along the entire product life cycle (understanding). The logic will re-
main the same irrespective of the particular product life cycle phase (see Figure 
2.3). However, sources and lean practices that support value creation (manage-
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ment) and metrics that are appropriate to assess value delivery (assessment) will be 
different for each life cycle phase and may differ depending on the chosen perspec-
tive (context level). 

The application of the Value Cycle Model in practice requires analysing the 
time-dependency of the value cycle, i.e. specific entities have to be identified, and 
applicable lean practices and metrics need to be selected. 

Depending on a particular product life cycle phase activities differ and different 
stakeholders typically become more prominent. In consequence different stake-
holders will have a higher impact on value creation (Gericke et al. 2012), as shown 
in Figure 2.3. 

CreationDefinition Delivery 

 
 

 
 

CreationDefinition Delivery 

Figure 2.3. Evolvement of the Value Cycle Model along the Product Life Cycle 

2.6 Discussion 
The Value Cycle Model is intended to support the understanding, thus 
improvement of value in lean product development. This is by articulating 
definitions of value in lean product development and clarifying the value creation 
mechanism, which as a result can assist in improving the value system. For 
example, to optimise value creation using this model, one first starts with 
identifying the stakeholders and what their preception of value is. Afterwards, one 
can define sources of value and what should be done to achieve the requirements of 
stakeholders. This is then linked with a set of measurements to continuously assess 
the value level and to ensure stakeholders are satisfied. In this paper, the Value 
Cycle Model (see Figure 2.2 and 2.3) was extended by exploring it in: 

• different levels of resolution of the context (illustrated in Figure 2.2), and 
• a life-cycle view (illustrated in Figure 2.3). 
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The introduced dimensions highlight the importance of understanding value 
with respect to a particular context and product life cycle phase, which should be 
analysed and improved with regards to value creation. The model explicitly con-
siders: 

• the end-to end relation of the value process 
• that characterisitics of the value cycle are specific for each life cycle phase, 

i.e. value creation in product development is different from manufacturing 
• that multiple dimensions of value exist for different stakeholders 

depending on their specific view, i.e.: 
• the top-down and bottom-up relationship in understanding, creating 

and assessing value, 
• the assessment of value can e.g. focus on the product or system that is 

delivered, its contribution to the economic wealth of a company or its 
life-cycle value. 

Some limitations still remain in this model. First, the model shows the aspects 
of value creation to be equally important with a linear relationship. However, the 
interaction between these elements and their relative importance is a critical issue 
that cannot be overlooked when analysing value.  

Second, while time is already considered in the extended Value Cycle Model as 
an important influencing factor shaping the whole Value Cycle System, an im-
portant dimension of value creation is currently not completely considered, namely 
dynamics. Taking this issue into account it is clear that the time dependency is not 
as simple as depicted in the extended Value Cycle Model. The dynamics results for 
example from changing stakeholders involved along the product development pro-
cess, but also due to changes of the particular importance of their influence on the 
process as well as changing criteria for assessing value creation in different phases 
of the product development process. Currently, only the dynamic change of the 
value cycle along the product life cycle i.e. the inter-life-cycle phase dynamic is 
considered in the model. The intra-lifecycle phase dynamics, i.e. the dynamic 
changes of the value cycle within single life cycle phases is not illustrated.  

Considering the dynamic will not necessarily increase the complexity of the 
Value Cycle Model, as it allows a time-dependent prioritisation, i.e. only a subset 
of stakeholders, sources, carriers, and metrics, are relevant in a particular context 
and life cycle phase. 

2.7 Conclusions 
Value is understood, managed and assessed differently in product development and 
manufacturing. A common definition of processes, creation mechanisms, and 
measures is important to enable greater focus on work that creates most value. 
Therefore, this paper aimed to discuss the Value Cycle Model relative to different 
contexts and product life cycle phases in lean product development. The extended 
Value Cycle Model integrates different views on and notions of value in product 
development. It provides an overview about the dependencies between 
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understanding, managing and assessing value creation in product development. In 
its current version the model establishes a logical and causal connection between 
relevant entities. It is intended to support focusing on particular entities involved in 
PD value creation while emphasising that they are embedded in a network, thus 
highlighting dependencies, which have to be considered when addressing value in 
product development. 
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Chapter 3 

Case Study on Requirements Management 
in Multidisciplinary Product Development 
A. Albers, E. Wintergerst, T. Pinner and J. Breitschuh 

3.1 Motivation and Research Background 
This paper reports about a case study on documentation and communication 
workflows that support requirements management in a company that is a global 
supplier for automotive and industrial engineering projects. The scientific 
motivation behind this case study was to explore how individual project managers 
cope with the generation of a validated set of requirements. Second, the case study 
was focussed on processes and tools that support a flexible documentation and 
communication of requirements. Requirements in this context were defined as 
qualitative and quantitative parameters (VDI 2221) that refer to the expected 
characteristics and properties of the products (Weber, 2013). 

The intention for this publication is drawn from the demand of design research 
for empirical findings from design practice. Instead of discussing recent scientific 
approaches, we would like to focus this paper on sharing our observations and 
provide insights into industrial engineering practice for the design research 
community. This is intended to provide an empirical data basis on which 
theoretical studies about requirements management can be built on. 

The following paragraphs thus outline the methodology that was used to record 
and to analyse the requirements management processes. Results will be presented 
and discussed in comparison to the individual characteristics of the case study 
projects. 

The case study was conducted in a company that is facing a rising pressure to 
facilitate requirements management in multidisciplinary development projects 
because of a changing market situation. Today, most of the company’s products 
can be considered as single mechanical machine elements or mechanical 
subsystems that are being integrated into more complex machines which are 
developed by its customers. Due to an increasing demand for system suppliers, the 
company is expected to develop more and more complex mechatronic assemblies 

� Springer-Verlag Berlin Heidelberg 2015
M. Schabacker et al. (eds.), Modelling and Management
of Engineering Processes, DOI 10.1007/978-3-662-44009-4_3

23



24 A. Albers, E. Wintergerst, T. Pinner and J. Breitschuh 

in future years. As a result, its products will be characterized by an increasing 
number of integrated mechanical, electronic and software-based components. 

This situation imposes new challenges for the company. Its standard processes, 
methods and tools for requirements management were defined for developing 
mechanical machine elements or subsystems, but were suspected to not efficiently 
support more complex multidisciplinary development projects. However, some 
business units have already made experiences in managing requirements for more 
complex mechatronic assemblies. They were expected to be able to report about 
challenges, needs and best-practices in a retrospective analysis of their 
development projects. Thus, the company decided to initiate this case study and to 
provide a group of researchers access to four representative product development 
projects in four of its business units. 

3.2 Setting of the Case Study and Research 
Methodology 
The aim of the case study was to explore how the individual development teams 
cope with the generation, actualization, communication and implementation of 
requirements into the workflow of their departments. For this purpose, the four 
product development processes were recorded retrospectively from the beginning 
of development up to the product’s start of production.  

3.2.1 Characteristics of the Reference Projects 

Each of these four product development projects belongs to a different business 
unit of the company: Tooling Machines, Wind Power Systems, Laboratory 
Equipment and Power Train Systems. Each business unit comprises multiple 
departments e.g. for design, calculation/simulation, production or prototyping and 
partly own departments for project management as well. 

Project I – Tooling Machines: The business unit Tooling Machines develops 
and supplies machine tools for prototypes as well as for mass production within the 
case study company. The two participating departments in this project were both 
working on mechanical design problems from different perspectives: production 
system development (contractor) and product development (client). The final 
product of the tooling machine development process is a single item (one tooling 
machine) but no mass product (like the products that are manufactured with it). 
Every participant in this project belongs to the case study company; there are no 
direct interfaces to external customers. 

Project II – Wind Power Systems: The output of this project is a small sub-
system that is produced as a small batch series and integrated into a wind turbine. 
The customer company is the manufacturer of this wind turbine. The four internal 
specialist departments that were mainly contributing to the requirements 
specification (mechanical engineering, condition monitoring, quality management 
and computation/simulation) were working within the same business unit, each 
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taking an individual perspective in the project. A central project management team 
was organizing the documentation and communication workflows within the 
business unit as well as with the external customer company. 

Project III – Medical Devices: This project was established by the company’s 
own initiative, but with an external, potential customer in the background. The first 
concepts were thus developed as a prototype according to his requirements. Later 
on, further adaptions were carried out on the product in order to supply multiple 
potential customers with prototypes. Finally, a product development process was 
performed that ended with the start of mass production. The product itself is a 
small sub-system of medical laboratory equipment. It includes mechanical as well 
as electrical components. The five mainly participating specialist departments (two 
different mechanical engineering and one electrical engineering departments, 
testing and customer services) belong to two business units, sharing their 
knowledge in mechanical and electrical product development in order to include 
new product functions into their portfolio. 

Product IV – Power Train Systems: The product that was developed in this 
case study project was ordered from an automotive company (OEM) for mass 
production. It can be considered as a complex mechatronic system, including 
mechanics, electronics and software components. Since the customer company was 
at the beginning of its own product development process, intensive communication 
was initially required in order to reconcile requirements between the external 
customer and internal specialist departments. Six of these specialist departments 
were participating in this case study, representing the development, testing and 
sales departments as well as the central project management. 

The individual complexity of requirements management depends on the above 
described characteristics of the case study projects (cf. Table 3.1). In this context, 
complexity is considered to be defined by the number of participating disciplines 
and specialist departments, by the ratio between internal and external sources of 
requirements as well as the number of multidisciplinary interfaces between sub-
systems of the product. Considering these factors in comparison between the four 
case study projects, the business units were facing different challenges for 
requirements documentation and communication which will be discussed in detail 
in section 3.3. 

Table 3.1. Characteristics of the case study projects 

Project No. I II III IV 

No. of departments involved in product development 2 4 5 6 

Mechanics development involved     

Electronics development involved -    

Software development involved - - -  

Main source of requirements (i = intern, e = extern) i e i,e i,e 

Complexity of the requirements management low moderate high 
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The four projects’ common ground is their affiliation to the main company and, 
thus, having some paramount process elements in common. Otherwise, the projects 
differ significantly concerning their system’s complexity, the relevant engineering 
domains (mechanical, software and electronics), the customer relationship, the 
amount of stakeholders and developers and the final output lot size. Hence, the 
development projects are considered to represent a wide range of the company’s 
manifold product portfolio. However, interpretation of this case study’s results 
considers the unique character of each business unit and development process as 
well as the overall low amount of samples. Results of this case study are thus 
considered as best-practice examples rather than universally valid conclusions. 
Nevertheless, they may be suitable to improve the requirements management when 
transferred to a neighbouring business unit and applied under similar conditions. 

3.2.2 Research Methodology 

The case study was structured in two work packages: (1) preparation and (2) 
investigation. They focus requirements management activities from two different 
perspectives in order to better understand characteristics of the case study projects 
that may influence the requirements documentation and communication strategies. 

For preparation purposes, the products as well as the corresponding 
development processes were examined. 

First, functional and structural decomposition and analysis of the four reference 
products were performed. The aim was to identify key components of the products 
that were suspected to be of special importance for the product’s main functions – 
and thus of special interest for requirements management in the corresponding 
development process. For this purpose, Design Structure Matrices (DSM, cf. 
Lindemann, 2009) were used to identify which components directly or indirectly 
contribute to the product’s functions. According to the active sum of each line in a 
DSM, each component was rated and key components were selected. The analysis 
was based on assembly drawings of the products as well as on interviews that were 
focused on the wirk-structure of the products. 

Second, the corresponding development processes were recorded and 
modelled. The aim was to survey wheter the key components that were identified 
in the DSMs were especially considered in risk assessment, project planning and 
requirements management. The data was collected in one-day workshops with the 
project managers and representatives of the specialist departments based on the 
Metaplan technique and semi-structured interviews. The Metaplan model depicts 
traceable objects (like documents, email, meeting minutes) over the entire 
development process. For analysis and comparison purposes, all four development 
process models were consolidated in a large swim lane representation. As a result, 
it could not be observed that any of identified key components were especially 
considered in risk assessment, project planning or requirements management. 

For investigation purposes, a second series of workshops was performed in 
order to focus on requirements management activities. The background-knowledge 
about the products and the corresponding development processes was used to 
establish a semi-structured questionnaire which addresses individual 
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documentation and communication workflows in the case study projects. One 
individual workshop was performed for each case study project. Each was 
moderated by two researchers that conducted semi-structured interviews based the 
above mentioned questionaires. Participants in each of these four workshops were 
the individual project manager as well as one to five development engineers from 
the specialist departments that were involved in this project. Conclusions have 
been derived by comparing the interview protocolls of the different projects. 
Results of this investigation are presented in section 3.3.  

3.3 Case Study Results 
This section is dedicated to selected results of the case study. It gives an overview 
on processes and tools that were used to specify and to communicate requirements 
in cooperation with external customers and internal specialist departments. In this 
context, one focus is set on the initial process of requirements specification and 
verification. Another focus is set on internal documentation and communication 
strategies that support information about updated specifications. 

3.3.1 Requirements Acquisition 

A common situation for all projects participating in this case study was an initially 
incomplete definition of requirements. Therefore, the project organization was 
arranged around a central project manager or management team whose first task 
was to exchange and to consolidate technical specifications with the customer 
company and internal specialist departments. Depending on the degree of maturity 
and rigidity of the initial set of requirements, the first engineering activities could 
be focused either more on requirements acquisition and verification or on 
conceptualization and validation activities. According to (Albers et al., 2011), “the 
degree of maturity describes the completeness regarding the understanding and 
realization”, while “the degree of rigidity indicates the willingness to hold on” to a 
certain requirement. 

In project I, the initial requirements could be defined with high degrees of 
maturity and rigidity. Since the customer was located within the same company 
(but in a different business unit), they were sharing the same documentation and 
communication standards: production drawings with explanatory notes. The initial 
specification sheets could thus easily be exchanged and implemented into the 
receiver’s development workflows. It was the responsibility of the delivering 
business unit to check the validity of requirements that were specified by the 
production drawings against their standard design guidelines. 

In project II, a comprehensive specification sheet was initially delivered by the 
external customer company. The first requirements management task was thus to 
examine the completeness, validity and feasibility. For this purpose, an initial 
product concept model was established. Based on calculation results, experienced 
data and an internal design guideline, a requirements deviation report was derived 
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together with internal specialist departments. After being approved by the 
customer, the deviation report and the initial specification sheet were merged into a 
central requirements specification that was used as a basis for product 
development. 

The initiative for project III was taken from the case study business unit based 
on observations from the customer support department. First requirements 
specifications were derived from the personal contact with one potential customer 
and recorded in a central requirements list. They were thus rated with a medium 
degree of maturity and a low degree of rigidity. For further clarification purposes, 
information was informally exchanged via telephone, e-mail and personal meetings 
until a fixed set of requirements was accomplished as a basis for an advanced 
engineering project (AEP). New customers could be acquired based on the AEP 
results. They submitted a request for a proposal which included detailed 
specifications. The completeness, validity and feasibility of these requirements 
could be examined against the experienced data from the AEP and informally 
approved deviation proposals with the customer. 

In project IV, the initial requirements specifications were provided by the 
customer company and exchanged as lists via e-mail. Since the customer company 
was at the beginning of product development itself, these specifications were rated 
with a low degree of maturity and a low degree of rigidity. They were focused only 
on the main product properties, included just a rough summary of boundary 
conditions and were considered to be subject of frequent change requests. In the 
early stages of this project, almost all engineering activities were therefore focused 
on requirements clarification and verification. Because of the low degree of 
maturity and rigidity, the initial specification sheets had to be developed iteratively 
and simultaneously to the first product concepts. They finally served as a basis for 
a technical proposal and a complementary quotation to the customer company. Due 
to the multidisciplinary character of the project, multiple fragmented documents 
were used to record and to communicate initially defined requirements (cf. Table 
3.2). After the project was officially established, all requirements that were rated 
with a high degree of maturity and rigidity were transferred into a central 
requirements management software tool (cf. section 3.3.2, Table 3.3). 

Table 3.2. Characteristics of initial requirements acquisition workflows 

Project No. I II III IV 

Initial degree of requirements maturity ↑ ↑ → ↓ 

Initial degree of requirements rigidity ↑ ↑ ↓ ↓ 

Communication of initial vague requirements  f f i f,i 

Documentation of initial vague requirements  c c c fr 

↑ = high, ↓ = low, → = medium, f = formal based on documents, i = informal based on 
telephone/e-mail, c = central in a project database, fr = multiple fragmented sources 
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During the case study interviews, it could be observed that the degree of 
maturity of the initial set of requirements did not influence decisions of the project 
managers which type of documentation and communication means to select. For 
early stages of product development, a document-based requirements 
communication strategy was preferred in all case study projects. 

3.3.2 Continuous Requirements Documentation and 
Communication Strategies 

Compared to development processes for mechanical machine elements, the 
increasing variety of interfaces between mechanical, electronic and software-based 
components affords a significant intensification of communication between the 
internal departments that are involved in the corresponding development processes. 
It was thus expected that adequate types of documentation were selected in the 
case study projects that have a positive influence on the requirements 
communication workflows. In order to test this hypothesis, semi-structured 
interviews were performed with the project managers. In the following paragraphs, 
the observations will be outlined in detail. 

In project I (Tooling Machines), production drawings were the most important 
documents concerning the recording of product characteristics. A supplementary 
set of documents was used to record product properties specifications and 
approved deviations from initial requirements specifications. Change requests were 
informally handled via telephone or e-mail communication. All requirements 
specification documents were stored in a central project database in the company’s 
IT-network. The expertise of the development engineers complemented the 
information in these documents. This refers not as much to the extent of 
completeness, but more to the relationship between product properties and 
characteristics. Functions were not explicitly recorded in either of these documents. 

In comparison to this document-based, decentralized requirements management 
strategy, in project IV (Power Train Systems) all participating departments could 
access product requirements in a central requirements management software tool. 
However, development engineers as well as the project management were deriving 
text-documents from their central set of requirements for internal and external 
communication purposes, e.g. to capture notes and to focus meeting discussions on 
a selected set of specifications. The requirements management tool was thus more 
used as a documentation tool for already fixed specifications rather than being 
implemented in the communication workflow. This document-based strategy was 
also applied to exchange information about requirements with the customer, e.g. to 
collect new and to sharpen initially vague specifications during multiple iterations. 
Change requests from the customer side and internal specialist departments were 
recorded and exchanged in single standard forms (table and text files) by the 
central requirements management team.  

Project II and III were following a document-based and personally centralized 
documentation strategy. Requirements were initially specified in one text-
document which complemented the relevant production drawings (cf. Table 3.2). It 
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could be accessed via SAP or the central project database in the company network. 
For consistency and safety reasons, this central text-document could only be 
modified by the project managers. It was subject to version control procedures and 
needed to be archived on a regular basis. Change requests were informally reported 
to the project managers. In the course of product development, single specialist 
departments were deriving further specification sheets for internal communication 
purposes. As a result, the project managers had to cope with an increasing 
fragmentation of requirements documentation. 

In project II (Wind Power Systems), four different department-specific 
documents were derived from the central requirements specification list for internal 
communication purposes: an Engineering Specification, a Deviation Report based 
on the customer specifications, a Design Verification Plan as well as a Mounting 
and Operation Specification. According to the project management, this 
redundancy became necessary throughout the project, because the large number of 
requirements could not be recorded in a single text-document structure that 
allowed a fast summary of relevant information. As a consequence, the project 
manager was responsible for keeping all documents constantly updated and 
consistent throughout the project. 

In project III (Medical Devices), one central text-document was used to record 
requirements specification for internal reference and communication purposes. 
This document was complementing a set of production drawings that included 
detailed specifications about product characteristics. To exchange and to contract 
specifications with the external customer company, copies with less detailed 
information were derived. For certain internal development activities such as 
design verification tests, the development department was ordering services from 
specialist departments. Results were reported in standard forms, including 
recommendations for updated specifications and explanatory statements. In the 
course of the project, this communication strategy led to an increasing 
fragmentation of documents that include explanations about requirement change 
procedures. 

Table 3.3. Characteristics of requirements documentation and communication strategies 

Project No. I II III IV 

Communication of fixed requirements  f f f f 

Documentation of fixed requirements  c fr c c 

Communication of requirements change requests i i i f 

Documentation of requirements change procedures fr c fr c 

f = formal based on documents, i = informal based on telephone / e-mail, c = central in a 
project database, fr = multiple fragmented sources 

Analysing the type of requirements based on the CPM-approach (Weber, 
2013), it could be observed that the application of a decentralized documentation 
strategy (e.g. in project I and III) leads to the use of different types of documents 
for either product properties or characteristics. Product characteristics were 
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preferably documented in CAD-models and complementary production drawings, 
while product properties were recorded in supplementary documents such as 
specification lists. In contrast, a centralized documentation strategy (in project II 
and IV) leads to a joint recording of product properties and characteristics 
according to the topics that they address, e.g. mechanical design, validation 
processes, maintenance and operation modes etc. 

The ability to access a commonly shared IT-network was observed to have a 
major influence on the documentation strategy. While company-internal 
departments could exchange documents via a central project database, the dialogue 
between customers and the project management was bound to e-mails and 
document attachments such as specification lists, meeting notes and telephone 
protocols. 

Although the initial process of requirements specification had been carried out 
carefully, all participating project managers reported in this case study that 
requirements had to be constantly updated, added and prioritized throughout the 
entire development process. The initial set of specifications and all following 
requirements documentations were thus undergoing frequent revisions in order to 
reassess risk analysis and project management calculations (i.e. project costs or 
resource planning). In order to prevent fragmentation, discrepancy and to be 
protected from any unnoticed changes or manipulations in requirements 
documentation, all project managers preferred a single-source strategy: in project II 
and III, only the project manager was allowed to define new requirements or 
changes to existing requirements within the shared documentation. In project I, 
requirements were recorded in production drawings which could only be edited by 
designated development engineers from the product development department. In 
project IV, a comprehensive documentation of all fixed requirements was 
accessible via the central requirements management system. 

The decisions of the project managers, which type of documentation to select 
for recording and exchanging requirements, were guided 

• on the one hand by the aim to achieve a suitable degree of formalism, 
structure, transparency and thus security in requirements management, 

• on the other hand by the aim to optimize documentation and 
communication workflows. 

However, the subjective degree of efficiency in managing requirements was 
rated different in the case study projects. 

In project I, development engineers and the project management did not 
indicate any need for a more advanced requirements management system. In 
contrary, they suspected that it could disturb the efficiency of well-established 
communication workflows within and between the product development and the 
production system development departments. 

The project managers of project II and III reported that the multiple-documents 
strategy to record and exchange requirements could basically satisfy their needs for 
communication with customers and the internal specialist departments. For future 
projects, a growing need for multidisciplinary cooperations and thus more complex 
interrelations between requirements were suspected. The project managers thus 
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indicated that a more advanced requirements management system should facilitate 
evaluating consequences of changes or automatically reporting changes to the 
departments that are affected. 

The efficiency of a document-based requirements communication strategy was 
confirmed by the management of project IV for clarification purposes in early 
stages of the project. However, once a set of requirements with a high degree of 
maturity and rigidity could be fixed, a central requirements management tool was 
preferred over a document-based communication strategy, e.g. to assist in 
consistency analysis and change management. Both in project III and IV a central 
requirements management tool was rated to be more effective to support 
communication workflows in case many departments were involved and a common 
agreement about a basic set of requirements could have been achieved. 

3.4 Discussion and Outlook 
It was observed in this case study that requirements management can be 
understood as a backbone for the product development process. The initial 
requirement acquisition is setting a fundamental basis for managing a development 
process, e.g. referring to decisions how to efficiently provide access to 
requirements, how to arrange communication workflows between specialist 
departments and which activities to perform in order to create first product 
concepts. The following paragraphs will discuss these three issues considering the 
individual character of the four case study projects. 

The type of documents and tools to record and to exchange requirements were 
selected and adapted according to the number of participating departments as well 
as their preferred communication workflow processes. In project I, the 
participating departments were both working on mechanical design problems from 
different perspectives (product and production system). Thus, they preferred to use 
similar tools and types of documents for the exchange of requirements. The 
communication workflow was centred on production drawings that could be 
exchanged without information restrictions because both parties belonged to the 
same company. In project II and III, a strong focus was set on mechanical design 
problems as well, but they were accompanied with multidisciplinary problems that 
could only be solved together with the external customer company and a low 
number of internal specialist departments. As a result, the project managers 
preferred a document-based and centralized documentation and communication 
strategy: one text-document as well as a small set of production drawings was used 
as a basis to derive sub-documents representing the specific, limited scope of each 
communication process. Project IV was characterized by the highest degree of 
product complexity regarding the number of interfaces between sub-systems and 
the number of participating disciplines and specialist departments. While 
requirements acquisition was initially performed with multiple fragmented 
documents, it was necessary to introduce a central requirements management tool 
for the further development process to cope with the high complexity of 
requirements management. 
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In the case study projects, the rising complexity of requirements management 
tends to result in a 

• comparatively lower degree of maturity and rigidity of the initial set of 
requirements, 

• more intense informal communication for requirements acquisition 

• more fragmented documentation of requirements if a central requirements 
management tool cannot be used 

• more formal communication of change requests and a more formal 
documentation of change procedures. 

To support communication between the specialist departments, all project 
managers preferred a single-source strategy to provide access to requirements 
documentation. Especially for early stages of product development, a document-
based requirements communication strategy was preferred over a central 
requirements management tool. The same applies to the requirements clarification 
dialogue between customers and the project management, even in later stages of 
product development. However, with a growing network of interrelated 
requirements and growing degrees of maturity and rigidity, a central requirements 
management tool was estimated more effective than a document based approach.  

Since all case study projects were characterized by an initially incomplete 
definition of requirements, clarification and verification were the dominant 
activities in early stages. For projects with an initially high degree of requirements 
maturity, product development activities could be focused earlier on activities of 
solution synthesis rather than on analytical clarification and verification activities. 
This observation underlines the significance to establish a comprehensive and valid 
initial set of requirements at the beginning of product development.  

Future research activities will be focused on analysis of the case study data to 
examine how different documentation strategies and tools that are used for 
requirements management may impact on the collaboration workflow. 
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Chapter 4 

A Model Based Approach to Support Risk 
Management in Innovation Projects 
M. Neumann, M. Sporbeck, T. Sadek and B. Bender 

New product development is notably affected by uncertainties that are a conse-
quence of insufficient experience and missing knowledge. If uncertainties are not 
managed adequately, they will finally lead to risks. We therefore advocate an inte-
grated agile development process, allowing for explicit modelling of uncertainties 
and reaction strategies as well as the evaluation of the resulting risk caused by the 
changes to the product in development or the development process. As changes can 
again lead to undesired change propagation, finally resulting in new uncertainties 
and in consequence new risks, uncertainty response strategies need to be devel-
oped, evaluated and conducted collaboratively. In this publication the Integrated 
System and Risk Managing Model is presented, enabling users to describe and ana-
lyze product and process based uncertainties as well as potential response options 
within one consistent system. This paper elaborates the underlying structure of the 
model and concentrates on the modelling process, also explaining the application 
using examples from a case study. 

4.1 Introduction 

Product innovation is the result of a renewal process that broadens knowledge or 
applies available knowledge in a new context (Ericson and Kastensson, 2011). In-
novation projects are thus accompanied by the presence of uncertainties that in 
general are understood as a consequence of insufficient experience and missing 
knowledge (Ehrlenspiel, 2007). Uncertainties may occur at all stages of product 
development, potentially influencing the entire product lifecycle (Browning, 1998). 
It is obvious that uncertainties not handled adequately will seriously affect project 
success. Managing uncertainties is therefore essential in order to reduce risks in in-
novation projects. 
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Traditional engineering approaches follow a sequential process assuming that 
the entire system is developed top-down. Verification and validation activities are 
primarily carried out at the end of the development process. In consequence, uncer-
tainties are addressed behind time when expensive cost and schedule overruns are 
no longer avertable. Especially the rising complexity of products and the increasing 
pressure of shortening the feedback loops have stimulated the creation of incre-
mental development approaches. These are based on the idea of subdividing the 
complex development project into smaller iteration cycles which then deliver fast 
feedback, for example by providing prototypes with growing level of maturity. 
Approved incremental models are e.g. the Spiral Model (Boehm, 1988) and the V-
Model that both were initially developed for software engineering and later 
adapted to other industries (VDI, 2004). While these models already cater for a 
more dynamic proceeding, they still do not address uncertainties as a central prob-
lem of new product development explicitly. 

 In order to address uncertainties and resulting risks in a more thorough man-
ner, specific risk management models were established. These models describe risk 
management on an operational level as an iterative procedure, usually comprising 
the stages of risk identification, risk analysis and risk response (Ferreira and Oglia-
ri, 2005). However, risk management commonly coexist beside the superior mod-
els of product development.  

Due to the particular significance of uncertainties in new product development 
we ask for an integrated product development and risk management model consid-
ering uncertainties explicitly in decision making. Moreover, we propose a highly 
agile development process for innovation projects enabling immediate reactions to 
upcoming uncertainties by conducting risk oriented changes to both, the product in 
development as well as the development process.  

The procedure presented in this contribution is supported by an integrated mod-
elling approach based on Multiple-Domain Matrices (Maurer, 2007), enabling the 
representation and analysis of product and process based uncertainties as well as 
potential response options. Several response strategies can be evaluated directly 
with regards to the caused benefit and effort, and thereby made comparable. This 
paper focuses on the modelling approach and its application in the risk manage-
ment process. The theoretical background is presented in section two. Section three 
presents a real-life scenario detailing the challenges of new product development 
and motivating the proposed method. This is followed by a discussion of related 
work relevant in the presented context. Section five describes the modelling-
approach as well as the underlying procedure, followed by an application to the ex-
ample given within the case study. Finally, section six concludes the chapter giving 
an overview about ongoing research related to the presented approach and future 
work. 
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4.2 Theoretical Background 

In order to understand the presented approach, a clear definition of the key con-
cepts of uncertainty and risk has to be achieved. 

In literature the term uncertainty is not universally defined. Several definitions 
are used, originating from different disciplines of research. Uncertainty as defined 
in decision theory relates to the information base relevant for decision making. A 
decision made under uncertainty can thus be understood as a decision based on 
uncertain decision criteria. These uncertain criteria comprise potential deviations 
of product or process properties caused by knowledge deficits at the point of deci-
sion making (Engelhardt et al., 2011), discrepancies between the information cur-
rently available and the information necessary for conducting a task (Verworn, 
2005) as well as statistical process results or information not yet collected (“things 
that are not known, or known only imprecisely” (Hastings and McManus, 2004)). 
Based on literature review we identified seven classes of uncertainties, namely un-
certainties rooted in the market context and use context, in politics, law and socie-
ty, technology, fabrication, procedure and applied methods as well as the utilized 
resources. These classes can be further subdivided into endogenous and exogenous 
types (Weck et al., 2007). 

In context of decision making, an additional interpretation referring to the result 
of the decision process is relevant to our method. A decision based on uncertain 
decision criteria may be seen as uncertain itself. In order to classify these we pro-
pose a categorization aligned to the three partial systems: the target system, the 
technical system and the execution system which constitute the generic reference 
frame for the decision process.  

The term risk is also discussed controversially. Bitz e.g. defines risk simply as a 
danger of loss (Bitz, 2000). In a similar manner Smith and Merritt describe risk as 
the hazard of project disruptions triggered by an undesired event or the absence of 
a desired event (Smith and Merritt, 2002). The extraction of definitions already 
shows that a clear differentiation between the terms uncertainty and risk often does 
not exist. This fact can be traced back to the divergent understanding of the term 
risk, differentiating between a cause based and an effect based interpretation. Fol-
lowing the cause based interpretation risk refers to the unpredictability of the future 
and the occurrence of disruptions (Gleißner, 2011). The cause based understanding 
therefore is similar to some definitions of uncertainty. Instead we follow the effect 
based interpretation of risk (Hölscher, 1987) which puts the consequences of dis-
ruptions into focus and reflects to the hazards of not achieving project goals. Ac-
cording to that understanding risk describes an evaluation quantity providing in-
formation about the likelihood for damage as well as the expected impact of that 
incident (e.g. Conrow, 2003). Here damage must be interpreted as a loss caused by 
not achieving schedule, costs and quality objectives. 
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4.3 Scenario 

In order to clarify the demand for a model based risk management approach, a sce-
nario is presented reflecting the experience made within a German federal research 
and development project. The project aimed at providing innovative solutions for 
search and rescue robots operating in unstructured environments. 

In the project the development of a snake-like robot was considered which of-
fers a high degree of kinematic redundancy, enabling it to operate in collapsed 
buildings. The robot as well as its development process is complex with regard to 
the number and variety of system elements, development activities, involved disci-
plines and the strong interdependencies between those. An intense need for risk 
management was identified, as the project partners had to deal with uncertainties 
regarding imprecise target definitions, the technology in development and the de-
sign process itself. While in some cases uncertainties could be reduced by local 
changes of the technical solution or local modifications of the development pro-
cess, the majority of cases called for macroscopic response, affecting interrelated 
project parts in a significant manner. 

A representative example of uncertainty regarding the technical system is dis-
cussed in the following: The snake like motion concept of the robot was realized 
by four similar modules interconnected by joints, each offering five degrees of 
freedom. As part of the modular design approach, a special motor-unit was devel-
oped and implemented for each degree of freedom. When conducting a risk analy-
sis we identified uncertainties regarding the performance characteristic of the actu-
ator. No qualified decision could be made whether the torque provided by the joint 
would be sufficient to lift the robot’s sensor head, as shown in Figure 4.1. 

 
Figure 4.1. Heterogenic model of the system domains with uncertainty, response options 

and resulting risks 



 A Model Based Approach to Support Risk Management in Innovation Projects 39 

4.3.1 Treatment of Risks in the Presented Scenario 

To deal with this uncertainty, several response options were considered that 
Gericke formally defines as preventive, reactive and proactive risk response 
(Gericke, 2011). 

Preventive risk treatment 
Preventive risk treatment aims on a reduction of risk by removing its causes. In the 
present example one could change the technical system by redesigning the motor-
unit in order to allow for the integration of a more powerful motor. Changing the 
concerned part of the system will obviously reduce the uncertainty, but will also 
extend project duration (time risk RT) and cost (cost risk RC) due to the redesigning 
process. Moreover, the new motor-module will probably increase the system 
weight, consequently reducing the operating duration (quality risk RQ). Finally, the 
changes to the technical system in turn will cause changes to other parts of the sys-
tem, e. g. the chassis elements, resulting in additional quality, cost and time risks. 

Reactive risk treatment 
Reactive risk treatment addresses the impact of the risk and is applied not until the 
risk event has occurred. In the present example one could wait until tests with a 
physical prototype of the snake robot provide exact results. Changes at this time 
will probably result in broad schedule and budget overruns. One can also accept 
the risk of insufficient torque, conducting no changes at all. In that case the deci-
sion will result in a reduced quality of the product, but schedule and budget over-
runs can be avoided.  

Proactive risk treatment 
Proactive risk treatment also aims on a reduction of the effect of the risk, but risk 
treatment measures are selected before the risk occurs. In the example hardware-in-
the-loop tests could be applied in order to acquire the necessary characteristics of 
the motor-module proactively. The engineering design of the test bench and con-
ducting the tests will require additional project time and result in budget overruns 
but there is a chance that no negative impact on the quality occurs at all in case the 
original design proves valid. 

4.3.2 Discussion of the Scenario 

The presented example shows that a suitable modelling approach supporting the 
risk management in innovation projects has to integrate several domains, in partic-
ular the ones represented in the target system, the technical system and the engi-
neering system and has to manage the dependencies in between. Moreover, the 
scenario demonstrates that an adequate modelling approach simultaneously assess-
es the effects of uncertainties and response strategies within all three dimensions of 
the iron triangle: quality, costs and schedule. In order to communicate uncertain-
ties and risk management associated information between all stakeholders, the ap-
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proach furthermore has to support the formalized description and assessment of 
uncertainties and potential response options. 

4.4 Related Work 

While, to the best of our knowledge, none of the approaches presented in literature 
complies with the outlined situation in product development satisfactorily, related 
work can be identified in the research areas of Quality and Change Management. 

In the field of quality management primarily methods and models are provided 
to support the analysis of uncertainty effects in the dimension of quality. The well 
known Failure Modes and Effects Analysis (FMEA) e.g. aims at an early identifi-
cation and formalized assessment of failures, taking into consideration the likeli-
hood of occurrence (O), its significance (S) and probability of detection (D). Fail-
ures are prioritized by assigning the risk priority number, defined as the 
mathematical product of O, S and D. In comparison Fault Tree Analysis (FTA) and 
Event Tree Analysis (ETA) allow for a more detailed diagnosis. The underlying 
risk model of FTA is based on the principle of causality, expressing that each fault 
can be traced back to at least one cause. A set of lower level causes is defined that 
are connected to each other using Boolean logic. ETA inverts the principle of FTA 
and studies the effect of an initiating event on the system.  

While System FMEA, FTA and ETA put quality aspects of the technical sys-
tem into focus, approaches in the field of change management are provided that 
mainly concern the effects of changes in the dimensions of costs and schedule. The 
Design Structure Matrix (DSM) is widely used in order to investigate change prop-
agation quantitatively. Clarkson et al. introduce the Change Prediction Method 
(CPM), using DSMs for tracing potential change propagation paths among the in-
terconnected components of a technical system (Clarkson et al., 2004). Chua and 
Hossain analyse the propagation of changes considering the development process 
and its interrelated design activities (Chua and Hossain, 2012). Smith and Eppinger 
present a model based on DSMs to simulate activity durations and probabilities for 
iteration (Smith and Eppinger, 1997). Beside such domain specific approaches, fo-
cusing either on the product or process domain, attempts are made to expand the 
analysis of change propagation across multiple domains. Koh et al. investigate the 
dependencies between requirements and components (Koh et al., 2012). Tang et al. 
present a method linking entities in the product domain to the process and organi-
zation domain (Tang et al., 2008). Ahmad et al. introduce a cross-domain approach 
to identify change propagation including the information domains of requirements, 
functions, components and the detail design process (Ahmad et al., 2013). 

These approaches have in common that they either focus on the impact of an 
uncertainty to quality aspects, or the effects of a change to schedule or costs. None 
of these approaches offers an integrated view that encompasses all three presented 
dimensions of risk. Moreover, uncertainties and the resulting response strategies 
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are only modelled indirectly as attributes of the system elements and are not ex-
plicitly expressed. 

4.5 The Model Based Risk Management Approach 

The Model Based Risk Management Approach presented here consists of two 
parts: The Integrated System and Risk Management Model on the one hand which 
serves as the informational backbone of the approach, allowing for an explicit de-
scription of risk related aspects from a product, process and requirements point of 
view. The modelling process on the other hand describes the application of the 
model within the risk management process. Both parts are described in the follow-
ing sections. 

4.5.1 Integrated System and Risk Management Model 

The Integrated System and Risk Management Model (ISRM-Model) provides the 
basic structure representing the information and relationship between all elements 
of the model. It is composed of Domain-Structure and Domain-Mapping Matrices, 
creating one integrated Multiple-Domain Matrix. The model itself consists of two 
parts, the Target System, Technical System and Engineering System Model (TTE-
System Model) and the Risk Management Model, which each are represented by 
Multiple-Domain Matrices. Figure 4.2 shows the topography of the model. 

 
Figure 4.2. Structure of the Integrated System and Risk Management Model (ISRM-Model) 
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The TTE-System Model contains three domains, denoted as target system, tech-
nical system and engineering system. The target system is used to describe and 
structure all requirements while functions, working principles, components and 
their relationships are modelled in the technical system. The engineering system 
represents the development process and its activities, and details the information 
flow in between. Domain-Mapping Matrices are used to express cross-domain rela-
tions. 

The Risk Management Model provides information about risk management as-
sociated aspects. The uncertainty system allows the formalized description of un-
certainties and their assignment to related elements of the TTE-System Model. In 
the response system potential reactions to uncertainties are modelled. The model-
ling approach distinguishes different strategies for handling uncertainties which are 
discussed in the following section. For each response option associated elements 
are marked in the appropriate Domain-Mapping Matrices. Finally, the risk system 
holds information about the calculated risks that are caused by one or a group of 
response options. 

4.5.2 Modelling Process 

The modelling process describes the course of action when applying the ISRM-
Model in the risk management process. The process we propose is a recursive pro-
cedure carried out in five stages. Figure 4.3 provides an overview of the procedure 
and the relevant model elements. 

 
Figure 4.3. Modelling process 
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In the first stage the TTE-System Model is created or adopted to reflect the cur-
rent status of the project. Uncertainties within the current situation are identified in 
stage two. These are described in the uncertainty system using standardized forms 
and linked to the affected sources. Thereafter a formalized description of potential 
response strategies is conducted in the response system. Uncertainties handled by 
the chosen response strategy are marked as well as the associated elements in the 
TTE-System. If changes are necessary, the process iteratively continues at stage 
one. When the solution is stable after the changes are carried out (i.e. there are no 
new uncertainties resulting from the changes) or there is no need for further chang-
es, the process enters stage five where a formalized assessment of the risk associat-
ed to the response strategy is conducted. Risk is finally calculated as the product of 
likelihood and impact. Each risk is represented by a triplet of quality-risk, cost-risk 
and time-risk. This value is used to evaluate the response strategies developed to 
deal with a set of uncertainties. 

The approach defines three basic types of response strategies: With “proactive 
action”, changes to the TTE-System are incorporated immediately, regardless of 
the chance that the uncertainty might not occur (this usually leads to an over engi-
neered solution while meeting or exceeding all requirements). The second strategy, 
“no action”, represents the response option that the uncertainty is accepted and no 
response is carried out (this usually leads to quality risks). With the third strategy, 
“reactive action”, the changes necessary to respond to an uncertainty are planned, 
but will only be executed when it is certain (i.e. as a result of a test) that the uncer-
tain event occurs. 

4.5.3 Application 

To clarify the presented results, the proposed approach is applied to the example 
introduced in chapter three (Figure 4.4). The application scenario addresses the ac-
tuator unit as a standardized key subsystem of the mobile robot. The correct di-
mensioning of the motor with regard to its performance characteristics is ques-
tioned as a consequence of unknown friction forces and complex load profiles 
arising especially in unstructured terrain. Two different response options are shown 
in Figure 4.4 and compared in order to identify the best response solution matching 
the given situation. 

Response option A applies the “no-action” strategy which results in limited 
mobility of the robot and ultimately in a loss in sales. As an alternative option B, a 
proactive change in the design and application of a more powerful motor is consid-
ered. This engineering change increases the weight of the system, affects the 
schedule (rework of P3) and costs. 

For both response strategies, structure information is modelled using the pro-
vided matrix representation, while detailing descriptions of each element are con-
ducted using standardized forms (simplified representation). 

When stable solutions for both evaluated response options are achieved, the 
risk triplet is calculated (see Figure 4.3). For the final decision which response 
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strategy is applied, a manual interpretation of the resulting risk has to take place, 
taking all company and marketing-strategic consideration into account as well as 
contract constrains. 

 
Figure 4.4. Model based risk management approach applied to the development of a search 

and rescue robot 

4.6 Conclusions 

Analysing risks early in the development process and treating them adequately 
with respect to effort and benefit is the key to effective risk management in new 
product development. This paper has presented the Model Based Risk Manage-
ment approach, an integrated Multi-Domain approach to model risks and all as-
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pects of system design explicitly in one consistent framework. The concept uses 
Multiple-Domain Matrices in order to integrate the product development point of 
view (represented by the domains target system, technical system and engineering 
system) and risk management (represented by the domains uncertainty system, re-
sponse system and risk system). The approach can be applied to (1) model uncer-
tainties and response options, (2) systematically evaluate those strategies and (3) 
support risk orientated decision processes in new product development. 

The general applicability of the method could be demonstrated within an exam-
ple. However, questions remain unanswered concerning the initial identification of 
uncertainties which is not supported by the approach up to now. Providing method-
ical support for uncertainty identification will therefore be subject to further re-
search. We are planning to integrate established and well known methods, like 
Scenario Analysis or Delphi Method into the approach in order to establish a holis-
tic framework. Furthermore, the demonstrated application of the method already 
indicates that practical usability is strongly related to the implementation of the 
method in a software tool. Prospective research therefore will consider the transfer 
of current research results into a software program. 
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Chapter 5 
Estimation of Risk Increase Caused by 
Parallelisation of Product Development 
Processes 
N. Szélig, M. Schabacker and S. Vajna 

5.1 Introduction 
In the ever-changing technological and economic environment, time plays an in-
creasingly important role. Only those products can be successful and competitive, 
which come to market at the right time. Several studies have shown that in the de-
velopment of series products a delayed market launch is more expensive than an 
increase of the development costs (Melboldt et al., 2012). 

It has become the focal point to develop product development processes and 
methods that are capable of getting the product to market within the desired time 
frame. In addition to the solution of technical problems, other aspects are given 
weight in these methods: the product development process organisation, the time 
span, resources, capacity, planning of costs and information processes, quality as-
surance of the development process, and the conscious handling of risks connected 
to innovation (Rick, 2007). 

For effective product development, it is necessary to identify, to observe, and to 
control all processes and activities. In order to shorten the development process, it 
has to be optimised. The resulting increase in risk is estimated to allow conscious 
handling or to minimise it through the help of other factors. 

After modelling a process with the appropriate method (e.g. BPMN (Freund 
and Rücker, 2010), Container modelling (Schabacker and Wohlbold, 2002), DSM 
(Rick, 2007)) follows the optimisation of the process (Schabacker et al., 2013) 
(Szélig et al., 2012). 

After topology optimisation (Vajna et al., 2005), (Vajna et al., 2011) the process 
elements are rearranged to be either fully parallel or linear (possibly alternative or 
iterative). In a next step, the remaining linear elements can be further optimised 
with Simultaneous Engineering, where these elements are parallelised to a certain 
degree (Vajna et al., 2005). This will be further discussed in Chapter 5.2. 
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5.2 Parallelisation of Linear Process Elements 
This paper deals only with the optimisation stages Simultaneous Engineering and 
Concurrent Engineering. For these stages it has to be determined what percentage 
of a process element needs to be completed in order to start the next process ele-
ments. This can be achieved reasonably with the use of the documents to be creat-
ed, such as CAD models, technical drawings, and product documentation 
(Schabacker et al., 2010). 

The degree of fulfilment is the minimal percentage of a document that has to 
be completed to provide the minimal amount of information necessary to begin the 
follow-up document (early transfer of partial results). 

The degree of fulfilment needed for parallelising process elements is thus 
measured by the partial completion of documents. Therefore, document types will 
be defined which can be seen in Figure 5.1. 

Depending on the process and the company, the extent of overlapping of pro-
cess elements and thus the degree of fulfilment for parallelising process elements 
may vary. For simultaneous elements a lower limit for the time advance must be 
introduced, with which the earlier element completes before the later element 
(called minimum time advance - m), to ensure that the later element, which depends 
on the information of the earlier element, has enough time to run. Some possible 
degrees of fulfilment (orange) and the minimum time advance (blue) values for the 
documents are represented in Figure 5.1. Surveys can determine the percentage for 
both. 

 
Figure 5.1. Document types with possible degrees of fulfilment and minimum time advance 

in percentages 

If multiple documents are created in a single process element and a premature 
beginning of a document within a process element is possible, it is useful to divide 
the process element into sub-process elements (Concurrent Engineering), where 
each sub-process element contains exactly one document, and therefore multiple 
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commissioners can work on different documents and sub-process elements in par-
allel. 

The time overlap of normally sequential workflows thus provides a bonus time 
and/or a shortened processing time, respectively. As soon as sufficient information 
is gathered in a workflow, the next workflow is started in parallel. This sometimes 
leads to more work, because the element cannot always be operated with the final 
level of information, but the basis for work may change at any time. 

For sequential process elements a time overlap is possible. A process element 
can be initiated before the previous item has been completed. The processing of the 
element can start with a certain amount of information delivered by the predeces-
sor. The further data are supplied continuously. The predecessor must be ended ear-
lier than the current element, so that all information can be adopted. 

In the representation, the arrows that do not begin at the end of the element but 
at a certain point (with given percentage) indicate that, at this degree of fulfilment, 
overlapping is possible (Figure 5.2). These arrows lead to the beginning of the next 
element. Additional arrows from the end of a predecessor to a point in the current 
element indicate where no further proceeding is possible without the final data. 

 
Figure 5.2. Representation of a simultaneous case 

Degree of parallelisation 
To characterise the parallelisation a variable is needed. This is the degree of paral-
lelisation. Its maximum value is calculated from the degree of fulfilment and the 
minimum time advance. 

The lower limit of the degree of fulfilment provides the highest parallelisation, 
along with the highest risk. In this case, it may happen that the element needs to be 
divided into several parts, to ensure that the minimum termination condition is sat-
isfied. If partial elements are undesirable, the degree of parallelisation is obtained 
by a comparison of the weighted difference between the degree of fulfilment and 
element length (100%) with the weighted difference between the minimum termi-
nation and the length of the next element. The smaller of these two differences is 
the degree of parallelisation of two elements. The degree of parallelisation of the 
overall process is the sum of the individual parallelisation. Standardisation is al-
ready taking place through the individual weightings, the sum of which is always 
exactly one. 
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Example: In a sub-process, three documents - a calculation document, CAD mod-
el, and the technical drawing - are created. Of course, a calculation document 
doesn’t need to be 100% completed in order to derive the CAD model or to begin 
with the technical drawing. Perhaps the technical drawing can be performed in 
parallel with the CAD model. Furthermore, the project manager will be able to se-
lect the best possible qualification profile for working on each of the three docu-
ments separately. Instead of assigning a design engineer to work on all three doc-
uments, the project manager can give the technical drawing to a draftsman, which 
under certain circumstances may lead to lower process costs, due to the lower 
hourly rate (Figure 5.3 and Eqn. (5.1)). 

 
Figure 5.3. Sample data for the calculation of the degree of parallelisation 
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20% of the time (minimum time advance - m2) to get ready. Only in special cases 
may these values be the limits according to the predetermined percentages, so that 
smaller overlaps must be taken. For this, the weight is calculated (percentage of the 
total length) of the individual elements, s1 = 0.43 and s2 = 0.25. For instance the 
largest possible overlap of element calculation document is s1 (1-e1) = 0.43 (1-0.3) 
= 0.301 and that of the element CAD model is s2 (1-m2) = 0.25 (1-0.2) = 0.2. The 
minimum value is 0.2, which is the degree of parallelisation p1. 

To be able to use this parallelisation method, the following boundary conditions 
must be kept: 

• It is assumed that only the relation to the directly preceding element needs 
to be considered. In this example, Figure 5.3, the predecessors of the ele-
ment technical drawing are the elements CAD model and calculation doc-
ument. The technical drawing can only begin when both the CAD model 
and the calculation document have achieved a certain degree of fulfilment. 
Nevertheless, only the degree of fulfilment of the CAD model is considered 
and it is assumed that this already includes the degree of fulfilment of the 
calculation document regarding the technical drawing. 

• Furthermore, the splitting of elements is excluded. A premature start of an 
element is conceivable if it is interrupted as soon as new information is 
needed. However, here is assumed that a once begun element is executed 
continuously until the end, and cannot be broken into several parts. 

The lengths of the individual elements are weighted so that the sum of all the 
single pi is the degree of parallelisation for the entire process. If there is no parallel-
isation, the value is 0%, the elements run sequentially. If all the elements run at the 
same time, this value becomes 100%. 

5.3 Risk Increases When Parallelising Within the 
Process/Project 
In order to obtain a common understanding of some of the terms used in this paper, 
they are predefined as follows: 

A process consists of interrelated activities or sub-processes for performing a 
task. The number of activities is not limited in their length and duration. The com-
pounds of the activities or sub-processes are not rigid. Thereby a sub-process is the 
subset of a process and also a set of activities or other sub-processes ((Hammer and 
Champy, 1993), (Hammer and Champy, 1995), (Freisleben, 2001), (Schabacker, 
2001)). 

A project is a living process (or several connected ones), in which boundary 
conditions are defined and which is always unique (DIN 69901, 2009). 

Risk in general is the occurrence of a negatively considered event (Seiler, 
1995). 



52 N. Szélig, M. Schabacker and S. Vajna 

The definition of risk considered in this work is a time related risk for which 
the loss of time is interpreted as a damage (no other types of damage are 
considered). 

„Risk is the negative deviation between the actual times (durations) of the 
intended process/sub-process/element and the desired times (durations).” 

In principle, any technical system can be implemented. Ideally, there is at least 
one technical solution for every technical problem and thus no technical risk. The 
risk arises when a limited cost and time budget is provided to implement the 
technical system. Except of some very specific research projects an unlimited 
budget is hardly conceivable and completely excluded for projects within the free 
economy. Thus, schedule-, cost-, and quality- risks arise, which can be represented 
as project risks, due to economic constraints (Hänggi, 1996). 

The project management triangle (Atkinson, 1999) shows certain constraints of 
a project. Traditionally these constraints are listed as: 

• time: duration and schedule 
• cost: personnel costs and other resources cost (here resource) 
• scope: content and quality of the results. 

In this triangle each side represents one of the constraints. It cannot be changed 
one of the sides without affecting the others. Further, to each constrain also belongs 
a risk. Including these risks into the graphical representation one arrives at a tetra-
hedron (see Figure 5.4). In the tetrahedron, it is possible to fix a size, and consider 
only the other three sizes. 

 
Figure 5.4. Tetrahedron of the constraints 

During the optimisation of the process, the expected value for the total duration 
of the process is getting smaller while the parallelisation increases. It is apparent 
that the larger the parallelisation, the greater the risk that the process with the given 
resource cannot be completed in the required quality at the scheduled time.  

Meanwhile, the consciously acceptance of risks under application of risk 
management techniques became an important driver in market economy. 
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In the tetrahedron of the constraints a balance must be achieved in which the 
target can be reached under acceptable risk and the requirements on resources, time 
and quality. 

The risk is that the project is not completed in the scheduled time with the 
intended resources in the expected quality. An important property is that the risks 
can be calculated, while under conditions of uncertainty no expected value can be 
specified (Knight, 1921), that could be used by the tetrahedron. 

If there is any evidence that one or more variables do not match the original 
plan, corrective actions should be set. If the originally desired time is reduced by 
parallelisation (Simultaneous Engineering), the risk increases that the new deadline 
needs to be moved or personnel costs must be increased. If these corrective actions 
are omitted, the project target is highly endangered and additional risks occur. 

Improved triangle for risk estimate 
In order to manage the risks, a slice of the tetrahedron of the constraints – an im-
proved triangle – is used to estimate the changes (Figure 5.5). In this work the 
quality is fixed, i.e. no changes in quality are made and the results have to be of 
equal quality. 

 
Figure 5.5. Improved triangle 

The improved triangle assumes the given factors (time, resources and risk den-
sity) on three normalised axes in two-dimensional space and shows the dependen-
cies of the three factors. 

With simple algebraic skills it can be demonstrated that the solution space is a 
hexagon. The projections on the three axes of a point (x values) have the same con-
stant sum for all points within this hexagon (Eqn. (5.2)). xR, xQ and xZ are the pro-
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jection values of the risk, of the resource and of the time. Thus, with two known 
values, the third is always expressible. 

 )( QZRRQZ xxcxcxxx +==++  (5.2) 

Since all three factors build different functions, and the relation between them 
is not linear, functions in a general polynomial form are placed on the three axes. 
These functions characterise the variables belonging to the individual factors. Z(xz) 
is the duration or at the same time the inverse of the degree of parallelisation, Q(xQ) 
is the resource density and R(xR) the risk (Eqn. (5.3), (5.4) and (5.5)). z, q and r are 
the coefficient of the time, resource and risk polynomials. 
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From the functions of the duration and the resources density, the risk is express-
ible. Equation 5.6 describes the normalised value of the risk, where the function 
parameter xR was substituted by the function parameter xZ and xQ according to Eqn. 
(5.3). 
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The variables have different units and properties, so normalisation is necessary. 
This is done by projecting the function values on an axis with a range of 0 to 1. It is 
important that the functions are unique, i.e. every function value f(x) may occur 
only for a single function parameter (x). 

The functions can and must fit the specific product development processes. The 
character is similar, but the exact shapes differ significantly. The detailing of the 
functions of the individual factors follows below. 
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5.3.2 Parallelisation and Duration 

The duration function is a linear function (1st degree polynomial), because the du-
ration always changes linearly with all changes of the degree of parallelisation. On-
ly the slope of this function may vary. 

In more complex processes it may occur that the degree of parallelisation is ris-
ing, but the duration is not reduced below a certain point. However, in this case, the 
risk to the overall processes doesn't rise any further either. Therefore, it is sufficient 
to calculate with the linear function of the duration. This function is shown in Fig-
ure 5.6. 

 ZZ xzzxZ 10)( +=  (5.7) 

The largest recorded value of the function (at xZ = 1 on the normalised scale) is 
the total time duration of the process, without parallelisation. 

The smallest value (at xZ = 0 on the normalised scale) is the time duration at full 
parallelisation (z0), which is the longest element length. This is a pure theoretical 
minimum value. It will never be reached in a real process, where the elements de-
pend on each other and need information from each other. Otherwise, the process 
could take place in parallel at once, without concurrent engineering. 

 
Figure 5.6. General shape of the graph of the duration function 
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5.3.3 Resource Density 

Resource density shows the distribution of resources in the individual work ele-
ments. It may be different in each element; the average resource density character-
ises the process. 

The function of resource density is approximated very well with a polynomial 
of third degree (Eqn. (5.8)). The graph of the function is monotonically increasing 
with an inflection point at xQ = 0.5. Here it changes from convex to concave. 
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The smallest value belonging to the process is located on the function at xQ = 0, 
which is in the resource density of the parallelisation free process. This is the sum 
of all the products of element lengths (durations) with their resource requirements 
divided by the total time period of the process. The highest value is set to xQ = 1 on 
the normalised scale and it is as large as the largest parallelisation needs. It is the 
sum of the resource requirements for all elements (Figure 5.7). 

 
Figure 5.7. General shape of the graph of the average resource density function 

5.3.4 Risk 

Experience shows that the risk can be represented well with a second-order poly-
nomial (Eqn. (5.9)). The graph of the function is monotonically increasing and 
convex. 
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Its values have to be calculated from time duration and resource density. There 
is also the possibility of forming risk categories and assigning the values to them. 
Then, the usual risk determination can be used similarly. Figure 5.8 shows a gen-
eral risk function graph from which the trend of the function is clearly visible. 

 2
210)( RRR xrxrrxR ++=  (5.9) 

 
Figure 5.8. General shape of the graph of the risk 

The Eqn. (5.10) is derived from Eqn. (5.6) for n = 2. It provides the possibility 
to determine the risk directly out of the time duration and the resource density. 
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By integrating the graphs into the triangle (Figure 5.9) one can estimate the risk 
from the two other factors: the duration and resource density. In Figure 5.9 two 
cases are shown: the first with 28% parallelisation, the other with 50% parallelisa-
tion and accordingly significant differences in the duration. With a well selected re-
sources density a compensation is possible such that, despite the simultaneous 
short process flow, the risk (that it does not proceed as intended) is not much great-
er. 
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Figure 5.9. Risk estimate with improved triangle 

5.4 Summary and Outlook 
Companies applying the optimisation approaches discussed above will be able to 
perform better and to run more efficient product development projects. The above 
mentioned assessment and optimisation approaches allow the product development 
cycle times to be shortened, thereby reducing the cost of product development and 
improving the utilisation of project participants in on-going product development 
projects. It is during this optimisation that the risk to the project increases. With the 
elaborated improved triangle method the risk can be estimated and countermeas-
ures can be initiated, e.g. an increase of the resource density. In future work the 
improved triangle could be stocked with functions whereby the correlations be-
tween the factors become more detailed and fit even better into the processes. The 
next step is to automate the derivation of the functions and thus the calculation of 
the risk and vice versa, the possible combinations of the other factors to a desired 
level of risk. 
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Chapter 6 

Emerging Telemedicine Analysis of Future 
Teledermatology Application in France 
T. A. Duong, R. Farel and J. Le Cardinal 

6.1 Introduction 
World health organization (WHO) defines Telemedicine (TM) as the use of IT-
technologies to provide clinical healthcare at distance. This past decade, scientific 
production provided a great number of publications focusing on TM feasibility 
studies and medical applications (Henderson et al., 2013). Its indisputable interest 
was raised to provide an equal access to care for isolated population or population 
with chronic diseases. Increase demand for healthcare, patient triage efficiency in 
the healthcare system, decrease number of physicians are also challenges for im-
plementing telehealth. Faces to a mature technology, many countries search how to 
successfully implement TM and to move pilot studies or small-scale trials to main-
stream deployment. TM was previously described as a complex multi-stakeholders 
innovation and an immature service with various management processes (Barlow 
et al,. 2006). Local policy or local healthcare demands increase difficulties to gen-
erate a generic system and its sustainable implementation. TM is an organizational 
and social challenge for patients, healthcare professionals, and decision makers, a 
technological challenge for service industries or IT-industries. Barriers to its im-
plementation are linked to organizational and cultural context as well as sustaina-
ble funding and economical model. 

Teledermatology is the dermatological application of TM for skin disorders, 
with two described methods real time, i.e. Live interactive LI using video-
conferencing system or non real time i.e. store-and-forward (SF) using clinical data 
and images transfer. TD medical interest comparing its diagnosis accuracy or man-
agement to conventional care is well established (Warshaw et al., 2011). In France, 
TM legal framework was recently fixed by an ordinance in 2010. For a population 
of sixty million inhabitants, the decrease number of specialists, the increase ageing 
population and the unequal access to dermatologic healthcare with a specialist 
density varying from 1 dermatologist per 20,000 inhabitants to 1 per 40,0000 in-
habitants (Syndicat des dermatologues.org) justifies the implementation of TD 
system to decrease time to consult delay or improve medical access. For all stake-
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holders TM and TD don’t aim at replacing conventional care but to improving 
medical access or healthcare organization, with limited resources. Being a practi-
tioner dermatologist and component of this system, the motivation behind this 
research was to understand the benefit of implementing a TD organization regard-
ing the reference model of the conventional care. 

6.2 Background 

6.2.1 Healthcare as a Complex System 

Healthcare devices or organizations development are submitted to several visible 
e.g. local policy, local healthcare political objectives, restrict law, device approval 
of regulatory agencies such as FDA and invisible constraints e.g. inappropriate 
users, lack of users, not user centered, reliability, cost of maintenance (Medina et 
al., 2013). 

Healthcare and telehealth were previously described as complex system 
regarding the multiplicity of their elements, interactions and relationship (Schindler 
et al., 2007). 

Systemic approach to design complex organizational structures was described 
in SCOS’D (Systemics for Complex Organisational Systems’ Design) by Bocquet 
et al. This method enables stakeholders’ identification and expectations, process 
creation, value (ethical, scientific, environmental, societal) creation and evaluation 
(Schindler et al., 2007). For healthcare organizations, challenges include an 
efficient and optimized resource allocation. Healthcare organization management 
includes various scientific areas e.g. economy, management, sociology, 
optimization and risk analysis. In a generic approach, the identification of 
stakeholders, preexisting organization, value creation and key performance 
indicators or variables are useful to implement statistic model to assess or simulate 
an organization efficiciency efficacy and risk (Akta  et al., 2007; van der Geer et 
al., 2009; Basole et al., 2013; Robinson et al., 2012). 

6.2.2 Efficiency in Healthcare 

Efficiency is determined by an optimized management of resources and costs 
(Peck et al., 2010). Healthcare resources scarcity and rising costs place efficiency 
as a major concern for decision makers (Robinson et al., 2012). To improve it, 
optimization of management resources and of patient care delivery processes i.e. 
hospital processes, medical processes and non medical processes are necessary 
(Devaraj et al., 2013). Using processes indicators, measures of quality of care/ 
access (patients or professionals interviews) or metric mesures of processes 
efficiency contribute to determine efficiency. Processes indicators are selected and 
developped on the basis of mesurability, validity and controllability. In healthcare 
they include patient outcome (feedback evaluation), quality of life, physical or 
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psychological test, or process indicators i.e process solving, procedural (van der 
Geer et al., 2009). Balance scorecard method was also used to determine 
performance indicators in healthcare (Grigoroudis et al., 2012). This approach is 
widely used for strategic planning and management in business industries or non-
profit/governemental organizations. From four different perspectives, i.e. financial, 
customer, internal business and leaning and growth, this method gives a balanced 
view of organizational performance adding non-financial strategic indicators to 
financial indicators. For healthcare organizations, performance indicators could be 
for the financial perspectives: net profit margin or inventory turnover; for the 
“customer” i.e patients perspectives: average waiting time, average duration of 
hospitalisation, satisfactions; for the internal business: employee absenteeism, 
surplus inventory; for learning perspectives: resources allocations for IT, budget 
used for purchase of new technology, number of new projects with other 
organisations. In our perspective, measureable key perfomance indicators could be 
process indicators, sucha as time and cost. Theses process indicotors could ad 
minima integrate the quality of care and financial outcomes. 

6.2.3 Design for Healthcare 

Clarkson defines Design as a structured process to identify problems and to devel-
op and to evaluate user-focused solutions. It was successfully used to transform 
products, services, systems and even entire organizations. (Clarkson, 2004) 

Design is used in the field of service, product, management or organization. It 
aimed to identify the system requirements, the input/ output of each phases of a 
development process. In healthcare, design can either be used for technological or 
device development as well as to guarantee the safety and quality of a medical 
process, to identify tasks or determine a conceptual model (Clarkson et al., 2004; 
Alexander and Clarkson, 2002). 

6.2.4 Process Modelling in Healthcare 

Diagrams offer a rapid mapping, a simple model to capture key concepts or the 
reality (Aurisicchio and Bracewell, 2013). Process modelling is a key activity to set 
the problem or for effective quality improvement. Healthcare processes include 
medical treatment processes and generic organizational processes (Jalote-Parmar 
and Badke-Schaub, 2008). They are highly multidisplinary, highly dynamics, and 
complex and successfully used to determine system boundaries or possibilities. 

In healthcare, several methods were identified regarding the problem to state or 
the component to model: stakeholder diagrams, information diagram, process con-
tent diagrams, flow-chart, swim lane activity diagram, state transition diagram, 
communication diagram and data-flow diagram (Jun et al., 2009). To optimize a 
procedure or activity, process modelling is useful to identify key indicators, varia-
bles, actors or activities. Breaking down healthcare organizational model processes 
from macro to micro processes was previously used with system of metrics to 
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quantify capacities, utilizations and process flows to improve tasks and resource 
efficiency (de Mast et al., 2011). 

6.3 Methodology 

Implementing telemedicine is converting a new technology to improve a preexisting 
organization and network model. 

Using DRM methodology, this paper describes the stage of “problem 
understanding” i.e Descriptive study I. To determine the potential benefit of 
implementing TD, we aimed at understanding the conventional care process (Figure 
6.1). 

Our approach included both the systems description (stakeholders) and the 
generation of scenario of conventional care process for a skin problem with 3 key 
actors: the patient, the general practioner (GP), the dermatologist and the reference 
model of conventional care activity. Avoiding unecessary in-person visit to the 
specialist, the future development of TD will impact sub-activities or sub-processes of 
the conventional care process for those three actors justifying our focus. We first 
described and modeled our conventional care process activities. Then two process 
indicators time and cost were selected as key variables for further simulation to analyze 
the conventional care process for a skin problem and the impact of TD store and 
forward process implementation. This approach should help all stakeholders to display 
their role and to plan TD usage regarding their initial investment or expectations. It 
should also allow the quantification of the CC process and the determination of its 
improvement when modifying some activites. 

 
Figure 6.1. Descriptive study I of the conventional care 
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6.4 Results 

6.4.1 Conventional Care Process Stakeholders 

The conventional care (CC) is the existing system where any patient will enter for 
care. In our case the CC is the in person visit to the either the GP or the 
dermatologist when having a skin problem. Behind the three main actors, the 
conventional care also includes various stakeholders such as State, insurances, 
hospitals, National physician unions etc. Their interactions with CC might be 
classified following their role i.e. fiancial investors, assessors, other systems, IT-
professionals, requested and requesting physician and patients (Figure 6.2). 

Examples are: insurances reiumburse patients visit, State fix the number of 
student in med-school and healthcare campaigns etc. 

 

Figure 6.2. Conventional care stakeholders analysis. A, B, C, D, E represent the main part 
where stakeholders role may differ. 



66 T. A. Duong, R. Farel and J. Le Cardinal 

Their role may be predominant or not in TD, ex-IT professionals are necessary 
to develop or implement TD tools (C) while their role is optional in the 
conventional care, e.g. TD may focuss on given care to patients with disabilities, 
acute or chronic skin disorders or leaving far from any dermatologist (E). 

Regarding their function and description, some stakeholders’ role and 
expectations are described in Table 6.1, for both CC and TD (HAS, 2013; DGOS, 
2008). For financial investors such as the state, additional investment to finance 
TD may contribute to increase an equal medical access or create new jobs while for 
the French national insurance funds of salaried workers it may decrease the cost of 
transportation reimbursement. To add, the great majority of financial investors for 
both the CC and TD are public organizations. Interestingly, State is an uncommon 
financial investor that can fix the law, the contraints or the use of this new system. 
In the expectation of new job creation or the perspective of research program 
investment, their expectations could be directly link to care delivery improvement 
but also the development of new tools or devices to answer to TD technological 
needs. 

Table 6.1. Financial stakeholder roles and expectations for both conventional care and 
teledermatology 

Stake-
holders 

Conventional care Teledermatology 

 Role Expectations Role Expectations 

FI
N

A
N

C
IA

L 
IN

V
ES

TO
R

S 
 

Finance physicians 
training 

Fix the healthcare policy 
Fix public-health orienta-

tions 
Fix the law 

Finance public hospitals 
Finance medical care 

center 
Finance medical or 
paramedical staff 

Identify and fix medical 
organization 

Reimburse the conven-
tional care process 

Pay sick leave 
Finance prevention 

program 

Prevention program 
Decrease infant 

Mortality 
Decrease  

dermatological 
diseases morbidity and 

mortality 
Equal access to care 

Increase working 
population 

Publications Research 
Influence 

Organization of the 
medical landscape 
Ensure an equal  

territorial medical 
access 

Receive insurers 
contributions 

Decrease morbidity 
costs associated to 

illness 
Decrease sick leave 

reimbursement 

Fix and order reports 
from 

public-health  
agencies 

Vote the law  
regarding 
Telehealth 

Finance investment 
projects 

Research programs 
Finance local  
investment 

Invest and develop 
specific networks 
Finance material 

investment 
Create and Finance 

local telehealth 
organization 
Finance pilot  

program 
Pilot reimbursement 

Contribution to an 
equal access of 

care 
Increase states 
attractiveness 
Ensure social 

equity 
New jobs creation 
Research program 

publications 
Influence 

Increase innova-
tion 

Offer new services 
to members 

Opening new 
markets 

Control medical 
costs and reim-

bursement 
Decrease cost of 
medical transpor-

tation 
Regulation of 
medical fare 

For dermatologists, TD implementation could optmize their consultation time 
and select patients seen by primary care physicians and requiring an in-person 
visit. For patients, TD may be accessible under certain situation to avoid 
unecessary travel. For our three main actors in the conventional care process, this 
analysis highlights that a new process integration would require additional fees, or 



 Emerging Telemedicine Analysis of Future Teledermatology Application in France 67 

optimize both physician and patient time or also increase physicians knowledge 
(Table 6.2). 

Table 6.2. Key actors: Primary care physician, patient, and dermatologist roles and 
expectations for both conventional care and teledermatology 

Stake-
holders 

Conventional care Teledermatology 

 Role Expectations Role Expectations 

R
EQ

U
ES

TI
N

G
  

PH
Y

SI
C

IA
N

S 
 Provide medical care 

 

Improve dermatological 
diseases management 

Ask for specialist 
consult 

Getting paid for the 
consult 

Provide medical care 
Integrate a novel 

process 
 

Improve  
dermatological 

diseases  
management  
Continuous  

medical education 
Specialist network 
Improve access to 
a second opinion 

Integrate a benefit 
from a new  

medical activity 

R
EQ

U
ES

TE
D

 
PH

Y
SI

C
IA

N
S 

 Provide dermatological 
care None 

Getting paid for medi-
cal care 

Provide dermatologi-
cal care 

Assist dermatologist 
or requesting physi-
cians Integrate a new 

job 

Getting paid  
Time optimization  

Patients triage 
Communication 

network 
Getting salary 

PA
TI

EN
TS

 
  Request care 

Being treated or orien-
tated in the healthcare 

system 

Integrate a novel 
process  

Pay for a novel 
process in term of 
clinical research or 

extra-fees 

Being treated or 
orientated in the 

healthcare system 
decrease delay to 

consult ensure 
medical access  

This stakeholder analysis highlights the heterogenity of their expectations and 
points the difficulty to design a system satisfying all of them. At least based on the 
clinical usage it should integrate user needs and constraints. In a context of 
ressource scarcity or political will to implement or develop an innovative system, 
the success of this new system implementation relies on its capaciticy to meet 
stakeholders expectations. 

6.4.2 Conventional Care Scenarios for a Patient With Skin 
Disorders 

From the patient with skin disorders, 16 scenarios including the 3 main actors were 
generated using a graphical tree model. These scenarios include the possibility for 
a patient to visit a GP in a hospital when serious or severe conditions. Tree 
scenario highlights all the medical options in the conventional care process for a 
patient having a skin disorders. For a patient having a skin problem, this graphical 
diagram displays that a problem resolution could include two GP consult processes 
or one GP and one specialist consult process (Figure 6.3). 
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An example: A patient with skin disorders will go to a family practice to visit a 
GP, who can solve the problem or send the patient to get additional exam or 
specialist consult. In case of a severe or urgent case, GP may send the patient to the 
hospital or to a private specialist practice. 

 
Figure 6.3. Tree scenario in the conventional care process of a patient with a skin problem 

6.4.3 Reference Model Conventional Care Process 

Because of the care journey process, patients will first, in most of the cases, 
schedule a visit to their GP. He may solve the skin problem, prescribe additional 
exam or send the patient to the specialist. Modelling the process activities of CC 
when skin disorders highlight the necessity for the patient to go to and go back 
from GP office to get a consult. This also identifies process indicators for each 
activity of the CC process such as time or lead time for transportation, 
consultation, scheduling visit, and stop working. As seen on the process flow 
Figure 6.4, some of these activities may be immediate or non immediate e.g. to 
schedule an appointment to the GP or to the dermatologist. 
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Figure 6.4. Conventional care, activity modeling for a patient with a skin problem 

Further, to illustrate the advantages or inconvenience of the CC process, we 
modeled the activities and determined the required procedures for each actvities 
i.e. make an appointement to the dermatologist and go to the dermatologist. For the 
patient, TD system could skip inconveniences linked to CC i.e. finding a 
dermatologist, organizing his working schedule (Figure 6.5). It could influence or 
decrease the lead time to get a consult, the waiting time and the transportation time. 
If necessary, the patient could get his specialist consult from a direct interaction 
between his GP and the dermatologist. Using TD for a specialist medical advice or 
consult would also suppress activities for the patient and add new ones to the GP 
(Figure 6.6). This innovation would require new tasks integration for GP, such as 
taking picture, loading them or filling specific form while in the CC, he would only 
have to draw up a letter (Figure 6.7). This process modeling approach displays that 
TD could be time saving for both the patient and the dermatologist who do not see 
patient in-person but not for GP. At this point it is a crucial to determine the direct 
benefit or value for GP to gurantee a sustainable use of this new system. It could 
either be financial i.e additional fees for this new service or scientific value i.e 
continuous medical education, or skin disease management improvement. 
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Figure 6.5. Conventional care, procedure to make an appointement with the dermatologist 

 
Figure 6.6. Conventional care, procedure to go to the dermatologist 
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Figure 6.7. An example of store and forward Teledermatology process

In this preliminary work, we described and modeled a conventional skin 
disorders care process. Subprocesses and activities analysis pointed out its 
advantages and inconveniences. Time and costs were identified as mesurable 
process indicators to perform an analysis of this system efficiency. In the case 
study we gathered numerical data of these process indicators to quantify the 
conventional care process. Some further studies will include a analytic model 
regarding all scenarios for those 3 actors, and their activity model when using TD. 
This approach breaking macro processes to micro processes enables the 
quantification and the comparison of both CC and TD processes. This work should 
help us to point the real benefit of implementing TD regarding stakeholders 
expectations and its real impact on the CC optimization.
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Chapter 7 
Evaluation of Collaborative Tools 
Throughout the Design Process Using a 
Quantitative Rating of CAD Model 
Modification 
D. Fleche, J. B. Bluntzer, M. Mahdjoub and

7.1 Introduction 
In the current industrial context marked by globalisation, the product design 
process can be achieved by various stakeholders who collaborate efficiently to 
offer innovative products onto the market (Couto et al., 2006). Such a 
collaboration can take place in co-located or distributed meetings where decisions 
about the design project are made. This is a challenge, as each one of them 
comprises different goals, experiences and sometimes even cultures. Thus, various 
collaborative tools are used to optimise communication and ease collaboration 
among these actors. The use of collaborative tools allows product representations 
to be employed, and for dialogue and information exchange among stakeholders to 
be facilitated. This paper deals with the evaluation of the impact of using 
collaborative tools on project data modification. More precisely, this evaluation is 
based on the definition of the CAD model modification rate. In this paper, we 
reviewed the collaborative tools used during the design process and their current 
methods of evaluation. After having outlined the current limits of these 
evaluations, we proposed an approach based on the development of the project 
data. This approach is a calculation of the modification rate of the project data. 
This is a first step of an overall evaluation of the collaboration. In this paper, we 
propose a calculative approach of a modification rate indicator, and this is applied 
on a generic application. 
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7.2 State of the Art 

7.2.1 Collaborative Tools Used During the Product Design 
Process 

The first category of collaborative tools used during the design process is that 
which allows the employment of product representations (e.g. drawing, CAD 
model, mock-up). The development of the design process has been defined by 
various authors throughout the 90s (French, 1998), (Pahl and Beitz, 1996), (Pugh, 
1991). More specifically, we referred to the Pahl and Beitz approach, which today 
is a reference in much research work. Indeed, they have described the design 
process and divided it into four phases.  

In the first phase, the “planning and clarifying the task” step, collaborative tools 
are mainly used to gather the stakeholders so that they can define the product 
design requirements. For instance, most collaborative tools used during this early 
phase of the design process are digital libraries (Wodehouse and Ion, 2010). The 
various actors involved must collect information and implement their knowledge, 
but there is little collaboration between them. This capitalisation at the early stages 
of the design process increases product productivity by reducing the level of 
engineering activity (Bluntzer et al., 2011).  

In the second phase, the “conceptual design” step, the project actors must share 
their knowledge and reach a decision to define one agreed solution (Ostrosi et al., 
2012). Contrary to phase one, there are a lot of exchanges of expertise between the 
actors and collaboration is important. The corresponding collaborative tools take 
different forms depending on the actors' requirement (e.g. interactive floor to 
generate an idea (van Dijk and Vos, 2011), interactive table or hybrid ideation 
space to generate forms (Dorta et al., 2011), (Hartmann et al., 2010)). 

In the third phase, the “embodiment design” step, the actors define the concept 
specifically. In this phase, each actor implements his or her area of expertise on the 
product design and must consider each other's expertise. For example, virtual 
reality tools enable the actors to come together on the product design (Bennes et 
al., 2012). Collaboration is important and there is a high risk of misinterpretation. 

In the last phase, the “detail design” step, the product is finalised.  
To summarise, during every phase of the design process, there are many 

different collaborations between the actors involved in the design project. 
Interaction between the various actors of the design project vary all throughout the 
design project. In order to respect the time constraints given by the client, 
collaboration among actors must be optimised, mainly by choosing the correct 
collaborative tool. 

7.2.2 Evaluation of Collaborative Tools 

Previous authors highlight that during the product design process, collaborative 
tools are developed and evaluated for a specific use in a specific situation (Antunes 
et al., 2012). More precisely, it has been demonstrated that tools are evaluated 
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through interviews and recordings of the project review, for instance, with virtual 
reality technology (Al-Khatib et al., 2013), or with the study of actions and 
verbalisation (Defays et al., 2012). Most of the time, the usability criterion is based 
on the observation of the interactions among the design project's actors, and on the 
analysis of subjectively-completed questionnaires. Moreover, studies demonstrated 
that collaborative tools can be evaluated through the quantity, quality, novelty and 
variety of their results (Geyer et al., 2011). These kinds of qualitative evaluations 
give information about the usefulness of the collaborative tool. Hence, the 
evaluation methods are based on two criteria: usability and results. However, with 
this validation method, we cannot declare if the decisions made with these 
collaborative tools will be consistent all throughout the design process. Therefore, 
we propose an evaluation of the collaborative tools based on the product design 
process, through a new and additional criterion, called data development (Formula 
7.1). 

t)Developmen Data Results, ,(Exchanges f 
 toolivecollaborat  theofy Suitabilit =

 (7.1) 

In order to represent the product design process, we based our evaluation on the 
Product Lifecycle Management (PLM) approach. The PLM approach appeared at 
the end of the 90s and was created to manage every tool related to the design 
process (Stark, 2011). This management of every tool, related to the design 
process, includes the recording, storage and reuse of every piece of data from the 
project. The development of this data and its links represents the development of 
the whole product, all throughout the design process. In every phase of the design 
process, the data evolves through several states to reach a reliable state (Saint-Marc 
et al., 2004). Our working hypothesis is that the use of a collaborative tool has an 
impact on the data development of the project. We propose that the evaluation of 
the collaborative tools should be based on three criteria: results, exchanges and 
data development (Figure 7.1). Indeed, with this approach, we assume that the 
development of the project data can be evaluated through the use of various 
collaborative tools (A, B and C). The suitability of one tool will then be linked to 
the previous tools used. 

 

Figure 7.1. Evaluation of the collaborative tools 
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7.3 Proposed Approach 
Through this article, we introduce a new approach to evaluate the use of 
collaborative tools based on the product design process data. In the text, the 
development of the product design process is mainly based on the study of the 
management of change propagation (Clarkson et al., 2004). Change propagation is 
defined as the “process by which a change to one part or element of an existing 
system configuration or design results in one or more additional changes to the 
system, when those changes would not have otherwise been required” (Giffin et 
al., 2009). This definition describes the interconnection between the different 
product parts of the design project and the model of change propagation. Pasqual 
and De Weck (2011) introduced the notion of a multilayer network model in order 
to observe every modification during the product design process. The multilayer 
network is made up of three types of layers: the product layer, the change layer and 
the social layer.  

• The product layer corresponds to the product or system being designed. It 
is made up of every component of the project, for instance the hardware or 
software components. Also, the technical interfaces can be represented, for 
instance the physical connections or information.  

• The change layer corresponds to the change propagation of the process. In 
this layer, the change requests and every relationship’s propagation 
through the change are represented. The change may result from “any 
modification to the form, fit and/or function of the product as a whole or in 
part” (Jarratt et al., 2011). These engineering changes can result from 
emergent or initiated changes.  

• The social layer corresponds to the organisation. It includes every person 
involved in the design project and their relationship amongst individuals 
and groups. With this layer, it is possible to understand every role the 
actors play and the impact of their decisions.  

The definition of every layer and their links allows for the understanding of the 
design process and the impact of the changes on the product. They represent the 
various viewpoints of the project. 

We focused on the development of the data generated on the product layer and 
specifically on the definition of the variables during the embodiment design phase. 
For this purpose, we propose to observe the development of the data generated and 
employed all throughout the product design process. It can be under different 
forms (e.g. requirements, ideas or models) throughout the design process and is the 
Computer Aided Design (CAD) model in the “embodiment phase”. The CAD 
model is composed of numerous sub-assemblies, composed of itself with numerous 
parts. This decomposition is also known as the product architecture composed of 
chunks and interfaces between these chunks (Ulrich and Eppinger, 1995). Based on 
this definition, we consider that the development of the CAD model corresponds to 
the development of every sub-assembly and model parts. This development is 
impacted by the decisions made during the actors' collaborations.  
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Thus, our hypothesis is that the impact of these decisions on the development 
of the design process allows for evaluating the use of collaborative tools. This 
impact will highlight the fact of a common decision without containing any 
statement about the quality of the decision. Indeed, the optimisation of the design 
process corresponds to the reduction of design iterations at a micro level. We 
consider that the usefulness of a collaborative tool can be evaluated according to its 
impact on design process iterations. In order to test our hypothesis, we consider 
that the link between the use of a given collaborative tool and the CAD model is 
represented through its modifications.  

The aim of the paper is to propose an approach to evaluate the modification rate 
performed on a CAD model. 

7.4 Proposed Modification Rate 

7.4.1 Modification Rate of the CAD Model 

To define the calculation of the CAD model modification rate, we have observed 
an industrial case on how the CAD model is modified during the design phase. The 
industrial case in question is a design project made by one mechanical engineer 
with seven years of experience within the IRTES-SeT laboratory of the University 
of Technology of Belfort-Montbéliard, working with the client and some 
subcontractors. In this industrial project, the mechanical engineer created various 
versions of a CAD model according to the development of his objectives and 
various design meetings. His objectives represent the different goals that he has to 
reach in line with the overall aim of the project. The design meetings occur during 
the project when the client or the subcontractors have to make decisions regarding 
the project. During these meetings, collaborative tools are used as seen in section 
7.2.1. Thus, we observed that all throughout the design project, the CAD 
modification type can be divided into three types of modification: the creation of a 
new part or sub-assembly, the removal or the modification of an existing part or 
sub-assembly. Moreover, the modification of a part has a different impact as 
regards the significance of the part on the system. If we observe a CAD part, we 
can define two variables representing the impact of this part on the system: the 
functional definition of the part, variable α, and the impact on the 
environment, variable β. These two variables define the significance of the CAD 
part on the system and can be represented as a percentage.  

Thus, we assume that the modification rate directly depends on the significance 
of the parts and on the type of modification (Formula 7.2).  

on)modificati of Type rate, ancef(Signific rateon Modificati =  (7.2) 

In this article, we focus on the mathematical definition of the significance rate 
of the CAD parts and its application in practice.  
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7.4.2 Functional Definition of the Part, Variable α 

As seen in section 7.4.1, the variable α corresponds to the functional requirements 
and the demands of the customer. It is the link between the CAD part (p) and the 
flexibility of its functional requirements (f), named Lfp. Thus, a modification 
carried out on a part linked with major functions of the product will strongly 
impact the design process. Inversely proportional, a modification done on a part 
linked with minor functions of the product will not have a strong impact on the 
design process. In order to represent connections between various components like 
parts, tasks or people, the Domain Mapping Matrix (DMM) representation is used 
(Steward, 1981). Moreover, in a design project, the functional requirements have 
various significance as regards the flexibility of its functions, also called the value 
engineering method (Cross, 2000). The weight of each requirement Wf can be 
obtained by determining the flexibility (F) of the function criteria (NF EN 1325-1, 
1996). This standard breaks down every functional requirement in order to define 
every criteria related to the function. These notions have also been defined by Pahl 
and Beitz (1996) in the identification and classification of the requirements. Four 
levels are also defined: the demand (flexibility 0, F0) which has to be respected 
and the wishes in a major (flexibility 1, F1), medium (flexibility 2, F2) or minor 
significance (flexibility 3, F3).  

Thus, in this calculation, we used a multiplying factor for these four criteria. 
The distribution of the weight of the factor is based on a proportional relationship, 
where the flexibility of the criterion is a demand and has to be respected and the 
multiplication factor is equal to 1 (F0). The other levels of flexibility are 
respectively equal to 0.8 (F1), 0.5 (F2) and 0.2 (F3).  

Consequently, the calculation of the functional definition of the part is the ratio 
between the sum of the links, Lpf, and the sum of the weight of the function, 
named Wf (Formula 7.3). 

 
∑

∑ ×
=
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7.4.3 Impact on the Environment, Variable β 

As with variable α, variable β corresponds to the existing relationship between the 
various parts (p) of the product, and is named Lpp. That variable can also be 
achieved on the sub-assembly level. The modification of one part of the system 
will impact the other parts of the system. Just as we defined earlier, the impact of 
using a collaborative tool in the development of the design process will be more 
significant if the modified part has a lot of links with the other parts of the product. 
The definition of the link between the parts is achieved with the DSM 
representation. 

Consequently, the calculation of the impact on the environment is the ratio of 
the sum of the links and the sum of the other parts of the system (Formula 7.4). 
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Thus, the two variables α and β represent the significance rate of the parts 
within the system, and is expressed as a percentage. In order to test our 
modification rate calculation, the next section outlines a case where this is applied. 

7.5 Rating the Modification 

7.5.1 Functional Definition of the Part, Variable α 

We calculated the modification rate on a case of application. This case was made 
by the mechanical engineer of the IRTES SeT laboratory, and is detailed in section 
7.4.1. In this project, we have stored each version of the CAD model all throughout 
the design process. A new version of the model was created after every design 
meeting.  

The first step of this calculation is to define the link between the parts and the 
functional requirement through the DMM. We know that the number of parts 
change during the design process so this calculation has to be made for each CAD 
model version (Table 7.1). In this table, fn represents the functions of the design 
project requirement and pn represents the various parts of the CAD model. We put 
a 1 in the case when there is a link between the part and the function. We can 
highlight in Table 7.1, that after the design meeting, some parts can be added and 
the linking of the parts with the functions has changed.  

Table 7.1. Relationship between the parts of the CAD model and the functions for  
version 1 and 2 

V1 f1 f2 f3 f4  V2 f1 f2 f3 f4 
p1 1       p1 1      
p2 1   1    p2 1   1   
p3   1   1  p3   1   1 
p4   1      p4   1     

      p5     1 1 

The second step of the calculation is the weighting of the functional 
requirement. This weighting is based on the value engineering method. In this case, 
there are five criteria with each level of flexibility (see Table 7.2).  
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Table 7.2. Link between the flexibility and the weight of the criteria 

Function Criterion Flexibility Weight 
f1 C1 F0 1 
f1 C2 F0 1 
f2 C3 F2 0.5 
f3 C4 F1 0.8 
f4 C5 F3 0.2 

Thus, with Table 7.2, we notice that the principal function f1 has two value 
criteria which are both non-flexible (F0), where the three other functions are more 
flexible. Contrary to the other functions, the first and the third functions are highly 
weighted. The calculation of the variable α can be calculated for each version 
(Formula 7.5, Formula 7.6) 

 6.0
2.05.08.01

5.0111)1(1 =
+++

×+×
=pVα  (7.5) 

 4.0
2.05.08.01

11)1(2 =
+++

×
=pVα  (7.6) 

Thus, in the first CAD model version, part 1 is linked with f1 and f2 and has a 
significance rate of 60% (7.5), while part 3 is only linked with f4 and has a 
significance rate of 8%. Consequently, the modification of part 1 will impact the 
design process more than part 3. In the second version, the modification of the 
CAD model with the use of a collaborative tool in the design meeting has had an 
impact on the parts. Indeed, the decisions made during the design meeting have 
created a new part and have modified three parts of the CAD model. Thus, the sig-
nificance rate for part 1 has changed from 60% to 40% (7.6), and from 8% to 28% 
for part 3. 

Once the significance rate of the parts of the CAD model is calculated, it is 
possible to outline its development. Figure 7.2 represents the development of the 
significance rate for each part of the model in each version.  
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(in graphic above, "Importance rate" should be "Significance rate") 

Figure 7.2. Development of the functional significance rate α of the parts during the design 
project 

We can see in Figure 7.2, that the significance rate of the part changes when 
there are modifications. Thus, part 1 and part 2 are the most significant parts in 
version 1, while in version 2, part 5 is as significant as part 1. So, the modification 
carried out during the design meeting has had an impact on a lot of parts and has 
significantly changed the CAD model. In the case of removing a part, the other 
parts would be impacted, and we could observe these changes on a graph. 

7.5.2 Impact on the Environment, Variable β 

Applying the formula for variable β uses the same methodology as the functional 
definition, variable α. In this case, the DSM of the relationship between the 
different parts of the CAD model is achieved. This matrix is symmetrical, and the 
diagonal remains blank (Table 7.3). 

Table 7.3. Relationship between the parts of the CAD model for version 1 and version 2 

V1 p1 p2 p3 p4  V2 p1 p2 p3 p4 p5 
p1   1 1    p1   1     1 
p2 1     1  p2 1       1 
p3 1        p3       1   
p4     1    p4     1   1 

      p5 1 1   1   

We observe in Table 7.3, that one part was added and the link between the 
others parts has changed. In the first version of the CAD model, we can calculate 
the significance rate of part one over the other parts (Formula 7.7).  

 66.0
3
11)1(1 =

+
=PVβ  (7.7) 
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Figure 7.3 represents the calculation of variables α and  and the significance 
rate of the CAD part.  

 

(in graphic above, "Importance rate" should be "Significance rate") 

Figure 7.3. Development of the functional significance rate of the parts during the design 
project 

We can see in Figure 7.3, that parts 1 and 2 are the most linked parts in the first 
version, and then part 5 becomes the most significant part. Indeed, in the second 
version, part 5 becomes the major part of the system because it is linked with 75% 
of the total parts. Thus, its modification should impact most of the system parts, 
however only 40% of the functions concern this part. In the same way, part 4 is 
linked with half of the parts, but only represents 20% of the overall functions.  

Consequently, calculating the significance rate of the CAD parts, firstly gives 
us information about the the impact that a modification can have on the CAD 
model's development. Indeed, major modification carried out on mother parts will 
impact more on the development of the project. We can clearly see that the 
significance of the CAD parts changes all throughout the design process, and has to 
be studied in order to understand the development of the data becoming complete. 

This paper only focuses on calculating the significance rate of the part, which is 
only one criterion to define the modification rate of a CAD model. Other criteria of 
the modification rate, are the significance of the modification itself and the 
modification type. So, the next step of this approach is to calculate the 
modification rate based on the significance rate, defined in this paper, over the type 
of modification and over the significance of the modification. Consequently, 
knowing the modification rate of a CAD model after using a collaborative tool 
during a design meeting, makes it possible to understand the impact of the chosen 
collaborative tool. In order to be more effective, the calculation has to be made 
automatically using a PLM system and demonstrated directly to all the 
stakeholders of the project. However, this approach is limited, as modifications 
made on the CAD part can be caused by other factors other than the collaborative 
tool used, for instance the expertise of the stakeholder or the development of the 
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design requirement. So, the evaluation of the use of collaborative tools is a multi-
criteria approach and other factors must be considered. 

7.7 Conclusion and Outlook 

This paper has demonstrated an evaluation approach based on the CAD part 
significance rate definition, all throughout the design project. This evaluation 
approach is a first step of a more "overall" evaluation of collaborative tools during 
the design process, based on the modification rate of each part of the design 
project. In the prior art, we have seen that there are numerous collaborative tools 
used all throughout the design process in various forms, depending on the users' 
need. Their use allows decisions to be made which impact the project through 
product data modifications. The main current problem is that the evaluation of 
these tools is principally based on their usability and their results in a given time. 
Our hypothesis is that the use of collaborative tools impacts each piece of the 
project's data, and their evaluation can be done in accordance with this criterion. 
Consequently, this approach is additional to the current evaluation method. Thus, 
in order to evaluate these collaborative tools, we propose to observe their impact 
on the three layers of the project: the social, process and product layers. This article 
focuses on the product layer corresponding to the project's data. In this layer, the 
use of collaborative tools is only observed through the project data. Thus, we have 
proposed two variables which define the significance rate of a part as regards the 
relationship among the parts and between the parts and the requirements.  

The next step of this research is to mathematically define the modification rate 
based on the significance rate of the part and the type of modification. Also, the 
expertise of the various actors in defining the requirement list and in its weighting 
has to be included in this composition. The weight of the various criteria can also 
develop throughout the whole design process in accordance with the development 
of the requirement list. Moreover, this research must consider the three layers of 
the design project: the social, process and product layer in order to have a complete 
evaluation of one collaborative tool. 

Acknowledgement 
This research has benefited from the help of Jérôme Maysse, a mechanical 
engineer at the IRTES-SeT laboratory of the University of Technology of Belfort-
Montbéliard. 



84 D. Fleche, J. B. Bluntzer, M. Mahdjoub and J. C. Sagot 

7.9 References 
Al-Khatib, A., Mahdjoub, M., Bluntzer, J. B., Sagot, J. C. (2013) A Tool Proposition to 

Support Multidisciplinary Convergence in Immersive Virtual Environment: 
Virtusketches. In Smart Product Engineering, pp. 795-804. Springer Berlin Heidelberg 

Antunes, P., Herskovic, V., Ochoa, S. F., Pino, J. A. (2012) Structuring dimensions for 
collaborative systems evaluation. ACM Computing Surveys (CSUR), 44(2), p. 8 

Bennes, L., Bazzaro, F., Sagot, J. C. (2012) Virtual reality as a support tool for ergonomic-
style convergence: multidisciplinary interaction design methodology and case study. In 
Proceedings of the 2012 Virtual Reality International Conference, p. 24. ACM 

Bluntzer, J. B., Sagot, J. C., Mahdjoub, M. (2011) Knowledge Based Engineering Approach 
through CAD Systems: Results of a 2 Years Experimentation in an Industrial Design 
Office. In Global Product Development, pp. 545-551. Springer Berlin Heidelberg 

Clarkson, P. J., Simons, C., Eckert, C. (2004) Predicting change propagation in complex 
design. Journal of Mechanical Design, 126(5), pp. 788-797 

Couto, V., Mani, M., Lewin, A. Y., Peeters, C. (2006) The globalization of white-collar 
work. Duke University and Booz Allen Hamilton (Durham, NC: Duke CIBER) 

Cross, N. (2000) Engineering design methods: strategies for product design (Vol. 58). 
Chichester: Wiley 

Defays, A., Safin, S., Darses, F., Mayeur, A., Rajeb, S. B., Lecourtois, C., Guéna, F., 
Leclercq, P. (2012) Invisible computer for collaborative design: evaluation of a 
multimodal sketch-based environment. Work: A Journal of Prevention, Assessment and 
Rehabilitation, 41, pp. 3494-3503 

Dorta, T., Kalay, Y., Lesage, A., Pérez, E. (2011) Design conversations in the 
interconnected HIS. International Journal of Design Sciences and Technology, 18(2), pp. 
65-80 

EN N. 1325-1 (1996) Vocabulaire du management de la valeur, de l'analyse de la valeur et 
de l'analyse fonctionnelle-Partie 

French, M. (1998) Conceptual design for engineers. Springer 
Geyer, F., Pfeil, U., Budzinski, J., Höchtl, A., Reiterer, H. (2011) Affinitytable-a hybrid 

surface for supporting affinity diagramming, pp. 477-484. Springer Berlin Heidelberg 
Giffin, M., de Weck, O., Bounova, G., Keller, R., Eckert, C., Clarkson, P. J. (2009) Change 

propagation analysis in complex technical systems. Journal of Mechanical Design, 131 
Hartmann, B., Morris, M. R., Benko, H., Wilson, A. D. (2010) Pictionaire: supporting 

collaborative design work by integrating physical and digital artifacts. In Proceedings of 
the 2010 ACM conference on Computer supported cooperative work, pp. 421-424. ACM 

Jarratt, T. A. W., Eckert, C. M., Caldwell, N. H. M., Clarkson, P. J. (2011) Engineering 
change: an overview and perspective on the literature. Research in engineering 
design, 22(2), pp. 103-124 

Ostrosi, E., Haxhiaj, L., Fukuda, S. (2012) Fuzzy modelling of consensus during design 
conflict resolution. Research in Engineering Design, 23(1), pp. 53-70 

Pasqual, M. C., de Weck, O. L. (2012) Multilayer network model for analysis and 
management of change propagation. Research in Engineering Design,23(4), pp. 305-328 

Pahl, G., Beitz, W. (1996) Engineering design: A systematic approach, K. Wallace, Ed., 
Springer 

Pugh, S. (1991) Total design: integrated methods for successful product engineering 
Wokingham: Addison-Wesley 

Saint-Marc, L., Callot, M., Reyterou, C., Moly, M., Girard, P., Deschamps, J. C. (2004) 
Toward a data maturity evaluation in collaborative design processes. In Proceedings of 
the 8th International Design Conference DESIGN 2004 pp. 69-76 

Stark, J. (2011) Product lifecycle management (pp. 1-16). Springer London 



 Evaluation of Collaborative Tools 85 

Steward, D. V. (1981) The design structure system: a method for managing the design of 
complex systems. Engineering Management, IEEE Transactions on, (3), pp. 71-74 

Ulrich, K. T., Eppinger SD (1995) Product design and development (Vol. 384). New York: 
McGraw-Hill 

Van Dijk, J., Vos, G. W. (2011) Traces in creative spaces. In Proceedings of the 8th ACM 
conference on Creativity and cognition, pp. 91-94. ACM 

Wodehouse, A., Ion, W. (2010) Digital information support for concept design. CoDesign, 
6(1), pp. 3-23 



 

 

Chapter 8 

Scrum in the Traditional Development 
Organization: Adapting to the Legacy 
N. Ovesen and A. F. Sommer 

8.1 Introduction 

During the last couple of years, the application of Scrum as a project management 
framework has been broadened from initially belonging to the software domain. 
Now companies within the field of traditional product development are starting to 
implement Scrum in an attempt to improve their development efforts with respect 
to resource efficiency and speed. But as a process control model, Scrum is radical-
ly different from those traditional process control models, which are typically fa-
voured among the stakeholders in the companies’ management levels. Traditional 
and highly defined models, such as Stage-Gate, form a solid backbone in the de-
velopment organizations of thousands of companies as they offer a formal and 
long-term project plan with critical reviews, logical and sequential phases, and a 
transparent distribution of responsibility (Browning and Ramasesh, 2007).  

However, the famous and almost 30 years old quote from Takeuchi & Nonaka 
(1986) about the essential need for speed and flexibility in today’s fast-paced and 
fiercely competitive world of commercial new product development, was just one 
of the first of many to question the strict plan-your-work-work-your-plan strategy. 
Now, in some companies within the domain of integrated product development, 
Scrum is seemingly being integrated as an addition to these established process 
models rather than as a substitute. 

This paper is based on a case study of a series of Danish companies working 
with Scrum as a project management framework within a traditional Stage-Gate 
setting. All companies have been working with the implementation of Scrum for a 
period from one to four years, and all the companies are developing products con-
sisting of software, firmware, hardware, mechanical designs, and several other do-
mains. 

The main answer sought answered in the paper is this: What are the main or-
ganizational challenges of implementing Scrum in Integrated Product Develop-
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ment environments where formal process models already exist? As an answer to 
the question, the paper presents a series of challenges identified through interviews 
and video observations from seven companies. The paper focuses on challenges 
experienced in relation to the organization and the management. Numerous chal-
lenges exist in relation to the actual development effort; these are not covered in 
this paper. 

The rest of this paper is structured as follows: Section 8.2, Theoretical Over-
view, covers the basic structure of the Scrum framework. Section 8.3, Methods, 
gives an overview of the cases and the methods used to obtain data from them. 
Section 8.4, Results, presents the most important data from the cases, and finally 
Section 8.5, Analysis and Discussion, lays out the principles, relationships and 
generalizations that can be derived from the results. 

8.2 Theoretical Background 

This section covers the concepts of Agile Development and Scrum. It furthermore 
gives a brief overview of the Stage-Gate process model as well as Integrated Prod-
uct Development. 

8.2.1 Agile Development and Scrum 

Agile Development, as a term, was coined early in 2001 during a two-day meeting 
between seventeen people gathering at Snowbird Ski Resort in the Wasatch Moun-
tains of Utah (Highsmith, 2013) The gathered people were representatives from 
various surfacing disciplines in software development trying to establish a common 
ground and explicate a united stance in the worldwide software development 
community. The outcome of the summit in this extraordinary place was The Mani-
festo for Agile Software Development. Table 8.1 below shows the value set from 
The Agile Manifesto of Software Development. The four statements clearly make 
up with the command-and-control development processes in traditional develop-
ment (Suscheck and Ford, 2008). 
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Table 8.1. The value set of Agile Development (Highsmith, 2013) 

We are uncovering better ways of developing software by doing it and help-
ing others do it. Through this work we have come to value: 

• Individuals and interactions over processes and tools 

• Working software over comprehensive documentation 

• Customer collaboration over contract negotiation 

• Responding to change over following a plan 

That is, while there is value in the items on the right, we value the items on 
the left more. 

Scrum is regarded as one of the process models adhering to the manifesto 
above. Takeuchi & Nonaka first mentioned the concept of Scrum in relation to de-
velopment as early as in 1986. The term originates from the strategy used in Rugby 
for getting an out-of-play ball back into play. The name was chosen because of the 
similarities between this game and product development – both are adaptive, quick, 
self-organising, and have few rests (Schwaber and Beedle, 2002). With scrum the 
emphasis is on an empirical process rather than on a defined process (Larman, 
2004).  

Rather than ultimately deciding variables such as requirements, resources, 
technologies, and tools only at the beginning of a project, the development phase is 
organised in short iterative cycles called Sprints, where these variables are contin-
uously revised and thoroughly controlled (Figure 8.1). A Sprint focuses on the de-
velopment of only a few collectively chosen features in the product backlog list. 
Scrum emphasises self-organising teams and most importantly frequent Scrum-
meetings between all the team members. Each Sprint ends with a Sprint review and 
a revision of the backlog, and the development phase ends when the requirements 
are completed through several Sprints cycles (Schwaber, 2009). 

 

Figure 8.1. The Scrum framework with the big circular arrow representing the 2-4 week 
Sprint 
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8.2.2 Stage-Gate and Integrated Product Development 

Scrum is often seen as a contrast to process models such as the original Stage-Gate 
model by Cooper (1979). Stage-Gate offers a linear structure with stages and gates 
that together forms the process from idea to launch of a product. Essentially the 
gates act as the quality control checkpoints, where fundamental questions are asked 
about the state of the project (Cooper, 2011). In order to pass a gate all defined 
tasks must be completed (Browning and Ramasesh, 2007). All companies in the 
case study presented in this paper make use of various versions of Stage-Gate 
models as the main process control model. 

As mentioned earlier, all companies furthermore combine several types of pro-
fessional practices in their respective development projects. This is done in an in-
tegrated manner with overlapping and parallel workflows, also known as Integrat-
ed Product Development (IPD). According to Gerwin and Barrowman (2002), IPD 
contrasts sequential development and regards interactions between different func-
tional disciplines highly important. 

8.3 Methods 

The present study is primarily based on the case study method (Yin, 2003). Ac-
cording to Yin “a case study is an empirical inquiry that a) investigates a contem-
porary phenomenon within its real-life context, especially when b) the boundaries 
between phenomenon and context are not clearly evident. (…) In other words, you 
would use the case study method because you deliberately wanted to cover contex-
tual conditions” Yin (2003). 

The main criterion as to the choice of companies is the presence of experience 
with the Scrum framework. The companies are primarily identified through the 
“Scrum Denmark forum” at LinkedIn.com, and it is ensured that each of the case 
companies are developing products that requires a broad range of disciplines and 
that their respective development environments are conducting Scrum to a certain 
extent. 

Naturally, the data collection process is closely depending on which type of da-
ta is desired. In the case of this study, the desired data are primarily of qualitative 
character as its object is the challenges associated with implementing Scrum in in-
tegrated product development environments experienced by the employees in the 
organizations. The case study includes two types of data collection techniques: The 
main part of the data collection is conducted through semi-structured interviews 
(Kvale & Brinkmann, 2009). An interview guide is used, and as an aid to the inter-
view guide, a set of A3-posters is developed, illustrating visual representations of 
some of the questions. Interviewees are selected based on two criteria: 

1. Experience with participation in projects conducted through Scrum 

2. Interviewees should represent different Scrum roles 



 Scrum in the Traditional Development Organization: Adapting to the Legacy 91 

 

Video observation is used as a supplementary technique for collecting data in 
some of the seven cases. 

8.3.1 Case Overview 

In Figure 8.2 a basic overview of the seven cases is given. It includes information 
about general scrum experience, disciplines, organization and process models of 
the respective case company. 

 

Figure 8.2. Overview of the cases included in the study 

All interviews have been carried out at the respective companies over a period 
of four months, and all interviews have been audio-documented and partly tran-
scribed for later analysis. 
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The analysis of the data has been done in two steps. The first step focused on 
establishing a comparative overview of the cases and on converging the challenges 
identified through the case descriptions into a set of themes. The second part of the 
analysis focused on the identified themes through a structured scheme. 

8.4 Results 

Each case has been investigated and analyzed with respect to its compliance with 
the Scrum framework. Not all companies have implemented all parts of Scrum, and 
each of them have chosen to integrate roles, implement Scrum events, and use 
Scrum artifacts in their own way. But it is not only the level of compliance that dif-
fers from the seven companies. Also the organizational setups in which Scrum is 
implemented form a rather diverse picture. In the following analysis and discus-
sion, these differences between the cases are taken into account. The list below 
presents the main organizational challenges of implementing Scrum in IPD envi-
ronments with existing formal process models like Stage-Gate. 

• Fitting Scrum into the Stage-Gate process model 

• Balancing short-term and long-term planning 

• Combining two quality control systems 

• Empowering the Scrum team 

• Forming the right teams 

8.5 Analysis and Discussion 

Seen from a management perspective, the co-existence of two seemingly contra-
dicting process models, namely the Stage-Gate model and the Scrum framework, 
does come with a lot of challenges as they represent two different development 
paradigms. Scrum represents an iterative process, which advocates frequent inspec-
tion and adaption to continuously changing and emerging conditions around the 
development environment. The traditional Stage-Gate process advocates a rather 
defined process and considers heavy planning up front to be the best practice. 
Clearly, in principle the two models are contradicting – also in several other re-
spects than planning schemes – but they do exist side by side in all the seven cases, 
and this indicates that integrated product development organizations can benefit 
from Scrum in practice. 

The study of the seven companies shows that more than 30 different types of 
challenges exist. These challenges include both issues related to the practical de-
velopment from a design and engineering perspective, and issues related to the set-
up and structure of the organization. As mentioned earlier, this paper specifically 
focuses on the management challenges related to implementing Scrum in the exist-
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ing Stage-Gate-oriented matrix organization, and within this framing the main 
challenges are analyzed and discussed in the following sub-sections 

8.5.1 Fitting Scrum into the Stage-Gate Process Model 

When trying to implement Scrum in a traditional organization, it is seemingly a 
combination of two contradicting planning paradigms. The best practice when 
planning a development project in a traditional organization has typically been to 
plan in detail up front; but Scrum proposes a significantly shorter and continuously 
moving horizon for detailed planning. This has often been characterized as two 
conflicting extremes: Scrum versus Stage-Gate or Waterfall – or empirical versus 
defined process control, as shown by Schwaber (2009). However, in all seven cas-
es Scrum is a supplement to an existing process model in various versions of 
Stage-Gate. This seemingly works relatively well as none of the cases indicates 
something else. In a couple of cases, it has been mentioned that Scrum is conduct-
ed “below the radar” or without any relation to the Stage-Gate above it. In other 
cases, as for instance Case G, Scrum is intentionally used as the lowermost process 
management framework, which is fitted into the sub-sections of the “mid-level” 
VVSM process. This relation between the Stage-Gate, the VVSM and the Scrum 
cycles is seen in Figure 8.3. 

 
Figure 8.3. The ideal relationship between Stage-Gate, VVSM and Scrum in Case G 

When Scrum is integrated into a development process controlled through an ex-
isting Stage-Gate model, the paradigmatic divide may not always be a big chal-
lenge in practice. However, in the investigated cases, the Scrum framework rarely 
extends to other stages than the development stage, which is shown in Figure 8.4 
below. 
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Figure 8.4. The cases from A to F, showing Scrum activity in mainly the development 

phase. Case G is different as shown in Figure 8.3. 

The general picture in Figure 8.4 is contrasting one of the main ideas in Scrum. 
In its original domain, Scrum generally seems to include the whole development 
process from the early and broadly defined concepts to the launch and maintenance 
of the software or system. This case study shows that Scrum, when applied to Inte-
grated Product Development (IPD) activities, is generally limited to the develop-
ment phase and not integrated into the early phases or post-development phases. 
Obviously, there are certain barriers in IPD due to physical constraints, but part of 
the reason for Scrum being so limited in Scope in the investigated cases could be 
due to the fact that traditions and deeply rooted procedures already exist. At least 
in the early phases of the general development process, the change in domain from 
software to IPD does not seem to ad any domain-specific limitations to the Scrum 
framework. 

8.5.2 Balancing Short-term and Long-term Planning 

The main artifact in Scrum is the Product Backlog – a document equivalent to the 
typical requirements specification, managed by the “Product Owner” and continu-
ously groomed throughout the development process. The Product Backlog is, how-
ever, different from the requirement specification in several aspects, and the 
grooming of it includes the process of revising it according to the present situation 
and new insights. The Product Backlog is, in contrast to a traditional specification, 
continuously re-prioritized and detailed in the same pace as the development 
moves forward. 

In Case A the Product Backlog is implemented and managed by the traditional 
project manager, and it has not been a significant problem to integrate the two pro-
cess models on an overall basis. However, the interviewees argue that Product 
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Backlog from Scrum requires another mindset in regards to the practical planning 
of the process: 

“We need to have an idea about what is going to happen six months into the future. 
Only an idea – we must not by any means go into detail on it, but we need to be able 
to communicate it in order for people to make the right decisions today.” 

Interviewee 1, case A 

In most of the investigated cases, the Product backlog is not revised as pre-
scribed by the Scrum Guide. Instead, the general product requirement specifica-
tions of the respective development projects are used as the point of departure for 
the work packages specified to the separate Sprint cycles. But whereas this seems 
to work well in most cases, the continuous revision of the Product Backlog, which 
allows for the inclusion of new insights and re-prioritizing of existing require-
ments, is typically left out. 

8.5.3 Combining Two Quality Control Systems 

As Blessing (1993) argues, the quality of the product strongly depends of the quali-
ty of the process, and the Stage-Gate process provides a clearly defined process, 
which according to Phillips et al. (1999) is an important part of this. Furthermore, 
quality management systems such as the ISO 9000 family of standards fit well with 
the rigid and plan-driven process model of Stage-Gate (McMichael and Lombardi, 
2007). 

Scrum, as a contrast, has been criticized for its lack of critical design reviews 
like the gates in the Stage-Gate process (Boehm and Turner, 2005). Scrum pro-
motes a significantly shorter development cycle that ends with a Sprint Review, 
counting as the quality control in Scrum. In the cases of this study, the Sprint Re-
views do not substitute the quality control of the Stage-Gate model. It rather sup-
plements it as an internal and frequent quality check of the development effort 
within the Scrum team, and is not considered as a critical quality review by the 
management level stakeholders. 

Reducing the Sprint Review to an internal quality check of the delivered prod-
uct increment in the develop team may not be a challenge in itself as long as re-
quirements are met and not changed, but when corrective actions and changes to 
the product requirements are needed, the team may not be able to act on it as oth-
erwise promoted by the Scrum framework. This is due to its lack of empowerment 
within the Scrum team and relates to conflicting distributions of responsibility and 
empowerment between a traditional project management setup and the Scrum 
framework. 
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8.5.4 Empowering the Scrum Team 

When implementing Scrum in an organization with a traditional management 
structure it will require some adjustment of one or both solutions. Just as traditional 
management, Scrum has a portfolio of formal roles that are required in order to be 
conducted properly. Scrum roles and traditional management roles, such as the 
project manager role, have a certain overlap. While the responsibility for the exe-
cution of projects is born by the project manager in the traditional management 
model, project management is a shared responsibility in the self-organizing Scrum 
development team. The Scrum Master is only facilitating the process, and the 
Product Owner represents the customer and the business perspective. 

In most of the investigated cases, the Product Owner is absent, and often the 
traditional management model and the Scrum framework only flank each other in 
the presence of one single person playing the dual role as both Project Manager 
and Scrum Master. However, according to the data obtained through the cases, this 
dual role does not seem to cause any significant problems. On the other hand the 
role of the Product Owner – perhaps more rightly the absence of it – seems to 
cause some frustrations in the development teams in at least two of the cases: 

“There have been a lot of battles and they have taken a huge amount of time – at 
that point it would have been nice if an actual Product Owner would have taken 
those decisions.” 

Interviewee 1, Case D 

“As a Scrum Master I miss some inputs to a Product Backlog. In reality our projects 
operate without Product Backlogs.” 

Interviewee 1, Case F 

In both cases the lack of a Product Owner results in frustrated Scrum Masters 
and Development teams, and without a Product Owner taking the responsibility of 
managing the Product Backlog, this task trickles down to the development team. 
Due to the long lines of command in the surrounding organization, the teams in 
Case D found it difficult to maneuver and take the necessary decisions in the ex-
tensive hierarchical organization: 

“Our Product Line Manager, who owns the product when it goes to market and who 
talks to marketing and customers, needs to be located close to the Scrum team in 
order to have the essential and daily communication [with the team] while 
managing this Product Backlog. Right now he sits in India and is extremely difficult 
to reach.” 

Interviewee 2, Case 

The Scrum framework does not give any guidance to how it should be imple-
mented in a large organization. This is decided by the management, and to some 
extent also the development environment in which it is implemented. The frustra-
tion found in the quotes above is not present in the case A and C, as both of them 
are deploying Product Owners with the responsibility of grooming the Product 
backlogs.  
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8.5.4 Forming the Right Teams 

The official Scrum guide promotes cross-functional teams, and in software devel-
opment, which is the original domain of the Scrum guide, cross-functionality 
means a mix of disciplines within the software domain. In integrated product de-
velopment cross-functional teams entail a significantly larger variety of involved 
disciplines. This fundamental difference in the transition from software develop-
ment to integrated product development clearly has some consequences to the 
teams in the investigated cases. Extremely cross-functional teams have certain 
communication issues, which, in some cases, lead to a drop in motivation. The 
fundamental difference between the two domains is that in software, team mem-
bers have software development as a unifying discipline; the majority of a cross-
functional software development team has to some extent overlapping competenc-
es. This is not necessarily the case in cross-functional teams in integrated product 
development, which may very well include software, firmware, hardware, mechan-
ics, industrial design and more. 

“In the software silo there is a critical mass of developers with the same 
competences. In our project team we can easily be just one electro technician, one 
chemical engineer and one mechanical engineer. They just really can’t share tasks 
other than getting the coffee.” 

Interviewee 1, Case F 

As indicated in the quote above, the cross-functional team is not able to achieve 
the same collaboration synthesis as is achievable in the software development silo. 
This might very well be the reason why the organization is slowly starting to build 
up competence silos of mechanics, firmware and chemistry similar to the software 
development silo. In Case D, which describes three synchronized and functionally 
divided teams, interviewee 2 argues that even with functional teams the close col-
laboration may be difficult, due to the need of a broad variety of experts: 

“I have six developers on the Mechanics team, all with very different competencies, 
so this is not true Scrum. I cannot just put anyone onto a certain task, and that’s a 
challenge. One person does all the plastics and another does this and that.” 

Interviewee 2, Case D 

Together, the two quotes above reflect some of the difficulties in composing 
teams in integrated product development. It can be argued that two different paths 
can be taken, when composing Scrum development teams for integrated product 
development of a certain complexity: 

• Several parallel functional teams 

• Large and extremely cross-functional teams 

In this regard, the challenge is to balance cross-functionality with a certain crit-
ical mass of homogeneous competence in the development teams. 

In both Case D and Case F multiple Scrum development teams are working to-
gether on the same project. However, the two companies are handling this with 
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varying success. While the teams in Case D are systematically communicating 
through both Scrum Masters and System architects, Case F has not yet established 
a formal way of synchronizing collaborating teams. 

8.6 Conclusion 

This paper presents a series of challenges related to the implementations of Scrum 
in IPD environments where existing stage-gate process models exist. The challeng-
es are identified in a case study of seven Danish companies working with product 
development in combination with Scrum. 

The case study shows that Scrum in general is used as a tact-enabling tool for 
carrying out development tasks in an efficient manner within the existing Stage-
Gate-controlled development process. In the investigated cases, Scrum is an addi-
tional framework that is only utilized to some extent. However, it is despite the fo-
cus on challenges presented in this paper, clear that the development environments 
are benefitting from the Scrum framework in many ways and it is argued by all in-
terviewees that Scrum is a positive and highly beneficial addition to their develop-
ment process. With this paper, we want to initiate a discussion about how the 
Scrum framework can be even more beneficial to the development environments 
by focusing on the challenges that still need to be addressed. 
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Chapter 9 

Business Coaching and Consulting – the 
Systemic Constellation Approach in

C. Burchardt 

9.1. Introduction  
Business coaching and consulting as a systemic constellation approach is a solu-
tion-focused process, which helps leaders of organizations to identify the complex, 
often informal, relationships and inter-dependencies within their organization and 
to develop a deeper understanding about the underlying dynamics in a very time- 
and cost-efficient manner. The systemic constellations are a technique for gaining 
insight regarding the core of a problem or an issue in a short amount of time. One 
of the characteristics of a problem is that it fixates out attention and makes it im-
possible for the people to divert it. Systemic constellations render the inner image 
of the structure of a problem visible and tangible; through focusing on steps and 
changes new resources, solutions and opportunities for action are possible. 

The effectiveness of this method has become a widely accepted discipline in 
business consultancy, organizational development and change management. The 
process serves as a platform to solve business issues and to create future change – 
e.g. developing a sustainable corporate culture, optimizing the organization’s 
performance and enabling the strengths of individual team members as well as the 
team as a whole to fulfil their tasks in the most productive way. This paper 
describes how the systemic constellation approach can be transferred and applied 
to the field of business. 
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9.2. Business Coaching and Consulting 
Business coaching and consulting generate different benefits: Fresh perspectives 
on personal challenges, enhanced decision-making skills, greater interpersonal 
effectiveness, and increased confidence (Migge, 2011). Different companies are 
realizing the effectiveness of business coaching in achieving their goals to increase 
employee satisfaction, improve output and strengthen their bottom lines. As an 
example business coaching is used to shift a corporate culture to increase 
productivity by changing it from command and control to collaboration and 
creativity (Clutterbuck, 2009). It helps to close the gap between generations by 
increasing engagement and encouraging progress that benefits all parties involved 
Leadership is strengthened; communication is enhanced; listening is fine-tuned; 
and the overall organization becomes more effective. Business coaching contains 
different styles, e.g. systemic constallation approach, hynosystemic coaching, 
neuro linguistik programmation and other methods. A common procedure of all 
these styles (Figure 9.1) will be, that the coach support the coachée to change the 
mindset. 

 
Figure 9.1. Business Coaching as a helping continuum 

9.3 Systemic Constellation Approach 
Often, organizations and companies face complex problems:  

• the company does not have an adequate development, 

• the clients disappear,  

• it is not possible to innovate the products,  

• the employees are in permanent conflict,  
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• the merger of two companies does not allow the business to develop,  

• the employees leave without any real reason, etc.  

A rational analysis visualizes trails or indicates part of the problem, but never 
an overall view. Through a skilful use of systemic constellations, it is possible to 
discover hidden dynamics that are in operation in the organizations and companies.  

9.3.1 Feature of Systemic Constellation - 
Phenomenological Constellation 

The defining feature of systemic constellation is the phenomenological 
constellation which was originally developed for families and then applied to other 
systems as systemic constellation work such as businesses, organizations, educa-
tion and the medical field (Hellinger et al., 1998). The systemic constellation 
approach combines systemic understanding [systemic theory acknowledges that all 
elements within a system, such as group members, are interdependent and 
interactive], using of representatives work [using representatives to represent 
family members and or elements of larger systems and even concepts] and the 
phenomenological method [loosely interpreted as being a technique of 
acknowledging what is without preconception or prejudice]. The combination of 
these three streams allows unique interweaving of the process in many fields 
including environmentalism, quantum physics, psychology and spirituality. 

Basics idea behind the Phenomenology 

 The whole is greater than the sum of its parts. So a living human body is 
more than just its organs and limbs. It depends on how they connect and inter-
act. Similarly a family or organization is more than just a number of individual 
members put together. It also depends on how they link and interact.  

 All elements in a system are interdependent. Changes in one element result 
in changes in all the others. In organic systems such as the human body the 
system works to maintain equilibrium. This process is called homeostasis. In 
this situation survival of the system takes priority over the survival of the 
component parts. So when a person is exposed to extreme cold the vital organs 
will be protected while the extremities may be permanently damaged by 
frostbite. Similarly in families an individual may be sacrificed for the sake of 
the system 

9.3.2 Systemic Constellation - General 

The Systemic Constellation approach (Sheldrake, 2003) began in the field of 
psychotherapy but in the course of the last several years it has reached far beyond 
this scope and is currently on its way to making significant contributions to the 
body of social work, therapy, and many other medical fields such as homeopathy, 
as well as offering effective solutions for strengthening businesses and 
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organizations in several areas such as team building and development, and other 
consulting tasks (Sparrer, 2011). The approach was further developed by Insa 
Sparrer (Sparrer, 2009), Matthias Varga von Kibéd (Kibéd, 2006) with influence of 
Bert Hellinger and Gunther Weber (Hellinger et al., 1998). Later on business 
issues were adressed of Gunthard Weber (Weber, 2004) and Varga von Kibéd. 

In general the systemic constellation approach understand organizations and 
companies as a complex, living and learning network of relations which are 
interwoven with each other in many ways. This may be through contracts and 
official and unofficial hierarchies but also simply through the relationships the 
employee of a company or organization have with each other. Complex living 
systems behave in many ways like a mobile (Figure 9.2). 

 
Figure 9.2. Mobile principle of object movement – all actions influences others 

Wikipedia specify a mobile as a type of kinetic sculpture constructed to take 
advantage of the principle of equilibrium. It consists of a number of rods, from 
which weighted objects or further rods hang. The objects hanging from the rods 
balance each other, so that the rods remain more or less horizontal. Each rod hangs 
from only one string, which gives it freedom to rotate about the string. If one of the 
mobile objects get movement all other balanced objected get movements in 
sometimes unpredictable ways.  

This is one of the reasons why the systemic approach, instead of focusing just 
on the elements themselves, emphasizes the relationships between elements. By 
zooming out a better picture of the whole are visible so diagnosis becomes more 
precise and takes the whole into account. When the gaps are identified, it is 
possible to fill them in a balanced way for the whole. Adding to this, the process 
has to utilize to bring out the best in business. By creating possible contexts in 
which win-win situations are more likely to happen it also invites long-term 
success in business. 

9.3.3 Systems Constellation - Basic Principle 

The Systemic Constellation Basic Principle are: 

• Respect is the most important principle (what is, must be allowed to be). 
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• Everyone in the system has a right to her or his place (right to belong). 

• There must be a balance of giving and taking between individuals, between 
individuals and the system and between different parts of the system. 

• The system requires that certain priorities and orders of precedence should 
be observed. These include length of service, specialist skills, qualification, 
functional hierarchy, competence and particular stakes in the system. 

9.3.4 Systemic Constellation - Formats 

The usage of systemic constellation work depends of the environment situation. 
Different formats/types of constellations are developed. They are used according 
the cases, the issues and the sensibility of the facilitator. Main types of 
constellations formats are: 

• Normal (initially developed by Bert Hellinger). 

• Blind or hidden (in which there is no information about the issue or 
theme). 

• Structured (developed by Matthias Varga von Kibéd, that includes some 
of the followings and they are predefined formats of Constellations for 
specific type of questions). 

• Problem (can be done hidden, with representatives for the resources, the 
obstacles, the solution/objective and focus (client); it is also possible to 
include a representative for a medium term objective and for the hidden 
interests). 

• Diagnostic (useful when there is not a specific question or to see the 
dynamics or to get an organization diagnosis). 

• Project (for project analysis, quantifying feelings and sensations). 

• Tetralema (very useful for dilemmas or when it is difficult to decide 
between two alternatives or solutions). 

• Value Triangle (separating the individual main values and making an 
independent analysis for each one, in order to get to its integration). 

• Butterfly (project study and its evolution). 

9.3.5 Systemic Constellation - Paradigm 

The systemic paradigm abandons the mechanistic model of the world and the belief 
in objectivity, applies the principle of multiple lenses through which we perceive 
reality and emphasizes self-monitoring. Examples of the procedure of the 
mechanistic and systemic view are listed in Table 9.1 (Bodirsky, 2013). 
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 Table 9.1. Differences between mechanistic and systemic world-view 

Mechanistic View Systemic View 

Objectivity, one truth, unchangeable laws Construction of reality, many „truths“, thesis 

Right-wrong, guilty - not guilty Context-dependency, utility, connectivity 

External control Self-monitoring, self-organisation 

Linear causal chain Multiple interdependency, feedback loops 

Fixed difference, measurable To be different, change 

Linear progress Development, change and preservation, un-
blocking, discontinual change 

Formal logic, free from contradiction Integration of contradiction, including 

Hard facts, rational relationships Integration of hard and soft facts (emotions, 
intuition, processes of communication etc.) 

Roles: leader, manager Roles: impulse generator, enabler, develop-
ment worker, gardener, coach 

Methods: instructive, directive, command, 
learning through trial and error 

Methods: listening, questions, dialogue, dis-
cussion, reflection, learning to learn 

9.4 The Systemic Constellations Approach in 
Business Context 
All constellations relate to organizations, even a family or a human body is an 
organization. A system included a number of elements that are connected to one 
another in a continuously changing relationship. A system can be e.g. any group of 
people who regularly work, learn, or play together. Within business context, the 
organization as a whole represents a system. But in companies usually different 
departments and divisions exist, which also represent systems within the whole - 
sub-systems that belong to the whole. For example, when marketing and 
manufacturing departments have their annual football match, inside the teams the 
marketing person identify himself with the marketing department – as a sub-system 
belong to the whole company. But if this same marketing employee talked to 
strangers of other companies he identified himself as employee of his company – 
independent in which division, like marketing department, he works: “I am proud 
that I work for company XYZ”. Although the leaders of a company or organization 
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try to promote a shared culture throughout the organization, there are instances of 
department culture and loyalties being stronger than that of the whole. Such 
tensions are usual and can be difficult to overcome. Because all persons belong to 
several and different systems, misunderstandings and conflicts between their 
various cultures can easily arise. In many instances such conflicts are relatively 
minor and are worked out instinctively within the system: a kind of self-healing 
and self-levelling process goes on all the time. But, on other occasions this does 
not occur some intervention, like support for changing the point of view at an 
existing working group, that new group members have equal rights - to be a part of 
the whole (Figure 9.3). In addition to the ambiguities and conflicts caused by the 
different and incompatible needs from diverse systems, also other questions arise 
when the systemic principles are not followed. 

 
Figure 9.3. Different relationships in business context 

Systemic constellations tend to refer to organizations established for a 
particular purpose, often that purpose is work/business, but it could also include the 
army, health, education, religion or a stamp-collecting club. Systemic constellation 
work is very broad and possible in the context of team-building, supervision 
coaching process. They work in group settings as well in individual counselling 
settings. In addition, by using team members in specifically defined ways, a 
management constellation may help surface and deal with intuitive and other non-
rational behavioural drivers in ways that are more sympathetic to existing 
organizational mindsets and culture, and therefore encounter less resistance notes 
of business communities (Barber, 2002): 

• They can be applied like an instrument of navigation with which move 
through all kinds of business and organization-related questions.  

• They deliver a condensed, 3-dimensional, spatial overview of the status 
quo, allow possible ways to understand how it came to be and point out 
options for successful change. 

• They illustrate and bring out the questions and issues the client has 
concerning his company or organization in a simple, precise, and 
experiential way.  

• They offer practical and concrete possibilities for how to proceed. 



108 C. Burchardt 

• They offer alternative perspectives on existing dilemmas and how to 
transform crisis into chances of growth and transformation.  

• They can serve as a simulation for possible solutions (e.g. merging of 
businesses, strategic marketing changes, organizational changes) 

Business proprietors always face challenges within their companies. These 
challenges can be resolved through systemic constellations alone or in conjunction 
with modern systems, if required. As an example: sometimes at company 
multidivisional cooperation’s are necessary. In that case modern systems like a 
digital workflow application are used to prepare multidivisional transparency. But 
sometimes the systems will leave unaddressed issues, especially if there are 
problems in the workplace. These issues could address together with systemic 
constellation work. Furthermore, the modern systems can leave out basic 
fundamentals that are crucial to a good solution emerging. Examples: 

• Company /Organization Fields: Repeated training measures don´t bring 
the desired outcome; motivational problems, high rates of dismissal and 
employee sickness, problematic working relationships, problems of leader-
ship, definition of a strategy, integration after merger or acquisition of a 
company, verification of the coherence of the structure of the company, 
conflict management in the organizations, problematic relations with 
customers, check-up of task and goal-orientation of the company, test the 
effectiveness of important steps or changes in a company, identification, re-
processing and recycling of dead weight, systemic conditions for buying of 
companies and fusions, family businesses: identification and clarification 
of whether disturbances are related to management or to family issues, 
succession planning, new founding, partnerships. 

• Personal Fields: Finding your own place in a company, achieving the 
skills to fill out a function in a company appropriately, find a good place in 
the company, decision-finding: leaving or staying, conflicts with colleagues 
or seniors, explaining feelings of excessive demands, burn-out, changing 
reoccurring behavioural patterns, find the balance between private and 
professional life. 

9.5 Future Challenges - Adaptation of Systema-
tic Constellation in Business 
The systemic viewpoint regards organizations and companies as a complex, living, 
and learning network of relations which are interwoven with each other in many 
ways. This may be through contracts and official and unofficial hierarchies but also 
simply through the relationships the employee of a company or organization have 
with each other (Figure 9.4). 
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Figure 9.4. Hierarchies/Relationships of the employee of a company or organization 

This is one of the reasons why the systemic approach, instead of focusing just 
on the elements themselves, emphasizes the relationships between elements. By 
zooming out the picture of the whole so diagnosis becomes more precise and takes 
the whole into account. When the gaps are identified, the constellation work will 
fill them in a balanced way for the whole. The following prozess utilization at a 
later point of time is supposed to support the best in business process with regard 
to its scope. By creating possible contexts in which win-win situations are more 
likely to happen, it also invites long-term success. Where for example employees 
identify with the business they work in motivation and effectively rises. Additional 
research challenges for constellation work in business are: 

• Among peoples and cultures appears a different style. Some cultures are 
more open to discuss business issues in public workshops and other 
cultures permit only a limited framework of business issues about public 
involvement. 

• The name Constellation Work is used additional by therapy forms. The 
relationship between therapy and business coaching is not strongly 
clarified. 

• Sometimes in systematic constellation session a mix of private and 
business conflicts are indicated. In the constellation work it is important to 
respect and protect the private aspects of the clients – means no open 
discussion about private clients’ aspects in a public group.  

• A Management Constellation strongly emphasizes working with issues at 
the level of tasks rather than focusing on more interpersonal issues. Where 
interpersonal issues are the cause of disruption, it is possible that a 
constellation might not be the intervention of choice with the team as a 
whole (although the highest-ranking team member, for instance, might 
benefit from an off-line organizational constellation with a group of 
strangers). 
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• The introduction of the Management Constellation also requires some 
skills in using language that is true to the systemic methodology but also 
grounded and businesslike. The words used to lead the team in to and out 
of the constellation are important.  

• One objective is to minimize the possibility of a change of structural level 
occurring in the systemic constellation - for example, when a manager's 
issue is initially located within the organizational domain but suddenly is 
seen to be much more personal and have its origin in his or her family 
system. In an open workshop when a traditional organizational 
constellation is in progress, good practice demands that such changes of 
structural level are handled sensitively.  

• In selecting elements of an issue to be represented, preference is given (as 
far as is possible) to setting up more abstract elements rather than human 
elements. For example, in a constellation about a company's marketing 
strategy the six elements represented included the focus, the agreed 
marketing approach, that which was outside the agreed marketing 
approach, the boundary between the two, the market context, and a free 
element representing an 'x factor'. In a more phenomenological free form 
organizational constellation at a different time the representatives include 
the marketing director, the board, the suppliers, customers and the strategy. 

9.6 Research Fields - Systemic Constellation 
Approach 
The systemic constellation approach is used in business coaching as group-
simulation method (Rosner, 2007). As simulation method it delivers descriptions of 
cause and effect relationships in organizations and gives the participants an idea of 
functionality and configurability organizational networks of relationships and 
rules. It based on a constructivist understanding, defining systemic in a 
comparative way as the extent to which something (a theory, an explanation or an 
intervention) relates to the context and relationships in a system. The operational 
principle of systemic constellation is difficult to explain. Constellation work is a 
highly systemic method because hypotheses are generated entirely from the 
relationship dynamics and the interaction between context factors. This is the core 
understanding of the term systemic, which is defined as example by Matthias 
Varga von Kibéd as follows: 

“An explanation (theory, methodology, approach, definition of terms, thinking, 
idea, form of therapy, intervention): A is more systemic than explanation (theory...) 
B, by definition, when A allows a shift away from the attribution of qualities to 
system elements (and towards the observation of relationships, structures, contexts, 
dynamics and choreographies) to a greater extent than B” (Kibéd, 2005). 

This definition describes systemic in a comparative way. It does not determine 
‘systemic’ in terms of ‘Yes’ or ‘No’ but ‘more’ or ‘less, Different perspectives 
over to explanation models are defined at Weber (Weber et al., 2005) and 
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Sheldrake (Sheldrake, 2003). In a first attempt constellation work may be 
considered analogous to the statements quantum mechanical measurement process, 
there are some striking similarities. For example, a quantum mechanical 
measurement result is not predictable. Also creates the measurement itself only the 
result of which was non-existent as before. In addition, the subject-object 
separation in the quantum mechanical measurement is difficult or impossible, and 
not only the facts but also measured conditions affect the measurement result. All 
of this effects will be used in systemic constellation work. Such an analogy is not 
to be considered its own sake, rather it is to improve our understanding of systemic 
constellations and to give suggestions for a change in practice in the process of 
establishing itself. This question is explored in detail in a study that is published in 
Scribd (Guretzky et al., 2013). 

The relevant research in the context of systemic constellation approach is still 
rare and should be explored with future work in this field. Another attempt in the 
nature could be clarify the functioning forces in living systems that are otherwise 
still very challenging to understand and use. There are hints of these same forces in 
nature when at everyday mysteries such as the synchronized swooping of flocks of 
birds. If the coordination was based on the birds perceiving each other through 
their normal senses to understand them, then their change of direction would be 
staggered looking like dominoes falling. Instead they move as one entity with no 
delay. The systemic constellations work also relies on modes of communication 
that we don't yet completely understand. It should help us to move forward and get 
another point of view (Sheldrake, 2003). 

9.7 Conclusion 
Systemic constellation work can be applied in the context of businesses, 
organizations and teams. This approach offers an opportunity to experience and 
influence the natural balancing forces which impact leaders, teams and whole 
organizational systems. Through facilitated workshops and systemic constellation 
interventions it illuminates pressing issues the informal rules and relationships will 
be transparent, hindering factors are recognized and implicit knowledge in an 
organization will be make explicit. This allows a new and healing picture to 
enables the client and their system to move forward more harmoniously, 
effectively and creatively, to explore the development and innovation 
opportunities. 

In business coaching and consultant the systematic constellations approach is 
used to focus on restructuring, communication, team motivation, ethical questions, 
decision-making, strategic issues and mission statements. Systemic constellations 
may also reveal a simple and memorable picture of the dynamic that allows the 
organization to have a compassionate overview of the entire situation. 
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Chapter 10 

Process Indicators for Process Engineering 
(PIPE) 
M. Schabacker and M. Gröpper 

10.1 Introduction 
The campaign Process Indicators for Product Engineering (PIPE) of the companies 
CONTACT Software, Dassault Systèmes, IBM Software Group, IBM Global 
Business Services, and Transcat PLM Germany has taken over on the task of 
evaluating Product Lifecycle Management (PLM) solutions using standardised 
indicators for the product engineering process. This campaign was supported by 
VDMA (German Engineering Federation) as a non-materialistic sponsorship and 
by the Chair of Information Technologies in Mechanical Engineering, Otto-von-
Guericke University Magdeburg. The chair provided scientific consulting and 
monitoring. After studying the literature there was only one reference publication 
(Alemanni et al., 2008) devoted to the subject of indicators in Product Lifecycle 
Management. These authors had collected a lot of number indicators (e.g. part list 
changes number, change issue number). The objective of the PIPE campaign was 
to create process indicators with an interpretation context through feature cluster 
analysis of the product life cycle phases, indicating weaknesses in products, 
processes or business units, or through evaluation of formulas. 

10.2 Evaluation Problem of Engineering 
Processes 
In recent years, efforts were at the forefront of predicting the benefit aspects of 
PLM solutions prior to their introduction and their quantification in monetary 
terms. Today, the evaluation of PLM solutions after their introduction by 
characteristic factors is in the focus of attention. 

Characteristic factors provide complex subjects in a simple (e.g. the number of 
engineering change requests in product development) and compressed form (e.g. 
early warning rate of redundant engineering change request). An indicator is a 
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characteristic factor that can be interpreted by the user and is based on predefined 
values (target-actual comparison or target value). The indicator may relate to 
performance or capacity of the company, its individual organisational units or a 
machine (Schabacker and Simon, 2012). Therefore, many meaningful indicators 
have mainly been shown for machinery and equipment in the manufacturing. They 
were merged for example in the VDMA 66412-1 (VDMA 66412, 2008) and ISO 
22400-2:2014 (ISO 22400-2, 2014). 

But how can the definition of the indicator be applied to the environment of 
product development? For example in manufacturing processes, the indicator staff 
productivity (ratio of productive time to the present time) is fully justified. 
However, it is pointless in product development to regard the productive work (e.g. 
to measure the number of created drawings or 3D CAD models per day). There are 
three important influences within product development: 

• the ever-changing customer requirements, which lead only to engineering 
change requests and after this (economic) evaluation into engineering 
change orders, 

• easy configurable products so that the customers get exactly those products 
they like, 

• effectively organised product development projects in project teams that 
develop new and complex solutions in less time. 

A further influence requires the cooperation of the component-level products 
between internal and external product development partners to cause 
comprehensible decisions as quickly as possible. 

Therefore, and because of these influences, the project partners of PIPE have 
developed indicators for the cross-cutting processes in Product Lifecycle 
Management: 

• change management 
• requirements management 
• configuration management 
• project management 
• collaboration management 

These so-called PIPE processes are described in section 10.3. 

10.3 PIPE Processes 
Figure 10.1 shows the four parallelly running PIPE processes change, 
requirements, configuration, and project management as well as collaboration 
management as a cross-cutting PIPE process compared to the other four PIPE 
processes. 
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Change Management 

Requirements Management 

Configuration Management 

Project Management 

Collaboration 
Management Processes 

Processes in Product Lifecycle Management 

 
Figure 10.1. Flow of the PIPE processes in Product Lifecycle Management 

10.3.1 Change Management 

The change management supports all activities for the acquiring, collecting, 
evaluating, deciding, planning, and adding of product changes. Change 
management includes five sub-processes: 

• identifying the reason for change 
• specifying the engineering change request 
• evaluating the engineering change request in the departments 
• bringing together reviews and documenting decisions 
• evaluating change alternatives with defining milestones 

10.3.2 Requirements Management 

Requirements management supports target-oriented development of products 
which meet specifications. It involves collecting, processing , structuring, and 
verifying of customer and internal requirements. Requirements management 
includes five sub-processes: 

• collecting customer and internal requirements 
• specifying requirements 
• structuring and classifying requirements 
• monitoring the implementation of the requirements 
• reviewing requirements after the implementation 
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10.3.3 Configuration Management 

Configuration management is a management discipline which encompasses 
organisational and behavioural rules to the product life cycle of a configuration 
unit via its development through manufacturing and support. A configuration unit 
is any combination of hardware, software, or services. A configuration is a set of 
objects that describe the product for a certain time. The status of each configuration 
are retained as baselines and can be built up for several views (as designed, as 
built, as maintained) (DIN ISO 10007, 2004). 

The objective of configuration management is to document the fulfillment of 
physical and functional requirements of a configuration unit and to achieve full 
transparency referring to this. Besides, it is intended that everyone who is 
interested in a configuration unit uses the correct and accurate documentation (DIN 
ISO 10007, 2004). 

Therefore, configuration management is not bound per se to a specific 
application context. The application and implementation of configuration 
management result in a configuration management process. This requires the 
organisation and planning. In addition to this conceptual section of configuration 
management four sub-processes of configuration management are to be 
distinguished (DIN ISO 10007, 2004): 

• identifying the configuration(s) 
• executing the documentation in configuration management (the so-called 

configuration record keeping) 
• monitoring the configuration(s) 
• executing the configuration auditing 

10.3.4 Project Management 

Project management comprises, in accordance with DIN 69901 (DIN 69901, 
2009), the entirety of managerial functions, organisation, techniques, and means 
for the execution of a project. The project management includes four sub-
processes: 

• initialising the project 
• planning the project 
• monitoring the project 
• completing the project 

10.3.5 Collaboration Management 

Collaboration Management controls the collaboration on component-level between 
internal and external partners to bring about as quickly as possible comprehensible 
decisions. Collaboration Management is a cross-section process to change, 
requirements, configuration, and project management. 
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10.4 PIPE Indicators 
To assist companies in the identification of optimisation potentials in the product 
creation process using standardised process indicators, the focus of this campaign 
is therefore based on the Continuous Improvement Process (Schabacker and 
Simon, 2012). This can be reached by reorganisation, improved processes and 
methods as well as tools (IT systems such as CAx or PDM systems) in product 
development. Methods to improve training can also make a valuable contribution 
because for example unified modeling methods at the 3D CAD workstation 
improve the cooperation. A process indicator supports in 

• making decisions (problem identification, representation, information 
extraction), 

• the control of processes (target-actual comparison), 
• the documentation of processes (traceability and transparency of processes) 

and/or 
• coordination (behaviour control) of important facts and relationships in the 

product creation process of a company. 

10.4.1 Description of the Process Indicators 

The description of the process indicators is based on the VDMA 66412-1 (VDMA 
66412, 2008) which includes characteristic factors for Manufacturing Execution 
Systems (MES). 

The data for a process indicator can be collected for the actual recording either 
manually or read from existing IT systems (e.g. PDM systems) in a time period to 
be determined beforehand (monthly, quarterly, fiscal year, per project). The 
process indicators are designed so that the two cases are considered. Some process 
indicators include correlations of variables formula (indicated by the formulation 
for example ...ratio, ...degree), others include values based on an accumulated 
number of features or feature clusters (e.g. reason for change, product component, 
corporate responsibility). Besides, a process indicator includes 

• the product creation phase (e.g. pre-design, design, manufacturing, 
production support), 

• its benefits and/or identification of improvement potentials and/or 
application, 

• evaluation using a trend statement (e.g. the higher, the better) and further 
evaluation instructions and explanations as well as 

• its mapping to corporate responsibilities or departments of a company or 
corporate level managers, the indicator relates to this, and  

• its mapping to the PIPE processes. 

An example of the description of a process indicator is shown in Figure 10.2. 
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Name of the 
Indicator: 

Early Warning Rate of Redundant Engineering Change Requests 

Description of 
the Indicator 
Phase of the 
Product 
Creation 
Process: 

Unnecessary process steps sooner redundant requests are detected, the 
sooner and avoided other processes continue or be terminated. 

Benefit/
Potential for 
Improvement 
Application: 

The proportion of early detected redundant requests should tend to increase 
due to the learning curve over time. 

Time 
Behaviour: 

continuous 

Definition and 
Calculation of 
the Indicator 
Formula: NoECRRED err pre = Number of Engineering Change RequestsRED err pre  

NoECRRED err = Number of Engineering Change RequestsRED err  

EWRoECRRED err = Early Warning Rate of Engineering Change RequestsRED err  
 
 
 
 

Unit/
Dimension: 

% 

Evaluation: Trend: the higher, the better 
Analysis: Due to a learning curve, the proportion of early warnings should continuously 

improve. The smaller the percentage, the greater the improvement in rate 
should be. Early detection rate close to 100% can only be seriously improved. 

Notes 
Hints/
Explanations: 

- 

Corporate 
Responsibility: 

  Marketing   

  Development/Design   

 Manufacturing 

 Service   

 Purchase 
Company 
Level: 

Middle management: development management / design management, 
portfolio management, product managers, controlling 

PIPE Process:   Change Management   

 Requirements Management 

 Configuration Management   

 Project Management   

 Collaboration Management   
Figure 10.2. Sample description of a process indicator 
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All process indicators are described in the VDMA guideline Process Indicators 
for Product Engineering (VDMA, 2013). Table 10.1 shows 24 process indicators 
for the five PIPE processes. 

Table 10.1. Process indicators for change management 

Name of PIPE Process Name of Process Indicator 

1. Change Management 1.1 Number of Engineering Change Requests (ECR) 
1.2 Number of Engineering Change Orders (ECO) 
1.3 Abnormality Degree (change cluster) 
1.4 Throughput Time of ECR 
1.5 Throughput Time of ECO 
1.6 Early Warning Rate of Redundant ECR 

2. Requirements 
Management 

2.1 Approval Rate of Requirements 
2.2 Processing Status of Requirements 
2.3 Degree of Coverage of Acceptance Criteria 

3. Configuration 
Management 

3.1 Carry-Over of Parts Degree of Standard Parts 
3.2 Carry-Over of Parts Degree of Product Components 
3.3 Configuration Items Ratio 
3.4 Structured Configuration Items Ratio 
3.5 CAD Documents Configuration Items Ratio 
3.6 Historicised Configuration Items Ratio 
3.7 Synchronised Configuration Item Ratio 

4. Project Management 4.1 Adherence to Delivery Dates 
4.2 Cost Efficiency 
4.3 Project Status 
4.4 Number of Duration of Missed Deadlines 

(internal/external partner) 
5. Collaboration 

Management 
5.1 Knowledge Management Degree of Maturity 
5.2 Automation Level of Processes supported by 

automated Workflows 
5.3 Partner Evaluation Status 
5.4 Part of Search Time per Employee 

Table 10.2 shows the process indicators for requirements management with 
their variables and formulas. Two of these process indicators have one 
interpretation context and reporting option, respectively; the process indicator 
Degree of Coverage of Acceptance Criteria has two reporting options. The process 
indicators for the other four PIPE processes are described in a similar way. In total, 
the campaign developed 24 process indicators with 37 reporting options. 
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Table 10.2. Process indicators for requirements management 

Name of Process Indicator Name of Variables with Formula Context 

2.1 Approval Rate of 
Requirements 

NoACR = Number of Approved Consistent 
Requirements 
NoR = Number of Requirements 
ARoR = Approval Rate of Requirements 

 
 

2.2 Processing Status of 
Requirements  

NoRR = Number of Raw Requirements 
NoR = Number of Requirements 
DoCoRwS = Degree of Coverage of 
Requirements with Solutions 

 
 

2.3 Degree of Coverage of 
Acceptance Criteria 

NoDAC = Number of Defined Acceptance 
Criteria 
NoRR = Number of Reworked Requirements 
NoR = Number of Requirements 
DoCoACcomplete = Degree of Coverage of 
Acceptance Criteriacomplete 
DoCoACrange = Degree of Coverage of 
Acceptance Criteriarange 

• Completeness of Acceptance Criteria: 

 
 

• Scope of Post of Requirements: 

 
 

10.4.2 Evaluation of the Process Indicators 

To demonstrate the feasibility of the results the project partner developed a PIPE 
tool based on Microsoft Excel. 

One possibility for the visualisation of results is the use of evaluation graphs 
over the entire product lifecycle for the process indicators in change and project 
management. For example, by summing up the change requests, an accumulation 
can be detected in a cluster analysis of the product life cycle phases, indicating 
weaknesses in products, processes or business units. This is used with the Pivot 
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method using tables as table data in different cases can be represented and analysed 
in a condensed, summarised form (Figure 10.3). 

Number of engineering change order 

Number of engineering change request 

Sum of change costs 
pre-design 

design 
manufacturing 

production 
support  

Figure 10.3. Cluster analysis of change management with Pivot tables (Schabacker and 
Simon, 2012; Schabacker, 2013) 

The PIPE tool also allows visual evaluation of the process indicators using a 
traffic light system. After the company-specific values (target-actual values) are 
summarised and defined for each process indicator, the comparison with the results 
for the respective process indicator is carried out: 

• The traffic light color green indicates that the calculated value for the 
corporate responsibility (responsibilities) and the phases of the product 
creation process moves within the permissible range, so no continuous 
improvement must necessarily take place in the process. 

• The traffic light color yellow indicates that the calculated value is within a 
tolerance range outside the company-specific value for the corporate 
responsibility (responsibilities) and the phases of the product creation 
process; here, a continuous improvement for the respective corporate 
responsibility and respective phases of the product creation process should 
be planned. 

• The traffic light color red indicates that the calculated value is far beyond 
the tolerance range of company-specific value for the company 
responsibility (responsibilities) and the phases of the product creation 
process; here it must be planned a continuous improvement for the 
respective corporate responsibility and respective phases of the product 
creation process. 

An example for an evaluation is shown in Figure 10.4 for requirements 
management (for the calulation see formulas in Table 10.2). 
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Result for PIPE Indicators 
Period
Begin: 31.01.13
End: 15.03.14
Period Length: 408 days

PIPE Process PIPE Indicator Result
Company-

specific 
Values

Unit

Requirements Management
Requirements Management 2.1 Release Degree of Requirements 80,00% 70% %

Requirements Management 2.2 Processing Status of Requirements 80,00% 82% %

Requirements Management 2.3 Degree of Coverage of Acceptance Criteria 20,00% 70% %

Requirements Management 2.3 Degree of Coverage of Acceptance Criteria 30,00% 70% %  
Figure 10.4. Process indicators for the evaluation of requirements management (VDMA, 

2013) 

10.4.3 Evaluation of Maturity of the PIPE Processes 

An overall evaluation of all process indicators in the PIPE processes is based on 
the achieved number of traffic light colors green, yellow, and red (Figure 10.5). 

PIPE Compass Number Number Number
Overall 

Evaluation 
Indicators

Maturity

Change Management 6 2 5 13 53,8%
Requirements Management 1 1 2 4 37,5%
Configuration Management 0 1 6 7 7,1%
Project Management 5 0 3 8 62,5%
Collaboration Management 2 0 3 5 40,0%
Overall Traffic Analysis 14 4 19 37 43,2%  

Figure 10.5. Example of the evaluation of the traffic light functions for all process 
indicators and PIPE processes (VDMA, 2013) 

A maturity level is calculated based on the number of traffic light colors of 
indicators for each PIPE process and represented in a spider web diagram (Figure 
10.6). 

This reflects the current state of a company. However, this does not mean that, 
irrespective of the costs, a 100% state (i.e. company-specific values are exceeded 
at all process indicators) must be achieved by using the methods of the continuous 
improvement process. 
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0,0% 

20,0% 

40,0% 

60,0% 

80,0% 

100,0% 

Change 
Management 

Requirements 
Management 

Configuration 
Management 

Project 
Management 

Collaboration 
Management 

 
Figure 10.6. Example of the maturity level for all PIPE processes (VDMA, 2013) 

10.5 Conclusions 
After the successful project completion of this campaign 24 process indicators with 
37 reporting options are available in the VDMA guideline Process Indicators for 
Product Engineering (PIPE) that consider all relevant PLM disciplines and are 
already being used by customers. The benefit of PIPE lies in a uniform evaluation 
methodology. The identified process indicators have been tested with companies 
using the PIPE tool with respect to their applicability and feasibility. 
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Chapter 11 

Comparison of Seven Company-Specific 
Engineering Change Processes 
M. Wickel, N. Chucholowski, F. Behncke and 
U. Lindemann 

The management of engineering changes is an ongoing topic in academia and 
practice. To define the ideal engineering change process is still a challenge due to 
the opacity for necessary activities and the lack of efficacious supporting methods 
and tools. The comparison of seven company-specific engineering change 
processes gives insights into a detailed activity level of engineering changes in 
practice. By comparing the processes based on a reference process, commonalities 
and differences are derived. Coincidental, a generic engineering change reference 
process was developed, which describes an ideal process with all possible activities 
and process steps when dealing with engineering changes. 

11.1 Introduction 
Engineering changes absorb up to 31% of the product development capacity 
(Maier and Langer, 2011). This stresses the importance of their management, 
which is still an ongoing topic in academia and practice. One of the frequently 
upcoming topics is the opacity of engineering change processes (ECPs) and all 
necessary activities when dealing with engineering changes (ECs). Even if this was 
already a research topic several years ago (Eckert et al., 2004; Jarratt and Clarkson, 
2005; Lindemann and Reichwald, 1998; Terwiesch and Loch, 1999) and industry 
is aware of the proposed ECPs, there are still a lot of problems when dealing with 
ECs in practice. The described ECPs in literature are either not specific enough to 
use them, or are too specific what makes it difficult to adapt them to companies’ 
needs in ECM (Jarratt and Clarkson, 2005). 

In order to derive best practices and to enhance the management of ECs in 
industry, a comparison of company-specific ECPs was conducted. To allow a 
consistent comparison, there is a need for a reference process. The development of 
such an initial engineering change reference process (ECRP) is described in section 
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11.4, before the comparison of seven company-specific ECPs is addressed in 
section 11.5. This includes a revision of our ECRP, the description of the 
comparison and a discussion of main findings. Section 11.6 concludes the chapter 
and gives an outlook for further research. The following section gives an overview 
on the way the research was conducted and describes the corresponding research 
methodology. 

11.2 Research Methodology 
Following the strong interest by practitioners in a comparison of ECPs, we 
conducted a workshop on that topic within an expert group. In order to provide a 
common basis for terms and understanding of ECPs, we developed a reference 
process model for engineering changes based on literature. Thereby, we considered 
processes presented in commonly used scholar databases, engineering standards as 
well as book publications on engineering change management. The resulting model 
was used by every workshop participant to describe the ECP within their company 
preliminary to the meeting. In the meeting, the ECPs were discussed and 
commonalities and differences were identified in a workshop. Afterwards we 
adapted the reference process based on the findings in order to provide a generic 
framework for a comparison of company-specific ECPs and summarized the 
findings of the comparison in the new framework. In another meeting we evaluated 
the new ECRP and the findings of the comparison together with further 
participants of the industrial working group. The participants of the meetings and 
our research approach are described in more detail in the following sections. 

11.2.1 Description of Participants 

The group of experts on engineering change management was founded in 2012 and 
meets three times a year. The group was founded following the interest in more 
opportunities for discussion and knowledge transfer about ECM between academia 
and practice. Usually, five to ten participants from different companies attend the 
meetings, discuss current challenges and draw the advancements of ECM in 
academia and practice based on the fields of action in industry. The companies 
represented reach from middle-sized enterprises to large-scale enterprises and from 
suppliers to original equipment manufacturers (OEMs). 

A total of 13 practitioners from seven different companies participated in the 
first meeting. The objective of this meeting was a comparison of ECPs within the 
different companies. Anonymized details about the represented companies among 
the participants are provided in Table 11.1. 
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Table 11.1. Information about participants of the industrial working group 

Company size 
(employees) 

Position in 
supply chain 

Positions of 
representatives Industry 

~80.000 OEM Change manager Commercial vehicles 
~45.000 OEM Process manager Home appliances 
~35.000 OEM Change manager, process 

manager 
Commercial vehicles 

~20.000 OEM Project/Change manager Fixation systems 
~17.000 OEM Change manager Commercial vehicles 
~15.000 Supplier Change manager Automotive 
~1.200 Supplier Head of development Manufacturing 

11.2.2 Research Approach 

In order to compare company-specific process steps in ECM, a reference process 
was needed as a basic model for comparison. In a first step, we developed an initial 
EC reference process model based on literature about ECPs. We used this model 
for the comparison of ECPs of the participants, who allocated their company-
specific processes within our model. Together with the practitioners, we discussed 
the different processes in a workshop and reorganized the different company-
specific process steps. Then, we analyzed the workshop results in order to derive 
commonalities between the companies and to identify gaps; on the one hand, that 
might be process steps in our initial ECRP which are not used in industry or one 
the other hand process steps which are not captured in our initial ECRP. As a 
consequence, we restructured our reference process and changed the level of detail 
for some activities within the process. As a last step, we presented the resulting 
ECRP within a second meeting of the industrial working group with further 
participants, including the allocation of their company-specific ECPs. 

11.3 Development of the Initial ECRP 
As described before, we developed a reference process model based on literature in 
order to provide a framework for the comparison. The following sections give an 
overview of literature that deals with engineering change processes and describes 
how we derived our initial engineering change reference process (iECRP). 

11.3.1 Perspectives on Engineering Change Processes in 
Literature 

As defined by Jarratt et al. (2011) an EC is an alteration made to a product or its 
documentation. Furthermore, they define the organization and controlling of the 
processes for an EC as Engineering Change Management (ECM). The process 
behind the management of ECs is often called ECM process or just EC process 
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(ECP) (Jarratt et al., 2011). The EC process has similarities with the conventional 
design process or problem solving processes in general as presented by e.g. Pahl et 
al. (2007): confrontation, information, definition, creation, evaluation and decision. 
But there are also some important differences. Aßmann (2000) mentions inter alia: 

• The main focus of engineering processes is the generation of data. In EC 
processes existing and shared data are modified; 

• EC processes are characterized by a variety of administrative steps in order 
to minimize potential side effects of ECs; 

• Due to a large number of boundary conditions (e.g. existing data, increased 
pressure of time) is the planning and coordination of ECs within design 
processes complex. 

The statements about which processes exactly are part of this ECP differ in 
literature significantly. The different perspectives on ECM in literature are listed in 
Table 11.2. 

Table 11.2. List of different understandings of ECM in literature. 

Characterizations of ECM Reference 
ECM usually includes the four stages: 
Identifying; Evaluating; Implementing; Auditing 
Moreover, some common activities: identification and control of product structures; 
maintenance of revision control; history of all changes of products and its associated 
documents. 

(Huang and 
Mak, 1999) 

ECM is the process of making engineering changes to a product in a planned or 
systematic way, including the following steps: 
• Emergence of a need for the change 
• Request for the change 
• Management approval of the change 
• Implementation of the change 
• Documentation of all impacted product data 

(Rouibah and 
Caskey, 
2003) 

• Engineering change request raised 
• Identification of possible solution(s) of change request 
• Risk/Impact assessment of possible solution(s) 
• Selection and approval of a solution by change board 
• Implementation of solution 
• Review of particular change process 

(Jarratt and 
Clarkson, 
2005) 

ECM encompasses all documents, methods, actions and processes that are necessary 
for the avoidance, anticipation, effective selection, processing, 
approval/disapproval, execution, control and documentation of engineering changes. 

(Köhler, 
2009) 

• Identify change: Initiate problem, Estimate problem, Request change, Initiate 
Solution 

• Propose change: Analyze and order change, Propose solution 
• Alteration: Plan change, verify plan, execute and approve 
• Implementation of change: Estimate impact, Release change, Modify 

orders/requests/configuration, Disclose change 

(Rozenfeld et 
al., 2009) 

• Clarification of the change case 
• Selection of change mechanism(s) 
• Evaluation of alternative change options 
• Actual decision-making and approval of a change option 
• Implementation 
• Review of the individual change process and lessons learned 

(Kissel and 
Lindemann, 
2013) 
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Most of the authors describe ECM as the processes and actions to handle ECs 
after the need for them was already identified (i.e. the starting point is an EC 
request). Obviously, everybody mentions the implementation of the change itself 
as part of ECM. The generation of possible solutions, a risk and impact analysis 
and the decision process in advance of the implementation, and the retrospective 
review of already executed changes are not always included. 

In order to list all necessary process steps of ECM it is also useful to take a look 
at the strategies pursued by ECM. Table 11.3 summarizes the different strategies 
for ECM described in literature. Most of the strategies can be found implemented 
in the different process steps presented before. Only the avoidance, reduction and 
the front-loading of engineering changes cannot be matched to the identified 
process steps within ECM. This is due to the different characteristic of these 
activities. The ECPs described in literature are executed every time when there is a 
target deviation. The activities to avoid, reduce or anticipate changes take place on 
another level, i.e. are incorporated within the overall development process 
(Lindemann and Reichwald, 1998). 

Table 11.3. Summary of ECM strategies mentioned in literature. 

Strategies References 
Avoid and reduce engineering 
changes 

(Lindemann and Reichwald, 1998; Terwiesch and 
Loch, 1999; Aßmann, 2000; Fricke et al., 2000; 
Rouibah and Caskey, 2003; Eckert et al., 2004) 

Front-loading of engineering changes (Terwiesch and Loch, 1999; Aßmann, 2000; 
Fricke et al., 2000; Rouibah and Caskey, 2003) 

Effective and fast decision making on 
change implementation 

(Fricke et al., 2000; Rouibah and Caskey, 2003; 
Jarratt et al., 2011) 

Reduce negative impact of 
engineering changes 

(Terwiesch and Loch, 1999); 

Efficient implementation of 
engineering changes 

(Terwiesch and Loch, 1999; Aßmann, 2000; 
Fricke et al., 2000; Jarratt et al., 2011) 

Learning from previous engineering 
changes 

(Fricke et al., 2000) 

11.3.2 The Initial Engineering Change Reference Process 
(iECRP) 

By merging all different strategies and process steps identified in literature into one 
process model, a basis for the comparison was derived. The result is a model 
(iECRP) with five phases: 

• Identification of the necessity for a change; 
• Preparation of the change (generation of options and their assessment); 
• Decision for a change option; 
• Operation: implementation of the change; 
• Review of change effects. 
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These phases are on a too abstract level in order to allocate concrete activities 
within the handling of ECs in industry. Figure 11.1 shows the initial ECRP where 
every phase is detailed with necessary activities in an ideal procedure of an EC. 
Since this model was revised in a next step, the detailed description of the phases 
follows in the next section. 

 
Figure 11.1. Initial model for an engineering change reference process. 

11.4 Comparison of Seven Company-Specific 
Engineering Change Processes 

11.4.1 Revision of the ECRP According to the Company-
Specific EC Processes 

The iECRP based on literature (see Figure 11.1.) was sent preliminary to the 
meeting to the participants of the industry working group with a description of the 
iECRP. The representatives of the seven companies then allocated their company-
specific ECP to the iECRP in preparation for the working group meeting. 

Within the workshop the participants presented consecutively their company-
specific ECPs with reference to the phases and process steps of the iECRP. 
Subsequently a discussion was lead about differences and commonalities of the 
seven company-specific ECPs.  

The allocation of the company-specific EC processes to the iECRP indicated 
that some revisions would be helpful to reach a better result in the comparison 
afterwards. Therefore the following points were revised: 
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• simplification to a purely activity-oriented process model (the results of the 
activities are depicted by the graphics); 

• aggregation of two activities (“Identify effect dimensions” and “estimate 
effects” to “Identify and estimate effects”); 

• expansion of the activity “verify estimations for effects” to ”match results”; 
• modelling “Lessons Learned” as a process activity: “draw lessons learned”. 

Figure 11.2 depicts the revised ECRP with five phases and eleven process 
activities. It is of prime importance that the whole process should not be seen as 
just sequential. There are many loops possible and the sequence of actions depends 
on the specific context and situation, which are investigated in the identification 
phase. 

 
Figure 11.2. Revised ECRP according to the company-specific EC processes 

The identification of the target deviation and the assessment of the situation 
regarding the necessity to change and boundary conditions are focus of the first 
phase (identification). Here, the further procedure is defined roughly. Within the 
following preparation phase, more information is gathered. Among with a cause 
analysis in order to identify the technical cause behind the target deviation, several 
courses of action are elaborated. For each course of action, the dimensions and 
extents of resulting effects are estimated. The result of the preparation phase is an 
engineering change request (ECR) that describes the target deviation, the 
underlying technical cause, potential solutions and related effects. Based on the 
ECR, a decision has to be made in the next phase whether there will be a change at 
all and if so, what solution should be implemented. The result of the decision phase 
is an engineering change order (ECO). During the operation phase, all actions 
described in the ECO are executed. The effects of the change have to be recorded 
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during implementation in order to derive lessons learned in the closing controlling 
phase, where estimated change effects are compared to actual effects. Hence, the 
quality of predictions for change effects can be enhanced. The following section 
presents the comparison of the company-specific ECPs, allocated in our ECRP.  

11.4.2 Comparison of Company-Specific ECPs 

The seven company-specific ECPs were compared against the revised ECRP which 
consists of five phases and eleven process activities. The ECRP is represented in 
Table 11.4. In a first step of the comparison it was analyzed whether the particular 
process activities are part of the companies’ ECP (see Table 11.4, column: 
“Quantity of companies”). In a second step the core differences within process 
activities of particular ECPs were determined (see Table 11.4, column: “Core 
differences”).  

Table 11.4. Results of the comparison of seven company-specific ECPs against our ECRP 

 
Process activities  

(ECRP) 
Company Core differences 

within company-
specific process 

activites  1 2 3 4 5 6 7 

Id
en

tif
ic

at
io

n  
Identify target  
deviations 

● ● ● ● ● ● ● - 

 
Assess 
situation of 
target deviation  

● ● ● ● ● ● ● Companies have 
different criteria and 
procedures to assess 
target deviations. 

Pr
ep

ar
at

io
n 

 
Analyze causes ○ ○ ○ ○ ○ ○ ● - 

 
Identify 
possible  
courses of 
action 

● ● ● ● ● ● ● Only two companies 
generate more than one 
course of action.  

 
Identify and 
estimate effects 

● ● ● ● ● ● ● Companies take 
different effects into 
accout, which have to 
be estimated. 

D
ec

is
io

n  
Compare 
action  
options 

● ● ● ● ● ● ● Two companies decide 
between alternatives. 
The others have “go/no-
go” decisions. 

 
Induce 
decision 

● ● ● ● ● ● ● Single- or multi-stage 
decisions are possible. 

O
pe ra
ti

 
Implement 
change 

● ● ● ● ● ● ● “Just do it” – The 
activity depends on the 

Δ

Δ

Δ
x

on
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Process activities  

(ECRP) 
Company Core differences 

within company-
specific process 

activites  1 2 3 4 5 6 7 

specific EC and 
company surroundings.  

 
Record effects ○ ○ ○ ○ ○ ○ ○ - 

C
on

tro
lli

ng
 

 Match results ○ ● ● ○ ● ○ ● Different conditions are 
matched by companies:  
- objectives achieved? 
- estimations correct? 
- assumptions occurred? 

 
Draw lessons 
learned 

● ○ ● ○ ○ ○ ○ - 

 Legend:    ● Company with process activity      ○ Company without process activity 

11.4.3 Findings and Discussion 

The comparison of the seven company-specific ECPs indicated that the 
“identification phase” is very important for ECPs and especially the phases 
“preparation” and “controlling” differ strongly within the seven companies and 
between academia and practice. 

Within the “identification phase” the following process activities are 
determined for the specific situation of the change. Therefore, first the situation 
and deviation is assessed by the companies. Hereby the point of time within the 
development process when the deviation is detected is very important. Three out of 
seven companies differentiate between changes occuring in the planning phase, in 
the development or production phase or in the phase of product care. Furthermore, 
one company takes into account if the change affects a complex product or process 
and also if the customer has to be informed.  

The “preparation phase” in which causes for target-deviations have to be 
identified as well as possible courses of action is less emphasized within the 
companies. Only one out of seven companies has “analyze causes” as a process 
activity in their ECP and only two companies generate more than one course of 
action in order to eliminate the target-deviation. Due to increasing time pressure, 
companies often detail, assess and document only one course of action, which is 
then captured in a change request. In the following decision phase it will be 
decided whether the change request will be implemented or not. The decision then 
is a “go/no-go” decision instead of a decision between alternatives. In discussion 
with participants of the working group about the preparation phase it becomes 
apparent that the companies are not sure which effort is appropriate for the 
preparation phase, i.e. how much time they are allowed to spent in order to find a 
solution to eliminate the target-deviation. In the foreground there was lead a 
discussion about the effort-benefit ratio. Besides that, none of the companies 
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documents alternative courses of actions, which were established in the preparation 
phase. They are not captured in the change request. The ECRP includes this 
activity and the working group agreed on the potential of this process activity. 

Furthermore the “controlling phase” differs strongly between the companies 
and the established ECRP. Within the process activity “match results” the EC is 
examined retrospectively: two companies check whether the objectives of the EC 
were achieved and therefore the target-deviation was eliminated, one company 
checks whether the estimations have been correct and one company checks 
whether the proposed assumptions have become true (e.g. sales volume for a 
product). Then only two out of seven companies draw “Lessons Learned” after a 
closed EC to generate knowledge out of the findings and preserve the knowledge 
that has been gained during the ECP. The representatives of this two companies 
which draw lessons learned admitted that they draw lessons learned for some 
critical ECs but without a structured documentation and procedure and also the 
distribution of the gained knowledge is not organized. 

With regard to the whole EC process and the quantities of companies which 
perform the particular process activities it can be assumed that most of the 
companies focus on activities which are really necessary to implement ECs. 
Activities which do not lead or contribute directly to an elimination of the target-
deviation or have any benefit for the specific EC are not part of the ECP. Therefore 
often only one course of action is prepared, assessed and documented within the 
change request, which leads then to an easy “go/no-go” decision but not 
necessarily to the best possible solution. Furthermore, no profound controlling is 
done after a change is implemented so that it cannot be assessed whether the 
decision was right as well as all assumptions which have been made during the 
process. Companies thereby abstain from the strategy “learning” out of ECs. 

11.5 Conclusion and Outlook 
Literature provides numerous similar ECPs on a very high and abstract level. 
However, these processes lack of detail to apply them as a reference process in 
order to compare company-specific EC processes. So within this work first an 
ECRP was developed which is more detailed and profound then the processes 
already presented in literature. 

This ECRP was the basis for a subsequent comparison of seven company-
specific EC processes to determine the state of EC processes in industry. The focus 
within this study was on standard process activities and their differences. 

The main findings are that most of the companies generate, document and 
assess only one course of action instead of several in preparation for an EC 
decision. Furthermore, the process activities after an EC was already implemented 
are very poor emphasized in industry. But these phases and activities are the basis 
for a process improvement of EC- and development processes because it can be 
identified whether the ECP was successful or not. Also the strategy learning 
depends on the late phases and a review of the EC in total and retrospectively. In 
conclusion, industry is currently abstaining from the potential to improve and 
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increase the effectiveness and efficiency of the EC- and development processes by 
intensifying the late phases and extend the field of courses of actions. 

In a next step methods and tools to assess change effects in order to support the 
decision making will be developed. Thereby, decisions within the phase 
identification for situation analysis purposes as well as decisions within the phase 
decision upon courses of actions are addressed. Furthermore, these methods and 
tools promise an improvement of the effort-benefit ratio, which is vital challenge in 
industry when estimating the effort to put in the elimination of target-deviations. A 
subsequent goal is to develop an approach for the strategy learning within ECPs 
and the evaluation of the benefit of this strategy. 
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Chapter 12 

Consideration of Uncertainties in the 
Product Development Process 
J. Reitmeier, T. Luft, K. Paetzold and S. Wartzack 

12.1 Introduction 
Modern product development processes are characterized by a high complexity and 
division of work. In addition, the cooperation of different engineering disciplines is 
needed to achieve the required product functionality. Therefore, product 
development is predominantly done in parallel and distributed processes. 
Disruptions in development projects that may result in a delayed development and 
time-consuming iteration cycles are the logical consequence if interfaces of 
individual work steps respectively processes are not sufficiently described or 
standardized. In addition, presumed minor changes to a single component often 
have an effect on a vast variety of overall system properties. As a result, the effect 
of wrong decisions and unnecessary iterations increases. 

The recent years have shown that there is a strong trend to ensure product 
functionality by the means of simulations. This requires a pre-defined quality and 
processing of data and information depending on the current process step if virtual 
validations are to be executed efficiently. However, especially in early stages of a 
development process, lots of assumptions have to be made since data are not 
available or are subject to a considerable uncertainty. Thus, it is important to 
identify uncertainties, evaluate their effects and to formulate appropriate strategies 
to handle respectively reduce uncertainties. 

The product’s behaviour caused by the product’s properties and by taking into 
account the specific usage and environmental conditions is a relevant measurement 
for the fulfilment of the desires and requirements. Therefore, it is the objective to 
develop a product-oriented process management based on a property-oriented 
product description. By using maturity and iteration management based on this and 
by the help of an appropriate simulation planning approach for virtual validation, it 
is not only possible to optimize the development process but also to improve the 
product itself. In this paper, the handling of uncertainties is focused and 
exemplarily shown by considerations concerning the design of a chassis. 
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12.2 State of the Art and Preliminary Work 
The almost unlimited number of ways in which functions desired by customers can 
be realized enforces a conceptual thinking according to Schäppi et al. (2005). 
Hence, the development and engineering work has been investigated scientifically 
by methodological and theoretical aspects since the middle of the last century 
(Vajna et al., 2009). Pahl et al. (2007) define design methodology as specific 
procedures or instructions for developing and engineering of technical systems and 
products. The aim of these instructions is to enable a goal-oriented approach to 
facilitate the planning and team work and to serve as a guide for product 
developers (Pahl et al., 2007). 

12.2.1 The Property-based Product Development 

Krehmer (2012) proposed an advanced procedure model in order to establish a 
product-oriented process management. This procedure model was further 
developed in Luft et al. (2013b and 2013d) and is composed of three main parts 
"procedure model", "micro-cycle of synthesis or analysis" and "matrix-based 
product description" and is shown in Figure 12.1 in a very simplified form. 
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Figure 12.1. Simplified overview of the advanced procedure model according to 
Krehmer (2012) and Luft et al. (2013d) 

The procedure model divides the entire product development process into 33 
process steps which each of these is assigned to one of the four perspectives: 
behaviour (B), properties (P), structure (S) and function (F). It explicitly refers to 
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process steps of synthesis and analysis (left and right part of the V-model) and 
therefore guides developers through the product development process (Luft et al., 
2013b). Based on the requirements (REQ), the product to be developed is 
described in detail top down regarding its overall system level (OSL), the 
associated subsystem levels (SSL) and component levels (CL). The system 
integration is progressively performed under continuous analysis of the achieved 
properties and behaviour at component, subsystem and overall system level. The 
micro-cycles assist in the processing of the process steps as they pretend what the 
developers have to do. Thereby, the matrix-based product description is step by 
step filled out with information regarding the respective behaviour, properties, 
characteristics (C) as well as the function structure (FC) and active structure (AS) 
of the OSL, the SSL and the CL. Thereby, similar definitions of characteristics and 
properties as defined in Weber (2005) are used. In turn, the matrix-based product 
description, which will be explained in the following section, provides information 
for the execution of the individual micro-cycles and thus controls the execution of 
the procedure model. Further explanations of the procedure model as well as of 
defintions are given in Krehmer (2012) and Luft et al. (2013b). 

Due to the consequent detection and calculation of the product maturity, which 
consists of several key performance indicators (KPIs) (e.g. completeness of the 
collected requirements, configuration level of components; cf. Krehmer (2012)), at 
each step, the fulfilment of the required property profile can be monitored, and, as 
a consequence, need for action can be detected at an early stage, for example to 
avoid unnecessary iterations during the product development process (Krehmer et 
al., 2010). By using the matrix-based product description, multiple dependencies, 
for example, of defined characteristics and resulting properties are mapped. Thus, 
deviations from targets together with their related causes can be recognized early. 
Therefore, better alternatives can be identified as well as their corresponding 
consequences can be estimated accurately. To sum up, this procedure model for 
iteration and product maturity management in the property-based product 
development supports virtual property validations and assists therefore developers 
during the product development process. 

12.2.2 The Matrix-based Product Description 

The main part of the procedure model is the matrix-based product description 
which consists of several Design Structure Matrices (DSM) and Design Mapping 
Matrices (DMM) and represents therefore a Multi Domain Mapping Matrix 
(MDM). By using such a matrix-based product description, all the dependencies 
and interactions within a product can be mapped during the development process 
systematically. By mapping the dependencies between characteristics and 
properties in a characteristic-property-matrix (see Figure 12.2), it can be analysed, 
which unintended effects on properties intended modifications of certain 
characteristics have (Luft et al., 2013d). In addition, it is also possible to 
reconstruct which effects changes of certain characteristic have on the component, 
subsystem and overall system level. The matrix-based product description was 
evaluated by using the example of a chassis (e.g. wheel hub) and further developed 
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(e.g. different types of dependencies) in Luft et al. (2013d). The interaction of 
dependencies between characteristics, properties and the resulting behaviour was 
shown by using the example of a front-wheel suspension. A simplified example 
matrix for the component wheel hub is shown in Figure 12.2. 
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Figure 12.2. Characteristic-(component)-property-matrix of a wheel hub (simplified extract) 

A subsequent nominal-actual comparison provides information about whether 
desired properties of the product have been achieved satisfactorily or whether 
iterations are necessary (Krehmer, 2012). Consequently, it is important to analyse 
the flow of information by taking into account the involved employees as well as 
the single and distributed development steps (Luft et al., 2013a). As a result, a 
property-based detection of the product maturity can be realized. Since the matrix-
based product description is being developed mainly during the concept phase, not 
only the different uncertainties in this early stage of product development have to 
be considered but also the product’s properties have to be validated. 

12.2.3 Virtual Property Validation 

A multitude of highly efficient simulation tools for different disciplines is available 
today (Paetzold and Reitmeier, 2010). However, it is still an open question which 
simulations can be executed at what point in time to really support product 
development processes and to reduce the development risk by purposeful and early 
validation of product functionality. 

There are two fundamental kinds of process steps that are executed alternately: 
synthesis and analysis. Result of the synthesis are characteristics, while in the 
analysis step, the property profile is identified and compared against the 
requirements or specific reference values. The data processing of the network-like 
linkage of characteristics and properties via matrices, addressed in the previous 
section as well as in previous publications (e.g. Reitmeier and Paetzold, 2012), 
helps in the first step to identify necessary input data for specific property 
validations. 
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However, in the second step, it is absolutely necessary to indicate which input 
data the simulation results are based on in order to prevent systematic errors and 
avoid implying a precision that does not exist (Reitmeier and Paetzold, 2011): data 
quality must be pre-defined depending on the current process step if simulations 
are to be executed efficiently. The usefulness of a property validation is mainly 
determined by the quality of available data and information. DIN 55350 (1987) 
defines quality as the "entirety of characteristics (and values of characteristics) of a 
unit according to its ability to fulfil determined and preconditioned requirements". 
Based on the four quality dimension (intrinsic, contextual, representational and 
accessibility as crucial success factors) of Wang and Strong (1996), one of the 
most cited concepts when estimating information quality, quality attributes in the 
context of simulations are defined in Reitmeier and Paetzold (2011) and a 
correspondent evaluation system is presented. 

In virtual product development, optimization cycles are defined based on 
simulation results, unless the realized property profile is not satisfying. In this 
context, the inclusion of sensitivity analysis cannot only support the basic filling 
(identification and weighting of linkages) of the matrix-based product description, 
but consequently also identify efficient “set-screws” (characteristics) to support the 
iteration management mentioned before. A correspondent scenario is presented in 
Reitmeier and Paetzold (2012) by the exemplary behavioural simulation of the 
break application of a car. In addition, results of sensitivity analyses can be used to 
identify the available overall data quality, as the quality of high important input 
data are rated higher than the quality of less important ones and, therefrom, the 
expected result quality of simulations. This supports to evaluate the usefulness and 
consequently the planning of simulations (Reitmeier and Paetzold, 2011). 

However, the process design is strongly influenced by the boundary conditions 
of the development situation and the specific requirements for each development 
task and thus, methods and tools to purposefully support operational activities must 
be provided (Roelofsen, 2011). Ponn (2007) asserts that the development context 
can be described by context factors that have an influence on product and process. 
Hence, context factors are presented for an approach to simulation planning in 
Reitmeier and Paetzold (2013) and linked to the matrix-based product description. 
These factors include product-related (to identify the current development status: 
e.g. relevance of a property), process-related (to support the simulation planning 
and the evaluation of simulation results: e.g. availability or quality of necessary 
input data) and resource-related (simulation effort and basic feasibility of a 
simulation: e.g. comparison required/available capacity of tools or personnel) 
aspects to describe the development situation in the simulation context. Based on 
this, two essential aspects are considered within simulation planning (see Figure 
12.3): the evaluation of the meaningfulness and feasibility of a simulation is put in 
front of a step of analysis and the subsequent evaluation of the validation results is 
supported by statements concerning the simulation quality. 
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Figure 12.3. Basic concept of simulation planning following Reitmeier and Paetzold (2013) 

12.3 Product-oriented Process Management 

12.3.1 Consideration of Uncertainties in the Product 
Maturity Management 

The matrix-based product description requires the use of information whose 
content particularly in early development stages is based partially on assumptions 
and therefore is highly uncertain. The level of uncertainty is compounded by the 
possibility that certain facts and figures may be completely unknown or 
disregarded (De Weck et al., 2007). Therefore, it is necessary to develop a concept 
for the identification and handling of uncertainty in the development process to 
measure product maturity while taking into account the uncertainties. Thereby, the 
current product maturity should not be measured by the time spent and the costs 
incurred or in other words by time- and cost-related KPIs (cf. Luft et al., 2013c) 
but instead of these by means of product-related KPIs (e.g. realized properties). For 
this, an appropriate approach for handling uncertainty in product development 
process is essential. Such an approach is depicted in Figure 12.4 and will be 
described briefly thereafter. 

The starting point of the approach is the identification of uncertainties in a 
specific development project. Since development projects and therefore the 
respective uncertainties differ significantly from one another, a project-specific 
view is required. For example, uncertainties from numerous possible rim-tyre-
combinations concerning a conventional car are different to these concerning a 
racing car where combinations are often limited by technical regulations. It should 
also be mentioned that (virtual) validations play a crucial role because the 
uncertainties are not in every stage of the development process from the same 
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source and have the same degree. Therefore, it may be necessary to carry out the 
entire procedure for the analysis of uncertainties several times. Finally, the exact 
types of uncertainty for the identified uncertainties have to be determined. 
Following Derichs (1997), types of uncertainties can be classified into the two 
groups “context of uncertainty” and “content of uncertainty”. Contextual factors of 
uncertainties are “changing frequency“, “changing time”, “changing amount” and 
“changing cause”. The group “content of uncertainty” can be subdivided into three 
groups (“missing information”, “incorrect information” and “misinterpretation of 
information”) and is already integrated in the analysis of the development situation 
according to Reitmeier and Paetzold (2013). 

Step 1: Identification of 
the uncertain data and 

information

Step 2: Prioritization 
of the identified 

uncertainties

Step 3: Determination 
of uncertainty degrees

Step 4: Creation of a 
uncertainty matrix and

a uncertainty profile

Step 5: Determination 
of work instructions 

and strategies

Search for uncertain information by analyzing the various 
sources of uncertainty
Collection of all the uncertainties
Determination of the uncertainty types

Allocation of three relevance categories (low, medium, high)
Allocation of the identified uncertainties through subjective 
assessments or by using risk analysis 

Definition of the criteria for the measurement of uncertainty
Determination the degrees of uncertainty for each uncertain 
information
Creation of the uncertainty functions

Creation of a matrix of sources and types of uncertainties
Entry  of the degrees of uncertainty of the information
Determination of project-specific uncertainty profile

Discussion of strategies for handling the uncertainty profile
Distinction between eliminable / reducible / irreducible 
uncertainties
Analyses of ways to minimize risks / influences of uncertainties

 
Figure 12.4. Overview of an approach for handling uncertainty in the development process 

To keep the cost of the analysis of the uncertainties economically, the 
uncertainties have to be classified regarding their impact on product development 
in step two. For instance, it would be inefficient to analyse a certain uncertainty 
regarding the screw thread (e.g. M14 or M16 to fix the rim to the hub) to the last 
detail if it is ultimately irrelevant for the conceptual design phase which screws are 
used at all. This can be done through surveys of affected persons, using subjective 
assessments or through a risk analysis. The result of the second step should be a 
categorization of all identified uncertainties into three classes (low, medium, high). 
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After a successful prioritization of uncertainties, the effects have to be 
determined in the third step. All uncertainties are described by an uncertainty 
function. Subsequently, the degree of uncertainty of the analysed uncertain 
information can be determined from the uncertainty function which is a graphical 
representation of the relationship between the degree of uncertainty and the 
criterion of an uncertainty type. Since this procedure requires a relatively high 
effort, the focus should be on the uncertainties with high relevance according to the 
previous step. By identifying the different degrees of uncertainty, it is possible in 
principle to derive the measures which have to be performed to eliminate or at least 
to reduce these uncertainties. 

This is followed in step four by the creation of the project-specific uncertainty 
profile by entering the previous results in a matrix which consists of uncertainty 
sources and types. This matrix is used to give an overview of the entire 
uncertainties of a development project and to show what causes most uncertainties 
of a project as well as what types and what degrees the uncertainties have. 

Based on the results from the uncertainty matrix, primary fields of action can 
be identified. Thereby, a distinction has to be drawn mainly between eliminable, 
irreducible and reducible uncertainties. For the uncertainties, for which reduction 
potential is seen, different strategies depending on the source and type of 
uncertainty are possible, to increase the data/information security and quality. 
Distinction should be made in principle again, if the uncertainty has arisen due to a 
lack of information, incorrect information, or by a misinterpretation. For instance, 
for a lack of information, which can arise from the type’s incompleteness, 
inaccuracy and doubtfulness, one possible standard strategy, which can be applied 
to the previously determined uncertainty profile, is to reduce the missing 
information. Depending on the respective source and the specific situation, this can 
be done by different work instructions. The doubtfulness (e.g. does the material 
“X” bear the stress “Y”?) regarding product properties or functions, for example, 
can be reduced by simulations (section 12.3.2). Incompleteness or inaccuracies of 
the CAD design can be reduced by asking the responsible engineer or by using 
historical values.  

This approach has to be integrated in each step of the advanced procedure 
model (Figure 12.1), so that the influence of the uncertainties in the estimation of 
product maturity is evident and the monitoring of the product maturity under 
uncertainty can be done with sufficient reliability. This approach for monitoring 
the product maturity serves as a guideline for dealing with uncertainties, both 
during the product development process and in the assessment of the development 
progress. Furthermore, this approach supports to determine the usefulness of 
virtual validations due to the present (uncertain) data base and to evaluate their 
result quality. Due to the associated increase in the quality of information, wrong 
decisions especially in early development stages are reduced and the related 
occurrence of time-consuming and costly iterations is minimized. In addition, 
through the development accompanying product maturity monitoring (i.e. the 
comparison of actual and desired properties) in a variety of development projects, 
the strategic management of various development projects will be supported. This 
increases the overall efficiency in the product development of the company. 
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12.3.2 Management of Virtual Property Validations 

As mentioned before, one core aspect of the research project is to trigger 
simulations efficiently and to substantiate decisions based on simulation results. In 
the context of simulation uncertainties occur mainly due to the quality of input data 
and simulation model and thus affect the accuracy and meaningfulness of results 
from this analysis. In addition, the effect of modifications of characteristics on 
properties (not only the original intended ones) is important to identify which 
properties have to be validated again. This is shown by considerations regarding 
the development of the chassis of a racing car with a view to process and product. 
In this context, the following main aspects are exemplarily illustrated: 

• The simulation focus and related needs regarding data/information as well 
as the availability of data/information are based on the actual process step; 

• The validation and optimization of component properties regarding the 
determined (possibly contradictory) component requirements; 

• The effect of modifications (parameter changes of a single component as 
well as conceptual modifications) on component and system properties. 

Core parameters of a chassis (e.g. pitch pole) show a dynamic behaviour 
depending on the lifting or steering of the wheel. Neglecting the elasticity of the 
components, the suspension is a defined kinematic chain that can be described by 
mathematical approaches (Heißing et al., 2011). In doing so, a model with rigid 
body motion on trajectories is obtained that owns ideal articulations (ball joints 
without clearance are often used in race cars). Within chassis development, it is 
useful to determine the kinematic design with such a simplified model first and to 
expand and specify this in later stages of the development process (e.g. multi-body 
simulation with appropriate specialized tools to analyse elasto-kinematics and 
loads) (Heißing et al., 2011). This shows that there are different requirements 
concerning input data and simulation model in different stages of the process. In 
addition, aspects like suspension geometry, material properties or boundary 
conditions like forces or moments are often based on assumptions in the early 
stages when there is not enough background concerning concepts, models or 
empirical values. 

These statements point out that especially in early stages of a development 
simulation results are subject to uncertainty. This is based on the simulation focus 
(and corresponding level of abstraction of the model) as well as on the availability 
of data and information. This was initially discussed in Paetzold and Reitmeier 
(2010) and considered when determining context factors (Reitmeier and Paetzold, 
2013) to provide targeted support for simulation planning and the evaluation of 
simulation results with respect to its quality that is depending on the quality of the 
used input data and simulation model. 

The chassis of a formula student race car usually consists of five subsystems at 
SSL (wheel, suspension, spring-damper system, brake system, steering system). At 
CL, the wheel hub (see Figure 12.2) is an essential part of the suspension. 
Forwarding lateral forces from the wheel to the wheel bearing is an important 
function of it (Trzesniowski, 2010). Accordingly, the wheel hub must be designed 
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for bending stiffness. Numerical simulations like stress and deformation analyses 
using finite element analysis are design standard (Heißing et al., 2011). 

But, in addition to appropriate strength requirements, the wheel hub must also 
meet the usual requirement for weight reduction in racing. Improvements in the 
vertical dynamics by reducing the mass of components may be exemplarily 
mentioned (Heißing et al., 2011). For this purpose, star-shaped or ribbed (instead 
of massive) designs of the wheel hub are focused. In this context, the challenge is 
to achieve equal or higher cambering stiffness. If information regarding the 
production process (e.g. casting process) is available, geometry optimizations 
concerning an accurate production process can be considered as well. 

These brief examples indicate the link-up of desirable properties and 
constructive designs. If a component property is not sufficiently fulfilled, 
optimization tasks have to be initiated. A matrix-based product description 
supports to identify efficient “set-screws” (characteristics). Furthermore, the effect 
of modifications on other properties is more transparent. This in turn supports on 
the one hand the initiation efficient iteration cycles and on the other hand to trigger 
other simulations when it is assumed that the iteration cycle may also have effects 
on other properties and, therefore, those need to be validated again. 

In addition to the requirements on CL, aspects on SSL have to be considered as 
well. A wheel hub is used to fix the wheel. Here, a multi-screwed mounting (used 
for commercial cars) as well as a central screw mounting (preferred in racing with 
respect to a quick mounting) is possible (Heißing et al., 2011). In the latter, the 
application of a screw thread on the hub is required. The outer end of the hub is not 
threaded. Here, an appropriate chamfer must be made to support a fast replacing of 
the wheel including a save guidance to the first thread. For example, formula 
student teams usually start with a multi-screwed mounting of the wheel and turn to 
a central screw mounting in a later generation of their car. The identification of 
effects of such a concept change on SSL and OSL properties can be supported by a 
matrix-based product description and point out important validations. 

Another aspect on SSL to be noted is that wheel hub and wheel bearing must be 
harmonized. A wheel hub should be hollowly designed and with a diameter as 
large as possible, so that it is rigid and also light (Trzesniowski, 2010). However, 
the bearing friction is influenced by the size of the wheel bearing. Consequently, a 
constructive design has to consider properties on CL and SSL. Here, a matrix-
based product description can trigger a corresponding analysis of the bearing 
friction when the diameter of the wheel hub is modified. 

As well-known from racing, the choice of tire type has a great influence on the 
driving dynamic (requirement on OSL), also Heißing et al. (2011) emphasize that 
it is essential to consider all tire characteristics in this context. Therefore, when 
considering the driving dynamics of a conventional car, a multitude of tire sizes 
and models must be considered. In the racing, rims and tire combinations are often 
limited by technical regulations. This is another example that the matrix-based 
product description may not only support to show the effect of modifications on 
CL but also on SSL and OSL. Influencing parameters like tyre radius or profile 
concerning handling performance can be identified and quantified. 
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In conclusion, the previous statements show the networked link-up of possible 
constructional designs and required properties on CL, SSL and OSL. A product 
description byusing characteristics and properties can be supported by sensitivity 
analyses which the support the identification of appropriate “set-screws” for 
optimizations. In addition, it can be identified which data and information are 
required and important to execute specific property validations. The effects of 
assumed minor/major design changes (e.g. diameter of the wheel hub) can be 
captured more quickly and necessary property validations are triggered accordingly 
depending on the effect of modifications. Statements concerning their quality can 
additionally represent the validity of simulation results more transparent. 

Finally, a simulation planning built on a matrix-based product description 
supports to better assess and consider uncertainties resulting from a specific point 
in time during the development process and from design changes (Figure 12.5). 

Identification of validity based on:
simulation focus
availability of data/information
accuracy of data/information

Effects of 
modifications

Development 
stage

Identification of validation needs on:
component level
sub-system level 
overall system level

Simulation Planning 
supported by an 

extensive evaluation of 
the situation

Simulation Planning 
supported by a 
matrix-based 

product description

Uncertainty on Process Level

Uncertainty on Product Level

 
Figure 12.5. Handling of uncertainty by simulation planning 

Besides a look at the resource-related basic feasibility and effort estimations, 
property validations respectively the validation needs are particularly initiated or 
rejected with respect to the range of modifications, uncertainty level of data and the 
boundary conditions of the process. This aspect is the more important, the more 
virtual development processes take place, as product maturity is estimated and 
iteration cycles are triggered based on simulation results. In this context, 
statements regarding the used data and models or the result quality of simulations 
can be considered as a measurement for uncertainty and a possibility to identify 
reasons for uncertainty. 
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12.4 Conclusion and Outlook 
A product-oriented process management is introduced and illustrated using 
exemplary considerations when designing a chassis. In this paper, aspects to handle 
uncertainties that are based on process and product and influence virtual product 
development and property validations are focussed. The presented approaches to 
uncertainty management and simulation planning were developed in the research 
project concerning a product-oriented process management. However, these are 
also universally usable approaches. 

Upcoming research focuses on a detailed cost-benefit analysis of the proposed 
procedure and a better integration of the proposed uncertainty management in the 
product-oriented process management. A first approach to this is to closer connect 
uncertainty evaluation and the evaluation of the usefulness of simulations in terms 
of the available data base. This not only supports to determine tasks of analysis 
with higher efficiency but also (especially in highly virtual product development 
processes) to improve the product maturity management. 
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Chapter 13 
Modelling Technique for Knowledge 
Management, Process Management and 
Method Application - A Formula Student 
Exploratory Study 
A. Albers, N. Reiss, N. Bursac, L. Schwarz and 
R. Lüdcke 

13.1 Introdruction 
Due to increasing product complexity, an exchange of knowledge between 
different areas is getting more important in multidisciplinary product development. 
Furthermore, another trend can be recognized, which points out that employees 
change their position more often in an organization. Both trends, 
multidisciplinarity and a higher fluctuation lead to the consequence that it is 
necessary to explicate and share knowledge. Therefore, knowledge management 
should take up a central role in the product development processes (PDPs). Thus, a 
PDP has to be considered as a socio-technical system (Ropohl, 1975), which is 
characterized not only by technical development, but also is represented as 
knowledge-intensive process.  

This paper reports on an ongoing research project IN² - from INformation to 
INnovation, which is funded by the German Ministry of Education and Research. It 
aims at research interactions between knowledge management, method application 
and PDPs. In order to optimize coupling of these aspects in a long term, an 
exploratory study in cooperation with the Formula Student Team KA-RaceIng is 
presented in this paper. It considers a modelling technique which allows the three 
above mentioned aspects to be modelled with the help of one technique.  

The paper proceeds as follows. Section 2 gives a brief overview of the state of 
the art of method application, knowledge management and, especially, process 
modelling approaches. Section 3 focuses on the methodology and describes the 
framework of the exploratory study. In section 4, some findings of the exploratory 
study are looked at in detail. In Section 5, the conclusion and the outlook are 
presented. 
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13.2 State of the Art 

13.2.1 Method Application 

In spite of large number of avaliable methods, only few of them are accepted 
(Wynn, 2010; Jänsch, 2007). Wynn criticizes a narrow focus and a high abstraction 
degree of method and process models, which contain too few recommendations 
about how they should be applied. Weiß determined particularly support deficits of 
the so-called “early stages” (Weiß, 2006). Tomiyama et al. have identified 
potential research fields based on the mentioned points of criticism (Tom, 2009). 
Referring to the investigated models and theories, a suggestion has been made to 
have a stronger focus in the scientific research on:  

• complex continiously growing requirements; 
• management of complex processes; 
• stronger integration of different domains; 
• ongoingly developing information and communication technologies; 
• virtual engineering. 

It can be determined that many through research developed methods are not 
used in practice.  

13.2.2 Knowledge Management 

Activities of product developers during PDPs can be described as ongoingly 
recurrent research, generation, validation and documentation of information. 
Knowledge emerges through interpretation, networking and detection of 
information (Klein, 2001; Willke, 1998; Polanyi, 1966; Wiig, 2008). The term 
information is often used synonymously to explicit knowledge; by this the 
knowledge objects are meant, which can be manipulated independently from the 
knowledge holder (files, documents, etc). In contrast to explicit, there is implicit 
and unspoken knowledge (Polanyi, 1966). NONAKA et al. have established a 
„SECI-Model“ for description of differences and changes of knowledge upon 
explicating and implicating (Nonaka, 1995). This abbrevation stands for 
knowledge transformation: socialisation, externalisation, combination and 
internalization. Known methods and approaches for support of knowledge 
management address mainly such aspects as combination and internalisation 
(Abels, 2005; Reyes-Perez, 2009; Conrad, 2010). Knowledge management deals 
with generation, distribution and use of knowledge.  

13.2.3 Process Modelling Approaches 

There is a number of process modeling approaches in industrial practice. Thereby, 
the focus of each model is on different aspects. According to Wynn and Clarkson 



 Modelling Technique for Knowledge Management 153 
 

(2005), a broad range of product development process models can be classified. 
They distinguish between stage- and activity-based models, between problem- and 
solution-oriented strategies, and abstract, analytical and procedural approaches. 
Flow charts and stage gate process models are suitable for the representation of 
straightforward procedures. Event-driven Process Chains (EPCs) embody a further 
approach for modeling business processes. The main idea of EPCs is that events 
release functions and, respectively, events are triggered by processed functions. 
EPCs were developed first of all for the purpose of process documentation. They 
can be distinguished by its intuitive and simple way of modeling as well as by high 
perceivability and good interpretability. In case of their extension to Business 
Process Model and Notation (BPMN), the responsibilities and distribution of tasks 
are added, what facilitates recording of organizational structures upon modeling. 
Currently known and established process models such as „methodology for 
developing and designing technical systems and products“ (VDI, 1993) as well as 
the V-Model (VDI, 2004) do not cope with modern trends. Mainly in process 
modeling a complete integration of method- and knowledge management into PDP 
is not sufficiently considered. 

All the mentioned modeling approaches focus only on certain points, but do not 
consider an interaction between activities, knowledge objects, knowledge 
managements systems and methods.  

Unlike the above mentioned approaches, the integrated Product engineering 
Model (iPeM) is an integrated approach which aims to fill in the gap between 
process management and engineering design. The iPeM shown in Figure 13.1 is a 
generic meta-model which comprises all relevant elements to derive situation-
specific product development process models. Taking into account the real 
ongoing PDP, development of complex products takes place with the help of 
numerous, interconnected activities. These activities should be adapted to the 
changing boundary conditions (Meboldt, 2008; Albers, 2010). It is a framework for 
modelling flexible visualization of objects and their compounds in certain product 
design processes to facilitate an effective use of information and to allow recording 
of knowledge. The activities of the iPeM are divided into macro and micro 
activities (Albers, 2010). Micro activities appear iteratively in technical problem 
solving, whereas macro activities provide areas of product engineering (Albers, 
2011). The iPeM is based on the system triple of product engineering: it describes 
product engineering as a continuous interaction of the system of objectives, the 
system of objects and the operation system (Ropohl, 1975; Braun, 2013) The 
system of objectives contains all explicit objectives (i.e. goals and their constraints) 
as well as their interrelations (e.g. conflicts) and justifications (“design rationale”). 
The system of objects contains all synthesized artefacts (knowledge objects). The 
operation system is a socio-technical system that contains structured activities, 
methods and processes. Additionally, it comprises involved roles and required 
resources. 
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Figure 13.1. iPeM - Integrated Product Engineering Model (Braun, 2013) 

Since the iPeM is a meta model, with which no real PDPs can be directly 
created, there is a need for a pragmatic applicable modelling technique which 
addresses these central ideas. With this technique, it is possible to model activities, 
methods, tools and further resources such as knowledge flows, knowledge objects 
and Knowledge Management Systems (KMS). 

13.3 Methodology 
Considering the state of the art, it can be determined that PDPs are insufficiently 
supported by the targeted method application and knowledge management. All the 
mentioned modeling approaches focus on individual aspects, but do not consider 
an interaction between activities, knowledge management and method application. 
Therefore, a technique will be presented, which allows a consideration of the three 
aspects and, subsequently, will be applied to an exploratory study, at the Formula 
Student Team KA-RaceIng in order to identify optimization potentials.  

13.3.1 Methodolody and Structure of the Paper 

Figure 13.2 visualizes the structure and methodology of the research project IN ² . 
A theoretical framework of the current state of the art with respect to process 
models and their modelling served as basis for the research project. Based on this, 
a modelling technique is presented, which allows a representation of processes, 
knowledge and method management in one model. With the aid of the developed 
modelling technique, the PDP of the Formula Student Team KA-RaceIng will be 
shown as part of the explorative study. Thus, based on the obtained from the 
Formula Student Team process map, optimisation potentials were derived in the 
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next step, and recommendations for further actions are stated. This contributes to 
the validation of the modelling technique. 

Modeling Technique
Section 3.2

Process KA-RaceIng
Section 3.3

Theoretical Framework
Section 2

Case Study: Application of modeling technique
Processmap

Section 4.1

Recommendations for action
Section 4.2

Evaluation of Modeling 
Technique 

Section 5

Realisation of the
recommendations

Section 5

Application of the model in 5 
companies

Section 5  
Figure 13.2. Methodology and structure of the paper 

Based on the findings of the exploratory study, in a following paper the 
processes of 5 consortium partners of the IN² project will be analysed with regard 
to the targeted method and knowledge management. 

13.3.2 Modelling Technique 

For the purpose of connecting process- and knowledge management, an activity 
based diagram was developed based on the underlying concept of the iPeM. An 
activity is defined as a transformation of one knowledge-object into another. It can 
be supported by tools and methods. The resulting models provide information 
about the use of methods and the state of the art of Knowledge-Management-
Systems in the considered companies. The term “knowledge object” can be defined 
as explicit knowledge, which can be manipulated independently of the knowledge 
holders (e.g.: files, documents, drafts, etc.). In addition, methods were added to the 
diagram, which support various activities in the product development processes.  

In Table 13.1 the symbolism for the modeling technique is outlined. 
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Table 13.1. Elements of the modelling technique for the representation of knowledge 
management, method application and PDPs 

Elements Name Explenation 

 

Knowledge 
holders 

Knowledge holders are people, who “carry” 
certain knowledge objects. Their classification is 
specified in horizontal swimlanes, which are 
labeled in the left column. Processes, which are 
represented in the swimlanes, are carried out by 
knowledge holders.  

 

Process 
phase 

The process phase is illustrated in a horizontal row 
above the swimlane in form of arrows and 
milestones. 

 

Milestones  The milestones define borders of single process 
phases from each other and set intermediate goals, 
which are necessary for the management point of 
view on a PDP. 

Activity 
Boxes 

The activity boxes serve for representation of 
single process steps and consist of an input and an 
output, activities and methods that are necessary 
for the preparation of knowledge.  

 
Knowledge 
sources 

Knowledge sources (e.g. datasheet, material tables, 
etc.) are external input for the processes. The input 
does not emerge during the process phase. It is 
available from the beginning and, thus, is 
especially important in the concept phase. 

 

Knowledge 
Management 
Systems 

Knowledge Management Systems (KMS) are the 
processes’ knowledge archives. Generated and 
researched data is stored in them, so that it is 
accessible at certain time in PDP. 

 Knowledge 
flows 

Arrows connect the activity boxes and make up 
knowledge flows, which flow from one process 
step to the next one. 

13.3.3 KA-RaceIng Process 

The validation of the process model is realised by monitoring an engine 
development, carried out by the Formula Student Team KA-RaceIng in 
cooperation with an industrial partner. The formula student team was chosen 
because of its high level of interdisciplinary (mechanical-, electrical engineers, 
computer scientists e.g.) on the one hand, and a high turnover (annual change of 
composition) on the other. KA-RaceIng develops designs and builds two Formula 
Student racing cars, one combustion car and one with an electrical drivetrain, per 
Formula Student season. This means that each season a team of about 65 students, 
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which are mainly new team members, has one year to build two racing cars in 
order to compete in the international Formula Student events with other teams. Due 
to the short development time and the high fluctuation, this project can only be 
successful with a well organised and carried out knowledge management. All 
generated information and all process stages have to be documented precisely, 
considering each component of the cars. Moreover, for team structure like the one 
of KA-RaceIng, meaning a high number of people, who have been a part of the 
project in the past, and still are available for passing on the information, it is very 
important to be able to reproduce when information was generated and who has 
generated it.  

13.4 Findings 

13.4.1 Process Map 

Throughout six months the process was documented in cooperation with the 
project management of the engine development with a focus on knowledge 
management. Interviews and consultation supported the creation of the model 
throughout the entire modelling process (Figure13.3). 

 
Figure 13.3. Process map of: a) overall process, b-d) sub processes 

The objective was to generate a documentation in order to ensure traceability, 
despite the high fluctuation. Moreover, weak points of the development process 
and the applied knowledge management were revealed, resulting in a 
demonstration of optimisation potential. The first step was a modelling of the 
engine product development process and a collection of the generated knowledge 
objects, as well as, the correlation of these objects with knowledge holders and the 
degree of maturity. This leads to placement of the knowledge in the process 
followed by the analysis of activities, methods and tools used during the individual 
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process steps in order to transform knowledge objects in the so-called activity 
boxes. The model emerges from insertion of the activity boxes into the process 
map consisting of the course of the process, knowledge holders, information 
sources and data bases. Interviews with the respective knowledge holders result in 
a network of knowledge objects via knowledge flows. 

13.4.2 Recommendations for Action 

Based on the process model, different optimization potentials could be identified 
during the KA-RaceIng exploratory study.  

13.4.2.1 Identification of knowledge sinks 
By reference to the modeled knowledge flows occurring during the PDP, 

knowledge sinks can be identified. Knowledge sinks may result from the 
insufficient knowledge management of a certain process stage. There are two 
different cases of knowledge sinks which cause different problems. Firstly, they 
occur if information is passed on to a person that does not need and use it and, 
therefore, does not pass it on further (Figure 13.4 – a). This may result in a waste 
of resources and capacity. Knowledge flows, which were not documented in the 
WMS in the course of several activities represent another problem. Neither 
decisions nor iteration can be understood in retrospect. In the process model, these 
knowledge sinks are demonstrated in terms of activity boxes, which do not have 
knowledge flows streaming into the knowledge management system (Figure 13.4 – 
b). Responsible persons are represented by swimlanes to which the approprate 
activity box belongs.  

 
Figure 13.4. Example for the Identification of knowledge sinks 

As a recommendation for action, these knowledge sinks should be pointed out, 
so that a knowledge loss can be avoided if the concerned role leaves the project.  

13.4.2.2 Missing documentation concerning certain process activities 
It becomes obvious, regarding the process model of the exploratory study, that 
certain process activities are documented less than others. It can be seen that 



 Modelling Technique for Knowledge Management 159 
 

certain departments tend to simply pass on information via communication instead 
of documenting it in databases. This non-documented knowledge can easily get 
lost and not used in the next process stage. Besides, it can lead to a repetition of 
errors due to missing information. In the model this can be seen by the lack of 
knowledge flow arrows from the validation into the databases. In the process 
model this is demonstrated by swimlanes that only have knowledge flows to other 
swimlanes but not to databases. In such cases, the reasons for not documenting the 
knowledge should be investigated. 

13.4.2.3 Control of the process-accompanying documentation  
The process model of the considered exploratory study indicates the decreasing 
quality of documentation and knowledge management as the process progresses. 
An effective knowledge management may be characterized by a steady 
documentation of the generated information. This is demonstrated in the process 
model by arrows of knowledge flow from each activity box to the corresponding 
database. The process model of the engine development demonstrates that with 
progressing process there are fewer arrows and, therefore, a decreasing knowledge 
flow. The modeling technique enables control of the process-accompanying 
knowledge management throughout the whole process. Moreover, it serves as 
guidance for following processes and projects. 

13.4.2.4 Milestones as control points 
At the end of a process stage indicated by a milestone, there should be a control of 
the determined information of the certain PDP in order to guarantee a process-
accompanying documentation throughout the PDP. Based on the process model, it 
can be seen which knowledge objects are needed in following process steps and 
where are they stored when process stage comes to a milestone. Moreover, a final 
report, of what has been done during this process stage and how it was done, may 
have advantages for the further development. Especially, the lessons learned during 
this process stage need to be documented in order to prevent the repetition of 
errors.  

13.4.2.5 Use of different knowledge management systems 
There is a great variance in practice when it comes to the use of the different 
knowledge management systems (KMS). This can be seen in the model in Figure 
13.5: there are knowledge flows in more than one KMS after each activity. For 
example, important dates are stored in the wiki (KMS 1) and other databases (KMS 
2). This may cause a lack of information for persons who only have access to the 
wiki. 

As a recommendation for action, the access rights of the KMS should be 
annalysed to figure out which ones can be combined in order to reduce the number 
of knowledge management systems. 
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Figure 13.5. Use of different knowledge management systems 

13.5 Conclusion and Outlook 
The Formula Student Team was observed during six months, and various 
recommendations for actions were identified with the help of the new modelling 
technique, which allows a consideration of the following aspects: method 
application, knowledge management and process management. Thereby, it was 
shown that with the help of the new modelling technique optimisation potentials in 
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an organisation can be pointed out. Hence, it seems to be useful to investigate the 
interactions between these three aspects. 

It remains to be examined, which of the generated recommendations can be 
implemented in the PDP of the Formula Student Team KA-RaceIng, and how 
much impact on effectiveness and efficiency it has. Based on the process model, 
there are further steps recommended in order to improve the knowledge 
management and, consequently, the PDP of the engine development by the 
Formula Student Teams. These recommendations have been carried out in the 
considered process. An important step will be the introduction of a control of the 
different departments’ knowledge management, carried out by the announced 
responsible person or department. This will be realized by control points at every 
milestone, at which final reports need to be written by each department. At these 
control points, in parallel to checking the final reports, it will be controlled if every 
important action and decision have been documented in the according database. 
Furthermore, it will be taken into consideration that a redundancy in the 
documentation might rather be confusing than helpful. Another step will be an 
identification of the departments that do not document the generated information. 
After this identification the reasons for documents not being documented and the 
possibilities of changing the circumstances, that enhance the lack of 
documentation, will be analysed. At last, based on the process models, it is 
possible to give people, working in the process, an understanding of knowledge 
management and its significance in PDPs. In a following work the Formula 
Student Team should be observed again in order to identify how the 
recommendations for actions will be implemented, and which influence will they 
have on the course of the project. 

Furthermore, in an upcoming work, the modelling technique will be applied at 
five industry partners from different industries ranging from 40 to 40.000 
employees, to analyse their PDPs and to figure out if the same recommendation for 
action can be made. 
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Chapter 14 

Alliance Management Process Design with 
Failure Mode and Effect Analysis 
B. Tuna and H. Behret 

14.1 Introduction 
In today's competitive environment, developing mutually beneficial alliance has 
become inevitable for organizations to ensure sustainability and to achieve their 
strategies. That’s why finding the most appropriate candidates for alliance, 
selection, development and management of alliance is important as well as 
identifying the issues on how to be a cooperate and to which purposes to be served. 

The design of the alliance management as an administrative process has great 
significance for organization strategies. In the literature, alliance management is 
mostly examined in terms of strategic or as a supplier selection process. However 
social and operational dimensions are rarely considered in this process which we 
should define all together to make multi-dimensional analysis indeed. It is obvious 
for global companies that they should consider their partnership in social and 
operational dimensions to maintain sustainability and support their strategies 
through operational excellence. For this reason, we propose an integrated 
administrative model combining strategic, social and operational dimensions for 
establishing alliances (partnerships) which also bring a new insight for the current 
literature. 

Well organized processes help companies to do their operations easier and get 
the cost advantage by taking into consideration the customer satisfaction. For this 
reason, alliance management processes should be designed and managed 
accurately considering process management principles and companies strategies. In 
this study, Failure Mode and Effect Analysis (FMEA) is used in order to determine 
the main process flow of alliance management and to find the process design 
criteria considering potential failure modes through this process. FMEA is a 
systematic set of activities intended to help a designer or engineer to analyze the 
design of a system (product or process). Based on the core business process steps 
and possible potential problems, FMEA helps to determine how and with which 
machines, equipments and issues can the process run accurately. Here, the main 
objective is to identify the main process flow and the sub processes of alliance 
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management systematically by FMEA. The results of the analysis will identify the 
most important steps of the process design, risks and failures of the system. Thus, a 
precise alliance management process design can be maintained. 

14.2 Methodology 

14.2.1 Alliance Management 

In today's world, the capabilities of the enterprises to achieve numerous goals are 
becoming inadequate and they require cooperations (Bamford et al., 2003). For this 
reason, today's organizations developing mutually beneficial cooperations in order 
to ensure sustainability and to develop strategies became inevitable. Therefore, 
besides determining the necessities such as how cooperations should be or to which 
purposes would it serve, some main issues such as finding and choosing the most 
appropriate partner candidate which appropriately suits company’s strategies, 
managing and developing successful cooperations are also particularly important.  

The general definition of cooperation is the process of groups of organisms 
working or acting together for their common/mutual benefit. An alliance is a pact, 
coalition or friendship between two or more parties, made in order to advance 
common goals and to secure common interests.  

According to Association of Strategic Alliance Professionals (A.S.A.P., 2002), 
the definition of an alliance is a close, collaborative relationship between two or 
more entities that share complementary assets and strengths to create increased 
value for their customers and their own organizations that could not be 
accomplished independently.  

According to many researchers, alliances can be defined as a voluntary, 
evolutionary and flexible organization forms (Osborn and Hagendoorn, 1997), 
between two or more organizations (Duysters, 2001), to realize both collective and 
individual goals (Varadarajan and Cunningham, 1995). 

Alliance management enables companies to provide high quality products and 
services with lower costs, to reach the resources such as expertice, technology and 
raw materials easily and to direct a wider geography or new segments of an 
established market. When we examine the literature about alliance management, 
we noticed that, alliance management is mostly examined in terms of strategic or 
as a supplier selection process. However, global companies should also consider 
their cooperations in social and operational dimensions in order to maintain 
sustainability and support their strategies through operational excellence. In this 
study, we propose an integrated administrative model considering strategic, social 
and operational dimensions of alliance management. 
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14.2.2 BPM and Process Design 

In today’s competitive environment, companies must design and manage their 
process in the lean manner based on the value chain in order to survive and to gain 
advantage over the competitors. By operating in a well-designed processes 
structure, the companies can have more customer satisfaction with the lower costs 
and with simple and standardized operation steps. Davenport and Short (1990) 
emphasizes that the requirements for business process design are diligence and 
creativity. Out of company borders the alliance with suppliers, customers, society, 
stakeholders has great significance on achieving the business goals of the 
company. Therefore, the alliance management process must be well-designed by 
relying on process management principles to implement our strategies.  

Aras (2005) states that process management is the management of the processes 
in a systematic way. Process management aims to provide the definitions of all the 
activities in the process manner.  

Business Process Management (BPM) is based on the necessity of the value 
added tasks to be performed in the administrative processes. BPM focuses on the 
management of business processes in an efficient and effective way (Jeston and 
Nelis, 2006). BPM is a management approach to achieve efficiency by integrating 
the business process and to improve the process in accordance with the corporate 
strategies, (Alexieva, 2012). Davenport and Short (1990) defines the business 
process as a set of logically related tasks in order to perform the desired business 
outcome. 

Jeston and Nelis (2006) also mention that BPM can be considered as a two-way 
structure management of business processes as an integral part of management and 
management of business process improvement. 

American Productivity and Quality Center (APQC) classify the process into 
three groups: operational, administrative, and support processes. The operational 
processes include all the processes between perceiving the customers’ needs and 
expectations and offering service to customers. On the other hand, administrative 
and support processes include operational steps related with the management of 
human resources, information technologies, external relations and development. 

In the study of Jeston and Nelis (2006) it is indicated that the processes are 
basically grouped in three levels: 

• Strategic processes – this level represents the strategic processes, which 
must ensure that the underlying processes are meeting and /or continue to 
meet the specified objectives. 

• Core processes – this level represents the core, or main business activities 
of the organization. 

• Support processes – this level represents the non-core processes, which 
support the core processes of the organization. 

Operational processes directly focus on the formation of the products and 
services perceived by the customer. However, administrative and support processes 
focus on the quality, management and services.  
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In this study, alliance management is considered as a business process. Hence, 
the process design is performed based on business process management (BPM) 
principles. In the first step of BPM, the requirements of the company should be 
taken into consideration while designing a process. In a general approach the 
phases of the process design are preparation, defining the objectives, items, owner, 
and relations with other processes, determining the performance indicators, pilot 
implementation and documentation of the process (Aras, 2005).  

In the content of our study the phases of the process design for alliance 
management which is considered as an administrative process is determined as 
following: (1) The occurence of the need for the alliance; (2) Decision of the 
alliance formation according to the needs; (3) Building the inventory structure for 
the potential partners to select the feasible alliance to meet the needs of the 
company; (4) Managing the inventory structure in terms of the current and 
potential partners for strategic alliance; (5) Selection of the partners among the 
alternatives; (6) Managing the alliance; (7) Conclusion of the alliance; (8) 
Performance evaluation of the alliance; (9) Risk evaluation of the alliance and 
finally; (10) Inventory updating and final documentation of the alliance. The basic 
steps of the alliance management process is shown in the Figure 14.1. 

 

Figure 14.1. Alliance Management Process  

This workflow determines the scope of our study as well. The analysis of 
FMEA will cover all the steps defined above in the process workflow. All the 
requirements and the actions for each steps will be mentiond in the analysis. 
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14.2.3. Process Design with FMEA 

FMEA is systematic approach to identify and prioritize potential failures before 
they occur (Chen and Ko, 2009). In the literature there are a large number of 
studies related to the FMEA.  

FMEA technique was first reported in the 1920s and it was used by National 
Aeronautics Space Agency in order to improve the reliability of military equipment 
in the 1960s. (Johnson and Khan, 2003). 

Sellappan and Palanikumar (2013), the traditional FMEA uses Risk Priority 
Number (RPN) to evaluate the risk level of a component or product/process which 
is determined by the severity, occurrence and detection indexes (Table 14.1). RPN 
is an indicator of the risk level of the part’s failure mode in design stage, 
determined by the multiplication of three characteristics, the severity of the 
potential failure (S), the frequency of potential failure (O), and the detectability 
index (D), (Chen and Ko, 2009). 

 RPN = S x O x D  (14.1) 

Table 14.1. S-O-D Effect Rating Scale for FMEA (Sellappan and Palanikumar, 2013) 

Rank Severity (S) Occurrence (O) Detection (D) 

10 Hazardous without warning Extremely high Absolutely uncertain 

9 Hazardous with warning Very high Very remote 

8 Very high  High  Remote 

7 High Frequent Very low 

6 Moderate Moderate Low 

5 Low  Occasion  Moderate 

4 Very low  Slight chance  Moderately high 

3 Minor  Very slight chance  High 

2 Very minor 
Remote, very 
unlikely Very high 

1 None  Extremely remote  Almost certain 

Based on the descriptions in the literature, FMEA can be defined as the 
technique used to define the failure modes and to take preventions in the design, 
improvements and the operations of the processes. In FMEA, RPN is obtained by 
determining the severity, occurrence and detection indexes in the processes and 
products. Obtained the RPN scores, we examine the failure modes beginning from 
the highest score and determine the measures against these failure modes. Highest 
RPN sores indicate that we encounter the related failure mode unless we take 
necessary measures. In our study, initially, the potential failure modes for each 
process steps are determined and then RPN scores are calculated. So that we can 
start implementation studies based on the predetermined RPN scores.  
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In the study of Chen and Ko (2009) a conventional form of FMEA includes the 
following items: 

• the design function of parts/process,  
• the potential failure mode (categories of failure),  
• the potential effects of failure (measured by the severity index), 
• the potential causes of failure (measured by the occurrence (frequency) 

index), 
• the detection method (measured by the detectability index) 
• the risk priority number (RPN).  

Process FMEA is a special kind of FMEA which is used to make process 
design considering the desired content. Process FMEA is a collection of possible 
causes and mechanisms for failure modes based on knowledge and experience used 
to develop a process. The purpose of FMEA method is to identify the weaknesses 
of the process and then to take measures for them. In the first stage of the analysis, 
the basic process steps are indicated. Then possible failure modes for each process 
steps are identified. Possible failure modes can have alternative causes for each 
process steps. These defined failure modes considered to have bad impacts on the 
process are scored in terms of severity, occurrence and detectability to calculate a 
parameter Risk Priority Number (RPN) which is the focus of our analysis.  

In the concept of this study process FMEA is used for alliance management 
process design. Firstly, potential failure modes, potential effects of failure, 
potential causes of failure, current process control and recommended actions are 
determined based on the defined steps of alliance management process. 
Afterwards, the severity, occurrence and detection scores are determined and RPN 
scores are evaluated. Before the evaluation of each index the team should agree on 
the evaluation criteria for Severity, Occurrence and Detection Rating scales. The 
rating scales for the Severity, Occurrence and Detection are specifically adapted 
and modified in order to meet our project needs, thus causing several differences 
from the literature. 

Severity (S): Severity is the score associated with the most serious effect for a 
given failure mode. Severity is the score that indicates the level of impact for 
stakeholders caused by potential failure modes in each process steps. The Severity 
score calculation table is shown in Table 14.2. The scores are defined as, “10 – 
High Importance” and “1- Slight Importance”. All Possible failure modes are 
scored between 1 and 10 based on their level of impact. 
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Table 14.2. Severity Rating Scale for FMEA 

Score Criteria* Modified Criteria 
10 Hazardous Effect May cause damage to stakeholders 

9 Potential hazardous effect Classified as illegal 

8 Customer very dissatisfied Makes the product or service is not used 

7 Customer dissatisfied. Creates a large stakeholder dissatisfaction 

6 Customer experiences 
discomfort. 

May Cause partial breakdown 

5 Customer experiences some 
dissatisfaction 

May result in significant loss of performance 

4 Customer experiences minor 
nuisance 

May result in slight loss of performance 

3 Customer slightly annoyed. Effective but loss of effect can be avoided 

2 Customer not annoyed Undetectable and slight effect on 
performance 

1 No effect. Undetectable and no effect on performance 

* Narayanagounder and Gurusami (2009) 

Occurrence (O): Occurrence is the probability that a specific cause will occur 
resulting in the failure mode within the design life. Occurrence is the score 
indicating the frequency of the potential cause and possible failure mode. The 
Occurrence Rating scale is indicated in the Table 14.3. 

Table 14.3. Occurence Rating Scale for FMEA 

Score Probability * Modified Probability % 

10 Failure almost certain More than Once a Day  > %30 
9 Very high number of failures likely Once ın Two or Three 

Days 
<= %30 

8 High number of failures likely Once a week <= %10 
7 Moderately high number of failures 

likely 
Once a month <= %5 

6 Medium number of failures likely Once three months <= %1 
5 Occasional number of failures 

likely 
Once in six months <=1/10000 

4 Few failures likely Once a year <=6/100000 
3 Very few failures likely More than once a year <=6/million 
2 Rare number of failures likely More than once in three 

years 
<=3/ 10 
million 

1 Failure unlikely. History shows no 
failure 

More than one in five 
years 

<=2/billion 

* Narayanagounder and Gurusami (2009)  
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Detection (D): Detection is the capability of the current design control to detect 
the failure mode. Detection is the score indicating the ability to detect the possible 
failure modes or potential causes. Detection Rating Scale is indicated in Table 
14.4. 

Table 14.4. Detection Rating Scale for FMEA 

Score Criteria* Modified Criteria 

10 No known techniques available. Cannot be detected or is not 
checked. 

9 Only unproven or unreliable technique(s) 
available 

Control is achieved with indirect 
or random checks only 

8 Proving durability tests on products with 
system components installed. 

Systematic sampling and 
inspection 

7 Tests on product with prototypes and 
system components installed. 

Control is achieved with manual 
Inspection for all units. 

6 Tests on similar system components Manual Error –Proofed Systems 

5 Tests on preproduction system 
components 

Control is achieved with charting 
methods such as SPC (Statistical 
Process Control) 

4 Tests on early prototype system 
elements 

SPC is only used for out of 
control situations  

3 Simulation and/or modeling in early 
stage. 

SPC is only used for out of 
control situations and all unıts 
have values between control 
limits 

2 Proven computer analysis available in 
early design stage 

Control is checked with 
automatic inspection system 

1 Proven detection methods available in 
concept stage 

Error detection and immediate 
intervention is possible, Remote 
to effect customer satisfaction  

* Narayanagounder and Gurusami (2009) 

Initially the process design begins with the topics that have the highest RPN 
score and recommended actions are performed in a decreasing order. Like all the 
other projects, limited sources that is planned to use may be the boundaries for all 
performed actions. Therefore, it is appropriate to rank RPN scores as shown in the 
Table 14.5 in order to classify the process requirements and to create our action 
plan for the company benefits. 

RPN scores table indicating the risk levels for different scores is mainly 
separated into the distinct layers for prioritization (Table 14.5). Hence, we made 
the similar classification in our study with the RPN tables explained in the 
literature. 
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Table 14.5. RPN prioritization table 

RPN  Reaction level Description 

0-200 Very Low  
Probability 

Unlikely to happen and low effect on issue. It may 
not be effective even if the relevant subject is not 
studied on 

201-300 Low Probability Unlikely to happen and low effect on issue, 
however it may decrease the process maturity 
level(capability) if the necessary actions aren’t 
taken 

301-400 Moderate Probability Probability is at % 50 level so that it may lead to 
serious problems for the process capability 

401-500 High  
Probability 

Level of probability that the problem to be solved, 
likely to happen if the measures are not taken 

501-… Very High  
Probability 

Measures need to be taken immediately, otherwise 
it may affect the operations of the process 

14.2.4 Alliance Management Process Design with FMEA 

In this study, potential failure modes, possible causes and process requirements are 
determined by FMEA analysis. An example calculation is shown in Table 14.6 
Moreover, process requirements are defined and prioritized by calculating RPN 
scores which are used to make the process design. For example, in the first process 
step which is the formation of the need for alliance, potential failure mode is 
determined as “Unable to create the suitable environment for the alliance”. The 
potential effect of this failure is examined as “Unable to establish an effective 
alliance” and the severity scale of this situation is assigned as 8. The potential 
cause of this situation is determined as “The absence of a corporate approach for 
alliances” with the occurrence scale of 9. Since a new system is designed in this 
study, the detection step cannot be applied. Hence the detection rating scale is 
assigned as 9. The RPN score of this process, according to severity, occurrence and 
detection scales is calculated as 648. Lastly, the recommended action against this 
potential failure mode is determined as “To develop a corporate approach for 
alliances”. The RPN scores of the remaining process steps of Alliance 
Management Process Design are calculated by this way. 
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14.3 Conclusion 
In this study, we proposed an integrated administrative model designed for the 
alliance management process. Firstly, we determined potential failure modes on 
every process steps for operations. These failure modes mentions the process 
deficiency which we will define our solution methods to develop our business 
process. As a result of FMEA the recommended actions are ranked according to 
RPN scores which enable us to prioritize our subjects. Thus, actions scored more 
than 500 classified as “very high probability“ have to be taken immediately and we 
carry on our action plans with the topics between RPN scores of 401 and 500 
which are classified as “High Probability”. Also “Moderate probability “actions 
must be taken into consideration which have the RPN scores between 301 and 400. 
We will perform all the recommended actions since all the RPN scores are more 
than 300 which we have the group of moderate probability. An example 
implementation order of design as a result of our FMEA study is indicated in Table 
14.7. 

During the implementation phase similarity of jobs and determined priority are 
also taken into consideration. However it is not appropriate to identify the final 
procedures before the configuration of all the process steps by performing the 
required actions. Therefore, identifying the final procedures is scheduled in the 
future studies although this action has one of the highest RPN scores. Moreover the 
complementary and similar actions are considered to have the same priority and to 
be performed at the same time. 

Table 14.7. FMEA result table 

Potential 
Cause(s) of 

Failure 

RPN Recommended 
Action(s) 

Implementation Imp. Sequence 

The absence of 
corporate 
approach 

648 To develop a 
corporate 
approach  

To determine the 
concept of alliance 
type and objectives 

1 

Absence of a 
systematic 
method to choose 
the best among 
the alternatives 

560 To establish 
multi-criteria 
decision-making 
technique to 
choose among 
the alternatives 

To establish multi-
criteria decision-
making technique to 
choose among the 
alternatives 

2 

The absence of 
performance 
evaluation 
system 

560 To create 
performance 
evaluation 
structure for 
alliance 

To establish the 
performance 
evaluation structure 
of alliance with 
Balanced Score Card 

3 

Untrained staff 
on the structure 
of alliance 
inventory 

560 To add the 
current and 
potential partners 
to inventory of 
alliance 

To design the firm 
inventory structure 

4 

... ... ... ... ... 
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In conclusion, risk for potential failures are identified by using FMEA thus 
leading us to configure a strong structure. In thıs study, FMEA is used for process 
design. The process designed in this study is applicable for all corporations. It is 
implemented in a textile company and a significant progress is observed in a short 
time. 

This study may be improved by taking the actions that is provided by FMEA, 
and alternatives may be simulated. As a further study, a portal application and 
multicriteria decision making model may be applied in the advancing stages.  
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Chapter 15 

An Approach to Integrate Data Mining into 
the Development Process 
R. Lachmayer and P. Gottwald 

15.1 Introduction 
The development of modern technical systems focusses smart products for a better 
energy efficiency and handling for the user. They are increasingly equipped with 
intelligence. In the Collaborate Research Centre (CRC) 653 ”Gentelligent 
Components in their Lifecycle” manufacturing technologies and materials for 
realization are currently being developed (Denkena et al., 2010). A lot of 
measurement technique is implemented to realize such smart products. This 
opportunity leads to challenges for product development. One of them is the 
appropriation of life cycle data for the development process (Abramovici et al., 
2012). 

The gentelligent technology investigates a further research effort. Principles of 
biology are transmitted to the applied and developed methods and tools 
(Lachmayer et al., 2012a). In this “algorithmic design evolution based on product 
lifecycle information” subproject of the CRC a technical inheritance process is 
developed. In contrast to the autogenetic design theory (Clement, 2005) and the 
nature-inspired process model (Parvan et al., 2012) this research observes the 
process of an intergenerational product life cycle. In this process the life cycle 
experience of the product for an adaption of the product design of the next 
generation is considered (Lachmayer et al., 2013). Illustrating this process model 
the definitions of the methodology and a process model of the product life cycle 
which includes data mining methods have to be clarified. 

Afterwards the scope of this process model has to be defined. By analyzing the 
requirements of this process model the tools and visualization methods have to be 
extracted (Eckert et al., 2010). 

In this case the technical inheritance for an intergenerational process model and 
the associated semantics are in focus. The approach how to integrate methods of 
data mining into the process of development is described. The example of a wheel 
suspension demonstrates the new opportunities for a targeted feedback and its 
influence for the development of the next generation. 
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15.2 Methodology 
Present research investigates the algorithmic feedback of product life cycle 
information for design evolution. This process is developed considering a technical 
inheritance. The applied semantics for this methodology are necessarily defined as 
follows. 

Technical Inheritance: 
Technical inheritance means the further development of the next generation of 
components or technical systems considering the experiences during the product 
life cycle of previous generations.  

Design Evolution: 
The adaption of products by analyzing product life cycle while taking evolutionary 
mechanism into account is defined as design evolution. 

Algorithmic Data Feedback: 
An algorithmic data feedback means a goal-orientated monitoring of products 
implementing methods of data mining in order to extract life cycle data. These data 
are attributed to the results of the development process of the next product 
generation. 

Gentelligent Component: 
A mechanical / mechatronical component which is featured to collect, save and 
transmit product life cycle information is defined as gentelligent component. 

The algorithmic data feedback occurs in three different types. The direct form, 
which means a directly parametric correlation of life cycle information and product 
modelling, and the iterative form, which implements complex correlation between 
product model and life cycle data (Sauthoff et al., 2013). Moreover the indirect 
form, which requires a data management for further information of the product 
experiences, will be analyzed in further research steps. 

This research project is divided into three packages. The first is referred to as 
“Design of Gentelligent Systems” and includes the investigation of the 
methodology for a targeted feedback process. The second aspect “Statistic 
Operator” operates with data mining methods to transform usage data of the 
product into life cycle information. The third investigation “Design Optimization” 
deals with the subject of optimization strategies. 

The first package and the contained investigations in relation to the 
methodology are in focus in this paper. The challenge of a targeted feedback is 
analyzed by the selection of the measurement technology which is integrated in the 
product. The options are dependent on the product application and the desired 
information. It is necessary to clarify which information is required for design 
evolution. 

The principle approach of described project is depicted in Figure 15.1. In the 
pictogram the phases of development processes are positioned on the right whereas 
the usage phase of products is illustrated on the other side. Furthermore the 
technical inheritance couples these phases of product life cycle including the three 
described research packages. 
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Figure 15.1. Principle approach of technical inheritance 

Life cycle information is divided into four aspects by the contemplation of the 
development procedures of Roth (Roth, 2000) and VDI 2221 from “The 
Association of German Engineers” (VDI 2221, 1993). In Table 15.1 the aspects 
with associated examples of information are depicted. 

These kinds of life cycle information are detected by different measurement 
techniques. For example there are conventional strain gauges or customer 
interviews. The measurement techniques implicate two problems for the evaluation 
of the data sets. At first the classification of the measuring mode influences the 
results. There are existing differences between discrete and analogue and also 
between continuous and discontinuous measured data. The second influence 
represents the type of data. This could be a failure information or the temperature 
characteristic of a component. Beyond the data sets have to be interpreted for the 
usage in the development process. Therefore a lot of mathematical options are 
announced to transform these data into information for the developer. 

An additional aspect represents the gentelligent technology. These components 
detect the loads during their life cycle inherently. 

Therefore component-specific strategies have to be compiled for a 
transformation of the inherent data into useful data for the next generation’s 
development process. 
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Table 15.1. Product life cycle data 

Aspect Information 

Physics 

Kinematics 

Wear, Loads 

Energy 

Life Cycle Incident 

Maintenance 

Manufacturing 

Single-Events (e.g. Lightning Strike) 

Surrounding 
Environmental Influence (Temperature, Humidity, …) 

Traffic environment 

Application 

Customer Behavior (Localization, Quantity of Usage, …) 

Product Behavior 

Communication 

Ergonomics 

The hypothesis of this background are: 

• the consideration of methods of data mining in the development process 
facilitate the monitoring of the product life cycle; 

• by the integration of data mining methods for a technical inheritance the 
view changes to intergenerational development processes. 

15.3 Integration of Data Mining into a 
Development Process 
At the beginning of the integration the scope of this model has to be analyzed. The 
modelling goal is classified into three aspects: The model type, the application and 
the system. Following from this the boundaries and parameters have to be 
identified (Cameron et al., 2011). Due to these steps the requirements for this 
process model are derived and an illustration was determined. 

This type represents a continuous model in consideration of technical 
inheritance. In this research gentelligent components are in focus. It follows that 
the application implies associated physical affiliations of the mechanical 
components and their design as well as included optimization strategies for the 
adaption of the next component generation. From system view this model is based 
on biological processes. 

The scope of this process model is to represent new opportunities for different 
users to integrate targeted monitoring concepts into their development process. In 
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this case the boundaries were set for mechanical components. Therefore the 
identified parameters are the mechanical loads during the component’s product life 
cycle. Possible parameters are product-related forces or the temperature 
characteristic. 

With this information it is possible to select the best-fit representation model of 
the process as well as the analysis of the subsequent requirements are being 
identified. 

Development processes can be illustrated by flowcharts or precedence 
diagrams. In this case the challenge of the technical inheritance is to integrate 
methods of data mining into the intergenerational product life cycle. The 
requirements for this process model are: 

• steps and methods of development process; 
• different stations within the product life cycle; 
• operations of data mining. 

These activities are implemented in a model of the technical inheritance. 
Therefore activity diagrams of the Unified Modeling Language (UML) which are 
mainly used in software development are applied. In Figure 15.2 the elements of 
the UML are characterized which are appropriated in process descriptions. This 
modeling language disposed some benefits. Each activity in the process implies a 
consequent result, like e.g. after designing activity a CAD-Model or after 
assembling the real product. Additionally the activities can be grouped in different 
layers by using parent activities which unite some process activities. Another 
aspect is the opportunity to link knowledge data bases with different activities to 
the process. Even in times of parallelization by splitting and synchronization 
elements activities could perform simultaneous. 

 
Figure 15.2. Legend of used UML 

Furthermore analysis of different modelling language have shown the 
preference of the application of UML for process illustration (Lachmayer et. al., 
2012b). 

Compared to traditional life cycle specifications this process is extended to a 
targeted product monitoring and to the feedback of life cycle information into the 
next generation’s development process. An overview about the product life cycle 
considering a technical inheritance is depicted in Figure 15.3. 
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Figure 15.3. Product life cycle including technical inheritance 

At first an analysis of different approaches for the development of technical 
systems has to be done. Focus of this investigation is the influence of life cycle 
data to the results of different steps of development process. The next steps are to 
integrate the process of planning of monitoring concept. This process has to take 
place after the product definition. This is necessary because the selection of the 
monitoring influences the steps of concept development and product design by the 
applied measurement technique. Another impact for the suitable observation of the 
product represents previous developments and associated experiences. 

During the usage of the product the life cycle data are recorded continuously or 
discretely. This application of the measurement technique influences the data 
mining method. The significant information could be detected by using appropriate 
data mining. This life cycle information has to be saved in knowledge repositories 
which can be used for the next generation’s development process. The application 
of this life cycle data in the different phases of product development depends on 
the type of algorithmic data feedback. 

Exemplarily this approach for the technical inheritance is applied to a wheel 
suspension of a race car. This race car was developed by students from Leibniz 
Universität Hannover and symbolizes one of the demonstrators in the CRC. 
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15.4 Application 
Monitoring operations are used in different domains. For example the structural 
health monitoring prevalent in traffic analysis or remote monitoring for network 
services. Another example for the application of monitoring and the 
consequentially information can be the assistance of the X-in-the-Loop 
methodology in product development (Düser, 2010). 
In this case the life cycle monitoring is focused. Default industrial software tools 
offer the customer different information about machine position, usage time or 
loads. This information supports the customer in safety and working efficiency 
aspects. Beyond this information assists service teams in maintenance planning for 
reliability.  

This approach implements product-specific monitoring concepts with an 
associated data mining method for mechanical components. After specifying 
product details the concept has to be declared. In the initially mentioned wheel 
suspension four components were identified for the technical inheritance. In Figure 
15.4 the assembly with the specified parts is depicted. 

 
Figure 15.4. Components for monitoring concepts 

At the example of the wheel carrier the selection of the monitoring concept and 
the data mining method is explained. First of all the design goals were derived 
from the product requirements. In case of the wheel suspension part of the chassis 
ensues following influencing aspects (Braess et al., 2013): 

• forces; 
• safety; 
• designed space; 
• weight; 
• ergonomics; 
• ride characteristics, etc. 

Based on these aspects the requirements of the monitoring concept are 
evaluated. In automotive industry one of the major goals is the light weight design. 
Moreover, for safety-relevant components an uniform load distribution is desired. 
These goals are connected to the optimization strategy for the adaption in the 
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technical inheritance. For a better understanding what the components expire 
during their life cycle the monitoring parameters were detected. In this case for the 
wheel suspension the forces are from particular interest. This information is linked 
up with the associated components.  

With load information about the wheel bearing the interval of maintenance is 
predictable more accurately. This flow is classified in the indirect data feedback. 
There exist some approaches like the research “Component status driven 
maintenance” (van Thiel et al., 2010). 

The wishbone and driving shaft are characterized in the direct data feedback. 
With the information about the expired forces the design is adaptable. This is 
realized by the linkage of the stresses and the diameters of the component. 

The wheel carrier and its information about the expired loads is part of the 
iterative data feedback. This component consists of four application points. 
(Application point means the linkages between the wheel carrier and the other 
components of the wheel suspension.) In this case different load cases have to be 
considered for the design evolution. 

After characterizing the types of the algorithmic data feedback and the 
definition of the monitoring parameter for the wheel suspension the deduction of 
the observation has to be defined. 

The wheel bearing is equipped with laser structure strain gauges. By 
mathematical operations the expired stresses were transformed to loads. In this 
case this information is relevant for maintenance strategies and are therefore not 
further examined for the technical inheritance. 

The wishbone and the driving shaft are equipped with sensing materials. Laser 
structured sensors in the edge region for detecting the highest loads during the life 
cycle (Mroz et al., 2012). This data type is characterized in section discrete 
measurement. The load information which provides the maximum stress is 
associated directly with the diameters of the shaft. 

The wheel carrier is manufactured from magnetic magnesium. With the 
application of an eddy current sensor the change of the magnetic field are detected 
at defined cross sections. This measured magnetic field modifications correlates to 
the forces engaging on the material (Klose et al., 2012). Furthermore this 
component is equipped with conventional strain gauges at the position of highest 
expected elongation. With this information the component is adaptable to its real 
life cycle use by the design evolution. Information about these monitoring 
technologies is stored in a design catalogue. This catalogue contains information 
about conventional methods to observe mechanical components as well. 

With the selection of the observation of the wheel suspension the monitoring 
concept is identified. In the next step the adaption of this concept design guidelines 
for implementing the monitoring technologies into the component has to be found. 
Also the mathematical operations for transforming the life cycle data for the 
developer as well as the extraction of the necessary data mining method has to be 
defined. 

The design guidelines for each technology are also stored in the design 
catalogue. Information from previous developments also influences the selection of 
suitable data mining methods. The inherently measured data of the wheel carrier 
was transformed by a component-specific transformation model. Therefore the 
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elongation is recalculated to the applied forces at the application points. It is 
necessary to declare a data mining method to consider different load cases. 

Therefore the method of load case characterization was identified. This method 
has the opportunities to find quantity of loads as well as to fade out uninteresting 
load cases like data sets from car standing. The data sets of the wishbone and the 
driving shaft are directly coupled with dimensioning formulas. By linking the 
monitoring concept with data mining methods the integration of this process in the 
steps of development and targeted feedback of life cycle information is realized. 
The procedure of this analysis to assist the development process for the technical 
inheritance is depicted in Figure 15.5. 

Analysis of Requirements Product Specification

Selection of Component

Component

Monitoring Parameter

<<Monitoring Concepts>>Deduction of Observation

Monitoring Concept

Adaption of Concept
<<Information of

previous Generations>>

Data Mining Method 2

1

Development Process

21

 
Figure 15.5. Procedure to implement useful monitoring concept 

With the application of the wheel suspension the integration of data mining 
methods into the development process is demonstrated. The selection of the 
appropriate data mining method offers the advantage that only develop-relevant 
data are measured. This information is inherited to the next generation. By this way 
this approach facilitates the monitoring of the whole life cycle. 

Cause this implementation of the technical inheritance the scope of product life 
cycle changes. To illustrate this process it is necessary to consider an 
intergenerational product life cycle. 

15.5 Conclusion 
The definition of the applied semantics forms the base for the three presented 
research packages in this project. In order to implement a technical inheritance of 
products it is necessary to select an appropriate monitoring concept. Therefore the 
gentelligent technology is an innovative approach to collect life cycle data. With 
the expanded model of the product life cycle the dependencies of the methods of 
data mining and the selection of the monitoring concept are shown. Also the 
influence of the life cycle information to the next generation’s development 
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process is illustrated by the wheel suspension. Beyond the view of an 
intergenerational product life cycle is depicted in Figure 15.6. 

 
Figure 15.6. Technical inheritance in intergenerational view 

This model of the technical inheritance is similar to the validation model of the 
VDI guideline 2221. The difference is that the technical inheritance implies the 
adaption of components based on real life cycle information. 

The integration of data mining methods has been demonstrated with associated 
monitoring concept realizing a targeted feedback of life cycle data. The view of 
product life cycle was expanded, too. 

Further research investigates the relationship between individual measurement 
techniques and the desired life cycle data. Also methods of data mining are 
analyzed to generate the significant information from the life cycle data. The scope 
of this research project is a development environment for the technical inheritance 
including methodology, knowledge bases and optimization strategies for product-
specific challenges. 
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Chapter 16 
Optimal Sceduling of Stochastic Production 
Processes Through Model Checking 
L. Herbert, Z. N. L. Hansen, R. Sharp and 
P. Jacobsen 

16.1 Introduction 
Modelling and subsequently optimising workflow processes has been a key part of 
efforts to improve efficiency in production and engineering firms since the 
beginning of the 20th century (Gilbreth & Gilbreth, 1921). These developments are 
called Business Process Modelling (BPM), which is a discipline concerned with 
the mapping of business workflows, for example in production, to enable analysis 
and improvement of organisational efficiency and quality. However, modern 
enterprises, in particular those involved in producing highly engineered products or 
addressing dynamic customer needs, are often characterized by business processes 
which exhibit complex concurrent behaviour incorporating unreliable or 
unpredictable components, and which can be subject to various non-functional 
requirements (for example reliability, safety or legal requirements). These 
properties make them difficult to model and even more difficult to optimize.  

Ensuring that such complex systems are both dependable and efficient poses a 
significant challenge, combining the need for verification of safety properties while 
simultaneously requiring a specific performance profile. To achieve these goals, 
such systems often require sophisticated scheduling especially when the system 
involves stochastic elements (i.e. elements whose specific behaviour cannot be 
predicted in advance). Being able to synthesize a schedule for the optimal 
execution of such systems early in their design phase allows for accurate 
determination of how the system will be employed in practice. Consequently this 
holds the potential for the early identification and exclusion of workflow 
configurations for which an efficient schedule cannot be developed. This can for 
example help organizations introduce new technology to existing workflows, 
optimize existing workflows or create optimal new workflows with less effort, time 
and cost spent.  
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16.1.1 Contribution 

In previous work (Herbert & Sharp, 2013b), methods that allow for analysis of 
models of business processes expressed in the Business Process Model and 
Notation (BPMN) modelling language (Object Management Group, 2011) were 
developed. The properties to be analysed were described using an extended form of 
the temporal logic Probabilistic Computation Tree Logic (PCTL) (Aziz et al., 
1995). This approach allows for the precise calculation of the occurrence and 
ordering of events and their associated timing, transient and steady state 
probabilities of events, and costs properties. 

The approach taken to schedule generation under complex constraints is to 
employ these earlier developed model checking methods, to explore possible 
resolutions of non-determinism within a BPMN model. In the approach shown in 
Figure 16.1 we allow for a BPMN model to be annotated with quantitative data and 
extended with stochastic behaviour so as to capture real world business process 
behaviour. Then, given a quantitative goal and a set of possible decisions, we 
derive the schedule, a sequence of decisions, that best approaches the goal.  

 
Figure 16.1. Overview of schedule generation via PRISM model checking (grey boxes mark 

additional inputs needed). 

Schedule generation is made possible by performing model checking on 
specific permutations of the set of actions possible in a model to generate optimal 
adversaries which optimise (minimise/maximise) a reward value, while observing 
constraints which encode any required safety properties. By evaluating the 
quantitative properties of the generated adversaries we are able to construct an 
execution schedule that best approaches the desired performance properties. 

While the focus of the paper is the generation of execution schedules from 
stochastic BPMN models, BPMN is limited by an imprecise and incomplete 
semantic definition. We therefore begin by briefly presenting a formalised variant 
of BPMN previously described in (Herbert & Sharp, 2012a). By translating BPMN 
models into Markov decision processes (White, 1993) described using the PRISM 
modelling language (Parker, 2012) we are able to employ the model checker 
PRISM (Kwiatkowska et al., 2011) to efficiently generate and evaluate adversaries 
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representing possible execution schedules. The choice of PRISM is motivated by 
the great expressivity of its PCTL query language, which makes it possible to 
express complex probabilistic constraints and schedule goals. 

Fundamentally, our approach allows for business analysts to test a wide range 
of possible designs, and to readily debug them, before committing to a specific 
practice, which achieves a more effective development of the business process in 
question. These developments are illustrated using an example drawn from a large 
Danish baked goods company. In the last century, food production in the 
developed world has become increasingly more globalized, automated and 
industrialized, with fewer and larger players in the market. Baked goods, a key part 
of the food industry, have experienced the same development, leading to a market 
characterised by intense cost pressures, fierce competition, and few opportunities 
for differentiation. Baked goods are an example of a business which uses small 
batches to fulfil dynamic customer needs, has clear constraints (e.g. hygiene and 
freshness) and therefore need to combine flexibility, lean practices and quality to 
produce high quality products effectively and efficiently. The baked goods industry 
is therefore an ideal candidate to illustrate the practical applicability of this 
method. 

16.1.2 Related Work 

We are not aware of any previous work directly addressing the generation of 
schedules for systems modelled in BPMN, with or without stochastic extensions. 
Many approaches exist which focus on the synthesis of schedules for non-
stochastic systems, often using various simplex based methods. However the 
stochastic case does not allow for the application of these methods. 

The inclusion of rewards in BPMN models allows for the determination of 
ideal strategies, and whereas multiple schedules may exist, quantitative methods 
allow for the selection of schedules which optimise rewards of interest. In this 
regard, two similar approaches focused on solving scheduling problems using 
model checking are given by Wijs et al. (2009) and Basu et al. (2011). However, in 
both cases, the construction of the model from which to generate a scheduler is a 
manual process that requires considerable tuning.  

It should be noted that workflow mining approaches (van der Aalst et al., 2003) 
complement the ideas presented in this paper. They are focused on extracting a 
workflow model from execution traces of an implemented system and provide a 
means to determining stochastic and timing data for an existing process. 

16.2 Business Process Model and Notation 
The Business Process Model and Notation (BPMN) language (OOG, 2011) is a 
widely adopted graphical notation for specifying workflows. The semantics and 
pragmatics of BPMN are, however, only informally defined in the relevant 
standards (OOG, 2011), thus leaving a number of issues open to interpretation. 
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There are essentially only two fundamental types of object, nodes and flows, and in 
this work only a small subset of BPMN, often known as the core subset, will be 
used. This consists of the eight elements found in a large survey to be the most 
commonly used in industry (Muehlen & Recker, 2008).The graphical elements of 
core BPMN are shown in Figure 16.2 and described in Definition 1 below. It 
should be noted that by combining several Core BPMN elements any element of 
the complete BPMN language can be simulated, even inclusive gateways 
(Christiansen et al., 2011). 

BPMN modelling involves composing a number of elements into a business 
process diagram (BPD). 

Figure 16.2. Core BPMN elements. 

Definition 1 (Stochastic Core BPD). A Stochastic Core BPD is a tuple 
 where  is a set of nodes composed of the 

following disjoint sets:

• Tasks  are the basic actions done as part of a given workflow, e.g. 
“sending a letter'' or ”putting sprinkles on a cake''. 

• Events  where the disjoint sets  and  respectively 
represent start and end events. 

• Gateways , where the disjoint sets ,  and 
respectively represent exclusive decision gateways, parallel fork 

gateways and parallel merge gateways.  

 is a set of flow relations, where sequence flows  relate 
nodes to each other and  is a relation between tasks and parallel 
merge gateways.  is a set of disjoint pools and  assigns 
nodes to a pool,  is a set of unique labels and  is a labelling 
function which assigns labels to flows. The function  is a partial 
function which for a node  and label  assigns probabilities to all 
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outgoing sequence flows , such that for a given 
 . 

The definition of a BPD given in Definition 1 models workflows by using 
elements of F to define a directed graph with nodes which are elements of N. 
However, Definition 1 allows for graphs which are unconnected, do not have start 
or end elements, and are free-form or have various other properties which place 
them outside what is implied to be permitted in standard BPMN models. To ensure 
that a BPD describes a meaningful workflow we have developed a set of well-
formedness rules (Herbert & Sharp, 2012b) which enforce restrictions on 
connecting elements, pool boundaries, and message passing. 

The function P in Definition 1 allows for the modelling of probabilistic 
decision points in the modelling of business processes; with the intention of 
capturing real-world behaviour where the outcomes of complex decision within a 
process can appear random and are not possible to predict in advance. BPMN 
makes use of external conditions on decision gateways to select the outgoing flow 
from a decision point. These decisions are modelled by the set L and assigned to 
specific flows by the function lab. In practice, decision points in a workflow will 
have outcomes which depend on some inherent property of the task or on outside 
factors. The idea is that at a decision point an active choice is made, and then that 
choice results in a number of different possible outcomes. Figure 16.3 illustrates 
the application of P to a decision gateway g.  

 
Figure 16.3. Assignment of label probability pairs to a decision gateway. Here application 

of  requires  and . 

To enable quantitative analysis of a workflow we add numerical data to our 
models by using the following function which associates positive real numbers 
with tasks in a BPD.  

Definition 2 (BPD Task Reward Function). For a BPD a reward function for a task 
 is a partial function . 

This function captures the notion that certain nodes have some reward or cost 
associated with the task. We may associate as many reward structures as we wish 
with a given BPD, so that a single task may have multiple different numerical 
properties which are incremented when the task is performed. Further details of 
these structures and model checking of these properties can be found in (Herbert & 
Sharp, 2012a). 
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16.3 Case Study Details 
The application of these methods was explored in a case study involving one of the 
largest Danish producers of baked goods which, for reasons of anonymity, is 
designated Baked Goods A/S. Baked Goods A/S is a business to business company 
which was established in 2000 and entered the market in 2001. In 2012 Baked 
Goods A/S had 103 full time employees. The company focused on increasing its 
revenue on the domestic market and on developing new export markets. Revenue 
increased from DKK 159 million in 2011 to DKK 180 million in 2012. The 
increase primarily derived from the domestic market despite the general downward 
price development on the Danish market. Revenue growth primarily derived from 
increasing sales of convenience products, but also from coffee bread products. 
Baked Goods A/S seeks to have a continued price focus and a high innovation 
level. 

The company is mainly focused on differentiation by making their bake-off 
products appear more “home-made” by making them less regular (e.g. not 
completely the same size or shape), thereby introducting a controlled amount of 
stochasticity into the production line. However, they also produce products with 
strict requirements for regularity for customers for whom this is vital. As a part of 
their differentiation strategy Baked Goods focuses on signaling the connection to 
home-made, fresh and natural products; this is done through labels on the products, 
promotional material and how the company presents and views itself (i.e. a 
company located in the country-side with a focus on traditional baking values and 
techniques). Baked Goods experience very volatile commodity prices which makes 
increased efficiency a priority. An example is that a sausage roll can only be sold 
by the firm for around 1-2 DKK while shops take 6-8 DKK for this bake-off 
product, i.e. a markup of around 75%.  

Baked Goods A/S have two production lines. Line 1 develops cakes and 
pastries and line 2 develops baked goods like sausage rolls and pizzas. 

16.3.1 BPMN Model of the Case Study 

Using the formalised version of BPMN defined in Definition 1 we can model the 
two concurrent production lines using an example of three products being 
produced concurrently on these lines which share key pieces of equipment (see 
Figure 16.4). 
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Figure 16.4. Abstracted from BPMN model of Baked Goods A/S production process 

Figure 16.4 illustrates this scenario; this system consists of 4 processes each 
represented as an individual pool. The production lines process drives the operation 
of this system and makes a non-deterministic choice between producing products 
A, B or C. Manufacturing each product involves a specific sequence of operations 
performed by separate sub components; each of these performs steps that have 
delays which are stochastically chosen. Synchronization between the different 
processes (pools) is performed via the [label] constructs, in the standard fashion of 
BPMN. A number of states are annotated with reward structures tracking time used 
and energy expended. 

Note that this system has two key points where a non-deterministic choice must 
be made between several options. Namely in the choice of which product to 
manufacture and, when heating products, a choice between normal or low-power 
heating. In this system there is a safety requirement that shaking must never occur 
while loading of a product is taking place, as the vibrations caused by shaking 
could lead the system to malfunction. The scheduling goal is that production of a 
specific batch of products (e.g. 2 batches of A, 1 of B and 3 of C) should be 
sequenced so that production takes place as quickly as possible and using the 
minimum amount of energy, while observing the safety requirements. 
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16.4 Stochastic Model Checking 
The goal of this work is to make it possible to automatically transform a BPMN 
model of a production workflow into a form which can be formally analysed. This 
allows all possible execution paths through the workflow to be examined. 
Determining the optimal scheduling of tasks, given a set of optimisation goals, then 
simply involves determining the properties of each possible schedule and choosing 
the one which best meets the defined goals.  

This is achieved by transforming the BPMN model into a Markov decision 
process (White, 1993) (MDP) which is amenable to formal statespace analysis (i.e. 
mathematical analysis of the set of possible values the process can take during 
execution). These states represent possible configurations of the system being 
modelled with probabilistic state transitions being combined with non-
deterministic choices between several discrete probability distributions over 
successor states. Model checking allows for the efficient exploration of the entirety 
of this space with a temporal logic employed to select sets of states of interest, and 
offers the possibility of verifying many properties of a system. In this paper we 
will specifically use this capability to select sets of paths through the statespace 
that represent different schedules; each path is then checked to ensure that given 
safety criteria are observed and the values of rewards of interest are computed. 

16.4.1 Determining the Statespace of the BPD 

In our approach, BPMN BPD models are mapped directly into the guarded 
command language used by the PRISM model checking tool (Kwiatkowska et. Al. 
2011) which allows for the efficient generation and analysis of a concurrent 
systems statespace. The mapping, which focuses on the control flow structure of 
the model, involves decomposing a BPMN BPD into sub-processes which are 
individually mapped to PRISM code, with appropriate synchronization constructs 
generated to maintain the same effective control flow. The central idea of the 
translation algorithm is to identify sub-processes of the source BPMN BPD and 
then map these to modules of PRISM code so that the encoding will be 
compositional and will not impose further semantic interpretation on a model than 
originally defined. It should be noted that PRISM will generate all possible 
interleaving’s of two sub-processes and calculate PCTL property values for the 
entire statespace. An illustration of this interleaving behaviour is shown in Figure 
16.5. Note how the paths from the fork to the join cover all possible allowed 
interleaving’s. 
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Figure 16.5. Illustration of interleaving semantics imposed by the PRISM model checker 
(labelled extract from Figure 16.4 of the statespace of the example from section 16.3.1) 

For the complete model applying the translation processes means a statespace 
as shown in Figure 16.6 can be generated. 

 
Figure 16.6. Statespace of the BPMN model of Figure 16.4 (Annotations removed, 3080 

States, 10999 Transitions). 
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In Figure 16.6 each dot represents a unique configuration of the system which 
highlights the nature of this scheduling problem. The initial state is represented by 
the black dot and the statespace is characterised by three large loops which 
correspond to the manufacture of each of the three products. The high complexity 
of the manufacture of product B is clear in the larger number of nodes and 
transitions that form this loop. A solution to the scheduling problems for this 
system requires choosing the correct sequence of choices, marked by black 
triangles, to reach the scheduling goals.  

16.5 Generating Optimal Schedules 
Generation of a schedule requires the resolution of the points of non-determinism 
under the control of agents in the model. In other words in order to find an optimal 
schedule for a production workflow we need to be able to investigate all actions 
actors in the workflow may perform at any given point in the execution of the 
workflow. To this end we will employ PRISM's capability for adversary generation 
(Forejt, 2011) (i.e. generating all possible resolutions of nondeterminism) which 
generates an induced discrete time Markov chain (DTMC) (White, 1993) on the 
generated statespace that equates to evaluating the best or worst-case choice of 
actions at all decision points that satisfy a chosen PCTL constraint. We will 
employ Algorithm 1 to systematically explore generated adversaries that meet the 
scheduling and safety requirements. Note that while individual adversaries are 
generated on the same basic statespace, PRISM allows symmetry (Kwiatkowska et 
al., 2006) and partial order (Gröÿer et al., 2006) reduction to be employed when 
searching this space and allows our approach to presently scale to the feasible 
verification of complex properties of large systems (up to  states 
(Kwiatkowska & Parker, 2012)).

In Algorithm 1, the function ExpectedValue computes, via model checking, 
the expected value of the DTMC's reward. Line 3 simply involves removing 
permutations where a state representing a reward having values n+1 is required 
before a state where the reward has value n. The maximal number of possible 
schedules to check, and the consequent complexity of the algorithm, is bounded by 
product of the number and non-deterministic choices that can be made. In the case 
when multiple optimal schedules exist, algorithm 3 will simply return one of the 
optimal strategies. 

Note that this simplified algorithm searches for minimum solutions, however 
with simple changes it can be made to search for maximum values. This is done by 
changing the initial assignment in line 1 to 0, the adversary generation in line 9 to 
Rmax (the maximum reward value), and the test in line 10 to ‘>’. 
In line 9 multiple separate reward structures may be evaluated and a composite 
score for these rewards constructed. Finally, in addition to reward structures, this 
algorithm can be modified to employ the PCTL probability operator P to also 
optimise the probability of CTL formulas of interest being true. 



 Optimal Sceduling of Stochastic Production Processes Through Model Checking 197 

Algorithm 1: Optimal Safe Schedule Selection 

 

16.5.1 Schedule Specification 

Finally, to describe requirements for an optimised schedule, for example task A 
must happen before task B, we employ a mathematical language which can 
describe the ordering, in time, of tasks. This language is the property specification 
language Probabilistic Computation Tree Logic (PCTL) (Kwiatkowska et al., 
2011) which is based on classical continuous stochastic logic (Hansson & Jonsson, 
1994) extended to probabilistic quantification of described properties. An 
implementation of the PCTL logic is employed by the PRISM model checker 
(Kwiatkowska et al., 2011). While this logic allows reasoning about a wide range 
of system properties (Baier & Katoen, 2008), we will employ PCTL queries to 
filter out paths in the statespace generated by the PRISM model checker for a 
BPMN BPD. 

Specifically, PCTL queries are used to define the safety properties which we 
require for the system and the specific tasks that we want scheduled by the system, 
and to determine the cumulative mean rewards values along that path. To achieve 
this we will restrict ourselves to the R operator used to express properties that 
relate to rewards; more precisely, the expected value of a random variable 
associated with a particular reward structure. Since a BPMN BPD will often be 
decorated with multiple reward structures, we augment the R operator with a label. 
For example, to query the mean time to failure we would specify the following 
property: Rtime = ? [F failure] 

To support analysis of the example from Section 3 we employ the following 
temporal CTL operators, which can be combined using traditional conjunction, 
disjunction and negation: 

• a U b The binary until operator specifies that, for a given path, in some 
state of the path the property b is true and in all preceding states the 
property a is true. 
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• Fa The eventually operator specifies that, for a given path, a eventually 
becomes true at some point along the path.  

• Ga The always operator specifies that, for a given path, a is true in all states 
along the path. 

16.5.2 Scheduling the Case Study 

To generate an optimal schedule for the case study example where the optimisation 
goal is to minimise time taken and energy used, we define a set of PCTL 
properties, and apply Algorithm 1 to determine the optimal sequence in which to 
produce the required products. The optimal scheduling of production has the safety 
constraint that loading and shaking of a product cannot take place at the same time. 
This safety constraint can be expressed in PCTL as: G!([Shake] ^ [Load] This 
should be read as follows: (G (globally)(for all future execution paths) it is not (!)
the case that the actions [Shake] and (^) [Load] take place). 

Algorithm 1 also requires a set of needed actions, A. Considering the example 
of producing 2 batches of A, 1 of B, and 3 of C, while also deciding when 
producing A whether to choose low-power or normal heating of the product. In 
our case, this set of constraints would have the following form: 
{((A1UHn)U(A2UHn)UB1UC1UC2); (B1U(A1UHl)U(A2UHn)UC1UC2), …} 

Finally, we wish to generate a schedule of actions under the additional 
constraint that the accumulated value of the time and the energy rewards along the 
chosen path are the smallest possible, with equal weight being given to minimizing 
both rewards. This involves employing the PCTL reward operator R to calculate 
the expected value of the time and energy reward structures for the paths remaining 
in the set of possible paths, once the unsafe paths have been excluded. 

In this case there exists a unique schedule shown in Figure 16.7 with an 
expected mean time to completion which is 37:4 minutes, using 98:3 kJ. In this 
solution the machines on the production lines chooses to begin production by 
manufacturing one batch of product A and making use of the lower power heating 
setting in its production. Once loading is complete for product A, manufacture of 
product C is started and repeated until the loading of the 3rd batch of product C. 
Then a second batch of A is started and 2:4 minutes (the mean time needed to load 
B) before this is completed, production of product B is started. 
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Figure 16.7. Generated minimal time/energy usage schedule for the example from Section 
16.3.1 (37.4 minutes, 98.3 kJ) 

16.5.3 Discussion 

Existing languages for the modelling of business processes such as BPMN, UML 
activity diagrams or YAWL lack a formalised semantic basis which would enable 
formal analysis and subsequent automated scheduling. Further, these languages do 
not allow for modelling stochastic behaviour or provide mechanisms to effectively 
track the consumption of resources during execution. These aspects are therefore 
the key strengths of this method as no other method, to our knowledge, has all 
these features. Further, it should be noted that our method by employing the 
PRISM tool calculates exact values. However, this need for precision also means 
that a disadvantage of our approach is that it requires detailed knowledge of the 
workflows being optimised. Another disadvantage of our method is that to use the 
optimisation schedule in practice great computing power is needed which can be 
both expensive and time-consuming. However, our method allows for automatic 
optimal scheduling with mathematical precision and within specific parameters 
which can help organisations limit waste of for example energy or material as well 
as optimise production with regard to parameters such as time, personal and cost.  

In order to use our method to optimize scheduling of production workflows in 
practice we have designed a prototype software tool. This tool allows practitioners 
to model, analyse and optimise a wide range of workflows. As the tool has a 
graphical GUI interface, the user does not need to have any knowledge of the 
technical workings of the tool. They only need to be able to associate rewards and 
probabilities to a workflow in order to optimise it according to the desired 
parameters (see Figure 16.8).  
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Figure 16.8. User interface for the prototype version of the software tool. 

The software tool is able to model, and annotate with rewards and stochastic 
branching, a business process (for example in production) as a BPMN BPD. 
Analysis is specified using a PRISM style PCTL query and depending on the 
nature of the query one or a number of results are calculated. At the core of the tool 
is the PRISM model checker which performs analysis of individual models 
generated (see Figure 16.9).  

 

Figure 16.9: Overall design of the software tool. 

For this approach and the software tool to provide the most benefits to an 
organisation the company need to be able to annotate their production workflows 
with rewards and probabilities which need to reflect the real-life scenario. This 
means that organisations which deal with great insecurities in their workflows or 
who are unable or unwilling (for example due to financial constraints) to correctly 
measure and annotate their production workflows will not be able to gain the full 
benefits of this approach. The approach presented here is most useful in large 
industrial settings for example in hardware manufacturing or in workflows which 
require precise and safe operations like in the healthcare industry.  

16.6 Conclusion 
In this chapter we have presented a method for model checking annotated BPMN 
models. This allows for the powerful quantitative analysis of such models, which 
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can be extended to allow for the synthesis of execution schedules under multiple 
types of constraint. We further demonstrated the application of these methods to a 
simplified model of a real-world system where the solution of a complex 
scheduling problem can be solved with minimal effort. 

Our work presents a method to allow the automatic derivation of the optimal 
actions a system should perform to achieve desired goals. This can be crucial in 
forming system design as it suggests the fashion in which a system will be 
employed and can help focus testing and verification efforts. When applied to 
existing systems, these methods can be employed to optimize the systems' 
behaviour. 

This paper has shown the overall effectiveness and applicability of this method. 
The method can be used for optimisation of many other aspects, for example 
machine, space or personal usage. Future research should focus on improving the 
breath of possible candidate processes explored and computational performance.  
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