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Preface

When I first began to research the history of econometrics in 1979, it
was a fairly common assumption amongst economists that econo-
metrics had no past, no history, before the 1950s. I was glad to find this
was not so, and my pages were not to remain blank. But, instead of the
decorative collection of antique notions which might have been
expected, I had the excitement of discovering that pre-1950 econo-
metrics was bristling with interesting people and functional ideas. No
wonder, for it was during this early period that the fundamental
concepts and notions of the econometric approach were thought out.
This book is the history of those ideas.

Since there was little in the way of existing literature on the
development of econometrics, I have relied on the help of many people.
First, I should like to thank those pioneer econometricians who
patiently answered my questions about what they were doing and
thinking anything up to 50 years, or even more, ago. Amongst the
founding fathers of the subject, I was able to talk to Trygve Haavelmo,
Herman Wold, Richard Stone, Jan Tinbergen, Olav Reiers0l, George
Kuznets, and the late Tjalling Koopmans, Sewall Wright and Hol-
brook Working. All helped me in various ways: they corrected some of
my misapprehensions and filled in the gaps in my understanding in the
way that only those with personal experience of the events and their
time could do. Their help gave me confidence that I was working along
the right lines, particularly when it came to questions of interpretation
and channels of influence which usually remain off the written record.
The second generation of econometricians were equally generous with
their time and amongst many, I would like to thank particularly Ted
Anderson, Guy Orcutt, Lawrence Klein, Karl Fox, Arnold Zellner,
Arthur Goldberger and Clive Granger.

David Hendry first introduced me to the history of econometrics and
his enthusiasm for the subject has been the major stimulation to my
work: he pointed out the paths to follow and guided me along them. I



xii Preface

have gained greatly from his insights into the nature of econometrics,
and his questions and arguments over the last 10 years have forced me
to think more rigorously about the field's history than I otherwise
would have done. John Aldrich too has been an influential and
invaluable critic of my work. I have learnt much about the history of
econometrics from John; nevertheless, we agree to differ on a number of
issues and his history features different personnel and different ideas.
Dudley Baines, Meghnad Desai and Steven Pudney were all at one time
or another the supervisors (along with David Hendry) of my LSE
doctoral thesis (1984), in which this book originated: each helped me in
different ways. To all of these, I offer thanks, but especially to David
Hendry and John Aldrich.

My approach to the history of econometrics was both sharpened and
shaped by my experience of 1982—3,  when I was lucky enough to join a
large research group of historians and philosophers of science investigat-
ing the 'probabilistic revolution' in science and society since 1800. I
would like to thank all the participants of that year, which was one of
great intellectual stimulation and excitement for me as I was introduced
to the great wide world of history of science. I have particularly benefited
from the help, both then and since, in reading, in conversation and in
comments on chapters from Nancy Cartwright, Raine Daston, Ted
Porter, Gerd Gigerenzer, Norton Wise and Ian Hacking. I thank MIT
Press for permission to use the material I contributed to The Probabilistic
Revolution (edited by Lorenz Kriiger et al., 1987) in Chapter 8 of this book.

Three other colleagues who have provided criticism and intellectual
encouragement at vital points are Margaret Schabas, Neil de Marchi
and Jens Andvig. Margaret and Jens have been pursuing parallel
projects on Jevons and Frisch respectively and both have proved great
working allies. Neil's questions and queries have provoked me to
express myself more accurately. Friends such as these should not be
taken for granted and I thank them.

Numerous others have made helpful comments and offered insights,
in correspondence or during the course of seminars on my work, for
which I thank them all. Not the least of those who remain, I thank the
publisher's referee for many pertinent comments; I hope the final
product meets with approval. With so much help, it is impossible to
acknowledge fully the individual contributions to the development of
my ideas and this book. Grateful as I am, it is necessary to add that
those who have helped me should not of course, be taken to agree with
my reconstruction and interpretation of events. And, despite all the
help I have received and my best efforts to be accurate, errors no doubt
remain and for these I am responsible.
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My research was made possible by the generosity of the ESRC (then
the SSRC) in funding the original 'History of Econometric Thought'
project at the LSE under David Hendry's direction (Grant HR6727),
and the Volkswagen Foundation who supported my participation in
the Probabilistic Revolution project directed by Lorenz Kriiger. To
both, I am very grateful. Thanks are also due to the Central Research
Fund of the University of London and the Northern Studies Fund at the
LSE for travel support. The Suntory-Toyoto International Centre for
Economics and Related Disciplines at the LSE and the Centre for
Interderdisciplinary Research at the University of Bielefeld kindly
'housed' me during the course of my research. I would also like to thank
Anne Craiger of the Special Collections Library at UCLA for helping
me with Marschak's papers, and Mr Gjonnes, the librarian at the
University of Oslo, who helped me with Frisch's papers. In addition, I
am indebted to James Heckman and the late Leifjohansen who helped
me during my research visits to Chicago and Oslo respectively, and I
especially thank Peter Phillips who arranged my access to the Cowles
Commission archives and looked after me so well during my visit to the
Cowles Foundation at Yale.

Mike Lail and William Corley checked all my bibliographical
entries and Kealan Doyle the quoted material; Linda Sampson has
provided secretarial support; and Patrick McCartan and Linda Randall
of CUP and my father and Joan Cox helped with the final stages of the
book's production, for which I thank them all.

Finally, I am grateful that my family and friends have borne with me
sympathetically during the long process of writing this book. My
deepest and most heartfelt thanks are to Charles Baden Fuller who
most patiently read several drafts of each chapter, helping me to clarify
my thoughts at each stage. It is truly the case that this book would
never have been written without his constant help and encouragement.
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Introduction

Econometrics was regarded by its first practitioners as a creative
synthesis of theory and evidence, with which almost anything and
everything could, it seems, be achieved: new economic laws might be
discovered and new economic theories developed, as well as old laws
measured and existing theories put to the test. This optimism was
based on an extraordinary faith in quantitative techniques and the
belief that econometrics bore the hallmarks of a genuinely scientific
form of applied economics.1 In the first place, the econometric
approach was not primarily an empirical one: econometricians firmly
believed that economic theory played an essential part in finding out
about the world. But to see how the world really worked, theory had to
be applied; and their statistical evidence boasted all the right scientific
credentials: the data were numerous, numerical and as near as possible
objective. Finally, econometricians depended on an analytical method
based on the latest advances in statistical techniques. These new
statistical methods were particularly important for they gave econo-
mists of the early twentieth century ways of finding out about the world
which had been unavailable to their nineteenth-century forebears,
ways which, in themselves, seemed to guarantee scientific respect-
ability for econometrics.

So, when econometrics emerged as a distinct activity at the begin-
ning of the twentieth century, its use of statistical methods and data to
measure and reveal the relationships of economic theory offered a form
of investigation strikingly different from those of nineteenth-century
economics, which ranged from the personal introspection and casual
observation of classical economics to the detailed empiricism of his-
torical economics. The applied economics of the twentieth century was
to be based on a more modern technology: its tools were to be statistical
methods, mathematical models and even mechanical calculators. With
1 Moore (1911) (particularly pp. 4—6)  provides an excellent example of the optimistic

programme laid down in econometrics and its associated technology.
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the appeal of this new technology, econometrics was to become firmly
established by the 1940s, and the dominant form of applied economic
science thereafter.

Those readers who know something of present-day econometrics
may already suspect that the econometrics programme has changed in
some respects from its original conception and practices. The most
salient difference between early and modern econometrics is that the
early econometricians consciously conjoined mathematical economics
and statistical economics. Indeed the Econometric Society, founded in
1931, had as its main aim:

to promote studies that aim at a unification of the theoretical-quantitative
and the empirical-quantitative approach to economic problems and that
are penetrated by constructive and rigorous thinking similar to that which
has come to dominate in the natural sciences. Any activity which promises
ultimately to further such unification of theoretical and factual studies in
economics shall be within the sphere of interest of the Society.

(Frisch(1933b),p.l)

For the econometricians of the first half of the twentieth century, the
union of mathematics and statistics with economics was the ideal way
of practising scientific economics.

Exactly how the econometric ideal, the union of mathematical and
statistical economics, emerged in the early twentieth century is an
interesting question. The obvious supposition is that the roots of
econometrics lie in the mathematical and statistical economics of the
nineteenth century. Yet, in the contemporary view of that time (as in
economics today), mathematics and statistics were believed to operate
in different spheres. Mathematics was thought essential to the further
advancement of economics as a deductive scientific discipline.2 It was
believed that the use of mathematics, that is calculus and algebra,
would lead to clarity and conciseness in the expression of theories (and
of the assumptions these involved) and that the process of mathemati-
cal reasoning would make economic arguments more rigorous. The
many virtues claimed for the mathematical method helped it to gain
acceptance amongst a small group of analytical economists in the
nineteenth century, with the result that mathematical economics was at
the cutting edge of theoretical work from the 1880s. But, if one takes
into account the full range of styles and methods in economics,
2 See for example Schabas' papers (1984) on Jevons, and (1989) on Marshall. Of course, the

desire for a scientific economics as opposed to a theological or historical economics was not
shared by all nineteenth-century economists. Arguments about the validity of using
mathematics and statistics in economics both pre-date and post-date the development of
econometrics.
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mathematical reasoning was used by only a handful of economists, albeit
an influential one, in the last quarter of the nineteenth century. The
method only really came into more common, though still not widespread,
usage in the period after 1930. Numerical examples and geometric
illustrations were sometimes introduced to help explain economic ideas
before algebra and differential calculus were used in theory develop-
ment, but even these were still comparatively rare before 1900.3

By comparison, the use of statistical data in economics has a long
history going back to the political arithmetic school of Petty and Graunt
in the late seventeenth century.4 But there was no continuing tradition,
not that is until the general rise of statistical thinking in the nineteenth
century which was particularly associated with the emergent social
sciences.5 It was believed then that the application of statistical
analysis would improve the inductive side of economics, and as the
nineteenth century wore on, the casual and often indiscriminate use of
statistical data in economics did begin to give way to a more careful
usage. Statistical data proved helpful in establishing economic reg-
ularities, in presenting economic arguments and most effectively in
taking measurements of economic variables ( of which easily the most
sophisticated was the construction of index numbers).

Jevons even hoped that statistics could be used to obtain the
numerically precise (or 'concrete') laws thought to be typical of good
physical science.

I do not hesitate to say, too, that Political Economy might be gradually
erected into an exact science, if only commercial statistics were far more
complete and accurate than they are at present, so that the formulae could
be endowed with exact meaning by the aid of numerical data.

(Jevons (1871), p. 25)
Perhaps he had in mind the example of astronomy, generally regarded
as the most perfect and advanced of the sciences, which had by the
mid-nineteenth century already invoked the aid of both mathematics
and statistics. Astronomers faced with several different measures of the
path of a planet (believed to be of an exact mathematical form)
3 The post 1930s timing is suggested by G.J. Stigler (1965) who analysed the proportion of

journal articles using mathematical techniques of all sorts. The early uses of graphs in
economics are surveyed by J. L. Klein (1987a).

4 The political arithmetic school of late seventeenth-century Britain and the physiocrats of
eighteenth-century France are covered at some length in Schumpeter's (1954) discussion of
examples of statistics in economics. In passing he also mentions other economists who
depended on statistical information in Spain (sixteenth century) and in Germany and Italy
(eighteenth century).

5 See the essays in the fourth section: 'Society' in Kriiger et al. (1987, I), and Porter (1986),
which I discuss later in this introduction.
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extracted the equation of the path, discarding the residuals as errors of
measurement. Economists could look also to the field of psychology,
where statistical techniques were first used in the 1860s to measure
stimulus—response relationships in experimental circumstances (the
Weber-Fechner law). These 'psychophysicists' adopted both the
mathematical model and statistical methods of early nineteenth-
century astronomy, thus effectively safeguarding both determinism in
theories and objectivity in applied work, in order to gain scientific
respectability for psychology.6 It does not seem too far-fetched to
imagine a polymath such as Jevons experimenting on himself to try and
measure increments of utility, rather as Fechner measured his own
ability to discriminate between differently weighted objects. Note,
though, that the possibility of experiment was not a necessary pre-
requisite to the use of statistics to measure economic relationships; after
all, astronomers could not manipulate the planets and stars.

But these are speculations, for econometrics did not emerge in the
nineteenth century. With hindsight, one can see a number of obstacles
which precluded a unified scientific programme of mathematical and
statistical economics of the sort which flowered in the first half of the
twentieth century. One obvious problem was the lack of relevant
economic data: not all theoretical variables had measurements or even
observational counterparts (utility being only one example). Equally
pertinent, statistical methods (discussed in more detail later in this
introduction) were not sufficiently advanced to be able to assign
numerical values to the complex causal laws of behaviour which
featured in economic theories. Even in the late nineteenth century
statistical methods could still do little more for the social sciences than
establish descriptive regularities in single variables, like suicide, or
provide comparisons of regularities in two variables. Even had data
and appropriate methods been available, mathematical economists
rarely framed their theories with an eye to making them amenable to
statistical treatment. With some prescience, J. N Keynes (1891) noted
that the geometric representations favoured by mathematical econo-
mists 'lend themselves naturally to the registering of statistics', but
geometric representations as I have noted already were still unusual.
Last but not least, nineteenth-century economists believed that
mathematics and statistics worked in different ways: mathematics as a
tool of deduction and statistics as a tool of induction. Jevons, who
pioneered the use of both mathematics and statistics in his work,
6 See S. M. Stigler (1986) for a recent account of the nineteenth-century use of statistics in

astronomy and psychophysics. Gigerenzer relates how the tactics of psychophysicists were
followed by later generations of psychologists in essay 1 in Kriiger et at. (1987, II).
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expressed both the status quo of those aiming at a scientific economics
and his own vision of econometrics when he wrote:

The deductive science of Economy must be verified and rendered useful
by the purely inductive science of Statistics. Theory must be invested with
the reality and life of fact. But the difficulties of this union are immensely
great. (Jevons (1871), p. 26)
It might be argued that we should look not to the history of economic

methods but to the history of the people, the economists themselves, in
order to understand where econometrics came from. Here, too, we can
suggest possibilities rather than find definitive answers. In one of the
few systematic descriptions of the rise of quantification in nineteenth-
and early twentieth-century economics, Spengler (1961) discusses both
national styles and schools of thought. He suggests that quantification
flourished in the neoclassical school, and that Marshall and Edgeworth
were particularly responsible for its success, for both believed in the
complementarity of the deductive and inductive methods in economics.
Yet Marshall did not have much time for statistical economics (and his
strong influence on English economics perhaps accounts for the poor
representation of Britain in early econometric work) and Edgeworth's
peculiar brand of probability and economics did not turn into econo-
metrics. That other great mathematical and neoclassical pioneer,
Walras, like his compatriot Cournot, had no time for statistics (see
Menard (1980)). Jevons alone seems to fit the bill and the surprise is
rather that despite his pronouncements he avoided the complementary
use of mathematical models and statistical techniques in his applied
work. Further, the most important pioneer American econometrician,
Moore, embraced econometrics partly because he became dis-
enchanted with the ideas and methods of the neoclassical school.
Although econometricians of the 1930s were to refer to their tradition as
that of Cournot, Walras and Marshall, any simple derivation of
econometrics from the neoclassical programme is highly dubious, not
least because it ignores the important inputs from empirical economics.

Late nineteenth-century economists of the historical and institution-
alist schools tended to welcome the growing wealth of statistical facts
without necessarily adopting statistical explanations. In Germany, the
historical school of political economists formed the nucleus of a wider
intellectual circle which warmly embraced statistical thinking.7 This
circle provided intimate links between statistical thinkers such as Lexis
and Engel and historical economists such as Schmoller. Craver and
7 See the three overlapping accounts by Porter, Hacking and Wise (essays 17-19) in Kriiger et

al. (1987,1).
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Leijonhufvud (1987) trace both how this empirical statistical strand
entered the American institutionalist school in the late nineteenth
century (many of whose members had trained in Germany with
economists of the historical school) and how this statistical approach
was re-exported back to Europe in the 1920s. But the American
economists who accepted statistical evidence were often those who
most strongly rejected mathematical methods and models in
economics. The USA apart,8 the most fertile environments for the
practical development of econometrics in the early twentieth century
proved to be the Netherlands and Scandinavia, yet Spengler suggests
that nineteenth-century Dutch economists had no particular strengths
in mathematics or statistics and the Scandinavians were good in
mathematics but had little in the way of statistical background. So,
despite many interesting comments on mathematical and statistical
economics separately, Spengler does not help us to gain a clearer idea
about the personal process by which econometrics emerged.

This search for a pattern reaching back into nineteenth-century
economics may well be doomed, for the econometricians of the early
twentieth-century period were not wedded to any particular tradition.
They were a determinedly international bunch, of diverse intellectual
backgrounds, and eclectic in their economic beliefs.9 National style and
theoretical allegiance seemed to matter less than the enthusiasm
econometricians generated for their common methodological pro-
gramme. Frisch's memory of the First European Meeting of the
Econometric Society in 1931 in Lausanne was vividly recalled in 1970:

We, the Lausanne people, were indeed so enthusiastic all of us about the
new venture, and so eager to give and take, that we had hardly time to eat
when we sat together at lunch or at dinner with all our notes floating
around on the table to the despair of the waiters. (Frisch (1970), p. 152)

Tracing out the personal roots of this enthusiasm, and the links
between econometricians and the wider scientific community of the
twentieth century, remain important tasks for the future. The most
fruitful place to start such a search might well prove to be amongst the
statistical thinkers, for the content and evolution of the econometric
programme in its formative years was much influenced by develop-
ments in statistics. And in the longer run, mathematical economics and
8 Craver and Leijonhufvud (1987) also stress the importance of the intellectual migration

from Europe in the later period (1930s and 1940s) to the econometric work done in the USA
during the 1940s.

9 That the econometricians believed in freedom of economic theory is borne out by a glance at
the original Advisory Editorial Board of Econometrica which included economists from many
different schools of thought.
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statistical economics divided again, leaving econometrics firmly on the
statistical side of the fence.10

When we look at the history of statistics we find that econometrics
was far from an isolated development, for statistical methods and
probabilistic thinking were widely introduced into nineteenth- and early
twentieth-century science. Few scientific fields remained unaffected,
although statistical thinking and probability did not always enter at the
same level in each discipline, as I have helped to argue elsewhere.11 The
econometrics movement was paralleled in particular by biometrics in
biology and psychometrics in psychology. As their names suggest, all
three were concerned with measurement and inference, in particular
with the use of statistical methods to reveal and to substantiate the laws
of their subject matters; and all three developed at roughly the same
time.

Two recent books on the history of statistics prior to 1900 set the
scene for this explosion of statistical activity (of which econometrics
was a small part) in the early twentieth century. T. M. Porter's (1986)
excellent book illuminates the difficult terrain between statistical
thinking (ways of analysing masses of events) and probabilistic think-
ing (where chance and randomness hold sway). This account is
complemented by S. M. Stigler's (1986) equally interesting history of
the techniques of statistical inference. Both authors stress the import-
ance in the early nineteenth century of Quetelet's statistical characteri-
sation of human behaviour: individuals behave in an unpredictable
way, but taken together these apparently disorganised individuals obey
the law of errors in deviating from the ideal 'average man'. This
observation of statistical regularity in human affairs proved enor-
mously influential. For example, Porter shows how such social statistics
led physicists, by analogy, to statistical mechanics. For Stigler, on the
other hand, Quetelet's notions created barriers to the transfer of

10 Although the econometricians aimed to synthesise mathematical and statistical
economics, it is not clear whether mathematical models were necessary for the successful
application of statistics to economics. The material in the first two Parts of this book
suggests only that mathematical economics was an important prerequisite for certain
applications of statistics, but not all (see also Morgan (1988)). That there is no absolute
necessity for the two methods to go together is evident when we remember that Galton
required no mathematical law of inheritance to see the statistical regression relation in his
data on the heights of fathers and sons. In psychometrics, we find mathematical models
developed out of the statistical work rather than being an essential part of its development.

11 The question of levels of entry is discussed in the introduction to Kriiger et al. (1987, II),
and the papers in that volume provide case studies of the use of statistics and probability in
the sciences. These show that in some sciences, probability and statistics helped in
measurement and data description; in others, the focus was on inference; and in others still,
such ideas entered the theories themselves.
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inference techniques from astronomy and geodesy to the emergent
social sciences.

Quetelet's influence is reflected in the typical nineteenth-century
interpretation of statistical regularity to be found in Mill's (1872)
classic discussion of methods of scientific inference.12 Thus: taking
many observations together has the effect of eliminating those circum-
stances due to chance (i.e. the variable or individual causes), and the
statistical regularity that emerges from the mass of data verifies that a
causal law (or constant cause) is at work. This idea of individuals as
subject to one constant cause and many small variable causes (obeying
the law of errors) left the constant cause operating at, or through, the
medium of 'society'. But statistical inference procedures were not adept
at uncovering such a constant cause of the average man's tendency to
suicide, or to murder, or whatever. A plurality of causes acting at the
individual level might be more credible to our minds, but would be
equally difficult to uncover, for, as Stigler points out, there were no
natural or external (theoretically imposed) ways of categorising such
social observations into the homogeneous groups necessary for the
existing statistical analysis, and as yet no statistical methods to deal
with the plurality of causes.

The resolution of these difficulties began in the late nineteenth
century with the reinterpretation of people's behaviour not in terms of
errors, but as natural or real variation due to the complex causes of
human and moral affairs. Porter identifies this as the second break-
through in statistical thinking, when the 'law of errors' became the
'normal distribution'. This led directly to the development of statistical
laws of inheritance in genetics, namely regression (1877-86) and
correlation (1889-96).13 These law-like relations are important because
they are, according to Hacking (1983a), the first genuinely 'autono-
mous statistical laws': laws which offer an effective explanation for
phenomena without the need to refer back to previous causes. In
Porter's account, the adoption of such statistical models freed the social
and natural sciences from the determinism of nineteenth-century
physical science, and led both to a flowering of statistical work in
diverse applied fields and to the development of the theoretical field of

12 The original edition of Mill's treatise was 1843.. My account reflects the situation in the
eighth edition (1872) (the last in his lifetime), by which time Mill had become acquainted
with Quetelet's ideas on statistics via Buckle's popularising efforts. From the point of view
of the interpretation of statistical regularities, the situation changed little between these
editions, or until the end of the century, as is evident from Durkheim's (1895) treatise on
sociological method.

13 The span of these dates reflects the main development of the concepts and their math-
ematical expression, based on S. M. Stigler's (1986) and Porter's (1986) accounts.
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mathematical statistics. For Stigler, it is Yule's (1897) contribution
linking these new statistical laws to the old astronomical method of
least squares which was the crucial step in making least squares
regression a general tool for statistical analysis. This transformation
opened up the development of multivariate analysis in which there was
the possibility of statistically controlling (or categorising) one variable
while investigating the behaviour of the remaining variables.

An account which aims at a more specialised history of the concep-
tual foundations of econometrics, from late seventeenth-century poli-
tical arithmetic to 1920, is offered by J. L. Klein (1986). Although she
draws on the same areas of applied statistics as both Porter and Stigler,
she tells yet another story. Her argument is that both biometrics and
econometrics were founded on the need to make temporal variation
amenable to analysis. Thus, logical (or non-temporal) variation in
human phenomena were given a statistical identity in terms of Quetel-
et's 'average man' and Pearson's normal distribution. In order to
provide for the temporal variation between generations, biometricians
developed the relationships of regression and correlation. Econo-
metricians adopted these new biometric tools, along with some notions
of stochastic processes from astronomy, to provide statistical ways of
characterising economic relationships over time.

These three accounts of the history of statistics by Porter, Stigler and
Klein are all very suggestive, but why should economists want to adopt
the new statistical methods? What was it about the new methods that
justified early twentieth-century econometricians' optimism about
their approach? The answer lies in the ability of the new statistical
methods to provide a substitute for the experimental method. The idea
of a scientific or controlled experiment is to reproduce the conditions
required by a theory and then to manipulate the relevant variables in
order to take measurements of a particular scientific parameter or to
test the theory. When the data are not collected under controlled
conditions or are not from repeatable experiments, then the relation-
ship between the data and the theoretical laws is likely to be neither
direct nor clear-cut. This problem was not, of course, unique to
economics; it arose in other social sciences and in natural sciences
where controlled experiments were not possible. In order to see how
statistics comes in here, we need to return just once more to the
nineteenth century, when economists seeking a more scientific profile
for economics regularly bewailed the fact that the experimental method
available to the physical sciences was inapplicable to economics.

A statistical substitute for scientific experiment in the nineteenth
century relied on the statistical method's ability to extract a regularity,
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or repeated pattern, or constant relationship, from a mass of data
(instead of taking one observation from an individually manipulated or
varied event). As Porter's account emphasises, the ability of statistics
to discern order out of chaos was one of the crucial innovations in
nineteenth-century social statistics. And, I have referred already to the
example of astronomy, the paradigmatic example of nineteenth-
century use of statistical methods in which an exact relationship was
extracted from several varying measurements of the relationship. But
such nineteenth-century statistical ideas and methods did not neces-
sarily provide ready-made solutions to twentieth-century problems.
Yule expressed this most neatly:

The investigation of causal relations between economic phenomena
presents many problems of peculiar difficulty, and offers many opportuni-
ties for fallacious conclusions. Since the statistician can seldom or never
make experiments for himself, he has to accept the data of daily
experience, and discuss as best he can the relations of a whole group of
changes; he cannot, like the physicist, narrow down the issue to the effect
of one variation at a time. The problems of statistics are in this sense far
more complex than the problems of physics. (Yule (1897), p. 812.)

The highly complex causal laws of the social and biological sciences
required measurement methods designed to neutralise or allow for the
effects of the variable (i.e. uncontrolled) circumstances under which
data have been collected in place of the full control which defines the
ideal case of the scientific experiment. These are precisely the char-
acteristics which Stigler seizes upon in his account of the new statistical
methods emanating from the biometric school; measurement methods
which were to enable the twentieth-century scientist some degree of
control over non-experimentally obtained data and which allowed
them to deal with the plurality of causes.14

It does seem that the conditions necessary for the successful prosecu-
tion of a statistical economics were fulfilled in the early twentieth
century, but we should beware, for there is no necessity about any
field's adoption of new ways of statistical thinking as the variety of case
studies in Kriiger etal. (1987, II) makes clear. In addition, both Porter

14 As support for my argument here, it is appropriate to note that many twentieth-century
philosophers of science take it for granted that scientists use these statistical methods
as a substitute for experiments they cannot conduct. Whether statistical methods are
efficacious in uncovering causal laws continues, as in the nineteenth century, to be open to
question. Of several recent contributions, Cartwright's (1989) treatment is particularly
relevant for she discusses the case of econometrics. She argues that the statistical methods
used in econometrics could in principle give knowledge of causal relationships, though very
often the presuppositions of the method are not met, so that the causal inferences can not be
made (see her Chapters 1 and 2).
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and Stigler stress the difficulties of adapting statistical tools and ideas
designed in one scientific arena for use in another. This problem did not
simply disappear in 1900, as evidenced by the fact that biometrics,
psychometrics and econometrics forged their own different versions of
the new tools. In biometrics, R. A. Fisher designed techniques to
randomise (and thus neutralise) the effects of non-controllable factors
in agricultural experiments. Psychometricians such as Thurstone
developed Spearman's factor analysis method to extract measurements
of the apparently unobservable 'vectors of the mind' from data on
observable characteristics in order to solve their own data-theory gap.15

Neither technique was directly appropriate for economics. Provided with
general tools, econometricians still had to develop their own statistical
solutions to the problems of bridging the gap between conditions
demanded by theory and the conditions under which data were
collected. It would be wrong to suggest that, in doing so, econometricians
were consciously making their own substitute for experiments, rather
they responded to the particular problems of measurement and control,
the particular mismatch between theory and data, which occurred in
their applied work. Only later did they begin theoretical discussions and
seek general solutions to their practical problems.

The structure of this book reflects the importance of applied work in
the development of econometric ideas: applications formed the catalyst
necessary for econometricians both to recognise their difficulties and to
search for solutions. Parts I and II of the book trace the evolution of
econometrics through the practical work on business cycles and on
market demand analysis, which together constituted most of the
applied econometrics of the period up to about 1950. The exploration of
these fields reveals not only advances in understanding, but also
confusion and dead ends. Part III of the book reconstructs the history
of formal econometric models of the data-theory relationship. This final
part draws on the applied econometric work discussed in the earlier
sections and on the theoretical econometrics which began to develop
during the 1930s. By the 1940s, theoretical discussions and applied
practice had crystallised into a programme which is recognisable as
modern econometrics.

13 The different ways in which the new statistical methods were taken up by American
psychologists are discussed by Danziger and Gigerenzer (essays 2 and 3 in Kriiger et al.
(1987, II)) who give considerable insight into the way data-theory problems were
overcome in that field.
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Introduction to business cycles

The nineteenth-century economists did not, for the most part, recog-
nise the idea or existence of regular cycles in economic activity. Instead,
they thought in terms of'crises', a word implying an abnormal level of
activity and used in several different ways: it could mean a financial
panic (that is the peak turning point in a commercial or financial
market) or it could mean the period of deepest depression when
factories closed. A financial crisis was not necessarily followed by an
economic depression, but might be a phenomenon solely of the
financial markets.1 There were a few exceptions amongst economists
and industrial commentators who recognised a cyclical pattern in
economic activity, including, for example, Marx.2 In addition, there
was no agreed theory about what caused a crisis, indeed it sometimes
seemed that not only each economist but each person had their own pet
theory of the cause of crises in the economy. One telling example, 'The
First Annual Report of the Commissioner of Labor' in the USA in 1886
listed all the causes of depressions reported to the various committees of
Congress. This list ran to four pages, from

Administration, changes in the policies of
Agitators, undue influence of

through various economic and institutional reasons to
War, absorption of capital by destruction of

property during
Work, piece.3

1 Kindleberger's recent analysis (1978) of'crises' rather than cycles shows how varied the
meaning of the term was in the nineteenth century and earlier.

2 Schumpeter (1954) discusses the emergence of the business cycle as a unit of analysis in the
nineteenth century and suggests that apart from Marx and Jevons, economists were not
much interested in this field.

:i The full list is quoted by Hull (1926), pp. 262-6.
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There was not milch chance of making sense of so many causes
using the standard ways of gathering evidence in support of theories
in nineteenth-century economics. Casual empiricism: the use of
odd facts, a few numbers, or individual cases could not penetrate
very deeply into the causes of complex macroeconomic behaviour
over time. Full-blown empiricism, such as that of the German his-
torical school, suffered from the inability to synthesise its masses of
evidence into coherent theories. The third source of evidence for
economists, introspection, was more suited to investigating microe-
conomic behaviour. It was against this background that serious
quantitative study of business cycles began in the late nineteenth
century. The development of a standard approach was not likely to
be straightforward, for there was no agreed theory or even definition
of the phenomena. Instead, there was a considerable amount of
blundering about in the dark looking for the business cycle. Did it
exist or was it just a tendency; was it a fixed recurring cycle; was
each cycle different; was it predictable? Econometricians tried to
discover the answers to their questions directly from the evidence;
but there were many different ways of choosing data, of analysing
them and of exploring the relationships of interest. As for the evi-
dence itself, although standard national income accounts did not
exist, there was a considerable body of data available on prices,
output, financial markets and so on, which was suitable for business
cycle analysis.

The development of the econometric analysis of business cycles is
described in four chapters. Chapters 1 and 2 discuss the histories of
two different approaches to statistical study of the business cycle.
These approaches were associated with different notions of the
business cycle and employed different methodologies, which together
implied different analytical techniques. The first chapter deals with
the early attempts to confirm clearly defined theories in which
economic cycles were assumed to be regular standard events subject to
statistical analysis. In contrast, Chapter 2 covers the work of those
who rejected a strong theoretical input in their quantitative study and
who regarded each observed cycle as a different individual event.
These economists used statistical evidence and techniques to enrich a
descriptive approach which was in some cases theory-seeking and in
others blatantly empirical in outlook; questions of measurement and
definition dominated their work. The methods used by both groups
did not go uncriticised. Chapter 3 shows how statistical discussions on
time-series issues led to an understanding of the design features
required to make economic theories of the business cycle amenable to
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econometric study. Chapter 4 describes how a fully-fledged econo-
metric approach to business cycle measurement and testing emerged,
dependent on both mathematically expressed theory and statistical
understanding.



CHAPTER 1

Sunspot and Venus theories of the
business cycle

Wiliam Stanley Jevons was one of the first economists to break away
from the casual tradition of applied work which prevailed in the
nineteenth century and combine theory with statistical data on many
events to produce a general account of the business cycle. Then, in the
early twentieth century when statistical work was still uncommon,
Henry Ludwell Moore adopted more sophisticated techniques to
develop an alternative theory of the cycle. This chapter relates how
Jevons and Moore set about building their theories. Both of them relied
heavily on statistical regularities in the formation of their hypotheses,
which featured periodic economic cycles caused by exogenous changes
in heavenly bodies. The development of the econometric approach to
business cycle analysis between the 1870s and the 1920s is shown in
their work, and in its changing reception from reviewers. Jevons' and
Moore's cycle work deserves to be taken seriously as pioneering
econometrics, yet the periodic cycle programme they initiated did not
prove to be very influential. The last section of this chapter explores
why this was so.

1.1 Jevons9 sunspot theory
Jevons' sunspot theory of the cycle has always been the object of mirth
to his fellow economists, despite the fact that by the time he began to
work on the subject in the 1870s he was already well known and
distinguished for his contributions to mainstream economics.1 He was
also renowned for statistical analyses of various problems, particularly
the problem of index numbers. This statistical work included some
fine studies of economic fluctuations, for example, on the seasonal
1 William Stanley Jevons (1835-82) was best known during his life for his writings on

practical economic and policy issues. His theoretical contributions and his role in
developing marginal analysis were not recognised till later. He was a keen advocate and
user of statistics and mathematics in economics, on which see S. M. Stigler (1982) and
Schabas (1984).
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variations in money markets. In contrast, his empirical work in a series
of papers from 1875 to 1882 on solar periods and economic cycles won
him little praise.2

The initial hypothesis of Jevons' first paper on trade cycles was that
the sunspot cycle led to a weather cycle which in turn caused a harvest
cycle and thence a price cycle (Jevons, 1875: see (1884), Paper VI).
The problem was that there was little evidence to back up his
hypothesis: there was no obvious cycle in grain prices to match the
11.1-year sunspot cycle. He thought that this was probably because
there were many other influences on the harvest besides the sun, and
that grain prices were also influenced by social, political and economic
factors. In other words, the sun's effect on the harvest cycle, and thus
the price cycle, was overshadowed by these other disturbing factors for
which his methods could not control.

Encouraged by the fact that Schuster had already found a cycle in
German wine vintages that matched the sunspot cycle in length, Jevons
decided to use agricultural data from the thirteenth and fourteenth
centuries (collected by Rogers (1866)) to test his hypothesis. He felt
that using data from these earlier centuries would lessen the problem of
interference from other factors and consequently that agricultural price
data would show clear cycles. Jevons did not even have sunspot data for
this early period; he simply assumed that the length of the sunspot cycle
had been the same in the thirteenth and fourteenth centuries as it was in
the nineteenth century.

Jevons' analysis of the price data was interesting. His method was to
lay out the data, for a number of price series for different crops over a
140-year period, on a grid representing 11 years. Analysis of the grid
seemed to show a similar pattern of variation in the prices of each of the
crops. In addition the variation in the aggregate figures seemed to
Jevons to be greater than that which would be expected by the impact
of purely accidental causes such as wars, plagues and so forth (even
after omitting outlying observations). He also checked the number of
maxima and minima of crop prices occurring in any given year of
the 11-year grid and found that their distribution looked distinctly

2 Jevons' interest in time-series fluctuations may have grown out of his earlier work on
meteorology, in which area he first published. His work on sunspot cycles was made known
in papers given at meetings of the British Association (Section F) and in contributions to The
Times and to Nature. These appear, together with much of his other statistical work, in the
collection Investigations in Currency and Finance published posthumously in 1884. Other items
and letters can be found in Jevons' Papers, published recently under the editorship of R. D.
Collison Black (see Vols. IV and V, 1977, and Vol. VII, 1981). These include a previously
unpublished but very interesting unfinished piece on cycles which Jevons wrote for the
Princeton Review.
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non-uniform.3 The evidence of the variation in prices revealed by the
grid convinced Jevons of the existence of an 11-year cycle in crop prices.
He admitted that his results would be more persuasive if the price series
on different crops were independent sets of observations, which of course
they were not. But Jevons did not assert positive proof based on his
analysis, which was just as well because he soon discovered that if he
analysed the prices on a grid of 3, 5, 7, 9 or 13 years the results were just
as good!4

Returning to the nineteenth century in his search for evidence,
Jevons began to look at cycles in commercial credit instead of in
agricultural prices. His analysis of the dates of nineteenth-century
financial crises produced an average cycle length of 10.8 years, a little
less than the sunspot cycle of 11.1 years. He tried to get around this
slight difference by suggesting that his sunspot theory, combined with
the theory of the credit cycle as a mental or psychological phenomenon,
would produce such an observed average cycle length. He wrote:

It may be that the commercial classes of the English nation, as at present
constituted, form a body, suited by mental and other conditions, to go
through a complete oscillation in a period nearly corresponding to that of
the sun-spots. In such conditions a comparatively slight variation of the
prices of food, repeated in a similar manner, at corresponding points of the
oscillation, would suffice to produce violent effects. A ship rolls badly at
sea, when its period of vibration corresponds nearly with that of the waves
which strike it, so that similar impulses are received at similar positions. A
glass is sometimes broken by a musical sound of the same tone as that
which the glass produces when struck. A child's swing is set and kept in
motion by a very small push, given each time that it returns to the same
place. If, then, the English money market is naturally fitted to swing or
roll in periods often or eleven years, comparatively slight variations in the
goodness of harvests repeated at like intervals would suffice to produce
those alternations of depression, activity, excitement, and collapse which
undoubtedly recur in well-marked succession . . . I am aware that
speculations of this kind may seem somewhat far-fetched and finely-
wrought; but financial collapses have recurred with such approach to
regularity in the last fifty years, that either this or some other explanation
is needed. (Jevons, 1875: see (1884), pp. 184-5)

So in this combined theory, the sunspot cycle caused a harvest cycle
which in turn maintained or intensified the natural cyclical motion of
3 Probability held an important place in Jevons' philosophy of science, but he rarely, as in this

example, used probability ideas in conjunction with statistical evidence (but see Aldrich
(1987)).

4 Jevons did not immediately publish his 1875 paper because of this discovery, which he
noted in a letter to j . Mills in 1877 (1977, IV, letter 482). The paper was prepared by Jevons
for publication in the Investigations (1884).
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the economy. This idea of a combination of endogenous and exogenous
causes turned out to be an important element in econometric models of
the business cycle in the 1930s.

Convinced that sunspot cycles and business cycles were of the same
length, Jevons resolved early in 1878

to prove the matter empirically, by actual history of last century
occurrences. (Jevons (1977), IV, letter 511)

This work was mainly concerned with dating the various commercial
crises of the previous 150 years or so going back to the South Sea
Bubble. Aware that his commitment to the theory clouded his judge-
ment, Jevons wrote at this point:

I am free to confess that in this search I have been thoroughly biased in
favour of a theory, and that the evidence which I have so far found would
have no weight, if standing by itself (Jevons, 1878: see (1884), p. 208)

He used the cycle dates of other commentators to buttress his case
wherever possible. He searched avidly for evidence of crises where there
appeared to be ones missing in the sequence and even for evidence
which would make the cycles come at exactly equal intervals by
suggesting reasons why crises had been either accelerated or retarded
by a few months from their due date.

The evidence of regular credit cycles did not, according to Jevons,
stand by itself: there was also the coincidence of cycle lengths. The
extended series of commercial crises gave him an average cycle length
of somewhere between 10.3 and 10.46 years. Luckily, this corresponded
with a new estimate of the sunspot cycle length, which was now put at
10.45 years. Jevons argued:

Judging this close coincidence of results according to the theories of prob-
abilities, it becomes highly probable that two periodic phenomena, vary-
ing so nearly in the same mean period, are connected as cause and effect.

(Jevons, 1878: see (1884), p. 195)
His theory was based on a 'perfect coincidence' which

is by itself strong evidence that the phenomena are causally connected.
(Jevons, 1878: see (1884), p. 210)

The recalculation of the sunspot cycle length so close to that of the
average interval between commercial crises enabled Jevons to disown
his earlier 'fanciful' explanation of the difference between them. He
now described the idea of a mental cycle pushed at regular intervals by
a harvest cycle as merely a construct to explain that difference.

Despite the coincidence of cycle lengths, Jevons was aware that there
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Figure 1 Jevons' trade cycle graph
Source: Jevons (1884), Plate XIV

was still no evidence of how the sunspots caused the commercial cycle
since there was no obvious cycle in the intermediary of agricultural
prices. He thought he could see a way round this difficulty when he
observed that famines in India appeared to have a cyclical pattern
similar to the sunspot cycle. Jevons believed that he would be able to
observe the causal relationship between sunspots and agricultural
output directly by studying events in the tropical and subtropical
regions (e.g. India), where other disturbing factors affecting crop prices
were likely to be less important than in the industrialised zones such as
Britain. He theorised that when agricultural output was low and food
prices were high in India, the Indian peasant had no money left dver to
buy British cotton textiles, thus Britain's exports fell and a commercial
cycle was induced in the economic affairs of Britain. He did not regard
this theory as being incompatible with the presence of other, more
immediate, causes of crises such as bank failures (which could, as he
pointed out, be connected with the Indian trade). Jevons explored this
new version of his theory in 1878 and 1879 and claimed to find strong
evidence of the imported cycle in trade with India. One of Jevons'
graphs (of which he was particularly proud), showing his evidence of
10-year variation in trade is given here (Figure 1). This moving
average chart of the value of exports to India, on a logarithmic scale, is
quite an advanced representation of data for the period. But the
statistical arguments in this later work were less sophisticated than those
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used in his first paper, for he relied solely on the comparison of dates,
the comparison of average periods and the visual evidence of his
time-series graphs.

Jevons had little more to add either to his theory or to the evidence in
succeeding notes and letters. Further evidence was in his own mind
unnecessary, since he was by now thoroughly seduced by his 'treacher-
ous', 'entrancing' and 'beautiful coincidence', as he referred to his
theory.5 He noted that the cycles in commercial crises were more regular
than the sunspots! But he did not allow this interesting fact to cast any
doubt on the causal relationship running from sunspots to commercial
crises. Indeed, he was so confident of this, that on several occasions
he predicted the months of a future turning point in the commercial
cycle and in his last paper on the subject in 1882, he even used the
evidence of a cyclical peak in corn prices in Delhi to infer the presence of a
preceding peak in the sunspot data (seejevons (1981), VII, Paper XIV).

It is clear, from the accounts of his papers and from his own
responses, that Jevons' sunspot theory was ridiculed, rather than
criticised, by many of his scientific colleagues. They poked fun at the
theory as a whole by suggesting unlikely relationships between sunspot
cycles and other phenomena. Indeed, Jevons' articles and letters were
part of a general literature of the time connecting sunspots with other
recurring events. This literature involved a fair sprinkling of spoofs,
and it is not always easy to tell which were meant seriously. Compare,
for example, the titles 'Locusts and Sunspots' and 'Sunspots and the
Nile' with one of Jevons' own short notes 'Sunspots and the Plague'
(three articles from Nature in late 1878 and early 1879). Jevons felt that
one anonymous contribution in the Journal of the Royal Statistical Society
for 1879: 'University Boat Races and Sunspot Cycles' was particularly
aimed at him.6 Nevertheless, Jevons was not abashed; the more his
theory was made fun of, the more serious Jevons became about it:

I never was more in earnest . . . It is no jest at all.
(Jevons (1884), pp. 215 and 221)

Despite the ridicule of many of his colleagues, a few did take Jevons'
work seriously. These tended to be those on the fringes of the pro-
fession, such as John Mills (a banker and frequent correspondent of
Jevons on sunspots), whose prime area of influence was in commercial
life. One exception was his successor at Manchester, Adamson, who

5 Such language was sprinkled through Jevons' work on the sunspot cycle; these three come
from letters 488 and 566 (1877 and 1878) in the Papers (1977, IV), and the 1878 Nature paper
(1884, p. 207).

6 Seejevons (1977, V, p. 51) for this particular episode and S. M. Stigler (1982).
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wrote to Jevons towards the end of 1878 with some detailed criticism of
the theory and its presentation.7 Adamson criticised the validity of
some of the 'crises' dates found by Jevons and he doubted that cycles
would be exactly the same in length because he thought that there
would be an increasing interval between crises as industrialisation took
place. The lack of exact cycles in corn prices and output also worried
him and he found Jevons' hypothesis of the link between these cycles
unconvincing. On the other hand, Adamson was willing to believe that
the sun would have an impact on the economic environment; but he
complained that Jevons had provided no 'mode of connexion' between
sunspots and agricultural output.

Adamson's criticisms were unusual in that he attacked Jevons' work
at the level of evidence and the causal mechanism of his theory. It might
be thought surprising that more of his contemporaries did not take this
line, since it is clear that the evidence was not convincing, even by the
standards of Jevons' earlier statistical work on other topics. But this
was not the main thrust of most contemporary criticism. Yet nearly 60
years later, in his 'Centenary Allocution' on Jevons in 1936, J. M.
Keynes took precisely this line of attack, criticising Jevons directly for
the flimsy evidence on which he based his inductive argument and for
the lack of attention to the time relation between cause and effect (and
only indirectly for not making an economic factor the main cause of the
cycle).

How did Jevons attempt to justify his views in the face of the derision
of his colleagues and defend the fact that, despite the lack of convincing
evidence, he gave credence to an imported periodic economic cycle?
The answer lies in Jevons' use of an inductive methodology which
formed an important element of his philosophy of science writings. In
the context of defending his sunspot theory, Jevons explained his
inductive logic as follows:

We must proceed upon the great principle of inductive method, as laid
down by Laplace and the several great mathematicians who created the
theory of probability. This principle is to the effect that the most
probable cause of an event which has happened is that cause which if it
existed would most probably lead to that effect . . . if we perceive a
distinctly periodic effect, and can discover any cause which recurs at
exactly equal intervals, and is the only discoverable cause recurring in
that period, this is probably the cause of which we are in search. Such is
the prima facie result, drawn simply on the ground that such a cause if
existing would have effects with the required period, and there is no

7 Letter 564, Adamson to Jevons, in Papers (1977, IV). Adamson took over Jevons' chair at
Owens College, Manchester in 1875 when Jevons moved back to University College,
London, as Professor of Political Economy (1875-81).
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other cause which could be supposed with any probability to give that
result. But this prima facie probability is immensely strengthened if we can
give other reasons for believing that a cause of the nature supposed, apart
from the question of its period, is likely to have effects of the kind we are
attributing to it. In short, mere equality of period is a perfectly valid ground
of inductive reasoning; but our results gain much in probability if we can
analyse and explain the precise relation of cause and effect.8

(Jevons (1981), VII, pp. 93-4)
From this passage, it is clear that for Jevons, the similarity between

the lengths of the sunspot cycle and the intervals between commercial
crises was the primary evidence. (It has to be confessed that Jevons'
imagination also played an important initial part in the induction.
Once he had spotted his 'beautiful coincidence' he became hooked,
alighting upon every new scrap of evidence on the timing of a crisis in a
particular year to back up his coincidence.9) This coincidence, through
the use of probability inference, became for Jevons a causal relationship.
Evidence of the explanatory links in the causal chain between sunspots
and economic cycles would, he argued, increase the probability of the
theory being correct but it was not essential to his argument. The
evidence of causal connection, then, was not an important consideration
either for Jevons or for those contemporaries who ridiculed his work.

The unsympathetic attitude of Jevons' contemporaries is equally
understandable, for both Jevons' methodology and the domain of his
theory were beyond the pale of late nineteenth-century economics. The
method of theorising in classical economics involved deductions from
premises which were 'known to be true' partly, at least, on the basis of
internal personal knowledge, while Jevons' method of theory building
was an inductive process dependent on external statistical evidence.
His vision of periodic economic cycles was also alien to the nineteenth-
century concern with 'crises', a term which was applied to many
different circumstances and involved many different causes. Even those
few economists in the nineteenth century who believed in the idea of
cycles in economic activity, such as Marx and Juglar, did not see them
as exact cycles. Jevons' idea that spots on the sun, an entity outside the
economic system, should directly cause exact cycles in the economy was
considered quite bizarre.
8 This was the methodological and intellectual side of his elaborate defence in an unfinished

piece intended for the Princeton Review. In this paper, reproduced in Jevons (1981) Papers,
Jevons perceived the arguments against him to be twofold: the second argument was con-
cerned with the possible influence of the sun on economic life and was at a commonsense level.

9 Jevons even passed on his obsession to his son, H. Stanley Jevons who continued to
proselytise the sunspot cause; in 1910 he published a paper linking the sun's activity with a
42-month cycle, the so-called short business cycle.
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So, while Jevons was proposing a general explanation of a general
cyclical phenomenon, others were busy explaining individual 'crises'
by a large number of different causes. Juglar was proposing a general
cycle theory built on statistical data but, as we shall see in the next
chapter, he analysed and used the evidence on each individual cycle
separately. Jevons' induction was of a different and an unusual kind:
the evidence on individual cycles was not important, it was the
standard or average characteristics of the data which were paramount.
His theory was about an underlying exact cycle not about the observed
cycles of different lengths. This is why Jevons' work, despite its paucity
of statistical evidence and serious analysis, marks an important step in
the development of econometrics: he relied on evidence of uniformity in
statistical data, from which a general theory was derived using induc-
tive reasoning.

1.2 Moore's Venus theory
If Jevons' sunspot theory appeared to be cranky, it was nothing to the
theory eventually proposed by Henry Ludwell Moore to account for
economic cycles.10 Moore seemed to have suffered from the same fatal
fascination that afflicted Jevons; once persuaded of the idea of some
outside periodic cause of economic cycles Moore could not give it up
but strove to take the explanation back to its first cause. He developed
his theory in two books. The first in 1914 found weather cycles to be the
cause of business cycles. The second book in 1923 extended the causal
chain back to movements to the planet Venus. Yet Moore's work
represented a considerable advance over Jevons'. The main difference,
which will quickly become apparent, was that for Moore, the causal
chain of explanation between the weather and business cycles was the
main object of study. He arrived at his explanatory theory from a
mixture of prior economic theory and a serious statistical investigation
into the regularities and relationships in the evidence.

It was Moore's belief that explaining the cyclical fluctuations of the
economy and finding laws to fit them constituted the

fundamental problems of economic dynamics. (Moore (1914), p. 1)

In solving this problem, he proposed to abandon the standard
methodological approach (which he variously described as the deduc-
tive a priori method, the comparative static or the ceteris paribus
10 Henry Ludwell Moore (1869-1958) led a very sheltered academic life with few professional

responsibilities until his retirement in 1929 (unlike Mitchell, his contemporary and fellow
American who features in Chapter 2). His mathematical and statistical knowledge were
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method) on the grounds that it could never tell economists anything
about the real dynamic economy which was constantly shifting and
changing like the sea. The mainstream theory and method were of
course interconnected: comparative statics was concerned with com-
paring two positions (not with explaining the path of change between
them), and was perhaps appropriate for understanding endogenously
caused irregular cycles. Moore believed that an exogenously deter-
mined periodic cycle theory demanded different methods of study.
Method and theory had to be appropriately matched and he was very
conscious that in adopting a periodic cycle theory and statistical
analysis he was flouting conventional methods of analysis as well as
conventional theory.11

Moore began his first book, Economic Cycles - Their Law and Cause
(1914), by fixing on weather cycles as the exogenous cause of economic
fluctuations and set about 'proving' this hypothesis by providing the
evidence for the explanatory links in the theory. He started his
statistical investigation with the harmonic analysis of rainfall from 1839
to 1910 in the Ohio Valley (for which meteorological records were the
longest available). He decided that the periodogram showed two
significant cycles, one with a period of 8 years and one of 33 years. The
best fit to the data was obtained with these two periods plus their
semi-harmonics. After this initial frequency analysis, he moved on to
find the correlation between the Ohio Valley rainfall series and rainfall
in Illinois (the most important state for corn production, and, luckily,
one which had long kept weather records) for the period 1870-1910. He
then worked out the critical growth periods for grain crops by correlat-
ing rainfall in each month with yields. By assuming that the same
periodic cycles he found in the initial Ohio Valley rainfall data followed
through to the months of critical growth in Illinois grain crops and
thence to the crop yields in the USA as a whole, he felt able to conclude

largely self-taught, although he did attend courses on correlation from Karl Pearson. His
five books - all utilising the econometric approach - spanned the years 1911 to 1929. G.J.
Stigler's (1962) illuminating study of Moore gives further biographical details; Christ
(1985) surveys his econometric work.

11 Surveys of business cycle theories in the 1920s and 1930s (e.g. Haberler (1937)) show that
amongst professional economists, only Jevons and Moore believed in an exogenously
caused cycle based on weather cycles. It should also be clear that Moore's is a broader
argument about the theory, the way it was constructed, and the way data were used. For
example, a contemporary mainstream study of the cycle by Robertson (1915) used
comparative static arguments with statistical data series^ but without any statistical
analysis or explanation of the dynamic path of the economy. It is, of course, arguable
whether Moore succeeded in his aims; Schumpeter (1954) believed that Moore never got
beyond a 'statistically operative comparative statics'; true dynamics coming with Frisch
and others in the 1930s (see Chapters 3 and 4).
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that the rhythmical movement in rain and in crop yields were causally
related.

In the next section of this book, Moore examined the relationship
between crop yields and crop prices. He found that yield/price
schedules moved up and down with the general level of prices. Moore
then tried to relate crop yields to production. Using the production of
pig-iron as the proxy for output, he discovered that the best correlation
between output and crop yields was for a two-year lag (yields preceding
pig-iron) and concluded that this was evidence of a

positive, intimate connection and very probably a direct causal relation.
(Moore (1914), p. 110)

The next link in his theory was between output and prices of pig-iron.
His empirical work produced a relationship which he interpreted as a
positive demand curve for pig-iron. This of course contradicted the
negative relationship between the price and quantity stipulated by
standard economic theory, and he used this opportunity to launch a
strident attack on conventional economic method and demand theory.
(In fact, contemporary reviewers claimed that Moore had found a
supply curve; the whole episode is discussed in Chapters 5 and 6.)

Moore, like Jevons, was not deterred by an unusual result. He fitted
the positive demand curve into his general picture of the cycle and his
explanation ran as follows: crop yields rise (due to the stage of the rain
cycle), so the volume of trade increases (with a lag), the demand for
producers' goods rises, employment rises, demand for crops rises and so
general prices rise. The process was reversed when the rain cycle
caused yields to decline. This model was finally confirmed for Moore
when he found that the correlation of crop yields and general prices was
highest with a lag of four years. The chart, Figure 2, shows the degree of
concurrence between the two series in this final relationship (note that
trends and the lag have both been eliminated). He used this correlation
to justify his inference that the rhythmical features of crop yields are
duplicated in prices; thus completing the cycle explanation, from
weather through to general prices.

Moore concluded:
The principle contribution of this Essay is the discovery of the law and
cause of Economic Cycles. The rhythm in the activity of economic life, the
alternation of buoyant, purposeful expansion with aimless depression, is
caused by the rhythm in the yield per acre of the crops; while the rhythm
in the production of the crops is, in turn, caused by the rhythm of
changing weather which is represented by the cyclical changes in the
amount of rainfall. The law of the cycles of rainfall is the law of the cycles of
the crops and the law of Economic Cycles. (Moore (1914), p. 135)
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Figure 2 Moore's business cycle graph
Source: Moore (1914), p. 123, Figure 27

Moore's conviction that rainfall cycles caused economic fluctuations
rivalled Jevons' belief in his sunspot theory. But, whereas for Jevons the
evidence for his theory was only of secondary importance, for Moore it
was primary. He worked industriously to discover and statistically
verify the causal connections in the chain of evidence in order to
provide a convincing explanation of the economic cycle.

Moore's handling of the evidence can be characterised as highly
technological compared to those of both his predecessors and his
contemporaries. His range of statistical methods included harmonic
analysis, correlation, multiple regression with three variables (mainly
in fitting cubic trend lines) and time-series decomposition (into three
components: trend, cycle and temporary fluctuations). He worried
about the goodness of fit of the lines and curves he used, particularly the
sine curves, and worked out the standard error to measure the goodness
of fit. Like Jevons, Moore imputed causality to certain empirical
results, such as to correlations of a certain level. Unfortunately, Moore
used his rather high-powered methods somewhat carelessly and uncri-
tically. His work contrasts with Jevons who, with less concern for
evidence and far less data at hand, had carried out his modest data
manipulations with some care. Despite his faults, Moore's analysis of
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business cycles was far more sophisticated than any other statistical
treatment of the period, for even those economists such as Mitchell
(1913) or Robertson (1915) who did introduce statistical data into their
work on economic cycles in these early years of the twentieth century
did not carry out any statistical analysis of their data.

Although Moore's work was extraordinary, it did not strike all other
economists of the time as outrageous. The book received a far better
reception than had been awarded to Jevons' work; some reviews were
critical, but none was derisory. Persons recognised, in his review, that
Moore's ideas were out of harmony with those of most contemporary
economists but was himself enthusiastic, believing Moore had carefully
and successfully shown why economic cycles occurred. He particularly
approved of Moore's methods which allowed

the data, rather than the pre-conceived notions of the investigator to
mould the conclusion. (Persons (1915), p. 645)

Yule's comments were not so enthusiastic, but he was not unfriendly.
He found the correlation coefficients convincing and believed that
Moore had presented a strong case that weather cycles were

at least a very important contributory cause of economic cycles.
(Yule (1915), p. 303)

But Yule criticised Moore for not using harmonic analysis directly on
the economic data to reveal and analyse the economic cycles.

Lehfeldt's review, on the other hand, was one of those that made
enjoyable reading for everyone except the author of the book. Lehfeldt
decided that the best way to defend the application of statistical
methods to the discovery of economic laws (i.e. econometrics) was to
attack Moore's practice of the subject:

In economics, hitherto, the sources of light available have been two:
abstract reasoning of what should happen under certain simplified
assumptions, and undigested statistics as to what does happen in the real
world. Each of these is important, indeed indispensable . . . But though
abstract economic reasoning can be put into algebraic symbols, it leads to
nothing quantitative, and, in the opinion of the reviewer, the greatest step
forward in the science, possible at the present time, is to apply the modern
methods of statistxs to yield quantitative generalisations, under the
guidance of abstract analysis, and so slowly and cautiously to build up
flesh on the skeleton of theory.

There are very few workers in this field as yet, which makes it all the
more of a pity that one of them should lay himself open to accusations of
unsoundness. Research along these lines is not easy, for it requires a
thorough grasp of the mathematical theory of statistics, patience to do the
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lengthy arithmetic involved, and ceaseless and acute criticism of the
mathematical processes in the light of common sense and everything that
is known about the subject-matter. Prof. Moore is weak in this last arm; he
has, let us say, the artillery of mathematics and the plodding infantry of
numbers, but not the aerial corps to save him from making attacks in the
wrong directions. (Lehfeldt (1915), p. 410)

P. G. Wright's review (1915) was in rather similar vein but kindlier
in manner and with some compliments to Moore's pioneering efforts.
Wright was not convinced by Moore's theory and evidence and he
reported some results from his own calculations with Moore's data.
Moore had not analysed effective rainfall (rainfall in the critical
growing months), just assumed that the 8-year cycle he found in annual
rainfall was applicable. Wright carried out an harmonic analysis of
effective rainfall to reveal a 4-year cycle instead of Moore's 8-year cycle.
Wright believed that evidence from correlations would be consistent
with the harmonic analysis but easier to understand and interpret, so
he also worked out the correlogram of various data series to see if these
gave evidence of cycles and of what length. To his surprise, the
correlogram evidence was not consistent with Moore's, for he found a 3-
to 4-year and a 7-year cycle in rainfall; a 7-year cycle in crop yields; and
a 9-year cycle in general prices. No wonder Wright found Moore's
8-year cycle theory not proven! This is one of the earliest examples in
econometrics where a criticism was made more pointed by reworking
the author's data with a different hypothesis or method of attack.12

The fundamental difference in attitude in these reviews of Moore's
work, compared to the contemporary response to Jevons, was that the
evidence and the way it was analysed was being taken seriously,
seriously enough indeed to prompt one reviewer to undertake his own
data analysis. The econometric approach, though still relatively crude
and untried, was treated with sympathy and accepted as having
something to offer. But Moore's reviewers were part of the small group
of economists involved in statistical economics and econometrics and
they applauded Moore's pioneering spirit while criticising his perform-
ance. It would be wrong therefore to-take their sympathy as evidence
that econometrics had become in any sense a mainstream activity by
1914, for it certainly had not.

Moore's second book on the business cycles, Generating Economic
Cycles, was published in 1923. In response to the criticisms of his earlier
book, Moore carried out his statistical work on the economic cycle with
12 These data experiments made very effective arguments and were a feature of the more

theoretical investigations into time-series methods undertaken by Yule and others in the
late 1920s, discussed in Chapter 3.
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more diligence. For example, he used harmonic analysis directly on the
economic data as suggested in Yule's review. Moore also widened the
applicability of his economic theory by extending the time period he used
and the coverage to three countries, namely Britain, France and the USA.
The persistence of the 8-year cycles he was interested in and the fact that
they occurred, according to his evidence, not only in all three countries
but in synchronisation in those countries, made his case more convincing.

In terms of the content of his business cycle theory, Moore was still,
like Jevons, searching

for a single explanation of the entire rhythm and its constituent parts.
(Moore (1923), p. 15)

The new version of Moore's theory involved a relaxation of his earlier
view that there was one single generating cycle (the exogenous or
propagating cycle). He now believed that the economic cycle was the
result of economic and social influences combined with the main
exogenous cause. But although Moore was no longer prepared to claim
that 'the law of cycles of rainfall is . . . the law of Economic Cycles', his
claims as to the nature of the generating cycle (the main cause) were far
more extravagant. In an imaginative search for the mechanism gener-
ating the weather cycles, he fixed on Venus as the first cause, and in
particular the fact that, at 8-year intervals, Venus came between the
earth and the sun. The last chapter of the book went into various recent
discoveries in physics which Moore believed shed light on exactly how
Venus, in conjunction with the earth and the sun, might be supposed to
cause rainfall cycles on earth. Sunspots were just one part of this
explanatory chain which involved Venus causing interference in solar
radiation to the earth, negative ionisation, weather disturbances and
finally rainfall cycles.13 He must have guessed that his Venus theory
would not be well received because he opened his book with a report of
Galileo's rejection of Kepler's idea that the moon caused the tides.
Moore pleaded by analogy that readers should not dismiss his own
ideas as ridiculous out of hand.

Moore's ideas on the cause of economic cycles had already appeared
as separate articles between 1919 and 1921, so by the time of his 1923
13 It is interesting to note that Davis (1941) suggested that if there was a connection between

ionisation and health then Jevons' sunspot theory might be rehabilitated in conjunction
with the psychological cycle theories. Those who have become addicted to the sunspot
theory from reading this chapter might like to know that Garcia-Mata and Shaffner (1934)
attempted to connect sunspots with a psychological explanation and that an ionisation/
health connection has recently been made by some environmental health specialists! For
those more interested in the econometric tests of the theory, see the recent debate on
Granger-type causality testing of Jevons' hypotheses in the Southern Economic Journal (1982
and 1983).
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book, the Venus theory was no longer new. Perhaps this was why his
theory met with polite scepticism from the serious commentators rather
than with the outrage accorded to Jevons' sunspot theory.14 For
example, Hotelling commented on Moore's Venus theory as follows:

The trouble with all such theories is the tenuousness, in the light of physics,
of the long chain of causation which they are forced to postulate. Even if a
statistical test should yield a very high correlation, the odds thus established
in favour of such an hypothesis would have to be heavily discounted on
account of its strong a priori improbability. (Hotelling (1927), p. 289)

The basic theory of periodic economic cycles caused by an outside body
appeared to be no more acceptable to Moore's audience than it had
been in Jevons' day. It comes as no surprise then to learn that as a
theory of the cycle, his work had no direct influence on other econo-
mists.15 Moore's reviewers essentially urged the same sort of criticisms
of his second work as they had of the first, in challenging his periodo-
gram method and his evidence of 8-year cycles in the economy, rather
than in seriously arguing with the Venus theory. Indeed, Moore's
assumption of periodic cycles and use of frequency analysis methods on
economic data were rarely copied in econometrics during the
remainder of the period covered by this study.16 The reasons for this are
discussed in the next section.

Of importance for the history of econometrics is that Moore, in both
his cycle books, had concentrated his energies on the statistical
evidence of the economic interactions involved in the business cycle and
the statistical analysis of these relationships rather than on the relation
between the economic cycle and the exogenous causal factor. Moore's
concern with evidence and statistical explanation compared to that of
Jevons, and the matching change in contemporaries' responses, are
both indicative of the development of the econometric approach by the
early years of the twentieth century. Yet, it was some years before
14 The theory gained him a certain notoriety in the popular press. Academic reviewers may

have been kind to Moore because it was known that he was particularly sensitive to
criticism (see G.J. Stigler (1962) for discussion of this point).

15 For this reason G.J. Stigler (1962) judged it to be a failure. However, Moore's cycle work
did prove an influential example in econometrics, particularly, as Stigler himself argued, in
the field of statistical demand curves. Moore developed dynamic econometric models of the
demand and supply for agricultural commodities in the 1920s and, as we shall see in later
chapters, these cobweb models fed back into mainstream economic dynamics and thence
into Tinbergen's econometric work on business cycles in the 1930s (see also Morgan
(1988)). Thus, the correct judgement seems to be that Moore's cycle work did influence
economics, but only indirectly.

16 The time-series approach has of course been revived more recently, beginning with the
Princeton Time Series Project directed by Morgenstern (see Chapter 3 n. 10, and Chapter
8.1) and Tukey in the early 1960s (see Granger (1961)).
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Moore's broad econometric approach to the explanation of economic
cycles, involving a large number of relationships linking different parts
of the economy, was taken up by Tinbergen who produced the first
macroeconometric models in the late 1930s.

1.3 The decline of periodic cycle analysis
Few economists between 1920 and 1950 followed up Moore's promising
start in using periodogram analysis in economics. Those few who did
use the idea of periodic cycles and its associated methods were much
less ambitious in their theorising and in the scope of their studies than
Moore had been, as the following two examples by William Beveridge
and by E. B. Wilson show.17

Beveridge's studies of wheat prices, weather and export cycles were
published in 1920-2, but his data and main results have been used since
as a textbook example. He gathered annual data on wheat prices which
covered 4 centuries and 48 different places in Western and Central
Europe. These observations were then reduced to one single index of
wheat prices. He noticed that the shape of the graph of this index (once
it had been detrended) changed quite dramatically with the onset of
industrialisation, becoming less jagged and irregular after 1800. He
believed that this was because

another disturbing influence - the credit cycle - begins to show itself, and
cannot be eliminated by any simple method. The character of the curve is
visibly altered in these later years; beyond 1869 it could not without correc-
tion be trusted as an indication of harvest conditions.

(Beveridge (1921), p. 432)

Beveridge then applied frequency analysis to his data, calculating over
300 different periods, and made a detailed examination of the results.
He selected 19 dominant cycles (noting especially that Moore's 8-year
cycle was not one of these). Beveridge sought corroborating evidence
for these 19 cycles in the behaviour of the weather and of heavenly
bodies, but caution prevented him making the sort of leap from slight
evidence to total belief in a periodic connection between variables that
Jevons had made. Instead, he suggested reasons why the exact periodi-
city might not hold in economic cycles, arguing that, because weather
17 W. H. Beveridge (1879-1963) was an economist and statistician who specialised in applied

social questions. He was director of the London School of Economics (1919-37) but is more
famous as the architect of the British welfare state of the post-war era. E. B. Wilson
(1879-1964) was a Harvard mathematician associated with econometrics and on the
editorial board of Econometrica from 1933 until the late 1940s. The other early work
besides Moore's to use harmonic analysis has been reviewed by Cargill (1974).
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cycles are temporary phenomena, or span more than the unit of one
year, they would affect crops differently in different periods.

While Beveridge had the residues of a causal model behind his
analysis of the relationship between wheat prices and weather cycles,
there was no explanatory model behind Wilson's 1934 analysis of
monthly data on business activity covering 140 years. His work was
really a test of the hypothesis that business cycle data show definite
periods: the results rather suggested that they do not. In particular, he
found neither Jevons' sunspot-related cycle nor Moore's Venus-related
cycle of significance. Both Wilson and Beveridge tested the cycles they
found in the data. Beveridge concentrated on whether his results were
compatible with other evidence. Wilson used statistical tests to see
whether the cyclical patterns of business cycle data were similar to
those found in chance series. (He found that his dominant periods were
rejected as not significant by the test recommended by Schuster and by
the tests of others who rejected Schuster's test.) Wilson and Beveridge
both tested subperiods of the data to see whether the results were the
same for both periods, and Wilson also tried forecasting from subperiod
to subperiod with little success.

Beveridge and Wilson showed a decline in confidence in the idea of
periodic economic cycles compared to Moore and a preference for using
the periodogram method to describe data and analyse its character-
istics, rather than letting it play a central role in theory-building, as
Moore had done. There were a number of sound reasons for this decline
in confidence and for the relatively sparse usage of the periodogram
method in economics in the period. By virtue of his leading example in
this field, Moore's work naturally provided the focus for contemporary
discussion of these issues.

One obvious reason for the decline in the periodic cycle programme
was that economists did not believe that the business cycle was
anything more than roughly regular. Critics of Moore's work were
suspicious of the periodicity claimed for the economic cycle, a double
claim since it was central to his hypothesis and it was implied by his
usage of the periodogram method. Ingraham, for example, believed
that a priori it was more probable that business cycles had an average
length of 8 years, rather than Moore's hypothesis of an exact periodicity
of 8 years. Ingraham showed that Moore's evidence was not inconsis-
tent with this alternative hypothesis of an average cycle length, and was
thus able to conclude his review of Moore's second book:

All [Moore's] data could be explained as well by a theory of cycles which
merely assumed that in general the length of cycles is close to that of their
average length, showing no true periodicity. This is to the average
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economist much the more likely hypothesis on an a priori judgement, and
so it should stand until we have much more complete statistical data.

(Ingraham (1923), p. 765)
The assumption of periodicity also implied a symmetric shape to the
cycle, whereas Crum (1923) pointed out that observed economic cycles
tended to be asymmetric in form (i.e. the upturn is different from the
downturn).

Even if economists were willing to suspend their disbelief in periodi-
city, the difficulties of interpreting the periodogram results remained.
On the one hand, the method seemed to produce too many cycles to
allow sensible economic interpretation: for example, Beveridge's
(1922) tally of 19 significant cycles was followed by a lengthy and
confused discussion of the meaning of his results. Mitchell (1927) and
Schumpeter (1939) refer to similar difficulties of interpretation. On the
other hand, Moore's exclusive concentration on the 8-year cycle
seemed to be too simplistic a characterisation of economic cycle data.
P. G. Wright (1924) considered, after experimenting with the data, that
it was more likely Moore had two superimposed periodicities, or
different periodicities for different subsections of the data, than a single
8-year cycle. Wright believed his interpretation was compatible with an
internal origin to the business cycle from psychological or economic
factors, which might be expected to vary their time periods. Others also
suggested that over the long term, periodicities in economic series were
likely to change rather than remain constant and Frisch (1927)
concluded the method was too rigid for this reason.

But apart from these rather nebulous problems of interpretation,
there were a number of technical difficulties in using the periodogram
method which were recognised at the time. Moore's early discussion of
what he required from the method indicates some of these difficulties.
In the first place, Moore said of the method:

It must exhaust the data in the search for possible cycles; that is to say, the
data must be made to yield all the truth they contain relating to the
particular problem in hand. Frequently in the past, spurious periodicities
have been presented as real periodicities, chiefly because the investigator
started with a bias in favor of a particular period and did not pursue his
researches sufficiently far to determine whether his result was not one
among many spurious, chance periodicities contained in his material. In
the search for real periodicities the data must be exhaustively analyzed.

(Moore (1914), p. 137)
Despite his wise words, Moore's own work did not live up to the
standards of unbiased behaviour that he had set himself. His 1914
theory had involved an 8-year cycle and his affection for this result led
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him astray when in 1923 he found that an harmonic analysis of British
prices indicated significant cycles of 8.7 years and 7.4 years but not 8.0
years. Moore had tried to retrieve his theory by averaging the results
from the two significant periods to gain a significant result for the
8-year cycle, a procedure which Ingraham (1923) pointed out was
invalid in harmonic analysis.

Exhaustive and unbiased analysis was not sufficient to counteract
the manifold dangers of spurious periodicities for as Moore reminded
his readers there was a second technical difficulty:

The method must render possible the discrimination between a true
periodicity, having its origin in a natural cause and persisting with a
change in the samples of statistics, and a spurious periodicity which is
purely formal, having its origin in accidental characteristics of the
statistical sample and disappearing, or radically altering its character,
when different samples of statistics are made the basis of the computation.

(Moore (1914), pp. 137-8)
Once again Moore failed to follow his own good advice, although others
did so. Beveridge and Wilson were both aware of the problem and tried
to eliminate spurious periodicities due to sampling by testing different
subperiods of the data and Wilson applied statistical tests to try and
determine real from chance periodicities.18 Crum (1923) perceived this
problem differently. He believed that non-homogeneity of the sample
due to long-term trend changes, as well as irregular disturbances and
even seasonal variations in the data, lead to a 'blurring' in the
measurement of the maxima of the periodogram, making it difficult to
determine the true periodicities. Yule (1927) went further with this
argument and claimed that, if the effect of the disturbances were to
carry through into later periods, the true periodicities could not be
recovered by harmonic analysis.

Another way of avoiding 'chance'-or 'spurious' periodicities, and
thus one of the requirements for successful use of the method, was to use
a long data period. Yet, economic time-series data, as Mitchell (1927)
pointed out, usually covered only rather short periods and were
therefore inadequate. For example, Moore's data set was only 40 years
in length which, Ingraham argued, was

insufficient to establish the existence of any period of length as great as
eight years. (Ingraham (1923), p. 765)

P. G. Wright (1922) confirmed that this was so by carrying out a die
throwing experiment to demonstrate that using harmonic analysis on
18 Kendall (1945) afterwards claimed that most of Beveridge's 19 significant periods were

accounted for by sampling error.
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his chance series of numbers gave results similar to those Moore had
obtained on his rainfall data. Data series were rarely; like Beveridge's
series of wheat prices, long enough to make accurate results possible.
Yet the periodogram method and the calculation it required gave a
specious accuracy to results, of which economists - for example, Crum
(1923) - were justly suspicious. On the other hand, use of a long data
series brought a severe computing problem: periodogram analysis was
very laborious to carry out by hand because it required such a large
amount of computation. Contemporary evidence of the time taken to
carry out periodogram analysis by hand calculator is difficult to gain,
but Beveridge's work in particular must have taken many hours.19

Last, but by no means least, of the technical issues was that
periodogram analysis could be of only very limited use to econo-
metricians. Economists, even the most empirically minded, were
primarily interested in the relationships between variables rather than the
behaviour of one variable, while the harmonic analysis available at the time
was applicable to one variable at a time and could not be used to
investigate relationships between variables. This was certainly one of
the drawbacks which struck Frisch when he started a theoretical study
of time-series methods in the mid-1920s.20

With all the drawbacks of assumption, interpretation and technique
mentioned here, it is no wonder that Crum (1923) concluded the
synopsis of his critical study of the method with these words:

The average form of the cycle is at best not very precisely determined, and
its breaking up into a group of harmonic components of differing periods
and amplitudes is certainly bewildering and probably furnishes no true
insight into the nature of economic fluctuation. (Crum (1923), p. 17)

Yet there was one very good reason why econometricians might have
persevered with harmonic analysis: the method was specifically applic-
able to time-related data. The alternative correlation methods, to the
degree that inference from them was dependent on data observations
being independent through time, were therefore unsatisfactory for
prediction purposes. Indeed, it was the general view of economists
analysing business cycle data in the 1920s and 1930s that methods
which involved the theory of probability could not be used because the
observations of business cycle data were related through time. This
19 Some idea is given by the report that the t ime taken for an ha rmon ic analysis on an early

I B M compute r in 1961 using 400 observat ions (about the size of Beveridge 's d a t a set) was
three hours .

20 Frisch (1927), p . 2. Th i s point was entirely missed by both Cargil l (1974) and Morgens te rn
(1961) in discussing the way frequency analysis was d iscarded in econometr ics du r ing the
1930s.
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view was not considered inconsistent with the wide use of a whole range
of statistical techniques on time series (this apparent paradox will be
further discussed in Chapter 8). The fact was that for contemporaries,
most other statistical techniques were preferable to periodogram
analysis. The methods of correlation and decomposition of time series
into component parts were more widely understood than harmonic
analysis which demanded a relatively high level of mathematical
comprehension. P. G. Wright (1922) also argued that the method of
correlation was better than harmonic analysis because it was more
sensitive to changes in cyclical features and trends, and allowed more
thoughtful interpretation and critical judgement. In addition, the
correlation method could be used directly to measure the association
between variables.

Despite the fact that Jevons and Moore are recognised as pioneers in
econometric business cycle research, the reasons for their lack of
continuing influence on cycle analysis are now clearer. First, their
assumption of a periodic cycle generated from outside the economy was
unattractive to most economists and the frequency methods which
accompanied their assumption were found to be ill-suited for econo-
metric work. In the second place, there was a positive burgeoning of
statistical work on the business cycle in the 1920s which involved
alternative ideas and methods &nd which were more easily accessible to
business cycle students of the period. Thirdly, a preference for descrip-
tion over explanation was a common trait of the development of
statistical work on business cycles in the 1920s and 1930s regardless of
the actual tools used. In the face of this strong alternative empirical
statistical programme, the econometric approach advanced by Jevons
and Moore, which tried to build theories of the cycle out of the
statistical regularities and relationships in the data, lay dormant until
revitalised by Tinbergen in the late 1930s. Meanwhile, the alternative
programme deserves our attention.



CHAPTER 2

Measuring and representing business
cycles

Clement Juglar, Wesley Clair Mitchell and Warren M. Persons used
statistics in a different fashion from Jevons and Moore. These three
economists believed that numerical evidence should be used on a large
scale because it was better than qualitative evidence, but their use of
data was empirical in the sense that they did not use statistical features
of the data as a basis for building cycle theories. Further generalisations
are difficult, because their aims differed: Juglar wanted to provide a
convincing explanation for the cycle, Mitchell sought an empirical
definition of the cyclical phenomenon, whilst Persons aimed to provide
a representation of the cycle. The chapter begins with a brief discussion
ofJuglar's work in the late nineteenth century, and then deals at greater
length with the work of Mitchell and Persons, whose empirical pro-
grammes dominated statistical business cycle research in the 1920s and
1930s.

The applied work discussed here grew in parallel to that described in
Chapter 1, for Juglar was a contemporary of Jevons, and Mitchell and
Persons overlapped with Moore. The developments that the three
economists, Juglar, Mitchell and Persons, pioneered came to be
labelled 'statistical' or 'quantitative' economics but never bore the tag
of 'econometrics' as Moore's work has done. These statistical
approaches are important to the history of econometrics, not only
because they provide a comparison with the work of Chapter 1, but also
because it was by no means so clear to those who worked in the early
twentieth century that econometrics was a distinctly separate pro-
gramme from statistical economics. The distinction was clear enough
by the 1940s for the two rival parties to indulge in a methodological
debate over the correct use of statistics in economic research. Com-
parisons between the statistical and econometric programmes are
drawn at various points during the discussion and an assessment of the
two approaches comes at the end of the chapter.
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2.1 Juglar's credit cycle
Clement Juglar's1 interest in business cycles was stimulated in the
1850s by his study of a table of financial statistics for France. Like his
contemporary Jevons, he was immediately struck by the recurrence of
'crises' evident in such data. Unlike Jevons, Juglar set out to find all the
causes of these crises and eliminate the secondary causes one by one to
leave only the necessary determining cause which was constant for
every cycle. The theory that Juglar proposed was more acceptable to
economists of the late nineteenth century than Jevons' sunspot theory,
both because it was developed from current ideas on credit crises and
because his way of reasoning from statistical data was less alien to
them.

In the first edition of his book on crises in 1862, Des crises commerciales
et de leur retour periodique, Juglar studied the histories of all the crises in
the nineteenth century in three different countries, France, England
and the USA. He discussed each crisis in turn and argued that events
such as wars, revolutions and famines were causes of the moment,
which might determine the exact crisis date or the particular character-
istics of the cycle but they did not determine the fact of the crisis or
cycle. Such causes were only the 'last drop which caused the basin to
overflow' (Juglar (1862), p. v), not determining causes in the true
sense. He concluded that the one constant common cause of all these
cycles was changes in the conditions of credit. Juglar's 'proof of the
constant or determining cause rested on two planks: one was an appeal
to the regularity of certain sequences or patterns in^he tables of data,
and the other was the novel reason that a discussion of the monetary
history of each crisis was repetitious and liable to cause ennui in the
reader, a proof by boredom!

The second edition of Juglar's book (1889) was very much enlarged
and enriched with further evidence although the method of approach
was essentially the same. He presented much of the evidence in
distinctive exhibits. These were in the form of tables, to be read
downwards (containing only the maxima and'minima figures of each
cycle) with a graphic indication (not drawn to scale) of the cycle by the
side of the figures. An example is presented here (Figure 3). He
concluded that over the nineteenth century the credit cycle was
common to, and more or less simultaneous in, three countries with

Clement Juglar (1819-1905) trained as a physician but became interested in demography
and statistics and thence economics in the 1840s (see entry in the International Encyclopedia of
the Social Sciences).
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DlfMranca an plus on moina das principaux artiolaa das bilans
da la Banqaa da Franca.
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+ 1.351
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—1.311

Figure 3 Juglar's table-graph of credit cycles
Source: Juglar (2nd edn, 1889), p. 154
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different institutional regimes (that is, complete freedom of the banking
system in the USA, freedom and monopoly in England and monopoly
in France).

It was clear to Juglar, from the evidence of the first edition of his
book, that cycles were variable in length and in amplitude, but that the
sequence of activity was regular. He described this sequence as
'periodic', by which he meant that the sequence repeated itself, not that
there was an exact periodic cycle. The terms 'constancy' and 'reg-
ularity' in Juglar's discussion referred to the necessary cause of cycles
and the sequence of events not to the timing or appearance of cycles.
This view was unchanged by his further research, although by the
second edition he had developed a definite phase categorisation of his
credit cycle sequence: prosperity (5-7 years), panic or crises (a few
months to a few years) and liquidation or depression (a few years).
Since his own evidence 'did not allow one to do more than observe that
a crisis returned in a period of between 5 to 10 years' (Juglar (1889),
p. 164), Juglar strongly rejected Jevons' theory of regular periodic
cycles.2 Juglar also found Jevons' sunspot theory untenable on other
grounds. First, he believed that the changing environment of commerce
and industry would cause changes in the cyclical pattern. Secondly, he
believed that exogenous factors like the weather (or sunspots) could
only be disturbing influences, not true causes. Lastly, he challenged
those who believed in such meteorological causes to find a good
economic barometer!

The novelty of both Juglar's and Jevons' work to contemporaries was
that they used lots of data instead of a few odd numbers, that they were
concerned with cycles not crises, and that they used statistical data to
recognise regularity in the behaviour and causes of economic cycles.
These general similarities hid important differences, for Juglar differed
from Jevons about the nature of the regularity involved, the causes of
economic cycles and, most important, they used their data in different
ways. Juglar justified the usage of unusually long runs of statistics on
the grounds that it added scientific rigour to his work. He argued that
statistical evidence was better than verbal evidence because it
uncovered the regularity in events and enabled him to see causes and
links which might otherwise be hidden in the historical description.
Despite his belief that statistical evidence was somehow more scientific
2 Despite Juglar's insistent rejection of statistical regularity, cycles of 9-10 years in length are

called 'Juglars'. This was due to Schumpeter (1939) who classified the various cycles by
average length and named them after their main exponents (thus Kitchin, Juglar, Kuznets
and Kondratieff cycles). His two-volume study of the business cycle contained no statistical
analysis to speak of, but developed a complex theory of the interactions of these different
cycles.
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than qualitative evidence, Juglar used his statistical data in much the
same way as qualitative evidence. He discussed the data on each
individual cycle and then, as it were? piled up the cases to provide
support for his theory by repetition. Each cycle was treated as an
individual event with certain features in common; but these features
were not connected to statistically measurable regularities of the data.
Indeed, he made a point of their statistical variability. So Juglar's
explanation and evidence for his theory was based on the aggregate of
the individual occurrences, although it could have been built up on the
basis of one cycle only. Jevons, on the other hand, expected the
constancy of economic behaviour to be reflected in statistical regulari-
ties in the mass of the data. Not only was the pattern of economic
activity to be revealed in statistically regular cycles, but these statistical
regularities also played an important part in the development and
design of Jevons' sunspot theory of their causation.

Historical judgement suggests that because of the way each used
statistical data, Jevons' work more nearly qualifies as the first econo-
metric theory and treatment of the business cycle, while Juglar is more
appropriately seen as a pioneer in the important and parallel pro-
gramme in 'quantitative economies'. Their contemporaries made no
such distinction, rather they were impressed by Juglar's sensible
economic reasoning about the cyclical nature of economic activity and
deplored the eccentricity of Jevons' sunspot theory.3

2.2 The statistical approach of W. C. Mitchell

2.2.1 Mitchell's first statistical study of business cycles

Wesley Clair Mitchell, like Jevons, had a history of statistical studies to
his credit when his first book on business cycles appeared in 1913, one
year before that of Moore.4 The aim and overall method ofBusiness Cycles
and their Causes were described in only two pages (out of over 600) and
are best presented by direct quotation:

3 For example, Schumpeter (1954) suggested that the cycle ousted the crisis in the period
1870 to 1914 and credited Juglar's work as the decisive factor in this change of perception.
He conceived Mitchell's (1913) work to be in the same spirit as Juglar's and to mark the
start of the next generation of business cycle study.

4 Wesley Clair Mitchell (1878-1948) was a member of the loosely knit group of American
economists known as the institutionalist school. The main influences on his work were
Veblen and Dewey. Mitchell helped to found the National Bureau of Economic Research in
1920 and was its director 1920-45. He also helped found the New School for Social Research
in New York. There are many sources of information about Mitchell, a contemporary
starting point is Burns (1952).
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One seeking to understand the recurrent ebb and flow of economic
activity characteristic of the present day finds these numerous expla-
nations [of business cycles] both suggestive and perplexing. All are
plausible, but which is valid? None necessarily excludes all the others, but
which is the most important? Each may account for certain phenomena;
does any one account for all the phenomena? Or can these rival expla-
nations be combined in such a fashion as to make a consistent theory
which is wholly adequate?

There is slight hope of getting answers to these questions by a logical
process of proving and criticizing the theories. For whatever merits of
ingenuity and consistency they may possess, these theories have slight
value except as they give keener insight into the phenomena of business
cycles. It is by study of the facts which they purport to interpret that the
theories must be tested.

But the perspective of the invesigation [sic] would be distorted if we
set out to test each theory in turn by collecting evidence to confirm or to
refute it. For the point of interest is not the validity of any writer's views,
but clear comprehension of the facts. To observe, analyze, and systema-
tize the phenomena of prosperity, crisis, and depression is the chief task.
And there is better prospect of rendering service if we attack this task
directly, than if we take the round about way of considering the phenom-
ena with reference to the theories.

This plan of attacking the facts directly by no means precludes free use
of the results achieved by others. On the contrary, their conclusions
suggest certain facts to be looked for, certain analyses to be made, certain
arrangements to be tried. Indeed, the whole investigation would be crude
and superficial if we did not seek help from all quarters. But the help
wanted is help in making a fresh examination into the facts.

(Mitchell (1913), pp. 19-20)

It would be a mistake to think that Mitchell rejected any role for
business cycle theories, for he recognised here quite clearly that theories
determined which Tacts' should be examined. But although theories
dictated which data to look at, Mitchell was not sure whether he ought
to test each theory of the cycle individually (and notice that his idea of
testing included both verification and refutation) or attempt to investi-
gate all the theories together. He decided that the principal need was
for more detailed information on business cycle behaviour.

Mitchell's empirical programme was to start with the facts and
determine the relative importance of different causal factors in the
cycle, using both quantitative and qualitative research. Quantitative
evidence predominated because, as Mitchell said,

in his efforts to make accurate measurements [of the causal factors] the
economic investigator cannot devise experiments, he must do the best he
can with the cruder gauges of statistics. (Mitchell (1913), p. 20)
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He decided to study only a short period, 1890-1911, making up a
'sufficient number of cases' from which to generalise by looking at the
evidence of four countries. His study of the facts consisted of an
exhaustive 350-page presentation of the statistics of business cycles for
the four countries, accompanied by a commentary and arranged by
topic. These topics included the usual ones of prices and profits, but
also the less usual aspects of cycles such as the behaviour of migration.
His analysis of the data was severely limited, consisting of taking
averages for each of the two decades and comparing the behaviour of
different countries using graphs.

Following his statistical enquiry Mitchell attempted to redefine what
an adequate business cycle theory should look like. His study suggested
that

A theory of business cycles must therefore be a descriptive analysis of the
cumulative changes by which one set of business conditions transforms
itself into another set.

The deepest-seated difficulty in the way of framing such a theory arises
from the fact that while business cycles recur decade after decade each
new cycle presents points of novelty. Business history repeats itself, but
always with a difference. This is precisely what is implied by saying that
the process of economic activity within which business cycles occur is a
process of cumulative change. (Mitchell (1913), p. 449)

In this definition, no general theory is completely adequate because each
cycle is unique and demands a unique explanation. Since each cycle
grows out of, and is dependent on, the previous events, it is impossible
completely to explain any cycle because the analysis can never be
carried back far enough. Mitchell realised these difficulties and pro-
posed that instead of seeking a general theory, attention should be
focussed on the recurring phases of the cycle, from revival to depression.

Having presented the data, Mitchell set himself to study the inter-
actions of the elements of the cycle as the cycle passed through its
various phases. There was no natural starting place for the process and
arbitrarily he chose the point following on from a depression. This
investigation did not involve quantitative analysis, but the knowledge
of the statistical evidence was used to evaluate the various cycle
theories. He suggested that

none of the theories of business cycles ... seems to be demonstrably
wrong, but neither does any one seem to be wholly adequate.

(Mitchell (1913), p. 579)

He concluded that cycles are not uniform but irregular; that they do not
always follow the same pattern of phases and their intensities and
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elements differ. He claimed these differences were often due to 'extra-
neous factors' such as weather, war, government policy changes, etc. In
addition, Mitchell thought that, with improved business barometers
(already widely used in the US and commercially successful), future
cycles could be predicted and might be controlled to some extent.

Lastly, Mitchell believed that longer term changes in economic
organisation (being cumulative) had an evolutionary effect on cycles.
To illustrate this point he discussed the changes that had occurred in the
nature of cycles from agricultural crises (in the pre-industrial period) to
credit crises and thence to business cycles (as industrialisation had taken
place). These long-term developments he claimed were gradual and
continuous (unlike the earlier stage theories of development held by
some nineteenth-century German economists), and were associated
with institutional or organisational change in the economy.

Mitchell's book was very well received and was regarded by con-
temporaries as an important contribution to statistical economics.
Pigou was particularly convinced by Mitchell's description of the
complexity of the cycle:

For the great value of this lies in its realism and concreteness - in the fact
that the skeleton does not appear as a skeleton, but as a being of flesh who
lives and moves. (Pigou (1914), p. 81)

Persons, who was also very taken with the book, wrote:

It is comprehensive; it contains the most complete and careful statistical
study of the phenomena connected with business cycles;... it is a scientific
study by an author who, obviously, is not seeking to establish a pet theory.

(Persons (1914), p. 795)

In a later judgement, Dorfman (1949) suggested that the theoretical
contributions in Mitchell's book were not appreciated by contemporary
readers because the language was commonplace and the method
descriptive.

There was some truth in this latter point for Mitchell had presented
the statistical evidence and other evidence before discussing theories;
he had then drawn his conclusions about the nature of the cycle from an
investigation in which theoretical ideas and statistical evidence were
discussed in conjunction. Despite admitting (though only in a footnote)
the difficulties of studying such a complex phenomenon in this way,

the intellectual instruments of analysis are unequal to the complex problem
of handling simultaneous variations among a large number of inter-related
functions. (Mitchell (1913), p. 450)

Mitchell's descriptive analysis remained wedded to conventional
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methods based on the unaided intellect; he spurned the aid of both
mathematical and statistical tools.5 It is not clear that these tools would
have helped him, for his investigations into the evidence had convinced
him that not only was each cycle a unique event, but that cycles did not
even possess unifying characteristics such as the same pattern of phases
or the same elements in their changes. These beliefs coupled with his
empirical approach made it impossible for Mitchell to produce a simple
but general model of the cycle as Juglar had done from his observation
that the cycle had a standard sequence of events.

The fact that Mitchell believed each cycle was different also pre-
cluded him from adopting a data reduction approach involving either
the summary statistics such as means and variances, like Jevons'
reliance on average cycle length, or using regression and correlation as
Moore was to do in 1914. Moore's book provides the obvious con-
temporary comparison. Their divergent views on the nature of the
business cycle were naturally reflected in the way that each used
statistical evidence. For Mitchell, the raw data gave evidence for the
lack of uniformity, and this effectively excluded both statistical analysis
and any general explanation or theory of the business cycle. For Moore,
the raw data hid the uniformity and constancy of the cycles; he
therefore depended on statistical analysis in his search for regularity
and relationships in the data and a general theory of the cycle.

Despite their differences, both Mitchell and Moore were pioneers in
their time. Few other economists had followed the pointers laid by
Juglar and Jevons. Like these predecessors, both Mitchell and Moore
were seeking a theory which would explain all the characteristics of the
whole cycle (not just upturns or turning points as in early theories of the
business cycle which derived from crises theories), and both relied on
masses of statistical data in their search. Yet here the similarities
between Mitchell and Moore end. Mitchell's cautious use of statistical
data and empirical approach to analysing the business cycle are as
clearly distinguishable from Moore's careless but imaginative econo-
metric work as Juglar's work was from Jevons'.

2.2.2 The problems in Mitchell's cycle analysis

In 1921, the National Bureau of Economic Research, under Mitchell's
direction, took up his statistical business cycle programme. Among
many results of this programme was a second book by Mitchell Business
Cycles: The Problem and its Setting, in 1927, which is best described as
5 Mitchell was not trained as a statistician and apparently thought of himself as a theorist

who used statistical evidence and later, only by necessity, statistical tools. Seckler (1975)
discusses Mitchell's attitude towards evidence and Vebleri's influence in this respect.
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Mitchell's search for the definition and the correct analytical approach
to the business cycle: a survey of the problems in the field rather than a
new empirical study solving these problems. He again discussed the
role of theory, of institutional descriptions, of statistics and of commer-
cial history (records of business annals) in the analysis of business
cycles. As in his 1913 book, all these elements seemed to have equal
status in his investigation.

Throughout the book runs an attempt to define the concept of the
business cycle. The more Mitchell tried to define the phenomenon, the
more it seemed to slip away from his grasp:

The more intensively we work, the more we realize that this term [business
cycles] is a synthetic product of the imagination - a product whose history
is characteristic of our ways of learning. Overtaken by a series of strange
experiences our predecessors leaped to a broad conception, gave it a
name, and began to invent explanations. (Mitchell (1927), p. 2)

He sought help with the conceptual problem in an analysis of business
cycle theories, but once again he found that there were too many
theories and all were plausible:

the theories figure less as rival explanations of a single phenomenon than
as complementary explanations of closely related phenomena. The pro-
cesses with which they severally deal are all characteristic features of the
whole. These processes not only run side by side, but also influence
and (except for the weather) are influenced by each other . . . Complexity
is no proof of multiplicity of causes. Perhaps some single factor is
responsible for all the phenomena. An acceptable explanation of this
simple type would constitute the ideal theory of business cycles from the
practical, as well as from the scientific, viewpoint. But if there be one
cause of business cycles, we cannot make sure of its adequacy as an
explanation without knowing what are the phenomena to be explained,
and how the single cause produces its complex effects, direct and indirect.

(Mitchell (1927), p. 180)
Mitchell now had a clearer notion of the roles of data and theory.

Data were useless without theory:
the figures are of little use except as they are illuminated by theory,

(Mitchell (1927), p. 54)
and, he argued, data in the form of economic statistics and commercial
records could be used to

suggest hypotheses, and to test our conclusions. (Mitchell (1927), p. 57)
But the issue of how to 'test the conclusions' remained problematic in
Mitchell's eyes. On the one hand, he rejected the idea of testing theories
individually against the evidence as being repetitious and indeed
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restrictive if the theories were complementary. On the other hand, he
believed there was a danger of hopeless confusion if an empirical
classification, such as the phases of the cycle (i.e. depression, revival
and prosperity), were to provide the framework for investigation.

Of particular interest in this book is the long section in which
Mitchell discussed the merits and disadvantages of the statistical
techniques which were then in popular use on business cycle data. He
thought that the two main statistical techniques, data decomposition
(discussed later in this chapter) and periodogram analysis (discussed in
Chapter 1) were both inadequate because neither measured the
business cycle directly. The data decomposition technique involved, in
Mitchell's view, the dubious separation of an economic time series into
cyclical, trend, seasonal and accidental elements. (The cycle element
was what was left when the others had been removed.) Of the
alternative periodogram analysis, Mitchell noted that this had tech-
nical difficulties and, like most economists, he clearly doubted the
periodicity of business cycles. Indices of the cycle (made up of several
variables) were treated more leniently by Mitchell because he believed
they measured the business cycle directly, although he felt that none of
the indices available at the time was entirely satisfactory. Correlation of
one time series with another (with or without lagging) was another
popular tool of data analysis in the 1920s. Correlation techniques were
not rejected outright, but Mitchell distrusted the technique because he
believed correlations could easily be manipulated. In addition, con-
temporaries tended to take high correlations as evidence of causal
connections, an inference Mitchell believed to be invalid.

This book, with its exhaustive discussion of current statistical
methods, fully established Mitchell's reputation as the preeminent
figure in statistical business cycle research of the interwar period. The
book was an impressive survey of the field of business cycle research in
the 1920s and was justly praised by his contemporaries, both for his
insights into the phenomenon and for the rich discussion of business
cycle research methods, particularly the statistical approaches.6 Yet
Mitchell's book contained almost nothing of direct importance to the
development of econometric work on the business cycle in the 1920s
and 1930s, and was, if anything, negative towards further statistical
research on cycles.

The circumspection evident in the book might easily strike the
modern reader as Mitchell's inability to make up his mind. He had
rejected the idea of using any one theory (but conceded the necessity of
theories in general); had rejected currently available methods of
" Sec, for example, H. Working (1928).
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analysing statistical data (but depended on statistical data as evi-
dence); and he also expressed doubts about the role of business records
(though once again he wanted to use their evidence). One reason for
this equivocation was that the difBculties of any particular approach or
method loomed large in Mitchell's mind.7 Another reason was that
Mitchell could not, or would not, deal in abstract notions. Much of the
statistical analysis by this time, assumed that there was some 'normal'
cycle: a hypothetical cycle which would exist if there were no short-
term disturbances or long-term influences. Mitchell, on the other
hand, was interested in the 'typical' cycle: the cycle which was char-
acteristic of business cycles in the real world. Mitchell's priorities in
business cycle research were description and measurement of real
cycles.

2.2.3 Mitchell and Burns' cycle measurements

The third of the major volumes in Mitchell's research programme on
cycles was Measuring Business Cycles, written jointly with A. F. Burns
and published by the NBER in 1946.8 Their aims were to study the
fluctuations in the individual sectors of the economy and to use the
individual data series available to provide good measurements of the
cycle. This was the programme which had been laid down at the end of
Mitchell's 1927 book, but the problem of measuring business cycles
turned out to be far more difficult than Mitchell had envisaged and
took a long time to solve.

Measurement was seen by Mitchell and Burns as a prior require-
ment for testing the theories of other economists, of which they wrote:

Their work is often highly suggestive; yet it rests so much upon simplifying
assumptions and is so imperfectly tested for conformity to experience that,
for our purposes, the conclusions must serve mainly as hypotheses. Nor
can we readily use the existing measures of statisticians to determine which
among existing hypotheses accounts best for what happens. Satisfactory
tests cannot be made unless hypotheses have been framed with an eye to
testing, and unless observations upon many economic activities have been
made in a uniform manner. (Burns and Mitchell (1946), p. 4)

7 Dorfman's judgement on the influence of Veblen on his pupils seems particularly apt in
describing Mitchell's approach to business cycles: 'Several of Vcblen's students chose a
concrete field of economics for detailed inquiry and found themselves moving gradually into
ever-widening realms. Veblen had had the effect of stripping them so thoroughly, though
unconsciously, of their complete confidence in the old way, that they tended to base their
inquiries closely upon the existing facts' (Dorfman (1949), p. 450).

H The initial collaborator at the NBER was Simon Kuzncts; Arthur Burns took over as
researcher when Kuznets left the project to work on national income accounts.
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In order to test theories, the statistical data had to be reformulated into
measurements of the business cycle itself. Measurement in turn
required a prior definition of the phenomenon to be measured. Mitch-
ell's definition of business cycles had by this stage become a description
of observable characteristics, and since 'equilibrium', 'normal' and
'natural' were theoretical notions, not observable characteristics, they
did not form part of this definition.

In his 1927 book, Mitchell had criticised statistical workers for their
failure to provide direct measurements of the cycle. In this new book,
Mitchell and Burns evolved a new set of statistical measures of the
business cycle called specific cycles and reference cycles. Specific cycles
were cycles specific to an individual variable, dated on the turning
points of that variable and divided into the nine phases of that vari-
able's cycle. As a benchmark for comparison of the different variables
and to trace their interrelationships and timing, each variable also had
its own reference cycle based on the timing of the business cycle as a
whole (measured on the basis of business annals and the conjunction of
important variables of the cycle). They wrote of the reference cycle
idea:

This step is the crux of the investigation; it involves passing from the
specific cycles of individual time series, which readers not embarrassed by
experience are likely to think of as objective 'facts', to business cycles,
which can be seen through a cloud of witnesses orily by the eye of the mind.

(Burns and Mitchell (1946), p. 12)

Both reference cycles and specific cycles were averages of the individual
cycle data in which seasonal variations had been excluded and the data
were deviations from the average for each cycle (to avoid interference
from trends). In practice, these cycle measurements were arrived at by
a mixture of mechanically applied rules and ad hoc judgements.

The specific and reference cycles were presented in numerous tables
and in graphs. An example of these graphs (the one used by Burns and
Mitchell as an illustration, with their explanations) is reproduced in
Figure 4. The Burns-Mitchell measurements of specific and reference
cycles were quite difficult to understand. Although Burns and Mitchell
gave hints on how to read them, the very newness of the graphs made it
difficult to gain a clear picture of each variable's characteristics. (For
the importance of graphs in general in statistical economics see Adden-
dum to this chapter.) The position was made more difficult for the
reader because the graphs were not only used to present measurements
of each element in the business cycle but the relationships between the
variables had to be understood largely from comparison of the graphs.
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Sample Chart of Cyclical Patterns
(Drawn to twice the standard scales)

Average duration of specific cycles
(from T lo T) . The ti|h( st|ments
into which tht lint i l broken are
the m r « | e intervals between mid-
points of successive cycle stages

Average standings at successive
stages of specific cycles, plotted
at midpoints of the ttages
(Tables S4and S5) .

Scale in specific-cycle relatives
for specific-cycle patterns, and
in reference-cycle relatives for
reference-cycle patterns.

Average standings at successive
stages of reference cycles, plotted
at midpoints of the stages
(Tables R1 and R 2 ) .

Average duration of reference cycles
(from T lo T). The eight segments
into which the line is broken are
the average intervals between mid-
Mints of successive cycle stages
(Table R2).

Coke production, United States
b Specific cycles: 1914-1932
5 Reference cycles: 1914-1933

T 4 • P~

Average deviation from the average
[duration of specific cycles (Table Si) .

Average deviations from tht average
standings at successive stages of
specific cycles (Table S4) . To be
read down from line showing average
duration, treated as tero base line.
The scale is shown in parentheses.

Average deviations from the average
standings at successive stages of
reference cycles (Table R1). To be
read up from line showing average
duration, treated as tero bwse line.
The scale is shown in parentheses.

'Average deviation from the average
[duration of reference cycles.

T represents the trough stage (1 or I X ) , P the peak stage ( V ) . For ttplenation of how
the line representing the average durition of specific cycles is placed in relation to
I t * line representing the average duration of reference cycles, see Ch. 5 , Sec. VUL

Figure 4 Mitchell's specific and reference cycle chart
Source: Burns and Mitchell (1946), p. 35, Chart 2



54 Business cycles

Mitchell and Burns did not test any theories that purported to
explain cycles, but did test a number of hypotheses about the long-term
behaviour of economic cycles using their measurements. For example,
they tested Schumpeter's hypothesis about the relationship between
different cycles, which suggested that there were three 40-month cycles
(Kitchins) to each cycle of 9-10 years (Juglars) and six of these to each
long wave (or Kondratieff cycle). They found it very difficult to fit tft^ir
own specific cycles into the pattern proposed by Schumpeter for there
was no consistent agreement of timing and dates and they therefore
refused to accept Schumpeter's hypothesis. They also investigated one
of Mitchell's own hypotheses, that there was a long-term secular
change in cyclical behaviour. This test was more interesting for they
examined whether their specific cycle measurements exhibited stabi-
lity, first by fitting trend lines to their cycle durations and amplitudes,
and secondly by dividing their cycles into three groups and testing for
differences in the variance in amplitudes and durations. They used
correlation tests and F-tests of significance, which failed to provide
support for their hypothesis. They concluded that such changes as were
observed were irregular or random, rather than consistent and due to
secular change. Similar tests on their reference cycle measurements
also failed to support the hypothesis, but these results did give them
further confidence in their measurements.

Their own explanations of what happens during business cycles and
how the various parts of the economy fit together were to be held over
until the next volume:

Later monographs will demonstrate in detail that the processes involved
in business cycles behave far less regularly than theorists have been prone
to assume; but they will demonstrate also that business-cycle phenomena
are far more regular than many historically-minded students believe...

Our theoretical work leans heavily on cyclical averages, such as are
described in this book, and we hope that others will find them helpful.
Instead of setting out from the dreamland of equilibrium, or from a few
simple assumptions that common sense suggests ... our 'assumptions' are
derived from concrete, systematic observations of economic life.

(Burns and Mitchell (1946), p. 491)
Mitchell and Burns had codified their 'concrete observations' into
representations of the cycle. This necessarily imposed some uniformity
or regularity on the cycles. By thus retreating from Mitchell's earlier
(1913) position that there was no uniformity in the patterns or elements
in the business cycle, they left the way open for theoretical explanations
of the cycle. Unfortunately, Mitchell died before the important final
volume discussing their theoretical conclusions was complete. Burns
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carried on the work at the NBER, but the impetus of the programme
was lost.

Mitchell's business cycle programme had begun in 1913 when he had
prophesied that

it is probable that the economists of each generation will see reason to
recast the theory of business cycles which they learned in their youth.

(Mitchell (1913), p. 583).
He had himself pointed out the change from crises to cycles. Yet he had
been unable to foresee the future. The cycle was no longer, by
Mitchell's death in 1948, the defining unit of analysis. During the
course of Mitchell's working life, cycle theories had been recast twice:
the theory of crises had given way to the theory of business cycles and
this in turn had given way to macroeconomic theory. At the same time,
the fashions in methodology also changed. Mitchell was an empirical
economist primarily concerned with describing, classifying and
measuring the 'typical' economic cycle.9 His use of statistical evidence
had made him a pioneer in 1913, but his lack of analysis made his
statistical economics look increasingly dated as the econometric pro-
gramme grew more sophisticated.10 While Mitchell was still struggling
with raw business cycle data in the 1930s, Tinbergen was busy
formulating macroeconometrics. By the time of the Burns and Mitchell
volume, the yawning gap between statistical economics and the more
technically advanced and theoretically minded econometrics pro-
gramme was evident in a highly critical review of their book by
Koopmans, one of the leading econometricians of the day.

Tjalling Koopmans was a member of the Cowles Commission, which
had been set up in 1932 to undertake econometric research and was the
centre of econometric research in the 1940s.11 Koopmans' 1947 review
initiated the famous 'Measurement Without Theory' debate in which

9 His rejection of mechanical analogies in favour of evolutionary and organic ones combined
with his descriptive and classificatory approach suggests that whereas many economists
looked to nineteenth-century physics for their model science, a more apt comparison for
Mitchell is with the descriptive and categorising activities of nineteenth-century naturalists.

10 It is not clear exactly when these programmes became distinct to contemporaries. The
econometric programme must have been fairly clear by 1929 when the Econometric
Society was formed, but because of the lack of econometric work on business cycle models
in the late 1920s and early 1930s, this did not necessarily help to distinguish the business
cycle programmes.

11 The Cowles Commission for Research in Economics was set up in 1932 and funded by
Alfred Cowles specifically to undertake econometric research. The journal Econometrica was
run from the Commission, and there were close links with the Econometric Society.
(Details of the history of the institution and its activities are described in Christ (1952),
Hildreth (1986), Epstein (1987) and in the annual reports of the Commission for 1943-8.)
Koopmans' review sparked a reply by Vining and a further response from Koopmans
published in 1949, see Vining and Koopmans (1949). On Koopmans, sec Chapter 8 n. 6.
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he accused Burns and Mitchell of trying to measure economic cycles
without having any economic theory about how the cycle worked.
Koopmans' group had advanced a Walrasian model based on the
aggregation of individual economic agents as units and in which the
cycle was seen as a deviation from an underlying equilibrium level. In
reply to Koopmans, Vining (1949) (a visiting research associate at the
NBER) charged the Cowles group of being guilty of the same sin of
measurement without economic theory in their own work. Vining took
the position that the theory of how agents behaved had not been
sufficiently worked out, and that the Cowles model was therefore a
'pretty skinny fellow' upon which to base so much high-powered
statistical estimation: in essence, measurement without economic
theory. Further, Vining argued in defence that Mitchell took a holistic
view of the economy in which behaviour of the whole economy was
more than a simple aggregate of individuals' behaviour and in which
cycles and trends could not be unravelled because both were subject to
the impact of institutional and evolutionary factors.

There was a second serious charge made by the econometricians:
that the NBER group were trying to undertake measurement without
statistical theory. Following Haavelmo's work in the early 1940s,
econometricians believed that economic theories should be explicitly
formulated as statistical hypotheses, so that methods of inference based
on probability theory could be used to measure and test the relation-
ships. Klein was in the process of testing a cycle (or macroeconomic)
model for the Cowles group, using their newly developed methods of
estimation and inference. It is true that Mitchell and Burns had not
tested theories which explained the cycle, because they believed such
theories had not yet been properly formulated for statistical testing; but
they had (as noted above) used probability inference in their tests of
theories about long-term behaviour.

This debate of the late 1940s showed the clearly irreconcilable
differences both in theoretical conceptions of the cycle and in methodo-
logical approaches between Mitchell's statistical programme and that
of the econometricians. The 'measurement without statistical theory'
aspect of the debate is particularly important, but we need to know
more about the development of the econometric programme before we
can deal with it in detail in Chapter 8.

2.3 Persons and business barometers
In 1919, soon after Mitchell had produced his first statistical study of
business cycles, another empirical economist, Warren M. Persons
published his first main results using an alternative analytical
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approach to cycles based exclusively on statistical evidence.12 This
second main strand of statistical business cycle research was largely
descriptive in aim and was associated with the production of time-
series representations of cyclical activity called business barometers.
Persons is much less well known than Mitchell, but his work was
more important for econometrics because he was primarily respon-
sible for developing data preparation and data adjustment methods
which quickly became and remained standard in applied econo-
metrics.

The methods Persons used to decompose economic time series into
components and expose the business cycle were not entirely new, but
had been used piecemeal in economic statistics from the late nineteenth
century. Commercially produced indicators of economic activity, based
on statistical series and used to forecast future business conditions,
were of a similar age.13 However, Persons developed the methods to a
much higher state of sophistication and was particularly responsible for
initiating serious academic study of these methods. His initiative
temporarily gave academic respectability to business cycle barometers.
This academic respectability led in turn to the setting up of a number of
university business cycle research institutes in the 1920s which con-
structed their own national barometers. The barometers suffered a
subsequent decline from respectability, but their descendants live on in
the field of commerce and of government statistical services which
publish leading and lagging series of economic statistics called indi-
cators.

Persons was already well known in the field of economic data analysis
when he was asked in 1917, by the newly established Harvard
Committee for Economic Research, to undertake a study of the
'existing methods of collecting and interpreting economic statistics'.
Two years later, the Committee established the Review of Economic
Statistics^ with the aim of providing

a more accurate record of economic phenomena than is now available, and
[it] will also supply a method of interpreting current economic statistics
which will make them more useful and significant than they are today

12 Warren M. Persons (1878-1937), statistician and economist, was educated at the
University of Wisconsin. He joined the Harvard faculty in 1919 and resigned in 1928 to
become a consultant economist. Persons had produced an earlier barometer, but it was a
limited affair based on little data or analysis (sec Persons (1916)).

IS This was a profitable business in 1913 (according to Mitchell), but Persons' work
stimulated further commercial activity and by 1925 (see I. Fisher (1925)) there were 40
successful commercial forecasting agencies in the USA.

14 The Harvard Committee was set up in 1917 and started the Review in 1919. (In 1949 the
journal's name was changed to the Review of Economics and Statistics.) These three quotations
on aims and methods come from the 'Prefatory Statement' in the first issue of the Review by
C.J. Bullock.
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and the method of interpreting economic statistics was to be developed
by the application of

modern methods of statistical analysis which have hitherto been utilized
more extensively in other sciences than in economics.

(Bullock (1919), Preface)

Persons' contributions to the first year's issues of the Review in 1919
included two major articles, one on the method of analysis of economic
time series and the second on the development of business indicators.
The first of these is more interesting from the point of view of the
development of econometric thought. Persons' stated aim in these
papers was to find a method to determine the significance of statistical
data in indicating current and future business conditions. Persons
believed that the first priority (addressed in his first paper (1919)) was
to obtain long data series of reliable (accurate) and homogeneous data
in order to make comparisons. His approach to the problem of which
methods to use in the investigation of data was experimental in the
sense that every procedure that he suggested was tried out on a number
of data series. He strived for methods which would be objective and
leave no room for subjective judgement for, as he said,

No method is thought worth while testing that cannot be made entirely
objective, that cannot be reproduced exactly by an individual working
according to the directions laid down. The primary requirement in the
argument is that each step be tested; the primary requirement in the
method evolved is that the operations should be fully explained and
reproducible. (Persons (1919), p. 7)

The basic conceptual framework, from which Persons proceeded, was
that fluctuations in economic series occur as a result of various forces:
secular (or long-term) forces, seasonal forces, cyclical (or wavelike) forces
and accidental (or irregular) forces. These all occur simultaneously:

Those fluctuations are thus a confused conglomerate growing out of
numerous causes which overlie and obscure one another.

In view of this complexity the simple comparison of items within time
series, in what may be termed their crude state, is of but little significance.

(Persons (1919), p. 8)

The aim of the method was to eliminate the unwanted fluctuations and
reveal the business cycle:

the problem is to devise a method of unravelling, in so far as may be, the
tangle of elements which constitute the fluctuations in fundamental series;
that is, of distinguishing and measuring types of changes; of eliminating
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certain types; and thus of revealing in the corrected data the quantitative
effect of those forces which underlie the business and industrial situation.

(Persons (1919), p. 8)

Persons attacked the problem of measuring the secular trend first,
since he needed a benchmark from which to measure the cyclical
changes. Ideally, he thought, the secular trend should be determined
by the data, rather than a priori, because he had no foreknowledge of
which periods were homogeneous. He tried two empirical means of
determining the trend, one by the method of moving averages and one
by curve fitting. For the former, rather than take a centred moving
average, each observation was taken relative to the preceding average
period. He tried this with different numbers of terms in the moving
average period (e.g. 5 years, 10 years, etc.) to provide different
trend-adjusted series. But this proved unsatisfactory, because when he
fitted a straight line to each of the new (detrended) data series he found
that these lines had different slopes including, in some cases, slopes of
opposite signs, whereas he felt that they should have produced the
horizontal lines of detrended data.

After further experimentation Persons decided that the direct trend-
fitting method, in which simple curves or straight lines were fitted to the
raw data, would be less cumbersome and more reliable than the moving
average method. However, this direct method was far from mechanical.
It required a number of judgements about the period to be used, with
little guidance from Persons. Was it homogeneous? Did it cover a full
cycle or was it a peak to trough measure? Was the function to be fitted
linear? Persons advocated that there was no mathematical substitute
for the 'direct analysis of homogeneity'. By this, he meant fitting trends
to a number of different periods and looking for radical changes in the
slope of the fitted line, which he took to indicate non-homogeneous
periods. For example, he found evidence of a change in the trend
component in various business cycle data between the two periods
1879-96 and 1896-1913 and therefore fitted two different trends to the
subperiods.

It was inevitable that Persons should fail to find adequate mechani-
cal rules for this problem of trend fitting. The lack of natural base
periods (the open-endedness of the time unit) meant that once the time
period had been chosen, the technical criteria of success in trend fitting
(that is, the appearance of horizontal trend lines in trend-adjusted
data) could always be fulfilled. But the question of how to choose a
homogeneous time period remained to a certain extent arbitrary and
depended on individual judgement in each case.
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These problems were not evident in the second component of time
series, seasonal variations, which did have a natural time unit. Persons'
work in this area was correspondingly more successful. His procedure
was: first to establish that such fluctuations existed, then to measure
them and finally to eliminate them from the data series. Again after a
number of experiments on different data series he settled on link
relatives, month to month changes, to give the basis for measurement of
the seasonal variations. He looked at the frequency distribution of these
percentage monthly changes for each month of the year and chose the
median value as the best measure of the seasonal pattern. Following an
adjustment for trend effects over the year, these medians were then
formed into an index which began at 100 and returned to the same
value for each January. This index could then be used to correct the
original data series.

Lastly, Persons went on to study the other two elements in the time
series, the irregular and the cyclical fluctuations. He did not regard
cyclical fluctuations as being exactly periodic or regular. Irregular fluc-
tuations might be large or small and isolated or occurring in succession
like the cyclical fluctuations. The cyclical and the accidental com-
ponents might therefore have similar data characteristics. Persons took
this to imply that the forces behind the two elements were interconnec-
ted and that it would be impossible to distinguish the two elements:

No distinction, therefore, between 'cyclical' and 'irregular' fluctuations
may be obtained simply by study of the statistical data.

(Persons (1919), p. 33)
Later he used a short period moving average to smooth away the
irregular fluctuations. By a process of subtracting the seasonal and
trend elements, he was then left with the remaining cyclical fluc-
tuations.15 He tried out these measurement methods on 15 economic
series of monthly data covering 15 years. Persons concluded that his
study of economic time-series data revealed considerable support for
the 'realistic character of the concepts' of the four components.

In his second major article for the Review (1919a) Persons' aim was to
construct an index of general business conditions with particular
emphasis on the cyclical aspects:

It is the cyclical fluctuations which have received especial attention.
Further, in dealing with the cyclical fluctuations the aim has been to
measure them, rather than to utilize the results in constructing a theory of
business cycles. (Persons (1919a), p. 115)

IS In order to make the cyclical fluctuations comparable within and between data series, he
calculated 'normal' (or standardised) fluctuations by dividing the percentage deviations
from the secular trends by their standard deviations.
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Constructing an index of the cycle raised the important question of how
variables were related to each other. For Persons this was a question of
fact not theory, to be answered by empirical research. He began by
studying 50 data series and chose 20 of these which had similar periods
but differently timed turning points. Persons relied on the methods he
had already established in his previous paper to decompose the data
and derive the individual cyclical series, but the problems of determin-
ing the sequence of the variables and combining them to make indices
remained open.

His first step was to compare the variables and classify them
according to the timing of their fluctuations to find the 'typical or
average sequence' of the variables in the business cycle. With 20 data
series, he needed to make 190 comparisons to cover all possible cases.
These 190 comparisons were each carried out by three 'observers' with
the use of an illuminated screen or light box on which were laid graphs
of the two data series being compared. One graph was then moved back
and forth on top of the other to try and match the movements in the two
series. (Each series was expressed in terms of its standard deviations to
make such comparison possible.) Each 'observer' was supposed to
record the observed level of correlation (no arithemetical calculations:
high, medium or low correlations were judged by eye), the sign of
correlation (positive or negative) and whether the relationship was
lagged forwards or backwards and by how many months. There was
considerable disagreement, as might be expected, between the
'observers' as to whether a lag was positive or negative, and a
correlation high or low.

Persons worked out the correlation coefficients for the lag periods
suggested by his 'observers' and fixed the lag length according to the
highest value of the correlation coefficient. This gave him the time
sequence of the variables, and the timing of changes in the cycle. The
variables were then grouped together to reflect this sequence and
synthesised into three indices which would 'epitomize the business
situation' and act 'as a guide to the relations that exist among economic
phenomena' (Persons (1919a), p. 117).16 Persons' indices of the
business cycle were called the Harvard A-B-C curves, representing
16 On this final aspect, of combining those series which the correlations showed to have

similar timing and turning points into indices, there was no discussion and the data series
in each group appear to have been averaged with no weighting involved. This omission is
surprising in view of the known and much discussed statistical problems of weighting
components in, for example, price indices. There was no discussion either, in this article, of
the problem of forecasting from these indices, also strange given the purposes of
barometers to forecast the turning points of the cycle. Both these points were discussed
briefly in Person's earlier paper (1916).
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Figure 5 Persons' business barometer
Source: Persons (1919), p. 112

respectively: speculation; physical productivity combined with com-
modity prices; and the financial markets. (Index B seemed to be rather
a strange collection, made up of pig-iron production, bank clearings
outside New York, indices of commodity and retail prices and the
reserves of New York banks.) The A-B-C curves laid out Persons' view
of how groups of variables were empirically related in cycles. An
example of the A-B-C graph is given in Figure 5.

Persons had set out in his first article in 1919 to measure various
components of the data so that the interpretation of economic time-
series data would be more enlightening. Though, like Mitchell, he
wanted to avoid the use of a priori theory in making his measurements,
preconceived ideas were bound to enter any measurement process.
First, as Schumpeter pointed out, the concept of data series being made
up of four components associated with particular groups of causes or
influences: cyclical, seasonal, long-term and accidental, implied under-
lying ideas about economic behaviour which constituted:

a theory that was all the more dangerous because it was subconscious:
they [the Harvard approach] used what may be termed the Marshallian
theory of evolution ... they assumed that the structure of the economy
evolves in a steady or smooth fashion that may be represented (except for
occasional changes in gradient, 'breaks') by the linear trends and that
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cycles are upward or downward deviations from such trends and constitute
a separate and separable phenomenon ... this view constitutes a theory, or
the backbone of one. (Schumpeter (1954), p. 1165)

Secondly, once involved in the measurement process, Persons could not
avoid making some theory-based decisions, for example about what
constituted a homogeneous period in economic terms and where the
breaks between these periods occurred.

In his second paper of 1919, Persons had set out to show the
typical empirical relationships of the cycle in the form of indices of
business activity. Business cycle theory was, as already noted,
fashionably new at this time, but concern about the economic theory
relationships between variables was largely absent from Persons'
discussion. He was concerned only with methods of representing the
cycles in business activity. His process of deriving the indices which
represented the cycle was based on highly subjective visual judge-
ments about how series were related in time and which series should
be grouped together. The actual measurements of the relationships
were only made at the last point in his procedure when these deci-
sions had been more or less taken by the three 'observers'. This was
particularly unsatisfactory in those cases where his 'observers' dis-
agreed as to which series were connected with others and (more
problematically) what the lag length should be.

Persons was left with a number of questions as a result of his
empirical approach. If one series preceded another did that mean that
it caused the other? If so, Persons wondered, how similar must the
cycles be? Or are both to be considered the joint effects of joint causes?
These questions arose, and were unanswerable, because Persons had
neither a theoretical economic answer as to how variables were related
in a complex world, nor did he use any consistent statistical measure-
ment or inference procedures which might have helped him. He used
only two-variable correlation techniques which could not reveal, for
example, joint connection with a third variable. This dependence on
simple, rather than multiple, correlation techniques was exceedingly
limiting. But despite these problems Persons' methods for the removal
of trends, seasonal and irregular components quickly became common-
place in statistical business cycle research and pervaded econometrics
generally. His methods (or closely related.ones) for detrending data, for
removing seasonal variations and for smoothing out erratic fluctuations
are now such a standard part of data preparation for econometric work
that they are barely given a thought.
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2.4 The business cycle research institutes
The decade of the 1920s witnessed an explosion in statistical business
cycle research. Institutes entirely devoted to statistical analysis and
research on the business cycle were established in Germany, France,
the Netherlands, Italy, Sweden, Britain, indeed throughout Europe
generally, and even in post-revolutionary Russia. Though the detail of
the methods adopted and the overall concept used differed from
institute to institute and country to country, all relied on an empirical
methodology using statistical data in which the work of both Mitchell
and Persons were highly influential. Evidence suggests that Mitchell's
name was invoked as the foremost exponent of statistical research of the
period, although his methods were not always followed. The examples
presented in the Review of Economics and Statistics by Persons were less
acknowledged, but were at least as influential judging from the
publications of the new institutes.17 An analysis of the work of the
Berlin Institute (as represented by the main work of its director, Ernst
Wagemann) illustrates the way this joint influence worked. An examin-
ation of the work of the Konjuncture Institute of Moscow shows that
the influence was two-way.

Wagemann's 1928 book of business cycles was translated into
English as Economic Rhythm (1930) at the instigation of business cycle
scholars in the USA and prefaced by Mitchell. Wagemann in turn
much admired Mitchell's work on business cycles which seemed to him
to be the ideal synthesis of the theoretical, statistical and historical
schools of economics. Unfortunately, the nineteenth-century methoden-
streit between the theoretical deductive and the empirical inductive
approaches was still sufficiently alive in Germany to stifle synthetic
work (particularly quantitative and econometric developments) in the
1920s.18 These factors made Wagemann self-conscious about his own
attempts to combine the theoretical and empirical methods and whilst
17 Mitchell (1927) himself credited Persons with setting the trend for statistical analysis, both

in the US and in Europe. As an example of their influence, Snyder (1927) dedicated his
book jointly to Mitchell and Persons with the descriptive tag: 'pioneers in the quantitative
study of business cycles'. See Schumpeter (1954) for his contemporary observations on
these influences.

18 Economists descended from the historical school believed that there were no constant laws
in economics and, like Mitchell, that business cycles were individual historical occur-
rences, therefore it was not possible to analyse the business cycle as a uniform event.
German theoretical economists scorned any empirical work and maintained a detached
indifference to any actual economic event. This was true, as Wagemann (1930) pointed
out, even to the extent of ignoring the'infamous German inflation of 1923 and the 'miracle'
of the subsequent currency stabilisation.
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he acknowledged the influence of American thought, he tried to strike
out afresh. For example, he claimed not to follow the Harvard
(Persons') decomposition method, in the first place because he saw
their classifications as statistical rather than economic. Instead, he
classified movements as changes in structure (isolated changes which
were continuous or discontinuous) and periodic fluctuations (changes
with either a fixed or free rhythm). But despite his claims, the
description of these reveal just how close his categorisation was to
Persons'; continuous changes were more or less equivalent to secular
trends, discontinuous changes were large irregular changes (closer in
conception to changes in structure than to small random events), fixed
rhythm changes were, for example, seasonal fluctuations and free
rhythm changes were business cycles.

The second problem of the Harvard method, according to Wage-
mann, was that having eliminated the unwanted series components,
this provided only a negative definition of the business cycle, that is, as
the residual element in the data. In addition, Wagemann judged both
the single and multiple cycle indices, such as the Harvard A-B-C
curves, inadequate. The Berlin Institute developed a more sophisti-
cated system of indices (as far as economic content was concerned)
consisting of eight sectoral barometers covering production, employ-
ment, storage, foreign trade, transactions, credit, comparative prices
(in security, money and commodity markets) and commodity prices.
Wagemann's aim was to forecast three months ahead with these
barometers once they had established a model of how they fitted
together. Successful forecasting depended, however, on correct diag-
nosis of the events which in turn depended on there being some typical
movements (or 'symptoms') in the data.

Wagemann's book is full of interesting speculations. For example,
he thought that forecasting might be improved by examining the
plans of individual firms (by questioning the firms) and by using
statistics of orders or of raw material inputs. On the one hand, he
argued, firms' plans meet obstacles, which would reduce the accu-
racy of forecasts based on barometric diagnosis. But on the other
hand, the reactions to obstacles may be reflected in the barometers
themselves, which would help forecasting. In any case, he thought,
completely successful forecasts would never be possible because
movements are never identical (variables are subject to structural
changes), and because a static system of classification underlies the
whole.

While his applied work and its definitions reflected the influence of
Persons' work, Wagemann's methodological statements and conceptual
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definitions were extraordinarily reminiscent of Mitchell's empirical
(but non-operational) ideas. Two examples make this point neatly.
One is the positive definition of business cycles as

the total complex of economic reaction phenomena
(Wagemann (1930), p. 68)

that Wagemann adopted in preference to the negative, but practical,
definition of the cycle as the residual series. The second is his call for a
study of the facts before fitting business cycles into a deductive theory;
to theorise without detailed study would be, he said,

as though a doctor were to try to find a pathogenic agent before he had
formed a proper notion of the disease itself by a study of the symptoms. To
look for the causes of a phenomenon before acquiring a fairly adequate
knowledge of its external manifestations is an absurdity; how can one
search for causes before one has a grasp of the subject itself?

(Wagemann (1930), p. 217)
Wagemann made the interesting suggestion that approaches to statis-
tical business cycle study could be characterised nationally: German
economists viewed the economy from the point of view of a doctor
dealing with a human patient while the Americans saw the economy as
'a powerful piece of machinery' (Wagemann (1930), p. 9).19 Wage-
mann claimed that the Russians viewed the economic system rather
like the planetary system and adopted the statistical approach used in
astronomy. As a result, some of their statistical work had a different
flavour, and involved stochastic theory to help analyse the movements
of economic variables.

The Konjuncture Institute of Moscow was founded in 1920 under
the direction of KondratiefT. The institute fed information directly into
the state planning organisation to help produce the 'Gosplan' (the
national plan) and an important part of their analysis was concerned
with more general developments of the economy. The Moscow Insti-
tute produced a number of statistical publications which contained
statistical data and analysis of the sort standard from other cycle
institutes. From 1925, it also published a theoretical journal to which
workers at the Institute, such as Oparin, IgnatiefT, Slutsky, Konus and
KondratiefT, contributed.20 Judging by the English summaries of the

19 There may be some truth in this latter observation in relation to economic theory but the
three American economists discussed here, Persons and Mitchell, and more interestingly
Moore, showed marked preferences for sea metaphors such as 'ebb and flow', 'drifting' and
'buoyant', rather than mechanical ones, in describing the cycle.

20 T h e j o u r n a l , called Problems of Economic Conditions (in its English t rans la t ion) , was
publ i shed from 1925 to 1928 in Russ ian with Engl i sh- language s u m m a r i e s .
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articles and the works referenced by the Russian authors, they were
keenly aware of, and much of their work was closely related to, the work
done elsewhere. For example, the journal published some of Mitchell's
work on the use of business records in cycle research.

Workers at the Moscow Institute used their theoretical journal to
publish experiments on cycle data which sometimes involved novel
hypotheses and unusual techniques. These works became available to
the other business cycle institutes and some proved very influential.
One important work, which quickly became widely known, was by
Slutsky, in which he examined the ways in which stochastic processes
could form cyclical patterns in the data. (This article is sufficiently
important to be discussed in its own right in Chapter 3.) Another
important article contained KondratiefFs first applied results on his
long wave thesis. (This 1925 paper was not his original paper on the
subject, but it was the first to be translated and published in the West.)
KondratiefFs long wave theory was highly controversial, even within
the business cycle Institute, and he was removed from his position as
director. In 1928 the Moscow Institute was closed down and Kondra-
tieff was sent to Siberia, his long wave theory dismissed as 'wrong and
reactionary'.21

The Harvard business cycle work suffered the far less dramatic fate
which comes to those in the West whose forecasts have failed, namely
loss of credibility. The Great Depression was commonly believed to
have seen the decline from academic respectability (and perhaps a
temporary wane from commercial use) of business barometers.22 There
were other reasons why these empirical approaches, so strong in the
1920s, lost their dominant role in academia in the 1930s. One was the
work by Yule and others critical of the methods of statistical analysis
used in cycle research. The second reason was the development of the
alternative quantitative programme in econometrics. After a tempo-
rary lull following Moore's work, the econometric approach to business
cycle analysis had moved on in the early 1930s to the development of
small macrodynamic models of the business cycle and these by the late
21 Ropke (1936) claimed that the Institute was closed because it was 'reactionary' and 'the

stafTwas sent to Siberia or shot'. This report seems to have been overstated since Slutsky
continued to hold an official university mathematics post until his death in 1948, while
another member of the group, Koniis, was recently made a Fellow of the Econometric
Society. The story is told in Garvy (1943).

22 Schumpeter claimed that in fact the Harvard barometer successfully predicted both the
1929 crisis and subsequent fall into the Great Depression, but 'the trouble was that the
interpreters of the curves either would not believe their own methods or else would not take
what they believed to be a serious responsibility in predicting depression' (Schumpeter
(1954), p. 1165). Schumpeter indeed argued for a kinder reassessment of the whole
barometer episode than that which had been offered by other contemporaries.
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1930s grew into full-scale macroeconometric models of the business
cycle.

Despite the loss of academic credibility, statistical business cycle
study continued to be an important government and professional
activity in the 1930s. The Dutch Statistical Office, for example, began
their own statistical business cycle journal in 1929, under Tinbergen's
editorship. Further, cycle indices (as leading and lagging indicators)
have continued their useful role in commercial and public sector
economic analysis and forecasting services. The statistical study of
business cycles has continued because, as Mitchell, and more par-
ticularly, Persons and the work of the Institutes have shown, a great
deal of understanding about the economy can be gained from the rich
statistical descriptions of business cycles which they presented.

2.5 Statistical economics and econometrics
The parallel approaches of statistical economics and econometrics
shared two traits: both recognised economic cycles in the statistical
data and rejected the notion of crises as independent events caused by
local circumstances. But economists involved in the two programmes
differed in their aims, their beliefs about the cycle and their use of
statistical methods. The statistical research programme of Mitchell and
Persons can be summarised as follows. They both started from the
position of wanting to describe and measure business cycles as a way of
finding out all about them. Their desire to find the facts required that
they first defined what the business cycle was, so that they knew what
data to look at and how to set about isolating or measuring the cycles.
Having no theory of the cycle, and thus no theoretical definition of what
it was, both were inclined to interpret the phenomenon rather broadly.
Persons was untroubled by difficulties of definition for he avoided them
by turning them into questions of statistical method: the business cycle
was defined by the methods he used to isolate and represent its
fluctuations in barometer form. Defining and describing the phenom-
enon and producing measurements of it proved more difficult for
Mitchell since theoretical ideas were a part of his process. As an aid in
definition and a way of providing measurements, Mitchell and Persons
developed different visual representations of the cycles: Mitchell's (and
Burns') reference cycle charts and Persons' A-B-C indices. For Mitchell
and Persons, then, statistical work was concerned with constructing
representations of the business cycle itself, although for Mitchell this
was but a prelude to later understanding. A comparison may make this
point clearer. Jevons and Moore (and as far as aims go, we should
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include Juglar here) did not worry about defining the cycle as a
phenomenon and describing it because their theories told them what
facts or data to study and their aim was to explain what caused the
cycle.

Beliefs about the nature of economic cycles determined the extent to
which each economist used statistical analysis. For Jevons and Moore
(the econometricians), the cyclical regularity was hidden in the statis-
tical features of the data set, whereas for Juglar and Mitchell (the
statistical economists) the regularities were visible in the pattern of
events of the cycle, not in statistical features of the cycle itself such as
average cycle lengths or periodicities. Thus Mitchell and Juglar treated
the cycles as individual, irregular events and sought typicality of
behaviour within the cycles. Both were precluded from using more
sophisticated statistical methods by their belief in non-uniformity in the
statistical data. Persons did not believe in regular cycles either, but he
did believe that certain other regularities or constants of behaviour
would be reflected in statistical data (for example, seasonal variations
and correlations between variables), so he made use of analytical
techniques on these aspects. By contrast to the work of these statistical
economists, Jevons, and more especially Moore, used statistical analy-
sis not only to determine the nature of the underlying cycle, but to try
and establish and verify the causal relationships which made up their
theories as well. That is why I have labelled their work 'econometrics'.

The question of what 'theory testing' meant is more complex and can
not be answered simply by knowing whether an economist was working
in the econometrics or in the statistical economics tradition. Persons
was at one extreme: a pure empiricist within the statistical programme,
interested only in presenting facts and not at all in theory testing. At the
other extreme in the econometrics programme, Moore and Jevons held
strongly to their own pet theory of the cause and course of the cycle.
These two believed that theory verification, not theory testing, was
required; but this meant different things to each. For Jevons, evidence
was not particularly important; verification was achieved primarily
through an induction resting on probability inference. For Moore,
statistical evidence which verified the theory was important, but he
only sought confirming evidence in favour of the relationships of his
theory not negative evidence which might refute it.

There was considerable muddy ground between these two positions,
suggesting a complex partition of beliefs on theory testing. Juglar has
been defined in this chapter as Mitchell's forerunner in the statistical
tradition of analysis because of his use of statistical evidence, yet he fits
most neatly with Moore in his attitudes to theory validation. Mitchell
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was also in the middle, an empiricist but not anti-theory. He had
thought hard about the difficulties of finding out which were useful
theories and had concluded that of the large number of possible cycle
theories, some were complements and some were rivals. His attitude
towards testing theories was rather natural in the circumstances: if
many theories were possible, they could not all be verified, some would
necessarily have to be rejected. (Mitchell, remember, did examine —
and reject —  some theories concerned with the appearance of cycles (the
changing shape or time period of cycles) over the long term, but did not
test theories about the cause and process of the economic cycle itself.)
Further, as Chapter 4 will show, Tinbergen, though clearly in the
econometrics tradition, was in this respect like Mitchell, for he also saw
that theory testing in the face of a multiplicity of theories involved both
refutation and verification. Before we move on to Tinbergen's macro-
econometrics, Chapter 3 explores how the idea of random shocks came
to infiltrate formal business cycle analysis. But first, a brief aside on
graphic methods.

Addendum: graphs and graphic methods

Graphs have played an important part in both statistical economics
and econometrics. In the first place, they formed one of the main ways
of presenting evidence. The aim and effect of graphing time-series data
was to reduce a mass of figures to a single picture showing character-
istics such as cycles more clearly than in tables. (Juglar's table-graphs
(see Figure 3) were a halfway house, which give vivid demonstration to
this point.) Discussions of the best ways to achieve these aims can be
found in the economic and statistical journals of the late nineteenth
century (documented by Funkhouser (1938) and Spengler (1961)).23

Early statistics textbooks used by economists typically included a
chapter on methods of graphing data (for example, Mills (1924)) and
the interwar period saw a rash of books entirely concerned with
advising economists on how to present data in graph form. Secondly,
graphs often formed an important element in statistical analysis in the
early twentieth-century work (for example, in Bowley (1901)). Graphs
were used to help explain statistical methods, and graphic methods
were even used as alternatives to aglebraic methods of manipulating
variables and arithmetic methods of calculation. For example, graphs
were used to explain and to calculate correlation and regression
coefficients (see Ezekiel (1930) and Davis and Nelson (1935)). Thirdly,
23 See also J. L. Klein (1987a) for an interesting analysis of the early use of graphs in

economics.
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graphs were used to report the results of statistical work, and various
forms of graph were devised especially for this purpose.

In the work of business cycles reported in the last two chapters,
graphs were used extensively. In the Jevons/Moore tradition they were
used primarily to show regularity in the data on individual variables (as
in Figure 1), to provide evidence of relationships between variables and
to report the results of analysis (see Figure 2). The Mitchell/Persons
tradition relied on graphs and graphic methods to a greater degree.
Persons used every opportunity to use graphs to illustrate his methods
of data decomposition and the experiments he carried out in arriving at
those methods. Graphs were more fundamentally important to his
work on indices; the relationships between the individual variables,
and thus the content of the indices, were determined from studying
graphs of the data series. Graphs were used in a standard way to
represent data in Mitchell's 1913 book, but played a more central role
in his 1946 volume with Burns, where their new measurements of cycles
were dependent on pictorial representations of the data and presented
in graph form. Though these Burns-Mitchell graphs (see Figure 4) did
reduce the mass of figures to one diagram, the novelty of the measure-
ments and their presentation made them difficult to understand. In
comparison with the standard representations of the cycle, of the sort
given by Persons (see Figure 5) which showed the cycles as a time
series, the meaning of Mitchell and Burns' standardised reference and
specific cycles was opaque. Comparison of these graphs underlines the
point made earlier, that Mitchell and Burns gave representations of the
typical cycle, while Persons gave representation to the cycles over time.

In the next two chapters there are further examples of the use of
graphs. In Chapter 3, there are examples of how graphs were used to
express the results of data experiments (Figures 6 and 7) and of
methods of data analysis (Figures 8 and 9). In Chapter 4, there is an
example of Tinbergen's use of graphs (Figure 10), used both to analyse
the relationships (and thereby reduce the amount of arithmetic) and to
report the results of his analysis. These sorts of graph were distinctive to
Tinbergen's work, and were copied by relatively few other economists
of the period,24 even though they contained more information than the
conventional algebraic reports.

Graphs were a particularly important element in the analysis of
time-series data and business cycles; but it was commonplace
throughout the econometric work of the period to give the data used
24 Two notable exceptions who did use Tinbergen-type graphs were Stone (1954) in his work

on consumers' expenditure and the US macroeconometric model by L. R. Klein and
Goldberger (1955).
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either in graph or table form (or both) and to use graphs to help explain
methods and to report results in conjunction with algebraic methods
and representations. Although graphs have continued as an important
element in the statistical programme, algebraic representation of both
methods and results had come to dominate the econometrics programme
by the 1950s.



CHAPTER 3

Random shocks enter the business cycle
scene

The introduction to this book suggested that econometrics developed as
a substitute for the experimental method in economics, and that the
problems which arose were connected with the fact that most economic
data had been generated in circumstances which were neither con-
trolled nor repeatable. By using statistical methods, econometricians
also obtained access to an experimental tradition in statistics. This
tradition consisted of generating data artificially, under theoretically
known and controlled conditions, to provide a standard for comparison
with empirical data or to investigate the behaviour of data processes
under certain conditions. Such experiments now form a significant part
of the work in econometric theory (under the title Monte Carlo
experiments) and are sometimes used in applied work (model simu-
lations), but their use dates from the early years of econometrics.
Experiments played a particularly important role in the work of the
1920s which is discussed here.

This chapter deals with technical issues of data analysis and associ-
ated explanations of the generation of economic cycle data as investi-
gated by Yule, Slutsky and Frisch. The account begins with the work of
Eugen Slutsky and George Udny Yule in the 1920s both of whom made
considerable use of statistical experiments.1 Yule criticised the methods
of analysing time-series data described in the previous two chapters.
Slutsky explored the role of random shocks in generating cyclical
patterns of data. At the same time (the late 1920s) Ragnar Frisch was
experimenting with his own method for analysing economic time-series
data. Although his method turned out to be a dead end as an analytical
tool, Frisch used his understanding of economic time-series data,
together with the suggestions of Yule and Slutsky, in his 1933 design
for macrodynamic models. So it appears that the Yule and Slutsky
1 Their work was also important in the development of theoretical work on time series. Davis

(1941) has traced these developments through to Wold's (1938) analysis of stationary time
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critique, which at first had seemed entirely negative towards the
analysis of economic data, was transformed into an important element
of econometric work on the business cycle.

At the same time as the statistical genesis of business cycle data was
being investigated in the late 1920s and early 1930s, there were parallel
developments in the mathematical formulations of dynamic theories of
the business cycle. Frisch's 1933 model is the most important of these
mathematical models from the point of view of the history of econo-
metrics because he was the only economist to combine the insights of
the statistical analysis with a mathematically formulated dynamics in
his cycle model.

3.1 The experiments of Yule and Slutsky

3.1.1 Yule, measurement error and the pendulum and peas model

Since Hooker's paper of 1901 on the relationship between the marriage
rate and trade, it had been recognised by contemporary researchers
that correlations of time-series variables had to be carried out with
some care. Hooker found different correlations between the oscillations
of the variables and between their trends: over the short term, the
marriage rate was positively correlated with the trade cycle, but over
the long term the trend relationship was negative. Various methods
were suggested to get at the 'true' correlation, including the variate
difference method: taking differences between successive observations.
George Udny Yule's 1921 survey of the problem of'time-correlations'
found that the field was full of confusions; time-series correlations were
not well understood and there was disagreement about exactly what
problem the variate difference method was supposed to solve.2

In his 1926 paper, 'Why Do we Sometimes Get Nonsense Corre-
lations between Time-Series?', Yule set about his own analysis of the
problem and discovered that correlations between two sets of data in
which the observations were time related were likely to be very
misleading, in fact, they would generally be biased upwards. The high
correlations often found in time-series work were, according to Yule,
not 'spurious' but 'nonsense' correlations. His critique naturally threw
suspicion on the findings of business cycle analysts whose observations
were related through time and who relied on the evidence of high
2 George Udny Yule (1871-1951) trained as an engineer and then learnt statistics from Karl

Pearson. Yule's contributions to the field of mathemataical statistics were many and varied
and his statistics textbooks (1911) (later editions by G. U. Yule and M.G. Kendall, then by
M. G. Kendall and A. Stuart) has been used by many econometricians. (See S. M. Stigler
(1986) for a recent account of his place in the history of statistics.)
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correlation coefficients to establish relationships between variables. For
contemporaries, Yule's article was yet another nail in the coffin of the
business barometers and time-series methods discussed in Chapter 2.

Yule defined the problem as follows:
It is fairly familiar knowledge that we sometimes obtain between quanti-
ties varying with the time (time-variables) quite high correlations to
which we cannot attach any physical significance whatever, although
under the ordinary test correlation would be held to be certainly 'sig-
nificant'. As the occurrence of such 'nonsense correlations' makes one
mistrust the serious arguments that are sometimes put forward on the
basis of correlations between times series . . . it is important to clear up the
problem how they arise and in what special cases.

(Yule (1926), reprinted in (1971), p. 326)

Yule rejected the usual 'spurious correlation' argument: that an
unexpectedly high correlation found between two variables was due to
the influence of the 'time factor', taken as a proxy for some other
variable or variables, which indirectly caused the two variables to move
together. He had been the originator of this 'spurious correlation' notion in
1895, but here he favoured a more technical explanation of the problem:

But what one feels about such a correlation is, not that it must be
interpreted in terms of some very indirect catena of causation, but that it
has no meaning at all; that in non-technical terms it is simply a fluke, and
if we had or could have experience of the two variables over a very much
longer period of time we would not find any appreciable correlation
between them. But to argue like this is, in technical terms, to imply that
the observed correlation is only a fluctuation of sampling, whatever the
ordinary formula for the standard error may seem to imply: we are
arguing that the result given by the ordinary formula is not merely wrong,
but very badly wrong. (Yule (1926), reprinted in (1971), p. 328)

On considering the assumptions underlying the calculation of the
standard error formula for the correlation coefficient, Yule decided that
there were two of these which did not hold good in economic and social
time-series data. The two conditions breached were, first, that each
observation of the sample was equally likely to be drawn from any part
of the aggregate population (when in fact successive observations were
drawn from successive parts of the aggregate), and, second, that each
observation in the sample was independent of the observation drawn
either before or after it.3 Since social and economic time-series data did
3 Persons had also by this stage realised that the standard error formula did not apply, but he

did not go on, as Yule did, to analyse how far wrong the normal correlation coefficients
would be. Instead, as we shall see in Chapter 8, he believed that since the data did not
behave according to the assumptions of probability laws, then probability methods could
not be applied to business cycle data.
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not constitute independent series of observations but series in which
successive terms were related, Yule argued that

the usual conceptions to which we are accustomed fail totally and entirely
to apply. (Yule (1926), reprinted in (1971), p. 330)

Yule investigated how such time-related series of observations gave
spuriously high correlations by considering two sine waves, differing by
a quarter period. These two series have a correlation of zero over their
whole length; however, over any short period of time, the correlation
between the two series will be either +1 or —  1. In fact as the centre of a
short observation period moves along the curves, the correlation
coefficient between the two series switches between +1 and —  1. This
gives a U-shaped frequency distribution of the correlation coefficients
obtained from simultaneous observations on the two curves, always
giving values furthest away from the true value (zero) as the most
frequent. One of Yule's frequency distributions is reproduced here
(Figure 6).

Yule analysed what sorts of series would produce the nonsense
correlations found in his experiments on harmonic curves. His
results were partly based on experimental work on artificial series (a
random number series, and series derived from that), and partly on
existing data series. He found that he could predict which series
would give nonsense correlations on the basis of their serial corre-
lation characteristics. Samples of observations from two positively
serially correlated series (a 'conjunct' series), which had random
differences, would produce a higher standard error for the corre-
lation coefficient than that obtained for a random series. The distri-
bution of correlation coefficients, though not definitely misleading,
was far from bell-shaped and might possibly be bi-modal. On the
other hand, two positively serially correlated series with positively
serially correlated differences (a conjunct series with conjunct differ-
ences) would produce a U-shaped distribution or correlation coeffi-
cients like those of the harmonic curves and would therefore lead to
nonsense results.

Yule found it more difficult to reach any conclusions about the case of
oscillatory series: series where the serial correlation changes sign often
but which are not well-behaved sine waves. (He used Beveridge's series
of wheat prices as an example of this common type of series.) Given
these difficulties, Yule carefully cautioned against the comparison of
artificial series (possessing known or engineered characteristics) with
real series of unknown characteristics:
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of the harmonic curves.
Figure 6 Yule's graph of the distribution of correlation coefficients for
time series
Source: Yule (1926), reprinted in (1971), p. 334

it is quite possible that what looked a good match to the eye would not
seem at all a good match when subjected to strict analysis.

(Yule (1926), reprinted in (1971), p. 350)

In 1927, the year following his analysis of the problem of nonsense
correlations, Yule published an investigation of the frequency analysis
of sunspot data, 'On a Method of Investigating Periodicities in
Disturbed Series'. By the obvious association of sunspots with business
cycles (followingJevons' work), this paper also dealt indirectly with the
use of frequency analysis to decompose economic time series. The focus
of the paper was on the role played by errors when combined in
different ways with an harmonic process. Yule believed that frequency
analysis of cyclical data usually began with the hypothesis that the
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periodic function was masked solely by added-on errors. He showed
that if small measurement errors were added to an harmonic process
then the resulting data series would look less regular, but the wave
pattern would still be clear and frequency analysis of the series would
always recover the underlying process. If such errors were large the
graph would appear very irregular and jagged and the harmonic
process might not be clearly visible to the eye but, Yule said, it could
always be recovered.

Yule argued that there might also be other sorts of errors:
If we observe at short intervals of time the departures of a simple
harmonic pendulum from its position of rest, errors of observation will
cause superposed fluctuations ... But by improvement of apparatus and
automatic methods of recording, let us say, errors of observation are
practically eliminated. The recording apparatus is left to itself, and
unfortunately boys get into the room and start pelting the pendulum with
peas, sometimes from one side and sometimes from the other. The motion
is now affected, not by superposed fluctuations but by true disturbances, and the
effect on the graph will be of an entirely different kind. The graph will
remain surprisingly smooth, but amplitude and phase will vary con-
tinually. (Yule (1927), reprinted in (1971), p. 390)

Yule found by experiment that true disturbances which feed into the
process itself, and whose effects are carried through to successive time
periods, result in a data picture with smooth cycles which looked very
similar to that produced by sunspots. These results may seem to be
counterintuitive since superimposed (measurement) errors gave Yule a
jagged data picture which looked less like an harmonic function than
the smooth picture produced by disturbances.4

The obvious question was whether the underlying harmonic function
could be revealed in the case of true disturbances? Using ordinary
harmonic analysis led to results which were liable to error and to be
misleading. Yule found that the best way to replicate such data, that is
the best model to use to describe the data, was the regression of a linear
difference equation:

He fitted this regression equation to his experimentally obtained
disturbed harmonic process, and the sunspot data, and found that both
difference equations had as their solution a heavily damped harmonic
4 A physical experiment with a galvonometer was carried out in the 1930s by Davis at the

Cowles Commission to replicate Yule's pendulum being hit by peas (see Davis (1941)). The
oscillations were set to match the periodicities observed in the Dow Jones Industrial
Average index and then subjected to shocks. This produced very irregular data, closer in
appearance to economic cycle data than the smooth picture of Yule's demonstration.
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movement. Yule claimed that the role of the disturbances 'deduced'
from the fitted sunspot regression equation (the residuals) was to
maintain the amplitude of the harmonic period in the observed data:

The distribution of the disturbances seems to me to have some bearing on
the question whether we may perhaps, tentatively regard the damped
harmonic formula at which we have empirically arrived as being some-
thing more than merely empirical, and representing some physical reality.
As it seems to me, the disturbances do occur just in the kind of way that
would be necessary to maintain a damped vibration, and this suggests
that broadly the conception fits the facts.

(Yule (1927), reprinted in (1971), p. 408)

Yule's conclusions suggested that any variable subject to external
circumstances would be affected by disturbances:

many series which have been or might be subjected to periodogram
analysis may be subject to 'disturbance' in the sense in which the term is
here used, and that this may possibly be the source of some rather odd
results which have been reached. Disturbance will always arise if the
value of the variable is affected by external circumstance and the
oscillatory variation with time is wholly or partly self-determined, owing
to the value of the variable at any one time being a function of the
immediately preceding values. (Yule (1927), reprinted in (1971), p. 417)

Since economic variables were undoubtedly subject to external circum-
stances and were probably self-determined in Yule's sense, economic
time-series data probably contained disturbances of the sort Yule had
in mind. We have already noted Yule's paper in connection with the
decline in periodic business cycle analysis which followed Moore's
work: if disturbances were present, the use of harmonic analysis would
be an inappropriate way of finding the underlying economic cycles. The
implication was that harmonic analysis, like correlation analysis,
seemed a dangerous tool for econometricians to use. But, although Yule
had alerted economists to another danger, he had also proposed a
solution to the problem in the sense that he had found a model (the
linear difference regression model) to describe the vagaries exhibited by
such disturbed data.

3.1.2 Slutsky ys random waves

In the same year (1927), the Russian economist Eugen Slutsky
suggested a more deeply worrying possibility than the presence of
measurement errors or disturbances in economic data.5 His idea was
5 E. E. Slutsky (1880-1948), a Russian economist of considerable reputation in the field of

economic theory, but whose publication record was more heavily weighted towards
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that cycles could be caused entirely by the cumulation of random
events. The article, 'The Summation of Random Causes as a Source of
Cyclic Processes', was published in the theoretical journal of the
Moscow Institute for Business Cycle Research in 1927 (with a
summary in English). Though it appeared in an unusual source,
Slutsky's paper was immediately widely reported in the West via
academic books and journals.6

Slutsky was responsible in this paper for one of those crucial
experiments much beloved by historians and philosophers of science.
Crucial experiments are usually taken to mean decisive experiments
but I prefer to follow Hacking's (1983) suggestion and use this term in
the sense of a signposting experiment which points out the ways.
Slutsky did not indulge in repetition of his experiment. There was no
need, for he had made his point and he preferred to use his resources to
carry out several different experiments. As already noted, these sorts of
experiments in statistical theory rely on artificially generated data; the
outcome of such an experiment is an insight into what might be the
process generating some real data series. I will return to this point
following a discussion of Slutsky's work and his results.

Slutsky wanted to know whether the combination of random causes
would be sufficient to generate regular cycles. He posed the question as
follows:

is it possible that a definite structure of a connection between random
fluctuations could form them into a system of more or less regular waves?
Many laws of physics and biology are based on chance, among them such
laws as the second law of thermodynamics and Mendel's laws. But hereto-
fore we have known how regularities could be derived from a chaos of dis-
connected elements because of the very disconnectedness. In our case we
wish to consider the rise of regularity from series of chaotically-random
elements because of certain connections imposed upon them.

(Slutsky (1937), p. 106 (quoting from the 1937 English version))
His method was to be experimental:

Generally speaking the theory of chance waves is almost entirely a matter
of the future. For the sake of this future theory one cannot be too lavish
with experiments: it is experiment that shows us totally unexpected facts,

statistical work of an experimental and theoretical kind on stochastic processes and
correlation. He worked on time-series problems at the Moscow business cycle institute in
the 1920s and later used sunspot data as the raw material for some of his work (see the entry
in the International Encyclopedia of the Social Sciences and Allen (1950)).

6 Slutsky's 1927 article was fully reprinted in English in 1937 at the instigation of Schultz and
Frisch. The first five sections of the 1937 article were similar (but with some revisions) to the
original 1927 article; the latter part of the 1937 paper draws on results he published in
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Figure 7 Slutsky's random series juxtaposed with business cycles
Source: Slutsky (1927), p. 38, Chart 3; reprinted in (1937), as Figure 3,
p. 110

thus pointing out problems which otherwise would hardly fall within the
field of the investigator. (Slutsky (1937), p. 107)

and his raw material consisted of a data series of numbers drawn in the
People's Commissariat of Finance lottery, which he took to be a
random series (that is, a series with no serial correlation).

Slutsky then generated different models of empirical data processes
using the basic data series, and defining a model in the following words:

Any concrete instance of an experimentally obtained chance series we
shall regard as a model of empirical processes which are structurally
similar to it. (Slutsky (1937), p. 108)

The first model was based on a cumulative process - each new
observation (X/) was based on a simple 10-item moving summation of
the basic random number series (Xt):

He plotted a section of the data of this first model next to a chosen
section of an index of business cycles in England, reproduced in Figure
7. A close similarity between the two graphs was readily apparent.
Further experiments, using models with different weighting patterns in
the summation, reinforced Slutsky's first results and he claimed

Russian, French and Italian journals in the intervening period. This activity suggests that he
avoided the miserable fate of some of his colleagues at the Moscow Institute (see Chapter 2.4).
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an inductive proof of our first thesis, namely that the summation of
random causes may be the source of cyclic, or undulatory processes.

(Slutsky (1937), p. 114)

The rest of his article was concerned with the regularity of the cycles
involved and with a frequency analysis of the experimental series. This
led him to make the following generalisation:

The summation of random causes generates a cyclical series which tends
to imitate for a number of cycles a harmonic series of a relatively small
number of sine curves. After a more or less considerable number of periods
every regime becomes disarranged, the transition to another regime occur-
ring sometimes rather gradually, sometimes more or less abruptly, around
certain critical points. (Slutsky (1937), p. 123)

That is, random terms can generate data series which appear to consist
of a number of sine waves and are thus amenable to frequency analysis;
whereas in fact the periodic components are not well behaved but
irregular.

Slutsky's juxtaposition of the random cumulated series with the
business cycle data was not supposed to be a proof that random events
had caused the business cycle index shown. Nor was any such claim
made by Slutsky. He neither established that business cycle data were
generated by random events, nor that they were not generated in some
alternative way. The experiment was an artificial 'as if experiment,
rather than real experiment. The inference was therefore more limited:
the graph merely suggested that such a data generation process could
give very similar data to that produced by economic activity.

Slutsky was not responsible for the idea that random events have a
role in business cycles, for it was a long-held view that accidental or
outside disturbances formed the immediate impetus behind economic
crises or turning points. No statistical model of how this occurred had
been advanced prior to the work of Yule and Slutsky. Yule's model (the
pendulum being pelted with peas) suggested a cyclical mechanism,
whose oscillations were maintained by random shocks. Slutsky's hypo-
thesis went further by giving random causes sole responsibility for the
complete cyclical movements in economic activity, rather than for just
the turning points or the maintenance of oscillations.

It seems that Slutsky's insight into how random events might cause
business cycles captured the imagination more than the partial role for
disturbances suggested by Yule. Slutsky's idea was rapidly reported
and discussed in business cycle circles. It was discussed briefly by
Mitchell in his influential 1927 book. Then Holbrook Working (1928),
in reviewing Mitchell's book, seized on this brief report of Slutsky's
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work and suggested that, although he was not prepared to accept it as a
complete explanation, there might be considerable elements of truth in
the idea. In 1929 Kuznets discussed Slutsky's work at length and repro-
duced the crucial graph (Figure 7) in the context of carrying out some of
his own experiments on time-series data. He wrote of Slutsky's theory:

If cycles arise from random events, assuming the summation of the latter,
then we obviously do not need the hypothesis of an independent regularly
recurring cause which is deemed necessary by some theorists of business
cycles. Indeed, if one can explain how in certain processes of economic life,
the response to stimuli is cumulative, then the whole discussion of the cause
of business cycles becomes supererogation. (Kuznets (1929), p. 274)

As Kuznets pointed out, Slutsky's work not only removed the necessity
for periodic cause of economic cycles (an idea which had been
persistently followed by Jevons and Moore, but which had made most
economists feel distinctly uneasy), but might also, if the cumulative
mechanism were understood, make any further discussion of the cause
of business cycles superfluous.

Later in 1939, with the benefit of some hindsight, Schumpeter gave a
different interpretation of the signposts which pointed from Slutsky's
experiment:

that proof did two things for us: first, it removed the argument that, since
our series display obvious regularities, therefore their behaviour cannot
result from the impact of random causes; second, it opened an avenue to
an important part of the economic mechanism, which has since been
explored by R. Frisch in a powerful piece of work.

(Schumpeter (1939), p. 181)

This interpretation recognised both the possibility of random causes
(by rejecting the notion of their impossibility) and the possibility of a
new sort of business cycle mechanism. Schumpeter referred here to
Frisch's 1933 business cycle model (discussed later in this chapter), but
the avenue of thought which Frisch was actually exploring in the late
1920s was the composition of economic time-series data.

3.2 Frisch's time-series analysis
Ragnar Frisch was one of the leading practitioners of econometrics in the
1920s and 1930s.7 His leadership of the econometric movement was
exercised through his personal style whilst Editor of Econometrica (from
7 Ragnar Frisch (1895-1973), one of the founders of the Econometric Society, was a very

influential figure in the development of econometrics (see, for example, Tinbergen's (1974)
sketch of his role). His first degree was in economics and his doctorate was in mathematical
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1933 to 1954), at meetings of the Econometric Society and through his
writing and teaching. He was a prolific writer: a number of his articles
quickly became classics; but some of his econometric papers, par-
ticularly those on econometric methods and ideas, are as hard to
comprehend today as they were for his contemporaries. Despite his
dominant role, Frisch's work on time-series analysis has been largely
forgotten. It is important to understand something of this work because
his analysis helped him to understand economic time-series data and
thus to produce an innovative model of the business cycle.

In the middle 1920s Frisch, dissatisfied with the available methods,
decided to invent his own method of time-series analysis.8 He wanted to
develop a totally objective method of analysing time-series data which
was more flexible yet more rigorous than the methods in current usage.
Despite a lengthy and massive research effort, his results were reported
in just three papers in 1927 (unpublished), 1928 and 1931.9 This
description of his method is based on all three.

According to Frisch, the problem of existing time-series decompo-
sition methods (of the sort used by Persons, for example) was that
different methods were used to isolate each component, and there was

no logical relation between the various methods ... no general principle
from which these various methods may be derived.10

(Frisch (1927), p. 4)
Frisch thought that if all the usual components (trends, cycles, seasonal
and erratic variations) were regarded as cycles, then trends were
merely part of a long cycle and erratic elements were short cycles which

statistics. He spent his career at the University of Oslo (though he travelled widely) and his
interests ranged over the whole field of economics. J. C. Andvig (1985) gives a comprehen-
sive account of Frisch's work in building macroeconomic models which parallels his work
described here in econometrics. (See also Andvig (1978) and (1981).)

8 It is not clear exactly when Frisch started to work on time-series problems for he gave no
hint of the impetus behind it. But this was not unusual with Frisch; he often did not deign to
fit his own work into the literature or to say specifically who he was arguing against. Davis,
who worked with Frisch on these problems in the 1930s at the Cowles Commission, stated
that it was Yule's (1927) ideas on disturbed harmonic processes and his analogy of the
pendulum and peas which first stimulated Frisch into working on the decomposition
problem. Andvig maintains from his study of Frisch's papers that the work started earlier in
1925.

9 Frisch produced a mimeographed paper (circulated privately with the help of Mitchell) on
his time-series methods in 1927. The two published articles are (1928) and (1931). Andvig
(1985) also reports a mimeographed paper in Norwegian.

10 Wald (1936) agreed with this criticism in an interesting critique of the decomposition
method, undertaken at the request of Morgenstern, head of the Vienna business cycle
research institute (see Chapter 8 n. 5). Wald suggested that since there were no generally
consistent and complete ways of defining the components of economic data series accord-
ing to the outside groups of causal forces, a more fruitful approach was to do a complete
frequency analysis of the components of a series and then identify those internal
components found with groups of external causes. Wald's work on the subject was and is
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appear jagged because the data were not available in short enough time
units. Time series could then be regarded as a suite of cycles in which
only the middle waves can be traced. Frisch called each component a
'trend' denoting a changing, probably cyclical, form. (This is a good
example of Frisch's confusing habit of changing the meaning of existing
terminology.) A low order 'trend' (such as seasonal variation) involved
a short period length and a high order 'trend' was one of long length (for
example, a Kondratiefflong wave). This, he claimed, enabled a unified
approach to all the components of a time series, instead of the mixed
approach adopted by Persons.

Frisch also proposed to abandon the standard periodogram analysis
which involved the assumption of constant and fixed periodicities
because he believed economic cycles were variable (both in length and
shape) rather than constant phenomena. He proposed instead a
'moving method' which would show how component cycles ('trends')
evolved and trace these changing cycles in the historical data series. His
analysis was concerned with local properties rather than the total
properties of the whole series. That is, Frisch wanted each component
of the time series at any given point of time to be determined from the
data in the vicinity of that point rather than by the course of the time
series in all years. He described his method as a 'principle of moving fit'
or 'curvefitting without parameters' (Frisch (1928), p. 230).

In his first paper on the subject in 1927, Frisch began by assuming
that a time series W is a complicated function made up of many
different 'trends', Y(, each of which are assumed to be changing sine
waves (i.e., waves of changing period length):

W = 7 0 + Y\ + F 2 + . . . + Yn

He claimed that these component 7s could be unravelled relatively
easily if the order of each 'trend' were very different from the others.
That is, provided the period of one 'trend' component was, say, 7 to 10
times greater than that of the next 'trend', both components could be
found. Frisch's method of unravelling the different 'trends' he called the
'method of normal points'. It was based on the observation that if the
'trends' were of different orders, the curvature of Yo would be very
much greater than that of Yu which would be that much greater again
than the curve of Y2 and so on.11 Figure 8 illustrates Frisch's idea (but it

little known (an extract is printed in the forthcoming volume of classic readings by Hendry
and Morgan) but is cited in connection with the 1960s revival of frequency analysis in
econometrics (see Morgenstern (1961)).
Frisch also suggested a second method, called the 'method of moving differences', to be
applied when there were several component 'trends' of the same order of magnitude in each
series. The general approach was the same but it involved the higher derivatives of W,
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«, trend VoV'

Figure 8 Frisch's time-series method - graph 1

is not an illustration from Frisch, for he used none): a time series W,
consisting of two components, in which the slope of the shorter period
component, Yo, is steeper in general than that of the longer period
component, Y\.

Frisch argued that if you took the second derivatives of the data series
that is, W'\ the dominant element in it would be Yo" except at the
'normal point' denned as the point where Yo" vanishes. At a slight
displacement from its normal point, however, Yo" would continue to
dominate, since at the normal point, the first derivative Yo' is at its
maximum (or minimum). In practice, if the period of Y\ is several times
greater than that of Yih then the dominance of Yo is such that the normal
points of the lowest order (smallest period) 'trend' Yo would be found
where W" is zero. These normal points could then be used as observa-
tions in a new time series W] where the 'trend 'of lowest order, Fo, had
been eliminated. This is shown in Figure 9 (which is adapted from an
illustration of Frisch's method given in Schumpeter (1939), p. 469),
where the original series Wo consists of three 'trends', Yo, Y\ and 72 and
the new series W\ consists of only the two longer period 'trends' Fj and
Y*.

Following the elimination of Yo from Wo, the 'trend' Y\ could be
eliminated from the new composite series W\ to give the remaining
W2 = Y>2 series. The deviations between the old series Wo and the first
new series Wx would give the 'trend' Yo, and successive Y\ components
('trends' of higher order) could be found in the same way.

In practice, the second derivatives could not be found because the
data were discrete, so Frisch used the second differences of the data
series, denoted F, as an estimate of the second derivatives W". That is,
he calculated the individual data points from:

required more reliable and regular material than the first method and was considerably
more complicated.
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Wo = Yo + V, + Y2

W, = Wo - Yo = Y, +

Figure 9 Frisch's time-series method - graph 2

V,"= F,= Wl+l- t-\

Plotting this second difference series revealed the estimated 'normal
points' (where Vt equalled zero) providing, Frisch argued, that two
conditions hold. First, the distance between the three data points used
in calculating the second difference of W'must be small in relation to the
distance between the normal points of the lowest 'trend'; secondly,
accidental errors must not dominate in the data and lead to false zeros.
So, if the graph of Vt changed signs frequently within short intervals,
Frisch suggested that the 'trend' was of too low an order (relative to the
data frequency) to be investigated. Such a 'trend' should be treated
instead as accidental components, eliminated by taking a moving
average of the original series W. These problems might arise, for
example, in the attempt to isolate a seasonal component using monthly
data.

In his 1928 article, Frisch presented a generalised and condensed
version of his method which he described as the use of linear operators
to measure changing harmonics in time series. These linear operators
could be derivatives, but were more likely to be difference operators or
weighted moving averages of various kinds. In a further short paper in
1931, Frisch turned his attention to the Slutsky effect and experimented
with different linear operators acting on random terms. He regarded
Slutsky's cycles as spurious and was interested in finding a way of
telling whether cycles in data were spurious (caused by the Slutsky
effect: the cumulation of random terms) or not. He found, as Slutsky
had done, that certain linear operators acting on random shocks would
produce changing harmonic waves.
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Frisch's time-series research programme continued, but despite his
promises and the considerable research input into his method by
research assistants at the University of Oslo, by students at Yale and at
the Cowles Commission during the 1930s, none of this further work
appeared. During these years, Frisch was research consultant to the
Commission, advising on the general direction of research and more
particularly on a project on the time-series analysis of stock market
prices which involved the participation of H. T. Davis.12 As a result of
his econometric work with the Cowles Commission, Davis wrote a
massive survey of time-series methods published in 1941, which
contained almost the only serious contemporary discussion of Frisch's
work. In his 600-odd pages, Davis devoted only one and a half pages to
Frisch's method of changing harmonic analysis. This is not because
Davis disagreed with Frisch's view of the nature of economic time
series. On the contrary, he rejected periodogram analysis on exactly the
same grounds that Frisch had done. Davis himself worked out a more
straightforward way of treating moving components involving a small
modification of the standard periodogram method. He carried out
empirical work to demonstrjate that his own method obtained results
similar to those obtained by Frisch, and that both were more successful
in reducing the residual variance of a series than standard harmonic
methods using a small number of harmonic terms. After all Frisch's
hard work on the topic, it is ironic that Davis arrived at his quicker
method because of a hint from Frisch.13

Given his prestige, it is perhaps surprising that Frisch's theoretical
work on time series has received so little attention (Davis apart) from
those assessing his work.14 Yet, as a practical method of time-series
analysis, Frisch's work was a failure. Moreover, this was evident at the
time, for in marked contrast to other innovations that Frisch proposed,
contemporaries did not adopt his time-series methods. With hindsight,
there are a number of convincing reasons why this was so. One reason
was the communication difficulties generally evident in Frisch's writing

Harold T. Davis (1892-1974), a mathematician, became associated with econometrics
through his connection with Alfred Cowles. Davis worked with the Cowles Commission
research staff particularly on mathematical problems and on the analysis of time-series
data. He wrote one of the first econometrics textbooks (1941a), mainly on mathematical
economics. He also published widely on pure and applied mathematical problems.
Davis' hint from Frisch was acknowledged. Cargill's (1974) survey paper claims that the
contribution of Davis' book on time series was the treatment of changing cyclical
components, but he ignores Frisch's work.
Schumpeter (1939) is the other contemporary exception to this rule. Recent assessments
by, for example, Arrow (1960) and Edvardsen (1970) also ignore this work. Andvig (1985)
is, of course, comprehensive in this respect.
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on statistical methods. Frisch usually presented his work in this field as
if it were a brand new approach to a problem and invented his own new
terminology. In this case for example, he confused the reader by using
the term 'trend' for all the components of the data. He was particularly
interested in the problems of computation and sometimes invented
new algorithms for calculating terms, but, as here, he failed to give
proper examples illustrating his new methods. He rarely rewrote his
results in order to make them comprehensible, preferring instead to
move on to a new problem. He often failed to relate his analytical
techniques to economic problems so their relevance was not always
obvious. Because of these characteristics, much of Frisch's written work
in this area is therefore very difficult to understand and his analysis of
economic time series illustrates these communication problems
vividly.15

A more potent reason for the failure of Frisch's time-series method to
make much impact on econometrics was that his methods were not
particularly original, although Frisch's written style obscured this fact.
Frisch's work appeared novel because his analysis was based on a
continually changing series of components. But the techniques he used,
linear operators of various sorts, were also used in different guises by
Persons and in the variate difference approach and, most important,
they suffered from the same problems as other business cycle methods
of the 1920s. Specifically, despite all his mathematics, Frisch had failed
in his desire to invent a totally objective method; in practice, some
judgement was needed. Frisch's method therefore possessed no real
advantages over Persons' decomposition approach.

Further, as Davis pointed out, any method of treating changing
harmonics, either his own moving periodogram method or Frisch's
method of linear operators, raised questions about degrees of freedom
and significance of the results. The ideal representation of data should
account for as much variation in the data with as few parameters or
functions as possible. Any method which fitted each segment of data (or
each observation) individually, as in Frisch's method or in fitting a
polynomial of order nearly equal to the number of data points, is not a
very efficient representation of the data. Frisch's method accounted for
more variation than the standard method, but just how many degrees of

15 They are also evident in another research project of Frisch of the late 1920s and early
1930s. This was on confluent relationships: several relationships holding between a set of
economic variables at the same time. He viewed both as problems of unravelling components
from the data; in one case these were cycles and in the other relationships. His method of
attacking these problems and some of the techniques he used were similar. (See Chapter 7
Letter 11 for a discussion of confluence analysis.)
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freedom were left, and thus how significant were his results, would be
difficult to determine.

A further comparison with another contemporary approach is per-
tinent here. In Frisch's method, each cycle of each component 'trend'
was treated as an individual event. His method therefore suffered from
the same difficulties as beset Mitchell's analysis, namely the inability to
support general explanations of economic data or explanations based
on constant relationships. These problems were the inevitable result of
theory-free data analysis applied at the level of the cycle. It is the cycle
unit which is the real problem here, not the theory-free analysis.
Remember, Yule had analysed the problem of changing components in
terms of a stochastic process which generated the data: this enabled
theory-free analysis, but allowed for a generalised model of the process.
But, unlike Yule's analysis or Slutsky's work, Frisch's unravelling of
time-series data produced no general model of how time-series data
were generated.

In his 1931 paper, Frisch had defined the general problems in the
analysis of economic time-series data. The first was the question of the
composition of economic time series. Frisch's programme to solve this
problem and

find out on more or less empirical grounds what is actually present in the
series at hand, that is to say, what sort of components the series contains

(Frisch (1931), p. 74)
has been described in this section. He believed he had succeeded in this
task and although he failed in his attempts to revolutionise the field of
economic time-series analysis, he had learnt a considerable amount
about the behaviour of economic time-series data from his investi-
gations. The crucial issue which remained unexplained was how the
time-series components, which Frisch had spent so much energy trying
to unravel, came to be combined together in the first place. His solution
to this puzzle is discussed next.

3.3 Frisch's rocking horse model of the business cycle
In marked contrast to his work on time series, Frisch's 1933 paper on
business cycle models presented few communication problems. It was
an ambitious paper but was highly successful and quickly became a
classic in its field, for it both told economists how to do macrodynamics
and showed what an econometric model of the complete cycle should
look like. As we shall see later, Frisch's small theoretical model
provided the design for Tinbergen's full-scale applied macroeconome-
trics in the later 1930s.
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The advent of mathematically formulated, dynamic models of the
business cycle was, as I said earlier, a parallel story to the develop-
oment of statistical work on business cycle data. The focus of endeavour
was to produce an economic theory to explain business cycles and,
particularly by the early 1930s, to explain the Great Depression. This
required a dynamic model of the whole economy, a task in which
econometricians (as mathematical economists) played a very impor-
tant role. During the 1920s econometricians had explored the cycles
that occurred in prices and outputs of agricultural goods and modelled
these as systems of lagged relationships. Frisch developed these ideas
further in the business cycle field to form a model of the cycle in its
entirety. But he was not the only economist to do so in the late 1920s
and early 1930s. As Tinbergen's 1935 survey of the field showed, apart
from the cycle models of other econometricians such as Vinci, Roos and
Tinbergen himself, there was also the work of Kalecki.

The development of small mathematical dynamic macromodels was
very important for the history of econometrics. But the unique import-
ance of Frisch's paper lies in another aspect of his model, namely the
integration of random shocks into the cycle model as an essential part of
that model. In this chaper, I shall concentrate on those aspects of
Frisch's model design which are of particular interest from the econo-
metric point of view. An analysis of the macroeconomics of the model
are contained in the definitive study of Frisch's work during the
interwar period by Andvig (1985) (see also Andvig (1978)).

Frisch's paper, entitled 'Propagation Problems and Impulse
Problems in Dynamic Economies', was concerned with the following
problem: what should a model look like which accounts not only for
cycles in economic variables but also does so in a way that can be
reconciled with observed economic data? As we have seen from the
reactions to Moore's cycle work, business cycle theories which specified
regular forced oscillations (exogenous theories such as the sunspot
theory) were thought by reviewers to be unsatisfactory since observed
cycles were clearly not of exactly regular length and appearance. At the
same time, although economists liked theories which suggested that a
cycle was generated from inside the economic system (endogenous
theories such as changes in credit availablity) and which involved a
tendency to return to equilibrium, such theories failed to explain why it
was that in observed data, the cycles in economic activity were
maintained.

By the time Frisch wrote his paper in 1933, there had been two
statistical demonstrations of how outside disturbing forces could gener-
ate the type of time-series data seen in economic variables. Yule had
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shown, in his 1927 investigation of sunspots, how the presence of shocks
hitting an harmonic process would give rise to an irregular harmonic
series. Slutsky's experiment of 1927 had shown how in the extreme case,
the summation of a random series on its own would result in data series
of the business cycle type. Frisch took note of these examples in his own
attempts to postulate a mechanism that would generate the sort of
economic time-series data which were observed.16 Since Frisch himself
believed that observed business cycle data consisted of a suite of
changing cyclical components, in effect he sought an explanation of
how these components were combined to form the economic time series.

Frisch suggested that the original idea of his model was due not to
Slutsky or Yule but to Wicksell:

Knut Wicksell seems to be the first who has been definitely aware of the
two types of problems in economic cycle analysis - the propagation
problem and impulse problem - and also the first who has formulated
explicitly the theory that the source of energy which maintains the
economic cycles are erratic shocks. He conceived more or less definitely of
the economic system as being pushed along irregularly, jerkingly ... these
irregular jerks may cause more or less regular cyclical movements. He
illustrates it by one of those perfectly simple and yet profound illustra-
tions: 'If you hit a wooden rocking-horse with a club, the movement of the
horse will be very different to that of the club.'

(Frisch (1933), p. 198)

This idea, termed here the 'rocking horse theory' of the business cycle
(but usually known more prosaically as the Cassel paper, after the
volume in which it appeared), provided a general explanation of the
generation of economic time-series data. It had appeared in other
guises in cycle analysis, for example, in Jevons' description of the
economy as a vibrating ship being hit by waves and in Yule's analogy of
boys pelting a pendulum with peas, but the rocking horse analogy,
through Frisch's work, proved the most influential.

The particular attraction of Frisch's rocking horse model was that it
allowed for the free and damped oscillations desired by economic
theoreticians (the normal movement of the rocking horse which would
gradually return the horse to a position of rest if left to itself) and yet
was compatible with observed business cycle data which were irregular
and undamped (the rocking horse movement disturbed by the random
blows). As Frisch observed at the start of his paper:
16 The influence of Yule and Slutsky on Frisch is clear in this case for he took unusual care to

reference their work in his (1933) paper and later (1939) stated explicitly that one of the
aims of his (1933) paper was to explain how Slutsky's 'shocks' came to be summed by the
economic system.
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The most important feature of the free oscillations is that the length of the
cycles and the tendency towards dampening are determined by the
intrinsic structure of the swinging system, while the intensity (the
amplitude) of the fluctuations is determined primarily by the exterior
impulse. An important consequence of this is that a more or less regular
fluctuation may be produced by a cause which operates irregularly. There
need not be any synchronism between the initiating force or forces and the
movement of the swinging system. This fact has frequently been over-
looked in economic cycle analysis.

If a cyclical variation is analysed from the point of view of a free
oscillation, we have to distinguish between two fundamental problems:
first, the propagation problem; second, the impulse problem.

(Frisch (1933), p. 171)

Frisch first of all turned his attention to the propagation problem and
the question of dynamic economic models of the economic system:

The propagation problem is the problem of explaining by the structural
properties of the swinging system, what the character of the swings would
be in case the system was started in some initial situation. This must be
done by an essentially dynamic theory, that is to say, by a theory that
explains how one situation grows out of the foregoing. In this type of
analysis we consider not only a set of magnitudes in a given point of time
and study the interrelations between them, but we consider the magni-
tudes of certain variables in different points of time, and we introduce
certain equations which embrace at the same time several of these
magnitudes belonging to different instants. This is the essential character-
istic of a dynamic theory. (Frisch (1933), pp. 171-2)

Frisch distinguished between the microdynamic models which had
been developed of particular markets and his own macrodynamic
analysis. Yet it is clear that his macromodelling was based on con-
temporary micro-models such as the cobweb model: a two-equation
demand and lagged supply model first used by Moore in 1925 (and
discussed in Part II) . Although his model was to be of the whole
economy, Frisch stressed that it had to be a simplified model otherwise
it would not be possible to study

the exact time shape of the solutions, the question of whether one group of
phenomena is lagging behind or leading before another group, the
question of whether one part of the system will oscillate with higher
amplitudes than another part and so on. But these latter problems are just
the essential problems in business cycle analysis. (Frisch (1933), p. 173)

So he set up a small macroeconomic model, formulated as a determi-
nate system of mixed differential and difference equations, and showed
how it could give rise to oscillations.
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Because of his earlier research on the nature of economic time series
Frisch naturally wanted to investigate

whether the system is satisfied if each of the variables is assumed to be
made up of a number of components, each component being either an
exponential or a damped oscillation. (Frisch (1933), p. 183)

To do this, he first assumed that each of his three main economic vari-
ables ('consumption', 'capital starting' and 'carry-on-activity') were
composed of a number of component cycles or waves. The period and
form of these component cycles were dependent in turn on the structural
parameters of the system that he had set up. In order to study the nature
of the time-series solutions to these equations (between the structural
parameters and the harmonic terms) he inserted his own guessed values
for the structural parameters. These guesses he described as:

numerical values that may in a rough way express the magnitudes which
we would expect to find in actual economic life. At present I am only
guessing very roughly at these parameters, but I believe that it will be
possible by appropriate statistical methods to obtain more exact infor-
mation about them. I think, indeed, that the statistical determination of
such structural parameters will be one of the main objectives of the
economic cycle analysis of the future. If we ask for a real explanation of the
movements, this type of work seems to be the indispensable complement
needed in order to co-ordinate and give a significant interpretation to the
huge mass of empirical descriptive facts that have been accumulated in
cycle analysis for the past ten or twenty years. (Frisch (1933), p. 185)

The mathematical solution of the equation system with the inserted
guesses was not easy.17 Frisch used a system of 'numerical and
graphical approximation' which resulted in a solution for each vari-
able, consisting of a trend plus three component cycles. These cycles
were a primary cycle of 8.57 years (the business cycle), a secondary
cycle of 3.5 years (the short 42-month business cycle) and a tertiary
cycle of 2.2 years. All of these were heavily damped. The first two cycle
lengths were close to those found in actual business cycle data for the
late nineteenth and early twentieth centuries. Further, these cycle
lengths were fairly insensitive to changes in all of the chosen structural
parameter values, except that representing the length of time required
for the production of capital goods (the technical coefficient of'carry-
on-activity'). In oraer to show more clearly how the structural para-
meters determined the time shape of the solutions, Frisch also provided
a step-by-step computation of the variables, assuming that certain
17 The solution method was ad hoc but the problem prompted further research and a paper

by Frisch and Holme (1935) gave a formal method of solving mixed differential-difference
equations.
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initial values of the system were given.
Frisch was clearly very pleased with his results and their closeness to

observed average cycle lengths:
Of course, the results here obtained with regard to the length of the
periods and the intensity of the damping must not be interpreted as giving
a final explanation of business cycles; in particular it must be investigated
if the same types of cycles can be explained also by other sets of
assumptions, for instance, by assumptions about the saving-investment
discrepancy, or by the indebtedness effect etc. Anyhow, I believe that the
results here obtained in particular those regarding the length of the
primary cycle of 8 '/> years and secondary cycle of 3 V-2 years, are not entirely
due to coincidence but have a real significance. (Frisch (1933), p. 190)IH

Remember that Frisch had simulated his economic system based on
guessed values for the structural parameters rather than using real
economic data in his work. He must have been very confident in his
model, and in his experiment, to predict that a new cycle would be
discovered in empirical data:

I want to go one step further: I want to formulate the hypothesis that if the
various statistical production or monetary series that are now usually
studied in connection with business cycles are scrutinized more thoroughly,
using a more powerful technique of time series analysis, then we shall probably
discover evidence also of the tertiary cycle, i.e. a cycle of a little more than two years.

(Frisch (1933), p. 190)

Having discussed the internal economic cycle mechanism (the
propagation problem), Frisch turned his attention to the impulse
problem and to the question of consistency between his theory and
economic time-series data. How could the damped component cycles
he found for his determinate dynamic system be reconciled with the
absence of damping and smoothness in the data?

There are several alternative ways in which one may approach the impulse
problem and try to reconcile the results of the determinate dynamic
analysis with the facts. One way which I believe is particularly fruitful
and promising is to study what would become of the solution of a
determinate dynamic system if it were exposed to a stream of erratic
shocks that constantly upsets the continuous evolution, and by so doing
introduces into the system the energy necessary to maintain the swings. If

18 The dangers of making such inferences were discussed by Haavelmo (1940). Like Yule,
Haavelmo discussed both the role of superimposed errors and disturbances in estimated
economic relationships and pointed out the dangers of letting verification rest on
periodicities equal or similar to those of observed cycles, for when shocks are added to the
model, these periodicities may change or may not even exist. This point is discussed further
in Chapter 4.4.



96 Business cycles

fully worked out, I believe that this idea will give an interesting synthesis
between the stochastical point of view and the point of view of rigidly
determined dynamical laws. (Frisch (1933), pp. 197-8)

Frisch pointed out that both Yule and Slutsky had suggested how
economic time series might be generated by irregular events. Yet Frisch
felt that the central problem still remained. How are the time shapes of
observed economic variables actually determined, that is, how do
Slutsky's random terms come to be summed in economic activity or
how are Yule's shocks absorbed into the system; and what economic
interpretation can be given to the processes?

Frisch's explanation linked his two fields of enquiry: the time shape
of the components and their generation. His earlier analysis of
economic time-series data had made him characterise such data as a
combination of changing component cycles and he had used linear
operators to unravel the components in each variable. Later he had
turned this method round to experiment with linear operators acting on
shocks as Slutsky had done. Now he used this idea again to suggest that
the observed time series of an economic variable was the result of

applying a linear operator to the shocks, and the system of weights in the
operator will simply be given by the shape of the time curve that would have been the
solution of the determinate dynamic system in case the movement had been allowed to go
on undisturbed. (Frisch (1933), p. 201)

That is, the economic system has its own time path (consisting in his
model of the combination of three damped, but fixed, component cycles)
which provides a set of weights. This acts as a linear operator on the
random shocks in a cumulative fashion to produce a combination of
changing component cycles like those he had observed in real economic
variables. Frisch gave a 'proof of this suggestion with another simu-
lation which showed that a linear operator acting on erratic shocks
produced a curve with a changing harmonic, a not quite regular cycle
where

the length of the period and also the amplitude being to some extent
variable, these variations taking place, however, within such limits that it
is reasonable to speak of an average period and an average amplitude.

(Frisch (1933), p. 202)

These are precisely the sort of component cycles Frisch had analysed in
his time-series work and which he believed were typical of economic
time-series data. He felt that this provided further empirical support
that his model design was on the right lines.

Thus the system and the shocks are both required to maintain
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economic oscillations and to produce data consisting of changing
component cycles:

thus by connecting the two ideas: (1) the continuous solution of a
determinate dynamic system and (2) the discontinuous shocks inter-
vening and supplying the energy that may maintain the swings - we get a
theoretical set-up which seems to furnish a rational interpretation of those
movements which we have been accustomed to see in our statistical time
data. The solution of the determinate dynamic system only furnishes a
part of the explanation: it determines the weight system to be used in the
cumulation of the erratic shocks. The other and equally important part of
the explanation lies in the elucidation of the general laws governing the
effect produced by linear operations performed on erratic shocks.

(Frisch (1933), pp. 202-3)

Frisch's finding was similar to Yule's result that the best way to
model the process of a disturbed harmonic function was by a simple
difference equation (a linear operator) with an added disturbance. It is
interesting that, although Yule postulated the process for such a time
series, estimated the process and then solved for the cycles, Frisch
himself continued to shy away from estimating the process that
generated the cycles. Thus, despite recommending that structural
parameters of the equations in the system should be estimated, Frisch
had preferred instead to guess these parameters. This might seem a
puzzling decision, but there were several reasons for it. In the first
place, despite Frisch's modern terminology of 'macrodynamics', the
cycle still formed the central concept and unit of analysis in his work.
This is reflected both in his practice of solving the system into the
time-series domain to find the cycle lengths and in the novelty of his
appeal to the resulting cycles as confirming evidence of the model. It
was the shape and periodicity of the time-series solutions to the
macroeconomic system, and not the structural parameters themselves,
which interested Frisch.19 His views in this respect were conventional
since the intellectual context of economic thought in the early 1930s was
still that of business cycles not macroeconomics.

But Frisch had other good reasons for avoiding the structural
parameters. He was at this time involved in two separate investigations
into econometric methods. One was his time-series work discussed
earlier and the second was a study of parameter estimation methods in
19 I am indebted to John Aldrich for this suggestion which is consistent with Frisch's

apparent change of heart towards estimation of such cycle models by the time of the
European Meeting of the Econometric Society in 1936. By that time he advocated
estimating the final form equations (similar to Yule's difference equations) not the
structural system of equations because of his worries about collinearity and this led
naturally on to his 1938 paper on autonomy (see Chapter 4.4 and Aldrich (1989)).
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the presence of confluent relationships: several relationships holding
between the variables at the same time. He thought there would be a
particular danger of confluent relationships in business cycle research
because of the parallel movements in the data series, and that the usual
least squares estimates of structural parameters would therefore be
untrustworthy. He was heavily critical of the standard regression
methods, but he had not yet (by 1933) worked out his own bunch map
techniques to deal with this problem. On the other hand, his time-series
research programme was well advanced and, in these circumstances,
he perhaps felt more at home in seeking the solution to his system, in
terms of component cycles than in working with the structural para-
meters.

Good intellectual reasons apart, Frisch, unlike Tinbergen, preferred
to work on problems of the methods and methodology of econometrics
rather than on applied econometrics using real data. Although he had
not 'applied' his rocking horse model to real data, and had therefore
made no direct recourse to evidence, Frisch had made two indirect
appeals to evidence to convince himself that his design was on the right
lines. The first was that his simulated system had certain numerical
results on cycle lengths in common with those from standard business
cycle analysis. This was highly satisfactory, but was insufficient for
Frisch. It was the further fact, that by putting together his economic
model and the shocks he could reproduce the features he believed
characterised economic time-series data, which finally convinced him.
Frisch's model design did provide an answer to his question of how the
changing cycle components came together to form economic data series.

Frisch's 1933 paper was highly successful; it was referenced by all the
main writers on business cycles working in econometrics and mathema-
tical economics. As a dynamic macromodel, the rocking horse model of
the business cycle was successful because it had all the 'correct'
features. The models of Jevons and Moore had not been accepted by
other economists, not primarily because the chain of causation was so
tenuous, but because economists were unwilling to believe in an
economy which was totally reliant on regular exogenous forces for its
motion. Frisch's rocking horse theory rested on an essentially mechani-
cal system, a system, with a natural tendency towards an equilibrium
or position of rest; the motion of the underlying model was endogenous
and had damped oscillations. Frisch's paper has been credited by
Samuelson with causing a revolution in economics equivalent in effect
to the revolution from classical to quantum mechanics in physics
(Samuelson (1947), p. 284). The revolution in thought that Samuelson
referred to, however, was not in econometrics but in economic theory,
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and the transition in question was from the method of comparative
statics to what might be called comparative dynamics.20 Frisch had
shown economists how to manipulate dynamic macromodels.

Yet there was more involved than suggested by Samuelson's judge-
ment. Non-mathematical models of the trade cycle could not usually be
translated into macromodels, let alone into potential econometric
models, because such theories were often indeterminate or incomplete
and the time relations were rarely specified. Frisch's model was
dynamic, determinate and complete, a model which theorists could
explore and manipulate for insights into how the economy might work,
but one which was also amenable to econometric analysis. Econo-
metricians such as Frisch and Tinbergen played a crucial part in
developing mathematical macroeconomic models that could be made
operational.

The rocking horse model was also a landmark in econometrics.
Statistical work on the business cycle, such as that by Persons and
Mitchell, had mostly been concerned with attempts to measure or
isolate the cycle rather than to provide explanatory models of the cycle
or test the many theories of the cycle. Moore had worked out a viable
explanation of the business cycle and estimated it by a process of
defining successive relationships, but it was limited in its design to fit
the dynamic pattern of a particular time and place. Frisch's model was
not built to fit any particular data set; it is not even clear that it was
intended as a serious economic theory of the cycle, but rather as an
illustrative exercise in method in which Frisch showed the sort of model
or explanation econometricians should be using.

The importance of Frisch's paper for econometrics lies therefore in
his model design. The economic dynamics are one important element of
this. His model could generate economic cycles through the inter-
actions of the equations in its system. But of course, whether the model
did generate cycles depended on the parameters of the model and it was
possible that with other parameters, the model might not necessarily
produce cycles, the solutions might be undamped or even explosive.
The second important econometric design feature was the role of
random shocks in conjuction with the deterministic system. Although
business cycle theory was non-stochastic, it was generally accepted in
an informal way that observed cycles were influenced by non-regular
outside events. Frisch recognised that these shocks were real disturb-
ances (in Yule's sense), rather than either a measurement error (as in
Yule's superposed errors) or an unexplained residual left after the
20 See, for example, Merlin's (1950) analysis of equilibrium notions and the econometric

contribution to cycle theory.
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elimination of trend, seasonal and cyclical features from the data (as
in Persons' work). The economic system provided the summation
mechanism for these random errors as suggested in Slutsky's hypo-
thesis about cycle data. The role of random shocks was crucial, it
transformed the model from a theoretical model which could produce
the underlying cyclical components to one which could lay claims to the
data by producing the rather jagged appearance of economic data and
by maintaining the oscillations of the cycle. The shocks provided the
final important element which changed the dynamic economic model
into an econometric model, a formal stochastic model of how real
economic data might be produced.

Frisch's econometric model was successful and influential and yet
the first attempts, by Tinbergen, to build a full-scale model of the
economy and follow Frisch's suggestion of estimating the structural
parameters using real data, rather than by guesswork, proved to be far
more controversial.



CHAPTER 4

Tinbergen and macrodynamic models

Jan Tinbergen built and estimated the first macrodynamic model of the
business cycle in 1936.l Amongst all the econometricians of his day,
Tinbergen was ideally suited for such a task. He had been experiment-
ing with small-scale models of the trade cycle since the late 1920s and
was well versed in the ways of dynamic models. He also had a wide
knowledge of quantitative business cycle research from his experience
as Editor of De Nederlandsche Conjunctuur (the Dutch statistical business
cycle journal). Yet, even for one so well qualified, it was a formidable
undertaking, for there was a considerable jump from putting together a
small cycle model to constructing an econometric model of the business
cycle covering the whole economy, and Tinbergen was well aware that
the difficulties were not merely due to the difference in scale.

Tinbergen had already given considerable thought to the problems
involved in a 1935 survey of econometric research on business cycles
commissioned for Econometrica. He had taken as his starting point
Frisch's (1933) idea that a business cycle model should consist of two
elements, an economic mechanism (the macrosystem):

This system of relations defines the structure of the economic community
to be considered in our theory (Tinbergen (1935), p. 242)

and the outside influences or shocks. But, as Tinbergen had pointed
out, this was only a basic design for an econometric model; the scope of
Frisch's new term 'macrodynamics' was unclear. Just what variables
and relations should a complete model of the business cycle include?
How should these relations be put together to form an adequate
1 The Dutch economist Jan Tinbergen was born in 1903. He graduated from the University

of Leiden in 1926 and received a doctorate for his thesis on physics and economics in 1929.
From 1929 to 1945 he worked on business cycle research at the Central Bureau for Statistics
(apart from 1936-8 spent working for the League of Nations). He was appointed the first
director of the Netherlands CentralTlanning Bureau in 1945 where he remained until 1955.
Besides being one of the great pioneers in econometrics, he has made valuable contributions
to several other fields of economics.
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econometric model of the business cycle? What properties should this
system of relations have? None of these questions should be considered
trivial or obvious, for in the 1930s even the most sophisticated theories
of the business cycle tended to be incomplete and the essential
characteristics of an econometric model remained undefined.2

A second set of problems concerned how to choose the relations to
make up the system when many theories and dynamic characterisations
of those theories were available. The multiplicity of theories necessitated
some form of test or verification in order, as Tinbergen had stated:

To find out whether these schemes can explain real business cycles and
which of them most resembles reality. (Tinbergen (1935), p. 281)

Last, but certainly not least as far as Tinbergen's interests were
concerned, was the question of how to use the model to investigate
policy problems.

These were the issues and problems in Tinbergen's mind when he
started work on his large model of the Dutch economy. They seemed to
pull two ways. He saw that a successful applied model needed to
replicate reality as closely as possible, but that the model would only
be amenable to policy analysis if it were relatively simple. He gained
some comfort from recognising that this tension between realism and
simplicity was a standard problem of applied scientific research.

4.1 The Dutch model
Tinbergen's first macrodynamic model was built in response to a
request from the Dutch Economic Association to present a paper in
October 1936 on policies to relieve the depression. He was pleased to
respond to this opportunity for he had switched out of his initial field,
physics, into economics because he believed it was a more socially
useful science. His model is a remarkable piece of work, involving not
only building and estimating a model of the whole economy but also
using the model to simulate the likely impact of various policies. His
memorandum on the model was written in Dutch for a non-
quantitative audience, and consequently avoided discussion of tech-
nical and methodological problems. But by the following February,
Tinbergen had produced a full treatment of the econometric aspects of
his work in an English-language version which is discussed here.3

The experience of building and estimating the Dutch model forced
2 Tinbergen has recently discussed this problem in an interview (see Magnus and Morgan

(1987)).
3 The original Dutch model was published in Dutch in 1936, and is available in English in

Tinbergen (1959). The revised English version was published in a French series edited by
Gibratin 1937.
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Tinbergen to find practical solutions for some of the problems he had
foreseen. First of all he described how he proposed to set up the system
of causal relationships to form the model.

We may start from the proposition that every change in economic life has
a number of proximate causes^ These proximate causes themselves have
their own proximate causes which in turn are indirect 'deeper' causes with
respect to the first mentioned change, and so on. Thus a network of causal
relationships can be laid out connecting up all the successive changes
occurring in an economic community. Apart from causal relationships
there will also exist relationships of definition . . . And, finally, there will
be technical or institutional connections. All these relationships together
form a system of equations governing the movements of the various
elements in the community. Each of these equations can be looked upon
as a determining equation for one of the elements, explaining what factors
influence that element and how large is the effect of a given change in each
factor. (Tinbergen (1937), p. 8)

He worried less about realism, aware that a model is but a stylised
version of the economic system:

I must stress the necessity for simplification. Mathematical treatment is a
powerful tool; it is, however, only applicable if the number of elements in
the system is not too large . . . the whole community has to be schematised
to a 'model' before anything fruitful can be done. This process of
schematisation is, of course, more or less arbitrary. It could, of course, be
done in a way other than has here been attempted. In a sense this is the
'art' of economic research. (Tinbergen (1937), p. 8)

Tinbergen explained his model building as an iterative process involv-
ing both hypotheses and statistical estimation:

The description of the simplified model of Dutch business life used for the
consideration of business cycle causes and business cycle policy com-
mences with an enumeration of the variables introduced. The equations
assumed to exist between these variables will be considered in the second
place. This order does not correspond exactly to the procedure followed in
the construction of the model. One cannot know a priori what variables are
necessary and what can be neglected in the explanation of the central
phenomena that are under consideration. It is only during the actual
work, and especially after the statistical verification of the hypotheses,
that this can be discovered. As a matter of fact, the two stages mentioned
are really taken up at the same time; it is for the sake of clearness that the
exposition is given in two stages. A glance at the 'kitchen' will nevertheless
be occasionally made in order to avoid an impression of magic.

(Tinbergen (1937), p. 9)

These introductory remarks portray Tinbergen's ideas and general
approach to the task ahead.
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The Dutch model was very much a simple model as far as Tinbergen
was concerned but was huge and complex by the standards of the time.
It contained 22 relationships and 31 variables (divided into prices,
physical quantities and money values). The relationships were divided
into technical equations, definitional equations (such as those defining
value) and direct causal relationships which provided explanations of
price movements, sales, competition and the formation and disposal of
incomes. He estimated the 16 non-definitional relationships covering
three sectors (domestic production, income and consumption, and
international trade) for the period 1923 to 1935. Most of these
equations involved only one or two systematic or explanatory variables.
In addition, Tinbergen included time trends in the equations rather
than working with variables in the form of deviations from trend values
(considered to represent the long-run or equilibrium values).4 Each of
the equations was estimated separately and, for the most part, indepen-
dently of the others; though in some cases, information from already
estimated equations was incorporated in a new equation. Accidental
influences were assumed to be small and random, leading to residuals
in the regression, but these random error terms were not written into
the relationships.

In contrast to the current publication conventions of econometrics,
Tinbergen was not afraid to let his reader see the 'craft' element in his
work. A summary of his discussion of the investment equation will give,
to use Tinbergen's own words, 'a glance at the "kitchen" '. The
principal factor determining investment was thought to be profit
expectations, but, Tinbergen argued, these are probably based on
previous profits, which can therefore safely be taken as the main
explanatory variable. The influence of interest rates on investment was
investigated statistically and found unimportant (as indicated by the
regression coefficient). Finally he argued:

economists would perhaps prefer a more complicated function .. . Their
argument would probably be that the volume of investment should be
large enough to make marginal profits equal to zero. I think this argument
only applies to long-run tendencies but not to the rather short-run
tendencies represented by our equations. (Tinbergen (1937), pp. 25-6)

This left a simple equation in which investment depended only on
profits lagged by one year and a trend term. Tinbergen reported the
equation's results in graph form, showing the observed and fitted
4 In this he was following Frisch and Waugh's (1933) result which had shown the equivalence

of the methods (discussed in Chapter 5). Tinbergen also calculated unusual regression
coefficients: he divided each standard least squares regression coefficient by the correlation
coefficient.
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values of the dependent variable and the explanatory variables on one
chart. These charts (an example of which is reproduced as Figure 10)
were distinctive to Tinbergen's work and their role and importance will
become evident during the course of the chapter.

As is clear from this example, the formation of each individual
equation and the particular choice of variables were found by iterating
between theoretical ideas and empirical investigations. This iterative
approach was extended to the 'verification5 of hypotheses. This con-
sisted of judging whether the estimated relationships were reasonable,
both in terms of their economic sense (the first criterion) and in terms of
closeness of fit, judging by eye the distance between the observed and
fitted values of the dependent variable on the graph. It should be clear
that Tinbergen was not claiming 'statistical testing' of his model here,
but 'statistical verification'. His purpose was to show that the model
was compatible with the statistical observations and provided a
sensible explanation of the observed movements in the economy over
the previous years.

Business cycle historians, according to Tinbergen, could gain many
insights into past economic experience by comparing the variations in
the explanatory variables with those of the dependent variable. These
comparisons could easily be made using Tinbergen's graphs and could
reveal a specific cause of a crisis or a revival. For example, he found that
a particularly large residual in one equation, suggestive of some outside
cause, could be interpreted as the result of the introduction of an import
quota system. But Tinbergen provided a sting in the tail by reminding his
readers that such an interpretation of large residuals was only possible

in so far as we believe in the theory behind our hypotheses.
(Tinbergen (1937), p. 46)

The next stage of the investigation was to see if the model had a
cyclical pattern as its solution. Why and how this was done requires
further explanation for it was difficult for some of Tinbergen's con-
temporaries to understand and may still be opaque to the modern
reader. The question was, in the absence of shocks and disturbances,
would the economic system have a cyclical path? If it did, then
Tinbergen argued that the model provided a theory of the business
cycle. This test of the model was in line with Frisch's 1933 paper which
required that the economic system part of a macrodynamic model show
a cyclical tendency. Frisch had studied the time path of each of the
three variables in his model. Tinbergen's system of equations was more
complicated and none of the elementary equations could represent the
system of the whole economy.
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In order to discover what the natural tendencies of Tinbergen's
model were, his large system of 22 equations first had to be reduced to
one equation in one variable. By taking arbitrary values for the
international variables (such as import prices) and by a process of
substitution and elimination of the domestic variables in the model, one
'final equation' was obtained. This final equation was a simple
difference equation in the variable Z (which represented non-labour
income):

Z , = .15Z,-! + .26Z,_ 2 - 34.7

In a later discussion of this part of his method Tinbergen admitted the
difficulty of following the economic meaning of the model when the
original economic relationships were converted into one final equa-
tion.5 This had led the analysis to be called 'night train analysis',
because economists had to move from the elementary equations or
relationships, with which they were familiar, to 'deduced economic
laws' for which it was not easy to give an account. In this case, the final
equation represented the structure of the Dutch economy because the
coefficients of the difference terms depended on the estimated coeffi-
cients of the system of 22 elementary equations which formed the
model. So, the equation was not itself a regression equation, but it
depended on all those that were.

Of course, the final equation was not derived for its own sake, but as a
preliminary step in finding the time path of the system. Tinbergen
proposed two methods for this. There was a mathematically simple, but
tedious, method, and a mathematically advanced alternative. The
simple way involved taking two initial values of the variable Z in the
final equation (assuming no disturbances) and simply extrapolating
further values of Z from the equation. From this, other variables' paths
could also be calculated because of the interdependencies in the system
of equations. Of course, with different starting values, and different
values for the international variables, other time paths would be found
for the system. The more advanced method of finding the time path of
the system, which avoided the problems of choosing starting values,
was to solve the final linear difference equation in terms of its harmonic
terms. This is the route both Yule (1927) and Frisch (1933) had
followed in order to find out what the system's path looked like. The
final equation of the Dutch model was solved by Tinbergen to show
that the economy had a nicely damped cyclical path which would tend
to an equilibrium position provided there were no disturbances. This

5 See Tinbergen (1940) and the background to this paper in n. 19 below.
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solution was taken to show that the model did provide an adequate
theory of the Dutch business cycle.

In practice, the process of determining the dynamic character of
the model was complicated by the presence of disturbance terms.
These might be represented in the initial conditions of the system or
they might occur as additive terms coming into the elementary equa-
tions at specific points due to, for example, changes in government
policy. As an example, Tinbergen examined how an imported inter-
national cycle could disturb the Dutch economy. This exercise con-
firmed his belief that for a small country like the Netherlands, the
shocks from the internal economy (through new inventions or good
harvests, for example) would not be very large; they would be domi-
nated by disturbances imported from the movements of larger
economies.

Extrapolation of the model to show its time path was a test of
whether the model provided a theory of the business cycle, but it was
also a prelude to an investigation of the optimum policy. In Tinber-
gen's analysis (based on analogies from physics on the movements of a
pendulum) policy changes either affected the relations superficially
through the additive disturbance terms or more deeply by changing the
coefficients and causing a change in structure. Tinbergen investigated
six policy options: public works schemes, a protectionist policy, a
rationalisation policy, a lowering of monopoly prices, wage reductions
and devaluation. He modelled these simply as terms added to the
estimated elementary equations of the system; and for each policy
option the system was again solved to find the new final form equation.
Tinbergen then compared the movements in two variables, non-labour
income (Z) and employment, which would result if he extrapolated the
system for seven periods ahead for each of the six different policies. (He
also, by putting Zt = Zt-\ = Z,_2, compared the long-run equilibrium
values for all the main variables under the different policies.) Of course
which policy was considered optimum depended on the criteria
chosen. Tinbergen's criterion in 1936 was to obtain the lowest
unemployment, and, for this purpose, devaluation proved to be the
most promising policy.

Tinbergen also tried to work out the best possible policy for stabilis-
ing an imported business cycle, either through making compensatory
movements in the exchange rate or in public investment. Here some of
his examples involved changing the coefficients on the equations, a
more complicated problem than dealing with policies as added dis-
turbances.

To conclude his study of the Dutch economy, Tinbergen offered a
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resume of the advantages of the econometric approach to business cycle
problems:

The establishment of a system of equations compels us to state clear-cut
hypotheses about every sphere of economic life and, in addition, to test
them statistically. Once stated, the system enables us to distinguish
sharply between all kinds of different variation problems. And it yields
clear-cut conclusions. Differences of opinion can, in principle, be local-
ised, i.e. the elementary equation in which the difference occurs can be
found. Deviations between theory and reality can be measured and a
number of their consequences estimated. Finally, the results of our
calculations show, apart from many well-known facts, that, as regards the
types of movement that are conceivable, there exist a number of neglected
problems and of unexpected possibilities. (Tinbergen (1937), p. 73)

Given the multitude of business cycle theories then available and the
serious policy problems posed by the Great Depression, the benefits
outlined by Tinbergen were potentially valuable. His comments
perhaps appear overoptimistic now, but comparisons of his work on the
Dutch model with Frisch's 1933 paper or with Mitchell's 1927 book on
business cycles suggest that Tinbergen was justified in boasting the
benefits of econometrics. He was soon given an opportunity for a deeper
exploration of the subject's potential.

4.2 The first League of Nations' report
In 1936, Tinbergen was commissioned by the League of Nations to
undertake statistical tests of the business cycle theories examined for
the League by Haberler in Prosperity and Depression (1937).6 Tinbergen
worked at this task for two years and reported his results in two
volumes, Statistical Testing of Business-Cycle Theories published in 1939.
The first contained an explanation of the method of econometric testing
and a demonstration of what could be achieved in three case studies.
The second volume contained an ambitious macroeconometric model
of the USA.

In order to air the problems involved in testing business cycle
theories, Tinbergen opened his first report with some general com-
ments on the methodology of econometric research. It is again worth
quoting these more or less in full, so that we can understand Tinber-
gen's own ideas on testing. He believed that the empirical study of
business cycle data, involving correlation and decomposition analysis
6 I am grateful to Earlene Craver for pointing out the explanation for the apparent confusion

in these dates: Haberler's book was widely circulated in draft by the League prior to
publication.
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of economic time series (of the sort discussed in Chapter 2), was of
limited use when it came to testing theories.

Certainly all this work had its value, especially for the negative evidence it
afforded on the validity of certain theories. For the purpose of applying
more searching tests, however, it is necessary to dig deeper. An appar-
ently simple relation, such as that between prices and production, is often
not a direct causal relation at all, but a more or less complicated chain of
many such relations. It is the object of analysis to identify and test these
causal relations . . .

The part which the statistician can play in this process of analysis must
not be misunderstood. The theories which he submits to examination are
handed over to him by the economist, and with the economist the
responsibility for them must remain; for no statistical test can prove a
theory to be correct. It can, indeed, prove that theory to be incorrect, or at
least incomplete, by showing that it does not cover a particular set of facts:
but, even if one theory appears to be in accordance with the facts, it is still
possible that there is another theory, also in accordance with the facts,
which is the 'true' one, as may be shown by new facts or further theoretical
investigations. Thus the sense in which the statistician can provide
'verification' of a theory is a limited one.

On the other hand, the role of the statistician is not confined to
'verification' . . . the direct causal relations of which we are in search are
generally relations not between two series only - one cause and one effect
- but between one dependent series and several causes. And what we want
to discover is, not merely what causes are operative, but also with what
strength each of them operates: otherwise it is impossible to find out the nature
of the combined effect of causes working in opposite directions.

(Tinbergen (1939), I, p. 12)

Tinbergen's view, then, incidentally a long-held opinion, was that
statistical testing could lead to either disproof or to limited verification.7

Tinbergen's separation of the two roles, the statistician and econo-
mist, is disconcerting in this context. But he went on to explain how
econometrics united these approaches. Tinbergen argued that economic
theory must be expressed in mathematical form but that quantitative
economics had chiefly been concerned with the long-run equilibrium
conditions, to the neglect of short-run dynamic problems of the cycle:

To be useful, therefore, for business cycle research, economic theory needs
to be made 'dynamic'. A 'dynamic' theory, in the sense which is here
attached to that ambiguous word, is one which deals with the short-term
reactions of one variate upon others, but without neglecting the lapse of

7 Tinbergen had suggested that statistics could not prove theories but could be used to help
disprove theories as early as his first article in economics in 1927, see Magnus and Morgan
(1987).
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time between cause and effect. The equations in which it is expressed thus
relate to non-simultaneous events, and take a form which Swedish
economists have described as 'sequence analysis'

(Tinbergen (1939), I, p. 13)

At the same time, the conversion of theory into relationships 'capable of
statistical test' required: that the economic relations be given in terms
of cause and effect; that the time lag between these be specified; and
that all the major causes of variation be specified rather than leaving
them 'concealed in a ceteris paribus clause' (Tinbergen (1939), I,
p. 13). The development of dynamic theory had sometimes, according
to Tinbergen's view, resulted directly from statistical research rather
than from purely theoretical research. Thus,

we find that the correlation analysis suggested by statistical technique and
the sequence analysis dictated by 'dynamicised' economic theory converge
and are synthesised in the method employed in this study.

(Tinbergen (1939), I, p. 14)

This synthesis of mathematically expressed dynamic theory and statis-
tical method formed the ideal of the econometric method and so, in a
practical way, the activities and aims of the statistician and the
economist were united, as indeed they were in Tinbergen's work.

The main and novel feature of this first League of Nations' report,
subtitled: A Method and its Application to Investment Activity', was its marked
emphasis on testing, using a very wide range of procedures involving
both economic and statistical criteria; the substantive material was
provided by three case studies on general investment, investment in
housebuilding and in railway rolling stock. Tinbergen felt constrained
from the start by the amount of calculation needed to cover all the cases
he wanted to investigate. But he made a virtue of his necessity and used
his limited resources to create another opportunity to test the model as
follows. In his first case study on general investment, he began by
working with a large model which incorporated all the variables
suggested by theorists as influencing investment. He applied this full
model to only a limited number of countries and time periods. After
studying the results from this exercise, he reduced the size of the model
to include only the variables which appeared to be most important. He
then applied the reduced model to a number of different countries and
time periods to see whether it worked equally well, and at this second
stage was able to apply a full range of statistical testing procedures.

Once again, theoretical discussions were interwoven with the applied
work in a recursive treatment. Tinbergen happily showed the 'cook at
work' creating his investment model from a mixture of verbally
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expressed theories, correlations between various variables and empiri-
cal results. Prior to estimation, Tinbergen discussed the following sorts
of questions. What variables should be included? What was the exact
form of a variable to be used, for example, should it be profit margins,
total profits, profit rates or expected profits? What were the expected
signs of the variables? Was there a danger of multicollinearity?8 He also
thought about, and tried to sort out from the correlations, the problem
of two-way causality between profits and investments and dealt with
the parallel problem of determination of both demand and supply
functions (discussed further in Part II).

Tinbergen used his distinctive 'stacking' technique, which involved
graphing the causal variables one on top of the other like plates in an
attempt to 'explain' the variation in the dependent variable.9 These
graphs both helped him to choose the contents of the individual
relations, and delayed the calculation of the regression equation until
he was reasonably sure of its contents (thus reducing the burden of
computation on his assistants to a minimum). He had used this
graphing technique earlier for the Dutch model, he now produced more
complex charts containing more information. One of them, showing the
regression equation for the production of pig-iron, is reproduced here as
Figure 10. From my earlier comments and this illustration, it should be
obvious that a large amount of information can be gleaned from
Tinbergen's charts. As well as helping him to choose the model, they
were a useful way of reporting the results. They showed the final
calculated relationship and revealed the patterns of both the individual
explanatory variables and the residuals.

Tinbergen felt it was important to calculate both regression and
correlation coefficients for he had suggested earlier in his study that
regression coefficients measured the strength of the effect of the
explanatory variables in a relationship whereas the correlation coeffi-
cient gave evidence for the verification of a relationship, that is, a high
correlation coefficient verified a theory. So, in calculating the regression
relations, Tinbergen followed a sort of simple to general modelling
procedure looking at the sign, stability and size of the regression
coefficients and total correlation coefficient as each new variable
was added in. He used the evidence from his calculations as further
help in deciding the correct model (and in some cases the regression
8 Fear of multicollinearity had been engendered by Frisch's confluence analysis (1934).

Tinbergen's rule of thumb was that if the correlation coefficient between any two
explanatory variables was particularly high ( | r \ > .80) then one of the variables was
omitted (see also n. 11).

9 The term 'plate stacking' was used by Tinbergen himself to describe his practice in an
interview with him on 30 April 1980. Despite their usefulness, few copied his graphic
methods, though see Chapter 2 n. 24.
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"EXPLANATION " OF PIG-IRON PRODUCTION.
UNITED STATES, 1919-1937.
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Figure 10 Tinbergen's plate-stacking graph
Source: Tinbergen (1939), I, p. 73, Graph III.8

calculations were carried out ahead of the graphing study). He did not
always go along with its results; for example, he would sometimes
include variables which seemed ineffective in the relation but which
theorists argued should be present. In addition, Tinbergen tried a
number of different lags lengths to obtain the best time relation.10

Once estimated, the equations were subjected to several different
sorts of testing procedures. First, there was the already mentioned test
of the models on new countries and time periods. Second, Tinbergen
tried the models out on different subperiods to test for the possibility of
structural changes or non-constant coefficients and for different coeffi-
cients on the up-phases of the cycle compared to the down-phases.
10 Tinbergen's initial assumption was that the explanatory variables entered the equations

with a half-year lag. He also experimented with no lag and a one-year lag. In addition, he
plotted out the frequency distribution of the coefficients on the lagged profit term in the
investment equation and found the average lag to be eight months.
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Third, he carried out prediction tests by extrapolating the fitted
equations for the next two years of the period (an example of this
practice is evident on the graph reproduced above: 'B' is the forecast
period) and he also checked the assumption of linear trends by looking
at the partial scatter diagrams.

Last, but not least, Tinbergen followed a complete programme of
statistical significance calculations. First, this involved testing the
residuals. He had characterised the omitted and non-economic influ-
ences in the relationship as being many, small and of accidental
character - traditionally the characterisation associated with the 'law
of errors' or normal curve. Testing for first order serial correlation of the
residuals, he wrote,

serves to test the hypothesis ... that the residuals are to be considered as
sample drawings from a 'normally distributed universe'. At the same time,
it gives information as to whether the regression chosen satisfies the scheme
of the shock theory. (Tinbergen (1939), I, p. 80)

In this he equated the shock scheme of Frisch's 1933 model with the
assumption of a normal distribution of the residuals. The shock model
was therefore in Tinbergen's treatment the same as the classical
regression model. Tinbergen used the classical tests on ordinary least
squares and Frisch's confluence analysis as complementary checks on
the relations he had found. So his second statistical test was to look at
the standard errors of the coefficients to check their significance, and
thirdly, he looked at the bunch maps to check for collinearity and to get
some idea of the error due to weighting. He even worked out limits for
the errors of weighting in line with Koopmans' improvements to
Frisch's confluence analysis scheme.11

Tinbergen's first example of macrodynamic modelling had been
concerned with explaining the past behaviour of the Dutch economy
and with judging the effects of various policies rather than with testing.
In this first report for the League of Nations he concentrated whole-
heartedly on the problem of testing at the level of the individual
equations. He carried out an enormous range of different tests (16 in
all) to demonstrate the extent to which a theory could be confirmed or
refuted by using the econometric approach. Although it is probable
that none of these tests was an innovation, the sheer range of tests that
Tinbergen presented was entirely without precedent in econometrics in
the 1930s. Other econometricians were beginning to get interested in
testing models but few used many tests or understood what the
11 Frisch's confluence analysis (1934) and Koopmans' 1937 critique and application of some

of R. A. Fisher's ideas to Frisch's work arc presented in Chapter 7 Letters 1 1 and 15.



114 Business cycles

problems were. Tinbergen clearly led econometrics in this field, but he
still had to tackle the problem of the statistical testing of business cycle
theories.

4.3 The second League of Nations9 report
Tinbergen's commission, remember, was to test the theories of the
business cycle which had been surveyed by Haberler. This did not
mean that Tinbergen was faced with two or three well-prepared
competing macroeconometric models. On the contrary, he was faced
with a large number of verbally expressed economic theories in a form
not immediately appropriate for statistical measurement or evaluation.
In his second report for the League of Nations, Tinbergen therefore
developed a three-stage procedure for evaluating theories of the
business cycle. The first stage was to find out whether a verbal model
could be translated into an econometric model. For stages two and
three, Tinbergen returned to the approach adopted in his earlier Dutch
model of'statistically verifying' the relationships of the model first, and
then deriving and testing whether the final equation had a cyclical
solution. To provide material for his evaluation process he built the first
large-scale macroeconometric model of the USA; and the report was
consequently subtitled: Business Cycles in the United States of America,
1919-1932.

Tinbergen's first test of a verbal theory was whether it could be
translated into a mathematically expressed econometric model. It was
only while working on the US model that he began to understand and
clarify what this meant in the business cycle context.12 Tinbergen
required that the theory should be able to form a model which was
complete (as many relationships as variables to be explained) and
determinate (the causal factors in each relation to be fully specified)
and dynamic (the time lags fully specified). All three properties were
needed to take sensible measurements of the model, but the first two
properties were also required for the system of equations to be solved
for the final equation while the shape of the time path of the system also
depended on the dynamic aspects of the relationships. The qualities
needed to make an economic model into an adequate econometric
model were not widely appreciated at the time.

According to Tinbergen's view, most of the verbal theories of the
business cycle failed at this important first hurdle because they were
12 Tinbergen found this idea of a model very important and now sees it as one of the main

contributions that econometrics has made to economic theory (see Magnus and Morgan
(1987)).
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incomplete or were indeterminate, while the dynamic aspects of a
theory would almost certainly be couched in vague terms, if at all. It
was certainly the case that most of the theories of the business cycle in
Haberler's survey were likely to be-incomplete since they dealt with
only one or two relations of the economic system. Some of these theories
could be considered complementary since they dealt with different
parts of the economic system while others were directly competing
theories. Like Mitchell, Tinbergen rejected the notion of testing each
business cycle theory one by one as being too repetitious. The most
efficient way to test these theories seemed to Tinbergen to combine the
theories into one system of relations to form a model. Indeed, since
most existing theories failed the first test, it was obviously necessary that
some theories be combined in order to make a complete model. The
theories, and the equations which represented them, became inter-
related by their place in the whole model. Inevitably this process also
involved making some choices between competing theories.

In the second stage of evaluating business cycle theories, the
individual estimated equations were to be tested for their correspon-
dence with economic theory relations. But, because Tinbergen needed
to combine theories to form the model, it was not really possible to test
the individual theories separately. Instead, Tinbergen specified the
individual equations in his model of the USA in accordance with one or
more of the economic theories concerned with those variables. He then
estimated each equation and examined these statistical relationships
between the economic variables in the light of the various theories. He
used his normal iterative approach to estimation and model choice so
that in the process of building the model he was also 'testing' the
theories, combining some and rejecting others not supported by his
applied work.

The completed model of business cycles in the USA incorporated 71
variables, 48 equations and covered the period 1919 to 1932. It was a
considerable advance on the Dutch model not only in size but also in
economic interest. He exhibited considerable skill as an applied
econometrician in juggling so many different partial verbal theories,
different variables and other pieces of information. For example, he
paid particular attention to the peculiar difficulties of the period,
notably the Great Crash of 1929, with crafty modelling of cash
hoarding and the stock market boom.

Tinbergen relied on two different types of assessment at this second
stage test: one used economic criteria and the other relied on historical
explanation. The use of economic criteria involved examining the sizes
(both absolute and relative) and signs of coefficients in the measured
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relations compared to those expected from the theories. A good
example of this was on an equation involving the marginal propensity
to consume. Here he rejected cases where the propensity was greater
than unity and where it was lower for low income earners than for those
with high income. In this same section he also rejected negative
coefficients where positive were expected and occasionally retained
coefficients for theoretical reasons when they proved statistically insig-
nificant. Although standard errors of the coefficients and multiple
correlation coefficients were reported, Tinbergen carried out no
independent tests of the model on other data, nor did he subject his
equations to the battery of tests used in the first report for the League.

The other criterion used was to see whether the individual equations
offered reasonable and adequate explanations of the historical record
for the US for 1919 to 1932. This entailed using the stacking graphs to
trace which were the important variables causing variation (turning
points, rises or falls) in the dependent variables. Tinbergen proffered
some explanations about the specific turning points on the basis of this
examination of the graphs, but of course these results could not be
generalised to other countries or time periods but were specific to time
and place.

In the third stage of evaluating the model, the interrelated equations
of the model were then combined to make the final equation repre-
senting the system. This derived final form equation was examined to
see whether the model as a whole would generate a cyclical pattern.
Tinbergen was now very much more articulate about why he was doing
this. His rationale was as follows: the model consists of a network of
causal connections or equations between a number of economic vari-
ables. Although these variables fluctuate over time, none represents the
business cycle itself. It is the causal connections, he argued, which form
the mechanism of the business cycle and must be able to explain and
represent the cycles. He demonstrated what he meant with a small
three variable, three equation, dynamic model and showed, with
worked examples, that different coefficient values would lead to differ-
ent patterns in the single final form equation for the system. Some were
cyclical and some not.13 Tinbergen reasoned from this example, that

In fact, it seems difficult to prove by pure reasoning alone - i.e., without
knowing anything about the numerical values of the coefficients- whether
or not any given theory explains or does not explain cyclic movements.

(Tinbergen (1939), II, p. 18)

1:4 In his later discussion (1940) of the mathematical structure of the models, Tinbergen
emphasised the importance of knowing not only the constant coefficients of the model but
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This in turn explained why the second stage of testing was so very
important: you needed to have some confidence that the coefficients
were reasonably correct before you could tell whether the causal
connections would result in the cyclical pattern required of a business
cycle theory. But, Tinbergen also warned later that different estimated
equations which seemed to fit the data equally well under the second
testing stage could lead to different period and damping ratios in this
third stage. In this case, he said, the choice between the models would
have to depend on other considerations.

In practical terms, the simplicity of a model was regarded as being an
advantage at this stage. If the model was too complicated, the necessary
elimination process to get to one final equation could not be carried
through. On the other hand, the model had to be sufficiently complex to
reflect the most important relationships in the economy in a form which
provided a workable system of equations. As Tinbergen later described
it:

The performance of the elimination process exhibits very clearly one
fundamental difficulty in business cycle theory. In order to be realistic it
has to assume a great number of elementary equations and variables; in
order to be workable it should assume a small number of them. It is the
task of business cycle theory to pass between this Scilla and Charybdis. If
possible at all the solution must be found in such simplifications of the
detailed picture as do not invalidate its essential features

(Tinbergen (1940), p. 78)

These were the practical implications of the trade-off between simpli-
city versus realism. In addition, since there were always a number of
different ways of deriving the final form equation, it was important to
choose the correct place to start so that the elimination process could
take place smoothly.

Faced with the large US model, Tinbergen was forced to indulge in a
certain amount of approximation of the individual equations in order to
be able to carry through the elimination process. This process resulted
in a group of several equations which he called the 'strategic relation-
ships' forming the

kernel of relations which can more easily be treated. It is, of course, not by
chance that we are left with these equations and these variables. The
logical structure of our system of equations, which after all is nothing but
a reflection of the structure of the business-cycle mechanism, is such that
they play the central role. (Tinbergen (1939), II, p. 133)
also the lag structure in order to determine whether a model would generate a cyclical
pattern from its final form equation.
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Having derived the final form equation (a difference equation in one of
these strategic variables), he then went on to examine the character-
istics of that equation and the solution path of the single strategic
variable under different regimes (such as the presence or absence of
cash hoarding).

It is worth examining in more detail Tinbergen's explanation of one
of these cases: the final equation in the case of absence of a stock
exchange boom or cash hoarding (Tinbergen (1939), II, Equation 6.31,
p. 137):

Zf = ]T eiZf_( + (AU + HO + F + R)t

where Zf was the net income (profits) of corporations. The other four
variables represented external (exogenous) factors in the system; each
had its own explanatory equation, except for R, which was a con-
glomerate of little disturbances and regarded as random. AU repre-
sented influences from changes in the gold stock and central bank
policy. HO represented developments in the housing market which
showed almost autonomous cycles. F stood for external (climatic)
influences on crops.

The first four coefficients (*,-) of this derived final equation depended
on all the regression coefficients of the individual elementary equations
of the model (because the final equation had been obtained by sub-
stitution and elimination from the individual equations). The
coefficients

describe in an abbreviated form the structure of the economic mechanism
with regard to business cycles; they will be different in other countries, or
under another regime, where the economic structure of society is different.

(Tinbergen (1939), II, p. 137)
The second consequence of the elimination process was that, since each
elementary equation contained a group of unsystematic influences
(treated together as one random variable), the final equation contained
a great number of these random terms originating in the individual
equations. These, of course, were the 'shocks' of Frisch's model. In this
case, the four external forces were more or less independent of the
general position of the business cycle and therefore had the same effect
as shocks on the path of Zf.

Tinbergen illustrated how Zf depended on earlier values of the
exogenous and random forces using another of his distinctive visual
aids,14 reproduced in Figure 11 (where R here represents the
14 Tinbergen's arrow scheme had made its first appearance in his small book on statistics in

1936. It was not absolutely new to econometrics, for it had appeared in Sewall Wright's
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Causal Connections between
DISTURBANCES AND PROFITS
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Figure 11 Tinbergen's arrow chart showing the role of disturbances
Source: Tinbergen (1939), II, p. 138, Graph 6.31

sum of the four external variables and the shocks) with the com-
mentary:

The arrows indicate causal connections. Each value of Zc depends
immediately on certain disturbances, but it depends also on the earlier
ones through its connection with the Zc-values for one, two, three and four
years back. (Tinbergen (1939), II, p. 138)

The diagram showed how the internal and external forces of the
business cycle mechanism came to be woven together and how the
shocks (already cumulated into the final equation) are carried along
affecting future values of the systematic variable. It was the disturb-
ances from the external variables and the cumulated shocks (and
perhaps, conceded Tinbergen, non-linearities) which

make it possible that one cycle is completely different from another, and
that it is yet, in both, one mechanism that links the variables together.

(Tinbergen (1939), II, p. 162)

Tinbergen's careful discrimination between the role of internal and
external forces meant that he could categorise policies into those which
attempted to change structure (through changing the relationships or
their coefficients), or those which tried to change the average level of
variables (for example, minimum wage legislation) and those which
affected shocks. Policy could be addressed to stabilising one elementary
equation or to act on the strategic equations at the kernel.

Tinbergen's critical appraisal of the theories of business cycles
surveyed by Haberler was a little disappointing following the richness

discussion of corn and hog cycles in agricultural econometrics in 1925. However, Wright's
work was not well known, and Tinbergen has only recently (1979) recognised the
similarities.
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of his model building. But there were several difficulties in the way of
making any very definite inferences. First, there was the problem of
assessing economic theories which mostly failed to pass Tinbergen's
first test: that of completeness and determinateness. The lack of
explicitly specified dynamic relationships in the theories formed a
second serious drawback, since these, together with the structure and
coefficients of the model, were paramount in determining whether the
model passed the final test of providing a cyclical pattern. Thirdly, the
appraisal was considerably limited by the shortness of the estimation
period of only 13 years.

Tinbergen's general conclusion was that a depression would result
from prior 'disproportionalities' (Haberler's term) in the economic
system, provided there was unchanged economic structure and no
exogenous shocks. Policy changes or shocks might both, according to
Tinbergen, intervene to prevent the continued rise of a boom or the
continued fall of a depression. This conclusion at least refuted the
claims of the periodic models of Moore and Jevons and at most
suggested that government policy might have successfully intervened to
halt the Great Depression. Tinbergen also used the statistical results
that he had found in working with his Dutch, his US and his UK
models (see below) to carry out a more direct appraisal of Haberler's
theories; this appeared later in 1942.15 But by this time, war had
vanquished the economic depression and business cycle theories were
fast going out of fashion.

One further work completed Tinbergen's large-scale macroeco-
nometric modelling programme. This was his model and report on
business cycles in the UK covering 1870-1914. The work had been
carried out in 1939 and 1940, but the volume was not published until
1951. It followed a similar format to his work for the League of Nations,
but by the time the report came out, Tinbergen had new competitors
using more sophisticated statistical techniques provided primarily by
the work at the Cowles Commission in the 1940s. The econometricians
at the Cowles Commission were great admirers of Tinbergen's econo-
metric work and at one stage they thought of applying their methods to
Tinbergen's own US model. Instead, they hired L. R. Klein to formu-
late a new model and this step began the post-war generation of
macroeconometric models. The title of Klein's book, Economic Fluc-
tuations in the United States 1921-1'941 (1950) signifies the continuity of
thought from Tinbergen's earlier econometric work on business cycles.
ir> But this exercise proved no more definitive because Haberler's theories were grouped into

categories which Tinbergen (like Mitchell) viewed as providing complementary rather
than rival explanations of the cycle.
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4.4 The critical reaction to Tinbergen's work
In contrast to his work on the Dutch model which had made little
impact on his fellow economists, Tinbergen's first report for the League
of Nations proved highly controversial. It was circulated in 1938, prior
to publication, and provoked an interesting and long-lasting discussion
on the role of econometrics in theory testing. The second report contain-
ing the US model was received more calmly. Because of the differences
in content of the two reports, it is important when considering the argu-
ments which follow, to bear in mind which volume is being discussed.

It was J .M. Keynes' (1939) famous critique of Tinbergen's first
League of Nations study, 'Professor Tinbergen's Method', which
sparked off the debate about the role of econometrics.16 It was
unfortunate that, while Keynes attacked the subject with his ususal
rhetorical flourish, he had clearly not read the volume with any great
care. Some of his criticisms also revealed his ignorance about both the
dynamic economic models of the business cycle developed in the
previous decade and the technical aspects of econometrics. For
example, Keynes supposed that business cycle theory was still at the
stage of Jevons' sunspot theory and he failed to see how cyclical
patterns could occur except through periodic causes, and certainly not
through a system of linear relations.17 In another example, Keynes
supposed wrongly that trends were measured by joining up the first and
last observations of the series, whereas Tinbergen had used a moving
average trend or a linear trend term in the multiple correlation. (It is
perhaps just a little surprising that Keynes should have been so
unaware of the econometric literature in question since he had been on
the editorial board of Econometrica from its first issue and had been a
member of the Council of the Econometric Society since 1935.18) To
those economists who failed to read Tinbergen's report for themselves
and who remained ignorant of the developments of econometrics since
the mid-1920s, Keynes' criticisms of Tinbergen's first volume must
have been devastating. This was a pity since Tinbergen's econometric
work demonstrated how much more advanced the subject had become.
10 The Keynes-Tinbergen debate remains a popular topic (see, for example, Stone (1978),

Hendry (1980), and Pesaran and Smith (1985)). The account here deals not only with the
immediate criticism and reply but the contemporary debate which followed.

17 It is clear also from Keynes' correspondence with Harrod about Tinbergen's work (Keynes
(1973), pp. 284—305) that Keynes did not recognise the dynamic mathematical models or
Frisch's shock model which Tinbergen used.

18 Of course, editorial board members are not necessarily aware of everything which appears
in their journal. Keynes remained on the Council until his death, and was the Econometric
Society's President in 1944—5. It is worth pointing out that many economists had joined the
Society at its formation who were not sympathetic to the statistical side of the econometric
approach; Robbins was another case in point.
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In fact, most of Keynes' specific points of criticism proved invalid since,
in his model building and applied work, Tinbergen had dealt with the
particular problems raised and carried out the various tests or pro-
cedures which Keynes criticised him for omitting.

Keynes also made a number of weightier criticisms of the methods
and methodology of econometrics. These points were not new but were
already the subject of concern to thoughtful econometricians like
Tinbergen. For example, Keynes complimented Tinbergen on his
discussion of the method of multiple regression, but he felt strongly that
the prior 'logical problem5 had not been worked out; that is, Tinbergen
had not explained

fully and carefully the conditions which the economic material must
satisfy if the application of the method to it is to be fruitful.

(Keynes (1939), p. 559)

These conditions, according to Keynes, were that econometric tech-
niques could only be applied where there is a correct and complete list of
causes, where all the causal factors are measurable, where these factors
are independent, where the relationship is linear and where problems
such as time lags and trend factors are adequately dealt with. Keynes
claimed that these conditions had not been satisfied in Tinbergen's work.

Tinbergen defended his work against the general difficulties raised
by Keynes, not only in direct reply but in an additional paper in 1940.19

Tinbergen argued that provided the list of explanatory variables held
the most significant or important ones, this was sufficient for the
method to provide good measurements of relationships. Further, as
econometricians knew, for statistical purposes explanatory factors did
not need to be statistically independent of each other but only reason-
ably uncorrelated. Tinbergen distinguished this statistical dependency
from his idea of economic dependency which he represented by an
arrow scheme, showing the immediate causes and the secondary causes
(the causes of the first causes) which made up a causal chain system of
relations. This arrow scheme is reproduced in Figure 12. Tinbergen
argued that for estimation purposes, each elementary equation (or
statistical explanation) should only represent one level of causes; the
economic dependency between the different levels of causes was
inherent in the relationships between the equations in the system.
Tinbergen used these arrow schemes as a pedagogical tool to represent
his model and to help readers understand the logical structure of his

'•• Tinbergen's direct reply (see Keynes and Tinbergen (1940)) and his introduction to
(1939), II dealt with many of the issues Keynes had raised, and tried to correct some of his
errors. (But Tinbergen's modesty softened the force of his defence (see Magnus and
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"t-M

Symbolic representation of logical structure of dynamic economics
(sequence analysis).

Figure 12 Tinbergen's arrow scheme showing causal structure
Source: Tinbergen's reply to Keynes in Keynes and Tinbergen (1940),
p. 144, Graph 1

models and their lagged schemes.20 Keynes had also quibbled about
where the time lags in equations come from and wanted to insist that
their specification came from the theorist. But theorists gave no help on
such matters, so Tinbergen was forced to choose the time lags between
causes and effects from a process of estimation by trial and error.

There was a second major area of methodological criticism which
followed on from Keynes' concern that the necessary conditions be
fulfilled. This was the issue of inductive claims. Keynes wrongly
supposed that Tinbergen was primarily interested in measuring the
strength of various factors. This was because Keynes believed that the
method of multiple correlation

is one neither of discovery nor of criticism. It is a means of giving quantita-
tive precision to what, in qualitative terms, we know already as the result of a
complete theoretical analysis - provided always that it is a case where the other
considerations ... are satisfied. (Keynes (1939), p. 560; my italics)

Keynes, like so many economists, was unwilling to concede to econo-
metricians any role in developing theory and regarded the measurement

Morgan (1987)). In addition, following his debate with Keynes, Tinbergen was invited by
the editors of the Review of Economic Studies, to give further explanations of his method. In
the resulting article (1940), Tinbergen explained at greater length many of the points
which contemporaries had found difficult to understand.

20 Tinbergen's arrow schemes and discussion indicate he thought in terms of recursive
models, but as the equation on p. 118 above shows, his systems could not always be reduced
to one single difference equation, suggesting non-recursiveness of some parts of the system.
To discuss the topic in these terms is to leap ahead to the later 1940s when the idea of recur-
siveness was proposed by Wold as an alternative to the simultaneous equations model of
Haavelmo (see Chapter 7, Letters 12 and 14).
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of already known theories as their only task.21 Because Keynes 'knew'
his theoretical model to be correct, logically, econometric methods
could not conceivably prove such theories to be incorrect. Therefore, if
a theory was not confirmed by the applied work, then the reason
according to Keynes' position must be that the conditions necessary for
econometric measurement, as laid out by Keynes (and referred to
above), had not been met. More crudely stated, this common argument
runs: if the results are not in accordance with theoretical preconcep-
tions, then blame the method and the data but not the theory (an
argument reminiscent of the proverb: a bad workman blames his tools,
and in this case his raw materials as well).

Keynes had rejected the possibility that econometrics could be
innovative about theory or claim to test theory, and regarded Tinber-
gen's work as 'a piece of historical curve-fitting and description'
(Keynes (1939), p. 566). So when Keynes criticised Tinbergen for his
lack of inductive claims, it was for lack of foretelling the future. But,
Tinbergen had, as a matter of course, forecast two periods ahead with
many of his equations as a test of the model. Keynes had also warned,
quite correctly, that in order to forecast from the model, the periods
must be homogeneous and recommended Tinbergen to investigate this
matter by testing the model on different subperiods of the data series.
Again, this is precisely what Tinbergen had done, and had found
evidence of changes in structure in his comparison of the regression
coefficients! Tinbergen believed that changes in structure did not
necessarily invalidate the usefulness of the whole model since the
changes might be localised or might be subject to estimation. Alter-
natively, the changes might be in the values of variables rather than in
the functions themselves. In any case, he thought that the more
interesting problems were the variation problems (tracing the effect of
alternative policy changes) rather than the problem of short-term
forecasting.

Tinbergen, in his reply to Keynes, defended the wider inductive
claims that he made for his own work. For Tinbergen, econometrics
was concerned both with discovery and criticism, as should be clear
from the discussion of this chapter. He believed, contrary to Keynes,
that if the theory was not confirmed by the results, then the inference
was that the theory was wrong or insufficient. Thus, for example,
statistical work might result in the introduction of new variables, or
21 Tinbergen has a delightful example of this attitude in which Keynes 'knew' the numerical

value of the parameter in his theory. I have not discussed details of the model content in
this account, but Neil de Marchi points out that one of the reasons Tinbergen found
Keynes' comments peculiar was that he was influenced by Keynes' macroeconomic ideas.
On both points, again, see Magnus and Morgan (1987).
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forms of variables, not previously considered as important by theory.
Theory might also be criticised by statistical evidence, if, for example,
little or no influence was found in the regression relationship for a
variable considered important in the theory. It is clear that Tinbergen
saw econometrics as a way of evaluating different theories; a much
wider frame than that viewed by Keynes.

There was another very important criticism of Tinbergen's first
report not published at the time though it was distributed in mimeogra-
phed form: this was a memorandum written by Frisch for a conference
held in 1938 to consider Tinbergen's first League of Nations' volume.22

Frisch's memorandum discussed the relationship between the
economic relations of theory and those obtained by fitting curves to
data. He suspected that there was a considerable gap between Tinber-
gen's applied results and economic theory, due to a large measure of
arbitrariness in the solutions to his final equations. Frisch argued that
in finding the component solutions of time-series data, the values found
for amplitudes and timing of phases were only relative; they were fixed
absolutely only by the initial conditions. A further element of arbitra-
riness was due to the model chosen: different choices of lags, for
example, would give different solutions. In general, the solutions were
not unique and different equations could give the same solutions. Those
equations which were not 'reducible' (that is, those equations with the
lowest element of arbitrariness) for the system as a whole were the only
ones which could actually be discovered from the data.

Unfortunately, according to Frisch, these 'coflux' (irreducible) equa-
tions often had a low degree of 'autonomy'. Autonomy is a concept
concerned with economic behaviour and theory: relations with a high
degree of autonomy were defined as ones which remain unchanged
when other relations alter. There is thus a sort of 'super-structure' in
the economy consisting of those relations with a high degree of
autonomy. These relationships are more fundamental and give deeper
insights into the behaviour of the economic system than ones of low
autonomy. If they can be found, they are closest to being a 'real
explanation' of the economy. Frisch gave the following example to
illustrate his concept:
22 Although both volumes were officially published by the League of Nations in 1939, the first

volume was circulated in advance in 1938 and evaluated at a special conference in
Cambridge (England) in July of that year. Neither Keynes nor Frisch attended this
meeting but Frisch produced a written critique which arrived after the event. This
memorandum, Frisch (1938) (to be published for the first time in Hcndry and Morgan
(forthcoming)) gave a new stimulus to the work on identification by Koopmans and others
at the Cowles Commission in the 1940s (sec Epstein (1987)), and was crucial in the
development of the concept of structural relations which is my concern here (and see
Aldrich (1989)).
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The coflux relations that can be determined by observation of the actual
time shapes may or may not come near to resembling an autonomous
relation, that depends on the general constitution of the phenomena
studied. To give two extreme examples: the demand function for a con-
sumers commodity as depending on price and income and perhaps on
some secondary variables will, if the coefficients can be determined with
any degree of accuracy, come fairly near to being an autonomous rela-
tion. It will not be much changed by a change in monetary policy, in the
organisation of production etc. But the time relation between the
Harvard A, B, and C curves is a pure coflux relation, with only a small
degree of autonomy. (Frisch (1938), p. 17)

Frisch accused Tinbergen of finding only coflux equations, which could
not be used to refute theory since they did not necessarily express the
autonomous structural system which was equivalent to theory.

Tinbergen, in immediate reply to the 'Autonomy' Memorandum,
interpreted Frisch's criticisms as being concerned with multicollinea-
rity. It is important to note that this term had been earlier defined by
Frisch to mean the existence of linear dependence between variables
(including the explanatory variables of an equation), other than the
relationship of interest. Multicollinearity could also therefore in
Frisch's definition denote identification problems; and indeed in the
1930s these concepts were not separate but interlinked principally
because of Frisch's work on confluent relationships. For example, in
the context of business cycle work, multicollinearity might mean that
the structural relationships were obscured by parallel cyclical move-
ments in all the variables. Tinbergen interpreted Frisch's view of the
problem as being that

all business cycle curves are more or less sines or waves, and that there-
fore the danger of multicollinearity is permanently present,

(Tinbergen, 1938, see Frisch (1938/48), p. 20)

and argued that in this case, bearing in mind his model, parallel data
series were not particularly a problem.

In a further response to Frisch (at the beginning of his second report
to the League), Tinbergen pointed out that he had started out from
theoretical relationships, and the individual equations he estimated
reflected the direct causes (rather than the secondary causes). He
believed this would give his relationships the maximum degree of
autonomy, that is,

relations which are as little as possible affected by structural changes in
the departments of economic life other than the one they belong to.

(Tinbergen (1939), II, p. 14)
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He thought that his relationships would have high autonomy compared
to the observed A-B-C relationships found by the Harvard method.
Further, Tinbergen argued that the use of economic theory put a
constraint on the choice of lags, reducing the danger of arbitrary
solutions. So, although Tinbergen took note of Frisch's criticisms in his
second report, he did not view them as seriously undermining his work
on the US model.

Because of the controversial reception accorded to the first report,
there was some anxiety at the League of Nations about publishing the
second. In fact, Tinbergen's second volume received less critical
attention, possibly because its publication was overtaken by the
outbreak of war. The most critical of these reviews was by Freidman
(1940), who also discussed the issue of testing. He complained that no
statistical tests had been carried out, and that none could be, because
the estimated equations were all the result of correlation hunting (using
trial and error to obtain high values of the multiple correlation
coefficient). Friedman went on to quote Mitchell in support of his view
that the only way to test such an empirically derived model was to see
how it performed on other data sets. (At this point, it must be
remembered that Friedman was reviewing the second report, and that
it was in his first report that Tinbergen had tested his model on other
time periods and on data from other countries.) Friedman himself
experimented in this direction by using Tinbergen's final equation to
forecast five years ahead. He described the result as 'unimpressive'
(R2 = .68 between actual and forecast amounts) but the cyclical
pattern was reasonably good.

Friedman's closing statement was that
The methods used by Tinbergen do not and cannot provide an empirically
tested explanation of business cycle movements. His methods are entirely
appropriate, however, for deriving tentative hypotheses about the nature
of cyclical behavior; and from this viewpoint students of business cycles
may find Tinbergen's volume of considerable interest.

(Friedman (1940), p. 660)
Tinbergen had provided a statistically verified explanation of the
business cycles in the US for a particular period and had checked to see
that the model would generate cycles in the absence of shocks. He had
not made a test of the model against new data, so Friedman's
judgement is justified. But, Friedman, unlike Keynes, was willing to see
Tinbergen's work as a useful source of further theorising.

A more technical criticism was advanced by Haavelmo (1940).23 In
23 A further technical problem was pinpointed by Orcutt (1948) who argued that Tinbergen

had a serious problem of autocorrelation in the data used for his US model. This criticism
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this paper he dealt only with the final testing stage of Tinbergen's work
and criticised him (and others) for neglecting the effect of the errors in
determining the time path of the system. He showed that it was possible
for a system of equations with a non-cyclical solution to explain
observed cycle movements once the effects of the errors were taken into
account. (This was a reminder of Slutsky's result that cycles can occur
solely through the summation of random error terms.) It therefore
followed, according to Haavelmo's work, that a cyclical solution to the
economic system part of a business cycle model could not be taken as
test of adequacy for business cycle models, as both Frisch and Tinber-
gen had proposed. This, of course, was a serious problem for Tinber-
gen's testing programme, but, like Keynes' criticisms, Haavelmo's
observations had little effect on the practice of econometrics in this case
because the business cycle programme of study was near its end, at
least for the time being.

Tinbergen's work had aroused strong criticism, but he also had
many staunch supporters who joined in the debate about the role of
econometrics. Some, like Allen (1940), used their own reviews of
Tinbergen's League of Nations reports to defend him. Marschak and
Lange (1940) wrote a stronger reply than Tinbergen's for the Economic
Journal, but it was not published at the time.24 Particularly important is
Haavelmo's (1943) response to the critique of Keynes. This paper
provided a highly articulate discussion of the role of econometrics in
testing theory. Haavelmo defended the econometric approach (and
Tinbergen's work) but he also wanted to insinuate probability theory
as the essential missing component which would make the approach
fruitful. (This had not, by any means, been thought a necessity by
econometricians, as we shall see later.) Haavelmo stated:

When we speak of testing theories against actual observations we evi-
dently think of only those theories that, perhaps through a long chain of
logical operations and additional hypotheses, lead to a priori statements
about facts. A test, then, means simply to take the data about which the a
priori statement is made, and to see whether the statement is true or false.

Suppose the statement turns out to be true. What can we then say about
the theory itself? We can say that the facts observed do not give any reason
for rejecting the theory. But we might reject the theory on the basis of
other facts or on other grounds. Suppose, on the other hand, that the

marks the start of new developments, which are not treated in the present study, but see
Gilbert (1988).

24 Keynes, as editor of the journal, perhaps felt enough had already been said. The paper is
available in Marschak's papers, (UCLA Special Archive Collection), and is to be
published in Hendry and Morgan (forthcoming).
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statement turns out to be wrong. What we can then say about the theory
depends on the characteristics of the theory and the type of a priori
statement it makes about the facts. (Haavelmo (1943), pp. 14—15)

For example, Haavelmo argued, no economist would work with a
theory which implied that next year's national income would be exactly
$X million, since this theory would always be rejected. That is,

If the statement deduced is assumed to be one of necessity, we would
reject the theory when the facts contradict the statement. But if the
statement is only supposed to be true 'almost always,' the possibility of
maintaining the theory would still be there ... If the statement is verified,
should we accept the theory as true? Not necessarily, because the same
statement might usually be deduced from many different constructions.
What we can say is that an eventual rejection of the theory would require
further tests against additional facts, or the testing of a different statement
deduced from the same theory. Each test that is a success for a theory
increases our confidence in that theory for further use.

(Haavelmo (1943), p. 15)
Haavelmo's position had two implications. One was that, in answer

to Keynes, simple models were legitimate, since if the
simplified theory also covers the facts, the discovery is an addition to our
knowledge (Haavelmo (1943), p. 15)

and might provide constraints additional to a priori knowledge. The
second implication was that a stochastic formulation was necessary for
workable and fruitful econometrics because otherwise inference would
mean that we would either always reject a theory or never reject a
theory, depending on whether it was sharply or broadly specified.
Haavelmo clearly differentiated Tinbergen's pioneering macroeco-
nometric models from previous statistical work on business cycles and
approved of his work. But he criticised him for not going far enough in
his use of statistical reasoning to warrant the description of 'deriving
relations with "inductive claims" ' (as Keynes had described the aim)
versus the alternative of'historical curve fitting' (Haavelmo (1943),
p. 17). The proper formulation of the problem required to assess these
inductive claims was still lacking in econometrics. That was the role,
Haavelmo argued, of probability theory. This important development
is discussed in Chapter 8.

Abstracting from the immediate debate enables us to evaluate
Tinbergen's achievements and put them into perspective. When the
work of Tinbergen is compared to that of Mitchell, Persons, Jevons and
Moore, it is clear that there had been real advances in the quantitative
treatment of the business cycle. First, like Moore, Tinbergen relied on
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quantitative theory, but he had the advantage of Frisch's general
mathematical model designed especially for business cycles. Tinbergen
used this model to develop complex multi-equation econometric
models to represent the cycles of the whole economic system.25 In the
process of building and using his models, Tinbergen increased econo-
metricians' understanding of the nature and properties of econometric
models and of associated concepts such as the structure of the system
and causal chain models. Second, this was not a period of technical
progress in statistical techniques. Correlation and regression analysis
(in various guises) were still the main analytical methods; but a
comparison points up the greater skill and finesse in Tinbergen's
econometric work compared to that of Moore. His development of
testing procedures for theory evaluation entailed a broadening in scope
and clarification of purpose rather than the introduction of new
techniques. Tinbergen's contributions to econometrics came through
his practical work: he developed best practice for applied econometrics,
and he deepened econometricians' understanding of their approach to
economics.
25 In this context, we should note that Tinbergen's models are generally regarded as the first

macroeconometric models. This is undoubtedly correct, but to see them only in this light is
to ignore the general structure of his models (and particularly his concern with dynamics)
and the historical and theoretical business cycle context from which they sprang.
Tinbergen's models owed more to the development of dynamic cycle theory, both by the
econometricians themselves (and particularly Frisch's shock model) and by the Stockholm
school of economists (for the development of sequence analysis), than it did to the
development of macroeconomic theory. Conventional accounts of the development of
macroeconomic theory and data in the 1930s often neglect the business cycle theory
context from which they emerged and ignore econometrics entirely. Patinkin (1976), for
example, concentrates on the advent of national income accounting (for which, see
Kendrick (1970)) and Keynesian macroeconomics as the two great achievements of
interwar economics. The renewed interest in business cycles may lead to some revision of
this view (see, for example, Lucas (1980) whose brief historical account supports my view
of the importance of Tinbergen). We should also note that it was for developing and
applying macrodynamic models that Tinbergen and Frisch were awarded the first Nobel
Memorial Prize in Economics in 1969.
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Introduction to demand analysis

The idea that price varies negatively with quantity demanded and
positively with quantity supplied is a long-established one, although
Hutchison (1953) has suggested that classical economists' ideas on
supply and demand schedules were neither well defined nor consistent.
Nevertheless, or perhaps because of this fuzziness, thr desire to make
economics more scientific (both to express the theories more exactly
and to provide a stronger empirically based knowledge) found expres-
sion particularly early in the field of demand. It was one of the first
areas of economic theory to receive graphical and mathematical
representation. This is generally believed to have been at the hands of
Cournot in 1838, although his contributions to the development of
economics were not appreciated until later in the century.1 The
Victorian polymath Fleeming Jenkin developed the mathematical and
geometric treatment of demand and supply further in a series of articles
between 1868 and 1871.2 He even included variables to represent the
other factors which cause the demand curve to shift back and forth.
Although the use of mathematics was resisted at the time, it gradually
became more acceptable since graphs and equations were good media
in which to display the new 'marginal' theory.

The 'marginal revolution' of the 1870s is usually portrayed as
changing the basis of the theory of value from the classical concentra-
tion on the production side to a new analysis based on the individual
consumer. Blaug (1968) has described how this theory developed along
two paths corresponding to the ideas of Marshall and Walras. Walras
1 Antoine Augustin Cournot (1801-77) was regarded by the early twentieth-century econo-

metricians as one of the founders of their movement, particularly for his use of mathematical
analysis in economic theory. He was the subject of an article in the first issue of Econometrica
and a special session in honour of the centenary of the publication of his book was held at the
December 1937 meeting of the Econometric Society.

2 Fleeming Jenkin was a notable engineer (specialising in bridges) who made contributions to
literary and dramatic criticism as well as publishing five papers in economics. His work has
been reassessed by Brownlie and Prichard (1963).
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followed Cournot's earlier work and used quantity as the dependent
variable. He represented the price/quantity relationship as the quan-
tity demanded or supplied for a given price (other things held constant)
and the adjustment to disequilibrium in the market was made by a
change in prices. Marshall, on the other hand, switched the determin-
ing factor in the system and characterised price as the dependent
variable. His system was based on the price consumers and sellers were
willing to pay or accept for a given quantity and adjustment to
disequilibrium was made on the quantity side. Their formalisation of
demand theory provided models to which both mathematical reasoning
and statistical evidence could be easily applied.

Cournot and Jevons had both believed that numerical laws of
demand could be empirically determined. Jenkin had also discussed
the possibility of experimentally determining the laws of demand and
supply from year to year variations in prices and quantities. Yet none of
these three had tried their hands at such work, although as G. J. Stigler
(1954) notes, other economists had begun to do so by the 1870s. At the
end of the nineteenth century, J .N. Keynes was still optimistic about
the possibility of successfully measuring demand schedules, but he was
not unaware of the problems econometricians would have to face in
matching theory to measurements. Keynes described these difficulties,
with help from Cournot:

With improved statistics of consumption, towards which valuable contri-
butions might be afforded by shopkeepers' books and the great co-
operative stores, it might be possible to draw up empirical demand-
schedules representing approximately the actual variation of demand
with price for certain commodities in general use. As Cournot remarks: 'If
we suppose the conditions of demand to remain the same, but the
conditions of production to change, because the expenses of production
are raised or lowered,... then prices will vary, and corresponding
variations in demand will give us our empirical tables'. (Principes de la
Theories des Richesses, §56). But, as is also recognised by Cournot, the
conditions of demand rarely do remain the same for any considerable
length of time. There are constantly in progress independent changes,
such as changes in fashions and habits, in the purchasing power of money,
in the wealth and circumstances of consumers, and the like, which cause
the demand at a given price itself to vary. Since therefore the statistical
calculation would have to cover a more or less prolonged period of time, it
would always be liable to be vitiated by the effects of such changes as the
above, except in so far as these effects could themselves be estimated and
allowed for. (In Palgrave (1894-8), I, pp. 540-1)

It was some while before econometricians fully understood how to deal
with the difficulties foreseen by Cournot and so clearly stated by Keynes.
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Early statistical demand analysis started with a strong body of
generally agreed theory, and the perceived role of econometrics was to
measure the laws of demand and find the numerical parameters of these
relationships. This is in complete contrast to the statistical analysis of
business cycles, where much of the early work concentrated on defining
and isolating the cycle in the data. The presence of many cycle theories
was associated with the development of many different models of the
cycle and different approaches to cycle analysis; and this ultimately led
to the exploration of important issues of theory testing in econometrics.
The general agreement on theory in the case of demand was associated
with less diversity in statistical approach and revealed a different set of
problems. These problems of correspondence, or the matching of
measured relationships to theoretical models, are dealt with in two
chapters. Chapter 5 deals with the attempts to reconcile the require-
ments of theory with the conditions under which the data had been
collected. This interaction between theoretical models of demand and
their measured counterparts stimulated considerable developments in
econometric modelling. Chapter 6 is concerned with another area of
correspondence, namely the ability to identify an empirical relationship
as a demand curve rather than some other relationship. This entailed
both the isolation of identification as a separate problem from other
correspondence problems and its solution.



CHAPTER 5

Narrowing the data-theory gap in demand
analysis

The first attempt at measuring a demand function was probably by
Charles Davenant in 1699 (but generally attributed as Gregory King's
Law) and consisted of a simple schedule of prices and quantities of
wheat. By the late nineteenth century, simple comparisons had given
way to mathematical formulations of such demand laws. For example,
Aldrich (1987) discusses how Jevons (1871) fitted 'by inspection' an
inverse quadratic function to the six data points of Gregory King's
Law. Wicksteed (1889) disagreed with Jevons' function and found that
a cubic equation fitted the data exactly.1 Although this sort of function
fitting was possible with six data points, it was obviously inappropriate
for large data sets, and by the beginning of the twentieth century
investigators had turned to the field of statistics for help in measuring
demand relationships.

It quickly became clear that simply applying statistical methods to
the price and quantity data did not necessarily lead to sensible results
and the work of econometricians in the first two decades of the
twentieth century reveals both insight and confusion about why this
should be so, as we shall see in the first section of the chapter. The ways
in which econometricians formulated the difficulties they faced and
then tried to solve them first by adjusting their data and then by
developing more complex econometric models of demand are discussed
in the following two sections. Other aspects of the difficulties raised in
this early work are held over for discussion until Chapter 6.

5.1 Difficulties in early statistical measurements of demand
Statistical methods were initially used in demand analysis to organise
observations and reduce them to manageable form. Methods such as
averaging, ranking and taking mean deviations of the data were applied
1 Wicksteed (1889) used a trial and error method but his cubic equation was 'confirmed' by a

correspondent using the 'method of differences'.
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before comparing price and quantity data series to find their relation-
ship. Such methods are illustrated by the work, again on harvest data,
of Engel in 1861 and Laspeyres in 1875; both discussed by G. J. Stigler
(1954). A. B. and H. Farquhar (1891) were marginally more sophisti-
cated in their attempts to confirm the simple price-quantity demand
relationship; they standardised their data for changes in population
and then compared year to year changes (both in absolute terms and in
percentages). Much of this early work in the field has been admirably
surveyed, from the point of view of the history of economic thought, by
G.J. Stigler (1954), but his analysis terminates at around 1914,
precisely the point where a number of very interesting econometric
problems had been raised.

The development of correlation analysis in biometrics in the late
nineteenth century by Galton and Karl Pearson had yielded a new
measure which proved very useful for econometricians.2 The correlation
coefficient both averaged the data and provided a single simple
measure of the strength of a relationship. Correlation analysis was
applied to economic time series in the early twentieth century in the
search for statistical relationships in economics. As Chapter 2 showed,
by 1920 it was a commonly used tool in trade cycle research; but it was
also used in the early work on demand. In his 1905 paper Hooker,
working with price and quantity data for maize, correlated the mean
deviations of their levels and found a low correlation coefficient of
— .28. Plotting each series against time, he observed that there were
no strong secular (long-term) movements similar to both series, but
that short-term movements appeared to be connected. So he correlated
first differences of the data and found a high correlation coefficient of
— .84. Hooker suggested that this higher correlation coefficient gave
an indication of a causal relationship between the two series. It is
interesting to note Hooker's confusion between correlation coefficients
as a measure of the strength of an empirical relationship and a high
coefficient as being indicative of a causal relationship. He was influ-
enced in this by Bowley who, in his statistics textbook of 1901, had
suggested that if the correlation coefficient were more than six times the
probable error of the coefficient, then a causal connection between the
two data series might be inferred.3

2 The development of correlation and regression analysis in the context of genetics is
described by Mackenzie (1981). For more general accounts, see the references given in the
Introduction.

* Bowley's causality condition (p.320 in his textbook) was, if: r > 6 { 0.67 (1 — r2)/n } then
causality exists. The question as to whether correlation and related measurements are only
measures of association or can also be taken as indicators of causality is a long-running
debate. In econometrics, King (1917) gave an early view in the argument which goes
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Correlation provided a more systematic way of relating two data
series than the simple comparisons or function fitting of the earlier
years. In its turn, correlation gave way to more sophisticated curve
fitting methods such as least squares regression. In the context of
demand studies, this raised an immediate problem of which regression
to choose: the regression of quantity on price or price on quantity? The
problem of regression choice was treated in Edvard Mackeprang's
doctoral thesis (1906).4 Mackeprang carried out a substantial amount
of statistical work on demand, for example, estimating the demand for
sugar in nineteenth-century Britain. He failed to find an adequate
answer to his initial question of which regression to use, and ended up
computing and using both. In another example, Persons (1910) (the
inventor of the Harvard Business Barometer, discussed in Chapter 2)
took Hooker's work on maize data a step further by calculating both the
regression equations. Thereafter, two different solutions to the problem
of regression choice developed, characterised here as the 'statistical'
and the 'economic'.

One solution to the regression choice question was based on the
presence of measurement errors in the data, a situation in which the
application of statistical reasoning was generally accepted. If there
were measurement errors only in price data, then the appropriate
regression to choose for statistical purposes was one in which these
errors were minimised by regressing price on quantity. The presence of
measurement errors in both price and quantity variables presented a
more difficult problem. The solution to regression choice in this case
was the subject of considerable discussion in econometrics in the 1930s
and is discussed at more length in Chapters 7 and 8.

Most early econometricians unconsciously adopted an economic
theory decision rule in their choice of regression: their choice of
economic theory dictated which regression they used. In a brief
review of the status of demand theory given earlier, it was suggested
that there were two alternative economic models which applied
workers could adopt: either quantity was dependent on some given
price, or price was dependent on some given quantity. These models
were characterised as Walrasian and Marshallian models respectively.
Such characterisations involved considerable simplification and dis-
tortion of the original theories, nevertheless, they were the sort of

through to more sophisticated recent work on the subject of causality tests. Some of the
arguments are discussed further in Part III and see Cartwright (1989).

4 Edvard P. Mackeprang (1877-1933), a Dane who studied economics and statistics and
worked in the insurance business. He failed to obtain a university position, but continued
his econometric work which is discussed in Wold (1969a) and at greater length in
Kaergaard (1984).
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models actually used in early applied work since they could be
translated directly into simple regression equations with one or two
independent variables. (The time-consuming nature of doing least
squares regressions by hand, or later by simple mechanical calculator,
was the primary reason for the very small number of variables
handled.5) A third model in which price and quantity are jointly
determined was more complex and it did not prove so easy to translate
this into a simple regression model.

G. J. Stigler's (1954) survey shows that in the first decade of this
century, Benini and Gini both adopted the Walrasian model. Benini in
1907 estimated the demand for coffee while Gini in 1910 estimated
demand functions for a number of goods using a semi-log function
borrowed from psychophysics known as the Weber—Fechner law:

where P was termed the 'stimulus' and Q, the 'response' term.6 Both
Benini and Gini used estimation techniques based on averaging of
groups of data rather than the least squares method. Early users of the
Marshallian model included J. M. Clark (1913) who estimated the
demand for gold (also using non-least squares regression) and Henry
Ludwell Moore (1914), who calculated a number of different equations
for the demand for agricultural goods as part of his work on economic
cycles.7

Applied work carried out using these simple models and methods
was generally thought successful. But the criteria for success in applied
work were rather weak, economic-theoretic, rules rather than statistical
ones. These rules involved some idea of'reasonableness'. Initially this
meant simply: is the estimated demand parameter negative and does it
have a reasonable value? If the answers were yes, then the inference was
that the 'true' demand curve had been found. The problem of measur-
ing demand curves was actually more complex, as quickly emerged in
work by Moore, Marcel Lenoir and Robert Lehfeldt in the years
1913-14.

Along with his 'successful' (by the economic-theoretic criteria) work
on agricultural goods, Moore (1914) estimated the demand curve for
5 Some papers in the statistics literature were solely concerned with providing computation

methods. The development of graphic methods of correlation in the 1920s was initially to
deal with non-linear demand functions (Ezekiel (1924)), but later versions (e.g. Bean
(1929)) were proposed to short-cut the standard methods of calculating correlation and
regression coefficients. Certain times are given for calculating regression equations; Bean
(1929) suggests eight hours for a four-variable multiple regression.

6 This law was well known in psychology as one of the earliest empirical laws derived from
statistical tests in the 1860s (see the discussion in the Introduction).

7 Moore and his cycle work are discussed in Chapter 1.2.
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pig-iron (raw steel). He claimed to have found a brand new type of
demand curve, namely the positively sloped demand curve applicable
to all producer goods. Moore believed that econometrics could be used
to derive new theoretical laws from empirical results, as well as to find
numerical parameters for existing economic laws. This perhaps
accounts for his interpretation of the positive demand curve as a new
law. But his contemporaries thought the positive demand curve
sufficiently 'unreasonable' to reject it. A critical review by Lehfeldt
(1915) suggested that Moore had estimated a supply curve for pig-iron
because the data indicated a moving demand curve (due to the business
cycle) and a relatively stable supply curve; and P. G. Wright (1915)
demonstrated the same point using a graph. Judged by the economic
criteria, Moore's positive demand curve was unacceptable. This,
perhaps even more than his Venus theory of the business cycle,
devalued Moore's real contributions to econometrics in the eyes of his
contemporaries (see G.J. Stigler (1962)).

At the same time that Moore advanced the positive demand curve,
the more complicated model involving demand and supply relation-
ships was brought into use in econometrics. Although the underlying
model involved two relationships between price and quantity, only one
of them was estimated. In a little known doctoral thesis in French,
Marcel Lenoir (1913) discussed demand and supply factors and
showed how the dominance of supply or demand influences in a
particular market would dictate whether an estimated relationship was
the supply or the demand curve.8 He drew diagrams with shifting
demand, and supply curves to illustrate this point. He analysed the
markets for four goods: coal, corn, cotton and coffee. The statistical
relationships between their prices and quantities (production/consump-
tion) were examined and cyclical or trending factors (in the form of
indices of prices and consumption and the quantity of money) were also
introduced into the correlation analysis. In addition, he computed
regression equations, such as a demand equation for coffee using
quantity as the dependent variable and including a linear time trend.

Robert Lehfeldt (1914) was another economist who tried to deal with
interdependent supply and demand relationships.9 Although his short
8 Little is known about Marcel Lenoir, whose promising career as an econometrician was cut

short by his death in the First World War, see Marchal (1952). A short part of his thesis will
appear in translation in Hendry and Morgan (forthcoming) and see further discussion in
Chapter 6.1.

9 Robert A. Lehfeldt (1868-1927) was initially a physicist, holding positions as Professor of
Physics at Sheffield and later at the South African School of Mines and Technology. He
then turned to economics and from 1917 was Professor of Economics at the University of
Witwatersrand.
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paper, 'The Elasticity of Demand for Wheat', contained little formal
theory compared to Lenoir's, it is worth describing in some detail.
Lehfeldt proposed to measure the elasticity of demand for wheat and
believed that if he could find the quantity supplied under constant
demand conditions, then movements in the supply curve would trace
out points along the constant demand curve. To achieve a constant
demand curve he corrected the quantity figures for changes in demand
due to population growth, by standardising his quantity data for
1888-1911 to a static 1900 population level. He then considered the
possibility that the demand curve shifts (for which he had already
corrected) were not parallel due to changes in taste, quality of the
wheat or the prices of other goods. He tested out these three possibilities
and made the necessary corrections to the data. Finally he analysed the
timing of the relationship between the changes in quantities and prices
by looking at the correlation coefficients between differing lagged
values of his adjusted data. He chose the highest valued coefficient
which was the correlation between prices and quantities lagged one
year. Only then did Lehfeldt consider whether this measured demand
relationship was valid in terms of economic theory and he concluded
that it was reasonable for the harvest of wheat one year to determine the
prices paid by consumers for wheat in the following year.

Lenoir and Lehfeldt showed a deeper understanding of the problems
of relating data to theory than Moore with his controversial positive
demand curve. Lehfeldt was perhaps the first econometrician seriously
to test that the assumptions made in the theoretical demand model were
actually fulfilled in the statistical data. He grappled with the problem of
interdependence of supply and demand with considerable success.
Lenoir used a more formal analysis to deal with the same problem. He
considered which model (the demand or the supply) would occur
empirically for different types of goods. He chose his model, based on
this theoretical and statistical analysis, before estimating the relation-
ship. Moore's approach was a mixture. At its worst, it involved both the
unthinking application of theory to data and the adoption of empirically
derived relationships without reference to theory. Though Moore's
boldness and imagination were sometimes regrettable, they were also
the qualities which made him a true pioneer of econometrics.

The work of all three taken together, Lehfeldt, Lenoir and Moore,
had exposed a number of problems in the econometric treatment of
demand curves. First, in dealing with an interdependent system of
demand and supply, both demand and supply curves were likely to be
shifting backwards and fowards over time. To estimate one of the
parameters, it was necessary to pre-adjust the data in such a way that
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one of the two curves was stable. This in itself introduced a number of
questions: why were the curves shifting, how could the shifts be measured
and how could the data be preadjusted to remove them? Secondly,
Moore's positive demand curve had demonstrated that a simple single-
equation model for demand could equally well describe a supply curve;
there was a need to differentiate the economic theory models being used.
Thirdly, the critical reaction to Moore's work had illustrated that if the
economy generated data from a fixed supply and moving demand curve,
then, at most, only information on the supply parameter could be
gleaned from the data and nothing could ever be learnt about the
demand parameter. These problems were exacerbated by the lack of
adequate criteria to judge applied results. The success criteria which
allowed a 'reasonable' parameter estimate to be accepted as a 'true'
parameter were sufficient to judge that Moore's positive demand curve
was 'wrong', but they were not sensitive enough to differentiate between
different 'reasonable' estimates of the 'true' parameter. Finally, there
was the additional, but generally worrisome, problem of measurement
errors in the data, on which more will be said in Part III of this book.

Whereas in modern econometrics these problems are separated out
and dealt with individually, this was by no means true in the 1920s and
early 1930s when these issues were seen either as a set of overlapping
problems or even lumped together into one subsuming problem of a
mismatch between theory and data. So much so, that by the late 1920s
some econometricians began to view statistical demand curves as only
'approximations' to the 'true' demand curve. These approximations
were thought to be good enough for policy and forecasting purposes
even if they were not the 'true' curves.10 Econometricians' attempts to
solve the questions raised in their demand analysis can be broadly
divided into two parts. Efforts to develop a better match between
theory and data concentrated on reducing the gap by making adjust-
ments to both; the rest of this chapter deals with these developments. A
second area of problem solving was concerned with whether a demand
relationship could be estimated, given the data available; such issues of
identification are dealt with in Chapter 6.

5.2 Static theory and time-series data
Econometricians were interested in measuring the elasticity of demand
for various goods but were faced with a basic conflict between theory
and data. Demand theory was concerned with a static relationship
10 See, for example, the discussions in E. J. Working (1927), P. G. Wright (1929) and Gilboy

(1930).
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under ceteris paribus conditions whereas the data available were single
point realisations of demand and supply interactions over a long time
period, when other things were not constant.11 Moore stated the
problem thus:

Two fundamental defects in the current theoretical method of treating
economic questions are exemplified in the case of the theory of demand:
first, the assumption is made that all other things being equal (the old cctteris
paribus) . . . The 'other things' that are supposed to remain equal are
seldom mentioned and are never completely enumerated; and con-
sequently the assumption that, other unmentioned and unenumerated
factors remaining constant, the law of demand will be of a certain type, is
really tantamount to saying that under conditions which are unanalyzed
and unknown, the law of demand will take the supposed definite form.

(Moore (1914), p. 66)

The ceteris paribus conditions were not the only problem as far as
Moore was concerned; demand theory also came complete with a
defective 'static' method:

According to the statical method, the method of caterisparibus, the proper
course to follow in the explanation of the phenomenon is to investigate in
turn, theoretically, the effect upon price of each factor, cateris paribus, and
then finally to make a synthesis! But if in case of the relation of each factor
to price the assumption ceteris paribus involves large and at least question-
able hypotheses, does one not completely lose himself in a maze of implicit
hypotheses when he speaks of a final synthesis of the several effects? We
shall not adopt this bewildering method, but shall follow the opposite
course and attack the problem of the relation of prices and supply in its
full concreteness.

The fruitfulness of the statistical theory of correlation stands in
significant contrast to the vast barrenness of the method that has just been
described, and the two methods follow opposed courses in dealing with
the problem of multiple effects. Take, for example, the question of the
effects of weather upon crops. What a useless bit of speculation it would be
to try to solve, in a hypothetical way, the question as to the effect of rainfall
upon the crops, other unenumerated elements of the weather remaining
constant? The question as to the effect of temperature, cateris paribus?
How, finally, would a synthesis be made of the several individual effects?
The statistical method of multiple correlation formulates no such vain
questions. It inquires, directly, what is the relation between crop and
rainfall, not c&teris paribus, but other things changing according to their
natural order. (Moore (1914), pp. 66-7)

1' The additional gap between the ex ante concept embodied in theory and the ex post nature
of the data was rarely considered at this time, although Gilboy (1930) did perceive that
the distinction has implications for measuring demand curves.
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Moore's strident rejection of the standard method was somewhat
premature, if only because early econometricians could not necessarily
cope with all the other changing factors in one multiple regression.

Somehow, econometricians needed to make the theory and the data
compatible so that the statistical curve would correspond with the true
demand curve. The most important point of difference between theory
and data was perceived to be the element of time. Initially applied
workers dealt with time by trying to eliminate its effects from the data
before measuring the elasticity. They believed that by eliminating
certain effects (influences) which changed over time, they could
estimate the static demand curve which corresponded to economic
theory. Simple methods of data adjustment gradually gave way to more
complex methods which involved the measurement and removal of
time trends from the data.

In the early twentieth century, statisticians with no particular
economic models in mind had experimented with economic time-series
data, in order to find out what sort of data adjustments removed what
sort of time components from the data. For example, Hooker (in 1901
and 1905) experimented with time-series data to try and separate out
long-term secular movements, periodic movements and short-term
oscillations. He also advocated the methods of measuring deviations
from a moving average trend to remove the effects of periodic (cyclical)
movements. Persons (1910) suggested the removal of short- or long-
term influences by taking first differences of the data or by fitting a
mathematical function or 'growth curve' to the data and taking
deviations of the observations from this trend. These methods were
soon applied to isolate the business cycle component, as already
discussed in Chapter 2.

Economists also applied these ideas in the context of their work on
demand. Norton, in a study of the New York money market (1902), had
fitted a growth curve by interpolation and taken deviations from it to
remove long-term changes. Mackeprang had used data in logarithms of
the deviations from a 5-year moving average trend for the same reason.
Methods of data adjustment were popularised in econometrics by
Moore to eliminate trend or cyclical disturbance factors which caused
demand curves to shift over time. He discussed the need for the
techniques in his 1914 book on cycles:

The chief difficulties in the computation of statistical laws of demand are
due to changes that occur in the market during the period to which the
statistics of prices and quantities of commodities refer .... But in case of
staple commodities, such as the agricultural products with which we shall
have to deal, the effects of those changes in the condition of the market
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that obscure the relation between prices and amounts of commodity may
be largely eliminated. As far as the law of demand is concerned, the
principal dynamic effects that need to be considered are changes in the
volume of the commodity that arise from the increasing population, and
changes in the level of prices which are the combined result of causes
specifically responsible for price cycles and of causes that produce a
secular trend in prices. The effects of these two fundamental changes may
be eliminated approximately by a single statistical device.

(Moore (1914), pp. 68-9)

Moore's 'single statistical device' was the use of first differences (which
he termed 'link relatives') of the data, measured either in percentage or
absolute terms:

By taking the relative change in the amount of the commodity that is
demanded, instead of the absolute quantities, the effects of increasing
population are approximately eliminated; and by taking the relative
change in the corresponding prices instead of the corresponding absolute
prices, the errors due to a fluctuating general price level are partially
removed. (Moore (1914), p. 69)

Later, Moore (1917 and 1922) applied alternative methods such as
removing trends by taking 'trend ratios' (the ratios of prices and
quantities to their trend values).

Moore's work in this area proved influential. His data adjustment
methods (link relatives and trend ratios) were naturally used by his
disciple Henry Schultz, but they were adopted by many other econo-
metricians, particularly in agricultural economics. The price of this
popularity was that the methods were sometimes used thoughtlessly.
Later, Ferger (1932) showed that the methods were dangerous if used
indiscriminately because they measured different phenomena and
implied different models.12 In a carefully constructed experiment using
one set of price and quantity data, Ferger obtained correlation coeffi-
cients of opposite signs for the two different methods; the correlation of
link relatives was positive, while the correlation of trend ratios was
negative. He claimed this as proof that the methods implied different
models; the use of link relatives modelled the relationship between
changes in prices and changes in quantities, whereas trend ratios gave a
model of the relative levels of prices and quantities. Ferger suggested
that consumers' markets should be modelled using relative levels while
dealers' or speculators' demand could be better modelled by using price
changes or expected price changes (using past price changes as a
measure) and quantity levels.
12 In this case Ferger was repeating a point made by Irving Fisher (1925) in the context of

business cycle measurement.
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Economists also sought to remove the effects of specific trending
variables rather than general cycles or trends. For example, both the
Farquhars (1891) and Lehfeldt (1914) used per capita quantity data,
equivalent to the removal of a population growth trend. In another
early example, J. M. Clark (1913) adjusted his data for changing
population and consumption standards by ascertaining a 'normal'
growth curve, based on eight other commodities, and used the percent-
age differences between the actual and the 'normal' adjusted quanti-
ties. Whatever the level of sophistication, the basic idea behind all the
methods was to pre-adjust the data in line with the ceteris paribus
conditions of static demand theory in order to estimate the statistical
equivalent of the theoretical demand law.

From the middle of the 1920s to the early 1930s the assumption that
received economic theory was in some way immutable — and therefore
that any adjustment towards making theory operational must be made
on the data side - gradually gave way to the realisation that economic
theory had little to say about dynamic elements such as the course of
economic change and the timing of economic reactions. Econometricians
began to think that if the 'true' demand curve were never constant, they
should instead perhaps incorporate dynamic elements into their models
and estimate the changing or 'dynamic demand law'. So they gradually
switched from data adjustment to attempts to deal with the time element
inside the estimation equation; first by using a time trend variable and
then by incorporating into the relationship the specific variables which
influenced demand over time and finally by dynamic modelling.

One of the first to discuss these ideas was an agricultural economist,
B. B. Smith (1925), who suggested that the removal of disturbances by
pre-adjustment of the data was a serious error. He advocated the
inclusion of a time trend variable inside the estimation equation (rarely
done up to this point, though Lenoir's use was an early example) in
order to capture omitted independent variables and in order not to
remove possible important trending influences. He wrote:

Should these two, dependent and independent, series chance to have
approximately similar trend or seasonal movements, and should these
latter be extracted from the two series prior to their correlation, one might
under the name of seasonal and trend extract much of the variation by
which these two were related, and thus obscure their true relationship.
The unconsidered practice of eliminating trend and seasonal from series
prior to their correlation is to be looked upon askance, therefore. It is often
a serious error. (Smith (1925), p. 543)

Smith argued further, that leaving trend factors in the regression led to
better fit and, he claimed, was less work:
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On theoretical considerations, correlation coefficients secured by simul-
taneous, or multiple, correlation methods will be as high or higher, and
never less, than those resulting from any possible sequence of consecutive
elimination of the influence of independent factors from the dependent, of
which current methods of eliminating seasonal variations before correlat-
ing are an example. In actual trials of the two methods the writer has
found that the simultaneous solution for trend and seasonal regression
curves and curves for other factors always gave markedly higher corre-
lations. Furthermore, there is considerably less labor involved in the
simultaneous method, for the abstraction of trend and seasonal from each
series before they are correlated is eliminated.13

(Smith (1925), p. 545)

Ezekiel (1930) in his review of Moore's (1929) book, supported Smith's
view claiming that detrending data was equivalent to throwing infor-
mation away.

Henry Schultz14, in his book Statistical Laws of Demand and Supply with
Special Application to Sugar (1928), was also especially concerned about
the problem of dealing with time inside the model:

in order to bring the theory of consumption into closer agreement with the
facts of our experience it is necessary to show how the demand curve moves
— how it changes its position from time to time. (Schultz (1928), p. 27)

He defined his statistical law of demand as:

Pi=F(Qj,P2,...,P,,t)

(where Ms a time trend) and believed that the important long-term
disturbing variables were not the other prices in his model but those
variables that / represented, such as population changes. He discussed
the desirability of dealing with disturbing variables within the equation
by multiple regression or by pre-adjustment of the data and concluded:

13 Whether or not it took greater time to do a multiple regression compared to pre-adjlisting
data depended on what sort of pre-adjustments were used and the number of variables in
the regression. For example, a trend fitted by least squares would require more work than
simply taking the link relatives.

14 Henry Schultz (1893-1938) was born in Poland and educated in New York. He studied at
Columbia University with Mitchell and Moore and briefly at the London School of
Economics and Galton's laboratory. He joined the University at Chicago in 1926 and,
inspired by Moore's work, developed a research programme in the econometric analysis
of demand. Schultz used Moore's methods of data adjustments and some of his models, but
he was much more careful and pedestrian about his applied work. His 1928 book is an
extended version of his thesis on the demand for sugar, completed (and also published) in
1925. His best known book The Theory and Measurement of Demand (1938) was virtually an
encyclopaedia of the subject, covering demand theory and applied practice (and its
history), though the econometrics it contained were little changed from those of his 1928
book. See Christ (1985) for a survey of his econometric work.
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it would seem as if the method of multiple correlation were expressly
invented for the purpose of deriving dynamic laws of demand.

(Schultz (1928), p. 30)
Despite this statement, he decided that a time trend variable (t) could
be dealt with by using Moore's data adjustment methods just as
successfully as by multiple correlation.

One reason for the comparatively rare use of time trends in demand
equations of the 1920s was because econometricians were unsure of the
validity of such a technique in dealing with the ceteris paribus conditions.
The reason for using data adjustment techniques was to remove the
disturbing influences of other factors and find the 'true' constant demand
curve, but econometricians did not know whether the inclusion of time
trends in the equation had the same effect. Econometricians were also
unsure whether the estimated demand curves represented static or
dynamic laws. Schultz, for example, claimed that the equations resulting
from data adjustment methods were dynamic laws of demand:

The law of demand derived in this study is a dynamic law; it describes in
summary form the 'routine of change' of an important economic phenom-
enon. It is the dynamic law of demand in a simple form ... It is quite
different from the static law of demand of the classical writers.

(Schultz (1928), p.94)

Ferger (1932) was not so convinced. He pointed out that 'dynamic'
meant change and was not to be directly identified with 'time', and that
static laws which were constant over a certain time period should not be
regarded as dynamic purely because they were measured over time or
because there were variations in the conditions. On the other hand, he
felt there was a problem in the way 'time' was used by applied workers as
an all-purpose variable to represent complex changes in other indepen-
dent variables. He proposed that instead of using a time trend variable,
dynamic changes should be divided into those which were regular and
predictable (first order dynamics which could be modelled by the statis-
tician), and those which were unpredictable (second order dynamics
which could not be modelled). Ferger then discussed whether data
adjustment methods or multiple correlation methods were better at
dealing with these first order dynamics. He decided in favour of the
method of multiple (or partial) correlation and then considered its
implications:

Finally we must consider the bearing of the multiple and partial corre-
lation technique for demand curve derivation on the dynamic or static
character of the results. The method is basically related to the scatter-
diagram or simple correlation method, but with refinements which are of
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extreme theoretical and practical importance. In none of the methods
thus far considered has the fundamental condition of the classical defi-
nition of the static demand curves been realized - that all other things remain
unchanged. This requirement has been approached in some measure by the
adjustments which have been made on the data before being correlated,
such as deflating the prices, using per capita quantities, and removing the
trends of prices and quantities. (Ferger (1932), p. 59)

He believed that the method of multiple correlation (or partial corre-
lations) measured the relationship between price and quantity while
effectively holding constant the other variables in the equation. The
method was therefore equivalent in his view to the economist's ceteris
paribus condition and would yield

substantially the classical static demand curve of economic theory.
(Ferger (1932), p. 60)

In the first volume of the new journal Econometrica, Schultz (1933)
reported an experiment totest whether there was any technical difference
between an equation using detrended data (data treated by either of the
two methods of trend ratiosor link relatives) and one incorporating a time
trend variable. He drew three-dimensional diagrams of the regression
equations and compared the elasticity of demand and degree of correla-
tion between the observed and fitted values of the dependent variable for
each of the equations. He found that trend ratios and time trend methods
produced very similar parameter results with little difference between
linear and log-linear models. The parameter results for the link relatives
method were more erratic, but in some cases were very close to the others.
Since, in some cases, all methods gave similar parameter results (leaving
no way of distinguishing between them on the basis of economic theory),
Schultz turned to a statistical criterion to choose the model specification.
He concluded that one should usually choose the method that resulted in
the best fitting equation for a given dependent variable.

Frisch and Waugh (1933) considered the same problem later in the
first volume of Econometrica. They disagreed with what they saw as a
blanket recommendation by Smith to include time trends and seasonal
variations in the equation rather than to pre-adjust the data. They dis-
cussed a number of issues concerning the significance of the regression
coefficients obtained using the two methods, which they thought had
been rather generally misunderstood. In particular they believed that

there exists a misconception as to the meaning of these coefficients as
approximations to the underlying 'true' relationship between the
variables. (Frisch and Waugh (1933), p. 388)

They illustrated these misconceptions using the example of sugar



150 Demand analysis

consumption and its relation to price. They stressed that some trends
were important variables which must be left in the relationship. For
example, if an increase of sugar consumption had occurred because of a
population increase then this trend should be eliminated before
measuring the demand elasticity. If on the other hand, the increase in
consumption was due to a fall in the price (not mentioned but
presumably because of the supply curve shifting to the right), then this
trend variation should be left in the price and consumption material
and allowed to influence the regression coefficient between consump-
tion and price.

The point was that econometricians had to think first exactly what
they were trying to measure; they had to decide which 'true' relation-
ship they were looking for:

Proceeding now to a more exact statement of the problem, we must first
consider the meaning of a 'true' relationship, and in what sense such a
'true' relationship can be approximated by various empirical methods.

When comparing the results of different methods in time series analysis
one must keep clearly in mind the object of the analysis. It must be specified
which sort of influence it is desired to eliminate, and which sort to
preserve. Unless this is specified it has no meaning to say that a certain
method will yield a 'truer' relationship than another.

Such an expression has a meaning only if it is referred to a given
theoretical framework. An empirically determined relation is 'true' if it
approximates fairly well a certain well-defined theoretical relationship,
assumed to represent the nature of the phenomenon studied. There does
not seem to be any other way of giving a meaning to the expression 'a true
relationship.' For clearness of statement we must therefore first define the
nature of the a priori relationship that is taken as the ideal.

(Frisch and Waugh (1933), p. 389)
Frisch and Waugh called the theoretical or ideal relation which they
postulated the 'structural' relationship.15 An empirical relationship
could then be considered 'true' if it approximated the postulated
theoretical relationship. So they stated quite clearly how they thought
econometricians should view the relationships between the real world,
theory, and applied results. This view implied a separation of the
activities of defining the model of interest (choosing the model) and
finding its empirical counterpart (estimation).

Frisch and Waugh then demonstrated, both analytically and for a
numerical example, that for a given structural relationship:

15 Frisch's terminology was adopted, via Haavelmo, by the Covvles Commission in their lab,el
'structure'. Frisch and Waugh's (1933) usage is the first, and is relatively close to its
modern meaning (see Aldrich '(1989)).
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where / is a time trend, the regression coefficients
(1) bx from the fitted equation Y^bxX+btf
(2) bx from the fitted equation Y = bx'X'

(where Yf and X' are in deviations from trend values) were identically
equal. They explained why the generally higher correlation coefficient
(R2) obtained for the equation which included a time trend (equation
(1)) was not indicative of a truer result; after all they argued, both b\
and b\ were identically equal approximations to the true structural
coefficient {B\), therefore one could not be closer to the 'true' parameter
than the other. Frisch and Waugh's analysis confirmed Schultz's
experimentally obtained results and resolved the technical issue of time
trends versus data adjustment.

Frisch and Waugh also made a clear distinction between the
interpretation of the regression coefficient between price and quantity
and the interpretation of the law of demand referring to the whole
relationship (and measured by the degree of multiple correlation).
Their analysis had shown that the elasticity parameter would be the
same even though the equation and fit were different. An equation with
a time trend explained more of the variation in the dependent variable
and, it was argued, more of the movements in the demand curve and
was thus closer to being a dynamic law of demand. The understanding
of the behaviour of coefficients in the presence of other factors from the
work of Ferger (1932) and of Frisch and Waugh (1933) paved the way
for a more generous use of the other factors in the demand equation. In
fact the incorporation into the equation of specific variables causing
changes in the demand curve through time was already underway by
the 1930s, though the computing constraint still meant that regressions
with many variables were not to be undertaken lightly.

This section has described how econometricians initially believed
theory correct and tried to verify and measure that theory. The
realisation that static economic theory was an inadequate description
of the real world and that the 'true' demand curve was constantly
shifting over time led to attempts to clear the data of these shifting
influences. This in turn led to an examination of how demand curves
did move over time and to models of demand which would incorporate
the shift factors. (The development and use of dynamic demand theory
in the 1930s is considered next.) The idea that theory was inadequate had a
further important implication: while theory was immutable, the use of
criteria based on reproducing certain features of that theory had
seemed quite sensible but once theory had been toppled from its
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pedestal, such criteria could no longer be the sole arbiter of applied
success. This paved the way for the infiltration into econometrics in the
1930s of additional, non-economic, criteria- namely statistical criteria
- for testing econometric models. But full use of statistical criteria based
on the Neyman-Pearson testing procedures (developed in the late
1920s) was dependent on the probability model which, as Chapter 8
reveals, was not accepted into econometrics until the 1940s.

5.3 Econometric models of demand
The late 1920s and 1930s saw advances both in model choice, where
more sophisticated theories were developed and applied to a wider
range of goods, and in testing the specification of these new models. The
increasing complexity and widening applicability of models of demand
in the 1930s were due to two basic factors: first, developments in the
economic theory of demand and its mathematisation (in which, as in
the field of business cycles, econometricians played a leading role), and
secondly, to the impact of the economic events of the interwar period.

There were three areas of advance in demand theory which in
particular fed through into applied econometric work of the 1930s.
Developments in the economic theory of the household went hand in
hand with renewed interest in cross-section studies of demand and in
the role of substitute and complementary goods in market demand
studies. Advances in the theory of imperfect competition turned
attention to the supply side of price determination and its econometric
modelling. But perhaps the most important development was the
mathematical formulation of dynamic theories of demand and the
consequent development of a set of dynamic models whose applied
performance could easily be compared.

In the earlv twentieth-century work on demand, econometricians
had focussed their interest almost exclusively on market demand data
(with few exceptions such as Pigou (1910)). Yet some of the earliest
applied economics to use statistical data, dating back to the eighteenth
century, had been budget studies (see G.J. Stigler (1954)), and the
1930s saw a considerable revival of interest in this field. The important
theoretical work of Hicks and Allen (1934) in 'rediscovering' the role of
income in the individual's demand decisions was linked with an applied
study of budgets by Allen and Bowley (1935) and Bowley's statistical
analysis of prices (1933).16 Staehle wrote not only on the theoretical
aspects of budget studies (covering the assumptions made about the
l() See the preface to Allen and Bowley (1935) which suggests that these three works were part

of the same research programme.
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sample, the distribution of the data and the relationships between the
theory of demand and budget studies) (1934), but he also carried out an
applied study (1934a) in which he compared the budgeting behaviour
of three samples of consumers (Americans in the US, Swedes in Sweden
and Swedish immigrants in the US) and made a survey of data sources
(1935). Marschak also tried to combine market demand analysis with
budget studies in two papers (1931 and 1939).17 Finally, both
Tintner (1938a) and Lewis (1939) developed mathematical economic
models based on the Hicks-Allen theory as part of the econometric
development of demand models and Tintner's particular concern was
to create a dynamic version of the theory for applied work.

The incorporation of a single complementary or competing good's
price in estimated market demand models had been fairly common in
the work on agricultural commodities of the 1920s. But the interest by
theorists (particularly Hotelling (1932), according to Schultz) in the
properties of the individual's demand curve stimulated a further
consideration of the role of other products and prices in market demand
analysis by econometricians. For example, Ezekiel (1933) compared
the properties of models where the competing product entered the
demand equation through its price or through its supply quantity. He
estimated four different single equation models for two goods, beef and
pork:

(1) Pi
(2) P2
(3) PI
(4) P2=Jl(h, Qu Z)

where subscripts refer to the two goods, and Z is an index of payrolls to
capture the effects of changes in consumers' income. He used nine data
points and left one for a forecasting test. He then compared the models
on the basis of their coefficients of determination (R2) and their errors of
forecast for the tenth observation. Ezekiel rejected models (1) and (2)
even though they had higher R2 and lower forecast errors because he
thought the results were spurious due to two-way causal influence
between P\ and P2. He preferred models (3) and (4) as he believed any
causal relationship involving Px as a cause of Q\ would be lagged, that is
17 Jacob Marschak (1898-1977) was born in Kiev, studied engineering (and statistics with

Slutsky), fought on the Menshevik side in the Revolution and left Russia in 1919. He
studied economics, statistics and philosophy in Germany and embarked on a career of
academic teaching, research and journalism before being forced to flee Germany in 1933.
He became director of the Oxford Institute of Economics and Statistics in 1935 but moved
to the USA in 1939. He directed the Cowles Commission in 1943-8; the period of its intense
and influential work on theoretical econometric problems.
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previous year's price determines present supply. Unfortunately, his
quantity data were consumption figures which somewhat undermined
his lagged supply theory.

In another example, Gilboy (1932) examined the case of markets
where the supply of two goods, as well as their demand, were
interdependent.18 She considered that the two dairy products, milk and
butter, competed on the supply side and were connected on the demand
side. In addition she believed that supply factors were not independent
of demand factors. She used a data-based modelling technique to derive
models of the economic relationships between milk and butter from
graphs of monthly data series for the two goods. She estimated her
models by orthogonal regressions (minimising the sum of squares of the
perpendiculars to the line), which she suggested was a first step to
dealing with the problem of interdependent relationships or simul-
taneous causality in the equation. (An interesting idea which was not
taken up: simultaneity and the orthogonal regression are both dis-
cussed in Part III.) Schultz (1938) also dealt with the theory and
practice of modelling related demands in his massive book on econo-
metric demand analysis.

Tinbergeri was one of the few economists to apply econometric
techniques developed in demand analysis to test separate models of
supply.19 In a 1930 paper, he was interested primarily in the supply
side of the market although he used various two-equation demand and
supply models. He examined a number of different models of the
structure of the supplying industry:

the assumptions of static competition, static monopoly, limited com-
petition under static conditions, dynamic competition and dynamyc [sic]
monopoly are used successively. It is argued that under the prevailing
conditions Cournot's formula of limited competition provides the best
explanation of the empirical data. (Tinbergen (1930), pp. 798-9)

Tinbergen's work on the two-equation model has a special place in the
history of the identification problem and is discussed in detail in the
next chapter.

Tinbergen was also one of the earliest proponents of dynamic
models. In (1933) he analysed the path of supply curve shifts over time
18 Elizabeth Waterman Gilboy, of the Harvard Committee on Economic Research, also

worked on business cycles. She was particularly responsible for developing applied work
on the short 40-month cycle found in the US data.

19 Other economists in the 1920s who modelled the supply side mostly drew on the simple
lagged models put forward by Moore (discussed in Chapter 6.2). An example is that in
Schultz's (1928) book, which dealt with ihe demand and the supply side of the sugar
industry. Schultz was planning to extend his work on supply when he was killed in a car
accident in 1938.



Narrowing the data-theory gap in demand analysis 155

for several commodities. He outlined a model where economic agents
made plans based on their expectations of future demand and supply.
Some of the plans were realised and some were revised in succeeding
time periods and this affected stocks which also entered the model. His
applied work covered several markets in order to determine the average
planning horizon of suppliers in particular markets.

Another early enthusiast for the dynamic treatment of demand was
the mathematical economist G. C. Evans. His theoretical paper on the
dynamics of monopoly (1924) also dealt with demand and he suggested
a cobweb model in a later paper of 1931. Evans influenced Charles
Roos, who, like Moore, was insistent on the importance of building
dynamic economic theories.20 Both men attempted to produce dynamic
versions of Walras' general equilibrium theory (Roos (1927) and
Moore (1929)). Both also aimed to produce dynamic models of
demand. Moore used data in the form of trend ratios to introduce time
into his models. Roos, on the other hand, introduced dynamic elements
into his mathematical models of demand theory and production theory
by the use of differential and integral terms.

Roos developed his ideas further in two papers (1933 and 1934)
which dealt with the theoretical aspects of demand: dynamic theory,
the role of past, present and future prices, the functional form of
demand equations, the form of time lags and a discussion of factors
often ignored such as obsolescence, repeat buying, monetary con-
ditions, etc. His models of demand seemed to him to be very different
from the rather pedestrian econometric models of the 1920s. He
concluded his 1934 paper with the following reflection:

It might be said that the theory of demand has progressed to a point where
it is questionable that further theoretical work should be done until
statistical studies have been made to verify or disprove the hypotheses and
conclusions so far reached. This statistical investigation is, in itself, a
tremendous task. A new type of mathematical statistician will be required
to make the studies. Nevertheless, there are reasons to be optimistic
regarding the possibilities of the discovery of statistical laws of demand.

(Roos (1934), p. 90)
It is not surprising that Roos was optimistic, for in the same year the
first of the Cowles Commission Monographs was published under
Roos' authorship with the title Dynamic Economics (Roos (1934a)). It
was a theoretical and statistical study of demand and supply covering
20 Charles F. Roos (1901-1958) was one of the founders of the Econometric Society and

research director of the Cowles Commission from 1934 to 1937. He directed economic
research for the National Recovery Administration (1933-4) and set up an econometrics
consulting firm in the late 1930s. He wrote on mathematics and statistics as well as
economics.
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consumer, agricultural and producer goods and incorporated cyclical
effects, joint demand and many aspects of supply. Theoretical
mathematical models were extensively developed, but the applied work
did not match up to the advances in theory. His ability to carry out
statistical work on his models was limited by the lack of data, the
statistical techniques and procedures available, and by the ever-present
computing constraint.

The improvements in econometric modelling in the 1930s can be
illustrated by two further examples. The first of these is a paper by
Whitman (1934) on the demand for steel. He considered six different
dynamic single-equation demand models, of which five were drawn
from the work of Roos and Evans. These equations contained various
combinations of lagged and differential price terms (and in one case an
integral term covering all previous prices). He discussed the theoretical
implications of the models and their expected parameter signs. He
estimated five models (rejecting the equation containing the integral of
prices as impractical from the computation point of view); compared
the results: the parameter signs and sizes, their standard errors and R2;
and then considered the reasons why the parameter estimates differed
in the models. He chose his final model on the basis of three criteria: the
'rationality' of the model, the statistical measures and the stability of
each model when it was fitted for three different time periods. He
decided in favour of the model:

Q=aP+b + h{dP/dt)+cI+dt
(where / is a linear time trend and /an index of industrial production).

Though Whitman had studied with Schultz, he estimated more
interesting models and his testing procedures were far more sophisti-
cated than those of his teacher. For example, Schultz (1938) considered
ten different models (including Whitman's six), but in his applied work
he fitted only the two elementary regressions and the orthogonal
regression: the three regression models he had estimated from the start
of his career in 1925. The applied econometric work on demand had
developed so rapidly in the meantime that Schultz's book, which
incorporated his previously published applied work of the 1920s and
1930s, was already outdated in some respects by 1938.

Another example of the trend to more sophisticated dynamic modell-
ing, but using theoretical ideas from other disciplines, was the paper by
de Wolff (1938) on the demand for cars.21 He treated demand as being
composed of new demand and replacement demand and modelled
them separately. Replacement demand was modelled with the help of
21 See also Solo's criticism and de WolfTs reply (both 1939).
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an empirical function calculated from the figures for the lifetime of cars
and new demand was modelled with a 'saturation curve'. The residual
elements were modelled using the price variable and cyclical indi-
cators.

With its primary emphasis on model specification and testing using
statistical and model stability criteria, Whitman's article exemplifies
the best of the 1930s' applied work. Although statistical tests were being
gradually adopted in econometrics throughout the 1930s, there was
variation in the tests carried out and no ground rules for reporting the
results. Whitman's procedures of specifying a number of different
economic models and choosing the best model by comparing the
estimated models with the use of statistical and stability tests were
unusually rigorous. Unfortunately, his work is typical in that he
ignored the supply side of the model and the consequent identification
issue. The problem of identification, so popular in the late 1920s (as we
shall see in Chapter 6), was virtually ignored in applied work by the
middle of the 1930s: the search for the 'true' demand curve had shifted to
focus on model specification to provide the answers.

The improvements in econometric modelling, illustrated by both
Whitman and de Wolff were becoming more common by 1940, but not
all applied work was of this quality. Much showed little advance over
the work of the 1920s, and as econometrics became more fashionable it
attracted some who had little understanding of the problems involved.
This led to some very poor work; for example Broster (1937) claimed to
have devised a new method of obtaining demand curves. This consisted
of simply ranking price and quantity data in inverse order while
ignoring the time dating of individual observations. Of course, this
produced a meaningless but well-defined negative (i.e. 'demand')
relationship between the variables.22

The generally increasing level of sophistication in econometric
models was noted by E.J. Working (1934) in a general review of
demand studies. He drew links between the developments in theory,
the developments in econometrics and the events in the real world. The
early demand studies had ignored the years of the First World War
because of the violent price changes in those years. The post-war years
witnessed similar unexpectedly sudden economic changes. Improved
models were needed not only to explain the dramatic price changes of
the interwar period but also because of the growing importance of
demand in the analysis and modelling of economic cycles. Economic
22 This paper was published in a reputable British journal and was rightly criticised by the

young Milton Friedman (who had been helping Schultz with his statistical work) in the
following year (see Friedman (1938)).
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events were also important in changing policy. In the 1920s policy
concerns had influenced applied economists in the USA to concentrate
on agricultural goods; in the 1930s policy concerns had widened, in the
US and elsewhere, to cover demand for consumer and capital goods
and the role of demand in cycle policy. Events had also brought to the
fore certain problems often ignored in earlier demand studies, namely,
the issue of real versus money prices, the lack of independence of data
series which included cyclical factors, as well as structural trends, and
the importance of time relationships in forecasting during periods of
cyclical change.

Although econometric model building was in the ascendancy in
statistical demand studies, it certainly did not have a monopoly
position. For example, Mills (1936), like Working, recognised the
importance of demand and supply studies for policy purposes and for
the explanation of cycles, but he advocated a descriptive approach
involving analysis of the frequency distribution of price changes, levels,
and their variability, etc. Mills believed that this descriptive approach
would throw light on speculative demand and would increase the
knowledge of the interrelationships of prices with other economic
variables necessary for the explanation of cycles. Examples of this
approach can be seen in the work of the NBER, of Bowley (1933) and of
H. Working (1935).

The progress made in various aspects of modelling in the 1930s was
primarily due to developments in mathematical economics, but stimu-
lation from outside events also played a role. There were personnel
factors which linked these influences and aided this progress. Many of
those active in econometrics in the narower statistical sense were also
active in developing mathematical economic models because this was
how they conceived econometrics; and some, like Roos, were also very
active in policy making. The second factor was that the Econometric
Society (formed in 1930) provided a new forum for discussion. The
membership of the Society in its early years was unusually mixed for
such an institution, including not just academics but a considerable
number of businessmen and government officials. Through its journal,
Econometrica, which first appeared in 1933, the Society encouraged
communication within this disparate group.23

23 Few businessmen or government officials actually wrote for the journal apart from trained
economists who worked in those spheres (such as those in company research divisions). An
obvious exception to this was Alfred Cowles (founder and funder of the Cowles Commis-
sion and Econometrica) who contributed econometric analyses on stock market prices. His
involvement was probably one reason for the broad appeal of the Society.



Narrowing the data-theory gap in demand analysis 159

5.4 The data-theory gap under review

There is no doubt that by 1940 considerable progress had been made in
narrowing the gap that existed between formal economic theory and
the data available for applied work. This chapter has described how
initially data were adjusted to theory to enable econometricians to
measure theoretical relationships. Later, applied workers adapted
theory to suit their data. Finally, formal theory made some advances
useful to econometricians.24 Despite these undoubted advances, econo-
metric work still met with considerable antagonism from economic
theorists, for econometrics remained a minority interest in economics
and continued to suffer from a credibility problem in the eyes of
non-mathematical economists. For example, Robbins satirised econo-
metric demand work and described the methods used in such work as
'judicious doctoring'. He attacked econometric work as 'doomed to
futility from the outset5 (Robbins (1932), pp. 101 and 102). Robbins
rejected quantitative work based on the econometric approach.

A compromise between econometricians and theorists was advo-
cated by G.J. Stigler in his 1939 review of statistical demand work. He
analysed what advances were necessary to abolish the discrepancies
between theoretical and statistical demand curves and suggested that
theorists had a duty to meet the econometricians part way. He criticised
theory for being either too general in scope (such as the general
equilibrium approach) or too narrow (for example, in ignoring vari-
ables and dynamics in an attempt to get formal results for a simple
system). However, the detail of his discussion concentrated on pointing
out the shortfalls of applied practice in relation to theory, with only
minor attention to aspects where he felt theoretical advances could be
made. The discussion centred around the problem of changes over
time, but Stigler regarded the work of mathematical economists (such
as Roos and Evans) as empirical theory rather than pure theory and
doubted whether a 'theoretical solution of economic dynamics' was in
fact possible (G.J. Stigler (1939), p. 475). Stigler concluded that the
gap between theoretical and applied models would never be bridged
but, unlike Robbins, he was in favour of econometric work because it
represented a scientific approach to economic problems:

the inconclusiveness of the present statistical demand curves should not
be taken as an excuse for lapsing back into the use of'commonsense' and
'intuition.' These are indeed powerful tools, but unless they are tempered

24 Blaug's (1980) survey of methodology in economics suggests that at the beginning of our
period, economic theory would be assumed correct and verification would be the order of
the day. By implication then, to close the data-theory gap the data would have to be



160 Demand analysis

by a scientific methodology, their fruits will be few and lacking in
nutrition. The methodology (although not the methods) of the present
statistical studies, rather than a resort to empiricism, seems to hold most
promise for future progress in a field whose importance is excelled only by
its difficulties. (GJ. Stigler (1939), p. 481)

So much for the views of economists.
Econometricians were not uncritical of theorists. For example,

Gilboy discussed the failure of theorists to deal with the dynamic
aspects of demand theory in the 1920s:

Most of the attempts to reconcile orthodox theory with statistically
derived curves have been concerned with the modification of static theory
so as to fit the actual data, or with an attempt to modify the data,
primarily through the elimination of time so as to fit the theory. There has
been, for the most part, no question that orthodox theory could be applied
successfully to the interpretation of statistical curves. And yet it has been
repeatedly remarked that the theoretical analysis does not include time
and statistical data do. What is more, it is admittedly impossible to
eliminate time completely from statistical series. It seems strange that so
few attempts have been made to attack the problem theoretically with the
element of time left in. (Gilboy (1930), p. 608)

In another criticism of the role of pure theory, Schultz (1938) advocated
that economists make use of the operational approach expounded by the
physicist and philosopher Percy Bridgman in 1927.25 Instead of defining
the meaning of demand in terms of its properties (such as utility) the
operational procedure would define demand in terms of the set of
operations needed to measure it. Roos and von Szeliski adopted this idea
and urged mathematical economists to be more specific about their
models in the interests of verifying theory:

In modern days econometrics has contributed a little, to the extent that it
has made the deductive process more rigorous, but papers have given too
much attention to purely formal mathematical exercises. To be of practical
value economic hypothesis and theory must be sufficiently precise to be
capable of verification. (Roos and von Szeliski (1939), p. 652)

Econometricians had reacted to the inadequacies of standard
economic theories by building up their own models based on an
analysis of the industry or market in question. By the end of the 1930s,

adjusted to the theory. Later, as the verificationist school retreated under the influence of
operationalism, the process would reverse. This is what seems to have occurred in demand
analysis.

25 Schultz (1938), pp. 10-12 (and one or two others), made direct reference to the influence of
Percy Bridgman (and his 1927 book). He is almost the only contemporary philosopher of
science to have been referenced by the econometricians (see Morgan (1988)).
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then, progress had been made towards translating demand theory into
usable models and the data-theory gap was considerably reduced in
this respect. Attention is now turned to other correspondence difficul-
ties, particularly identification problems as raised in the early work by
Lenoir, Lehfeldt and Moore.



CHAPTER 6

The evolution of identification questions

It is no accident that the standard economic model used in textbooks to
illustrate the identification problem in econometrics is the simple market
demand and supply model, for it was while attempting to estimate
demand elasticities that pioneering econometricians first discovered the
identification problem and related correspondence problems.

In a general sense identification is concerned with the correspon-
dences between economic activity, the data that activity generates, the
theoretical economic model and the estimated relationship. In early
econometric work on demand, these correspondence problems were
attacked in various ways. In some cases, investigators examined their
data to see which relationships could be estimated and then sought to
interpret these relationships in terms of economic theory. This involved
two ideas of identification: one of identifying as 'interpreting' an
estimated relationship in terms of economic theory, and secondly, one
of identifying as 'locating' a relationship in the data. This notion of
locating a relationship in the data has its closest modern counterpart in
economic time-series analysis, which is concerned with finding a model
which characterises the data given certain criteria. In other early work,
investigators started with economic theory models and examined the
circumstances under which these models could be estimated. This
latter approach is nearest to the present-day scope of'the identification
problem', which deals with the question of whether the parameters of a
model can be uniquely determined, given that the model is known (that
is, assumed to be the 'true' model).

To equate the early econometric work on identification entirely with
modern views and practice would be false. Model choice, identification
and estimation are now treated as separate activities, and tests of the
extent to which the theoretical model has been correctly chosen (model
specification tests) constitute a fourth separate activity. In early
econometrics, these tasks were jumbled together. The early views on
identification are consequently less well conceptualised, but they are
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also richer in that they cover a wider range of correspondence problems
than presently defined by the phrase 'the identification problem'. The
last chapter dealt mainly with developments in model choice and
specification. This chapter traces the evolution of other correspondence
problems and how early workers in the field tried to deal with them.

6.1 The emergence of correspondence problems
Correspondence problems were clearly visible in the early work by
Lehfeldt, Lenoir and Moore, though their approaches to the problems
differed. Their work was discussed briefly in the previous chapter
(Chapter 5.1), but warrants further examination.

Robert Lehfeldt in 1914 wanted to calculate the elasticity of demand
for wheat. He stated the problem as follows:

The coefficient of elasticity is defined by

^ _ -p.dq _ - d (logy)
q.dp d(log/>)

where/? is the price of wheat and q is the supply [quantity], subject to con-
stant conditions of demand. Now the supply fluctuates from year to year,
according to the state of the crops; in order to make the statistics of supply
[quantity] available, they must first be corrected for the annual change in
demand. (Lehfeldt (1914), p. 212)

(His work is confusing to read because he uses 'supply' to mean quantity
as well as the conditions of supply, so I have added [quantity] where
necessary.) Lehfeldt operated on the data to try and obtain a fixed
demand curve in the belief that fluctuations in the supply curve would
trace out the constant demand curve.

Despite this fairly clear argument about locating a demand curve, it
is not immediately clear, from his procedures, whether his resulting
estimate could be interpreted as a demand curve. He estimated the
demand elasticity by the ratio of standard deviations of his price and
quantity data which were in the form of mean deviations of the logs.
This ratio (equal to 0.6) was naturally positive, but Lehfeldt also
computed the correlation coefficient between the two series (prices and
quantities lagged by one year) and reported a coefficient of .44. But he
had omitted the sign of the correlation, which was negative (computing
the Marshallian model least squares coefficient gives — .72).1
1 Lehfeldt's measure of the ratio of standard deviations with the negative sign of the

cross-products of the data is equivalent to the diagonal mean regression for the two-variable
case as proposed by Frisch in 1928, used by him in his critique of statistical demand studies
(1933a) and by Tinbergen in some of his League of Nations' work.
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Figure 13 Lenoir's identification diagram
Source: Lenoir (1913), p. 58, Figure 44

According to the view of the time, Lehfeldt had successfully identified a
demand curve, for neither H. Working (1925) nor Schultz (1928) found
anything particularly amiss with his approach or method of calculation
(although Schultz was concerned about the implied functional form).

Marcel Lenoir's thesis on demand, Etudes sur la formation et le
mouvement des prix, in 1913 suggested a similar appreciation of identifi-
cation issues. He asked whether supply factors would dominate
demand factors or vice versa. He illustrated his answer with a graph
(reproduced in Figure 13) and by examples:

This price depends: on the general economic situation (always supposed
constant, in all of this study), on supply and on demand. Now these three
elements are never fixed, and, during the course of time, the price follows
their variations. In the second part of this study an attempt is made to
distinguish by observation these complicated influences. But we are able
to anticipate here the direction of the variation that will tend to produce a
change in each of the two last factors, supply and demand . . .

One sees now [Figure 13] that, supply being constant, to any growth of
demand corresponds an increase in production-consumption and a rise in
price. The representative point in/?, x, passes from A to B or from D to C.
The price and the consumption vary in the same direction - If demand is
constant, an enlargement of supply corresponds to an increase in pro-
duction-consumption, and a fall in price. The representative point passes
from A to D or from B to C. The price and consumption vary in this case in
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different directions - If supply and demand increase simultaneously (from
A to C), production-consumption will increase, the price could vary in
one or the other direction, or remain constant. If the supply grows, while
the demand diminishes (from B to D) the price will fall, the production-
consumption could vary or remain constant.

For certain goods the influence of one of the two factors seems likely to
be dominant. For an article of food of common use, produced by
cultivation, such as corn, one can admit that in a given country, the curve
of demand varies only slowly and remains nearly the same during many
years. In contrast, the supply curve dependent on the state of the harvests
varies from one year to another. The representative point moves along the
same demand curve, the price varies in inverse direction to the supply,
rises when the harvest is abundant, sinks when it is poor - with
reservation, in addition for the influence which can be exerted by the
general economic condition.2

If we consider, on the contrary, a good, such as coal, or cast iron,
produced by industry, consumed, at least for the most part by industry, it
seems that it would be the demand which rises more rapidly. The supply
curve only rises here in consequence of a change in the means of
production, a change which only takes place under the pressure of
demand, rather slowly, and always or nearly always, in the same
direction, tending to enlarge the supply. Demand, in contrast, is very
capricious, and its influence, in the short time periods, is predominant.
Price and production-consumption will change therefore in the same
direction. (Lenoir (1913), pp. 56-8, translation by this author)

Of course, the applied work was more difficult because the general
economic situation did not remain constant, as assumed in the theoreti-
cal discussion. The coffee market proved relatively easy to analyse and
Lenoir estimated a demand curve for the good. In the case of coal, he had
predicted that demand factors would dominate in the short term
(changes in supply would be gradual and over the long term), and thus
prices and production-consumption (as Lenoir called quantity) would
vary positively. Although he found that prices and consumption did vary
positively he also found that price and production were inversely related:

That suggests the idea that the movement in average price, during a long
period, is in inverse relation to the increase in production. It will be in that
case the supply which, as well as the demand, will determine price.

(Lenoir (1913), p. 101)
Lenoir was able to reconcile his results with his expectations by further
study of the general economic situation, using graphs, simple and
partial correlations, and regressions as analytical tools. He concluded:
2 Lenoir seems to have made a genuine mistake in writing his ideas down in the last sentence

of this paragraph, rather than a failure of understanding, since it is clear that he is
discussing the case of movements between say A and D on his diagram.
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three kinds of relationships have appeared in the course of this study: In
the short period the price of coal varies with the quantity consumed, the
oscillations in price follow the oscillations in demand, set off by the
economic cycles.

In a long period the movement of price seems subject to two influences:
it varies with the production of metallic money, and in a direction inverse
to the increase of production, follows the variation of supply.

(Lenoir (1913), p. 104)

The short-term movements in the coal market were, for example,
equivalent to movements between A and B on Lenoir's graph; while in
the long term, supply increased and prices consequently fell, so that the
short-term variation was between D and C.3

Identification problems were exposed most clearly in this early work
by Henry Ludwell Moore's positive demand curve of 1914. When the
context of the positive demand curve is examined, it becomes easier to
understand why Moore was led astray. In order to explain how economic
cycles were generated, Moore sought an empirical link between the
harvest cycle and the industrial cycle. He correlated the trend ratios
(deviations from trend) for crop yields per acre with pig-iron production
(taken as a proxy for industrial output and trade). The maximum posi-
tive correlation (and inferred relationship) was found to be between an
increase in crop yields and an increase in pig-iron production lagged by
one to two years. But Moore wanted to find not just a correlation but also
a causal link between the harvest cycle and the general cycle of prices.
The conventional negative demand curve did not seem to provide the
link that he was seeking. Constant demand conditions with supply shifts
appeared to be incompatible with the evidence that he observed of the
relationship between general prices and crop yields:

In consequence of the decrease in the yield per acre, the price of crops
would ascend, the volume of commodities represented by pig-iron would
decrease, and upon the hypothesis of the universality of the descending
type of demand curves, the prices of commodities like pig-iron would rise.
In a period of declining yield of crops, therefore, there would be a rise of
prices, and in a period of increasing yield of crops there would be a fall in
prices. But the facts are exactly the contrary. During the long period of
falling prices from 1870-1890, there was a decrease in the yield per acre of
the crops, and during the long period of rising prices from 1890 to 1911,
there was an increasing yield of crops. It is obviously inadmissible to
assume that in a dynamic society there is one law of demand for all
commodities. The dogma of the uniformity of the law of demand is an idol
of the static state. (Moore (1914), pp. 112-13.)

3 A similar sort of analysis, though I think less explicit, seems to have been made by Warming
(1906) in his review of Mackeprang's book (1906). Kaergaard (1984) gives a translation and
analysis of the relevant part of the review.
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So when Moore estimated the relationship between prices and quanti-
ties of pig-iron and it turned out to be positive, he presented this result
as a new type of demand curve: the positive demand relationship which
was applicable to producers' goods (as opposed to the negative
relationship applicable to agricultural goods).4

Moore's critics were very confident in their diagnosis: his positive
demand curve was to their minds a supply relationship for pig-iron.
P. G. Wright wrote in his 1915 review:

Professor Moore's studies in demand curves illustrate the principle that
the need of checking statistical inductions by abstract reasoning is quite as
great as that of verifying abstract reasoning by statistics. The demand
curves for crops harmonize perfectly with theory: the conditions of
demand remain approximately constant; there is an increased output of
crops (very probably due to heavier rainfall); with the diminishing utility
due to this increased supply, the marginal utility and hence the price falls.
But how about the 'new type', the ascending demand curve for pig-iron, is
it so hopelessly irreconcilable with theory? Not at all. The conditions of
demand are changed (very probably by improved business conditions) in
the direction of a rapid and continuous increase. This would be indicated,
conformably to theory, by shifting the entire demand curve progressively
to the right. The ordinates to this shifting curve, corresponding with the
lagging supply, will yield Professor Moore's 'new type'.

(P.G.Wright (1915), p. 638)5

Lehfeldt's views were even clearer:
The author thinks he has discovered a new type of demand curve, sloping
the opposite way to the usual kind! But the curve (for pig-iron) . . . is not a
demand curve at all, but much more nearly a supply curve. It is arrived at
by the intersection of irregularly fluctuating demands on supply con-
ditions that, on the whole, may be regarded as steady but for a secular
growth, whereas the whole line of argument with regard to crops is based
on considering the intersection of irregular supply (due to fluctuations of
weather) with a steady demand. (Lehfeldt (1915), p. 411)

One way to look at the episode of Moore's positive demand curve is
simply to see it in terms of the correct model choice. His was the wrong
4 It is possible to reconcile Moore's Tacts' with demand theory in different ways. For

example, one problem could lie in his use of crop yields as evidence of supply changes.
Standard US data sources show that in the first period (1870-90) corn acreage doubled and
it increased by a further third in the second period (1890-1911). Such increases in grain
supply were not incompatible with the changes in yields per acre that Moore observed; but
in these circumstances, yields would not have portrayed supply conditions adequately.

5 Wright's contention that the demand curve was shifting to the right was criticised by E. J.
Working (1927) who pointed out that if this were true, Moore's use of relative changes of the
data (link relatives) would tend to eliminate this factor. After discussing the point with him,
Wright agreed with Working that the demand curve must have been shifting backwards
and forwards for Moore's result to be obtained.
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choice of model because he had found a positive relationship. Moore's
mistake made this point in a negative way; working with a 'demand'
model he had estimated a supply curve according to the criteria of the
time. There is a second way of looking at the problem: in the
circumstances where the demand model correctly describes economic
behaviour, can the empirical counterpart to the model be isolated from
the data? The instant reaction by contemporary economists and their
explanation as to why Moore must have estimated a supply curve
suggests that they saw the problem in this latter light. It seems
reasonable to claim this sort of understanding of identification since
Lehfeldt (1914), in grappling with the problem of both supply and
demand curves shifting, had realised that in order for the moving
supply curve to trace out (identify) the demand curve, the demand
curve itself would have to be stable or fixed. Lenoir's work also showed
considerable understanding of this problem. He had understood the
necessity for one of the functions to shift and one to be stable in order to
identify the stable curve. He had made a pre-estimation examination of
whether a statistical curve would approximate a demand or supply
curve. His procedure dealt neatly with model choice and identification
problems. Unfortunately Lenoir's ideas were not taken up by his
contemporaries in the field.6 Lehfeldt's work was well known to his
contemporaries but his solution to identification, though discernible
with hindsight, was perhaps opaque at that time.

Identification problems are concerned with economic models in
relation to economic data. A purely empirical approach to the esti-
mation of relationships does not involve the same problems of identifi-
cation. Moore could estimate a positive relationship between price and
quantity without causing offence, it was calling that relationship a
demand curve which was controversial. To economists it stuck out like
a sore thumb. It is significant that statisticians who criticised Moore's
book did not react in the same way; Yule ignored the positive demand
curve, Persons remarked that it confirmed his own empirical results.7

The possibility that an empirical relationship with no direct theoretical
counterpart might result instead of a demand curve did not seem to
have occurred to these early econometricians or turned up in their
empirical work; this was to be a later development.
6 G. J. Stigler (1954) claims that Lenoir's work was rediscovered in the 1920s, but it does not

appear to have formed part of the common knowledge in discussions of identification in the
late 1920s. For example, Schultz (1938) did reference Lenoir, but only in respect of the
economic theory contributions.

7 Similarly, in the earlier statistical work, Hooker (1900) had presented a graph which
showed an inverse relationship between prices and production of wheat as a supply
relationship.
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6.2 Identifying the demand curve
The estimation of single equations of demand threw up little in the way
of problems in the 1920s. This was probably because most applied work
was on agricultural commodities, for which, as Lehfeldt had suggested,
demand shifted relatively slowly and steadily in response to factors
such as population growth, while supply was likely to be much more
unpredictable due to the influence of factors such as the weather.
Adjustments for changes in demand conditions were carried out,
ostensibly to remove the disturbing elements and find the 'true'
demand curve. Applied workers initially concentrated on measure-
ment aspects of data-theory correspondence, trying to match the data
closely to the requirements of demand theory. The desire to adjust the
time-series data to match the static nature of theory was discussed in
the last chapter. There were other, less pressing problems. For
example, theory dictated that the data should apply to a well-defined
geographical market, a well-defined group of buyers at a particular
stage of the marketing process (e.g. wholesale or retail) and a sensibly
defined time unit (e.g. from one harvest season to the next rather than
calendar years). These problems, like the problem of time, were dealt
with by making adjustments to the data wherever possible. These
adjustments, in effect, helped to provide a 'fixed' demand curve and
moving supply curve which allowed the demand curve and elasticity
parameter to be identified.

Identification problems re-emerged in the later 1920s when the
investigators began to develop econometric models of demand. Whilst
seeking to estimate a static curve, econometricians had tried to remove
shifts from the demand curve and had mostly ignored shifting supply.
During the 1920s, they became more sophisticated in their treatment of
the ceteris paribus clauses of economic theory and started to model
shifting demand curves (by incorporating time-related disturbing
factors in their demand equations). At this stage, econometricians also
began to consider demand shifts in conjunction with shifts in supply.
Thus the incorporation of time elements into models of demand led to
the re-emergence of identification as an issue in econometric analysis.

Once workers thought about estimating a dynamic rather than a
static demand function, it became more difficult to ignore the supply
side of the model. This did not necessarily mean that econometricians
seriously attempted to estimate separate supply relationships in the
1920s, for they did not (the examples of Tinbergen discussed in the
previous chapter dated from the 1930s). The first econometrician to
begin to model demand and supply jointly was Moore. He began
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experimenting with two-equation models in 1919, using alternative
data to estimate the supply function. In 1925 he proposed a model in
which both demand and supply parameters could be estimated from
one set of price and quantity data:

(1) demand equation Pt = a0 + a\QP
(2) supply equation Qf = b0 + b\Pt-\

where Q* = QP

This cobweb model enabled Moore to 'identify' both demand and
supply parameters in a way which avoided any question of simul-
taneity by lagging the supply relationship.8 Moore's exposition was
easy to understand and his model soon became well known and
applied. But, as we shall see, certain of its features later came under
criticism and doubts were expressed as to whether the two estimated
relationships could be interpreted as those of demand and supply.

Nowadays, the earliest theoretical treatment of the identification
problem is believed to be that by Elmer J. Working (1927). It is almost
the only paper on identification (or on any other aspect of econo-
metrics) prior to 1940 which is referred to in econometric textbooks. In
fact, his paper was only one contribution in a wide-ranging discussion
of the problem and it was pre-dated by a paper, 'The Statistical
Determination of Demand Curves' by his brother Holbrook Working in
1925.9 Holbrook Working posed the problem as:

the extent to which statistically determined demand curves may be
identified with theoretical demand curves,

and he believed the answer was:

one of statistical rather than theoretical economic interpretation.
(H. Working (1925), p. 526)

By this, Holbrook Working meant that it was a data problem not a
theory problem. His analysis began with the regression choice question:
he drew out three regression lines using Lehfeldt's data (the two elemen-
tary regressions and Lehfeldt's regression line) and found that they
gave different demand elasticities. He suggested that the elementary

8 Though his model was formulated with previous price as the independent variable in the
equation, he actually regressed previous prices on current quantity in his estimation of the
supply relationship.

9 Holbrook Working (189S-1985), the elder of the two brothers, spent most of his working life
at the Stanford Food Research Institute undertaking statistical work on food commodities.
This has included some interesting work on modelling stock market prices as random events.
Elmer Joseph Working (1900-68) also worked in agricultural econometrics; his career
spanned both university and government positions.
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regressions could be used for forecasting (for example, forecasting
price for a given quantity from the regression of price on quantity), but
that further assumptions had to be made to determine the 'true'
demand curves. Holbrook Working's first solution was based on the
statistical treatment of measurement errors, that is, if price observa-
tions were accurate but quantity observations were measured with
error, then these errors could be minimised by regressing quantity on
price to give the 'true' demand curve. But he believed that in practice
there would be errors in both data sets and therefore neither of the two
elementary regression lines would represent the 'true' relationship.

Secondly, Holbrook Working suggested that the observations were
scattered from the 'true' demand curve because of disturbing elements
which shifted the demand curve either horizontally or vertically from
its true position. The direction of displacement of the demand curve
(horizontal or vertical) would indicate the correct measurement
method to fit the curve. His statistical solution to the identification
problem was therefore equivalent to the statistical solution to the choice
of regression problem. He failed to see that a shift in the demand curve
would normally result in a displacement of both price and quantity
observations along a fixed supply curve which was not necessarily
horizontal or vertical, implying a weighted regression technique.
Schultz (1925) similarly treated the identification problem as an
estimation question divorced from the demands of economic theory.

Holbrook Working did not get very far with the identification
problem because he sought a solution solely in terms of the character-
istics of the data. In contrast, his brother, E. J. Working, provided an
analysis which successfully united data characteristics with economic
theory. His analysis gave the clearest presentation of the problem
during the 1920s; he explained not only what the problem was, but
provided a statement of the solution as far as it was known and
understood at that time. The paper was both stimulating and influen-
tial in challenging the profession to work further on the problem, and
was widely referenced by contemporary econometricians.

Elmer J. Working's famous paper, 'What do Statistical "Demand
Curves" Show?' (1927), started with a two-equation supply and
demand economic model and demonstrated, graphically, the effects of
shifts in supply and demand curves over time on the likely scatter of
observations. He showed that shifts in one curve were necessary to
trace out the other. He introduced the term 'variability' to measure the
tendency of a curve to shift backwards and forwards because of changes
in demand and supply factors. He assumed initially that shifts in
demand and supply were independent and random. If the demand
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curve had greater variability (shifted relatively more) than the supply
curve, then the resulting fitted line would approximate a supply curve
and vice versa. Like Lenoir, E. J. Working also considered the results
which were likely to be obtained in different markets. He concluded that
agricultural commodity markets were likely to have stable demand and
shifting supply curves and the fitted curves would therefore approxi-
mate demand curves; manufacturing goods' markets would be the
reverse. He also showed that if the relative shifts in the two sets of curves
were approximately equal, no satisfactory line of fit could be obtained
(one line would fit as well as any other). He postulated that, by correc-
ting the same data separately for supply and demand shifts, it would be
possible to get an approximation to both supply and demand curves:

whether we obtain a demand curve or a supply curve, by fitting a curve to
a series of points which represent the quantities of an article sold at
various prices, depends upon the fundamental nature of the supply and
demand conditions ...

Whether a demand or a supply curve is obtained may also be affected
by the nature of the corrections applied to the original data. The
corrections may be such as to reduce the effect of the shifting of the
demand schedules without reducing the effect of the shifting of the supply
schedules. In such a case the curve obtained will approximate a demand
curve, even tho the original demand schedules fluctuated fully as much as
did the supply schedules.

By intelligently applying proper refinements, and making corrections
to eliminate separately those factors which cause demand curves to shift
and those factors which cause supply curves to shift, it may be possible
even to obtain both a demand curve and a supply curve for the same
product and from the same original data.

(E. J. Working (1927), pp. 224-5)

He did not actually try to apply this novel suggestion.
E. J. Working's systematic treatment also covered the problem of

correlated shifts in demand and supply curves. Assuming that the
demand curve's variability was less than the supply curve's variability,
he showed that the elasticity of the line would be either lower or higher,
depending on whether the correlation was positive or negative, than
that of the 'true' demand parameters. He argued that provided no
structural changes occurred, such as the imposition of tariffs, these
empirical curves could be used for prediction purposes. He did not
attempt to deal with the particularly knotty problem of equal variabi-
lity and correlated shifts.

Both E. J. Working's analysis of the problem and its answers were
clearly laid out. Much of what he stated was already well understood
(as is shown by the work of Lehfeldt, Lenoir and the reviews of Moore)
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but he did make substantial contributions of his own, first in denning
the problem of equal variability but uncorrelated shifts in demand and
supply, and secondly in dealing with the problem of correlated shifts. It
is interesting to note that he seemed not to think of statistical
relationships in the first instance as being direct counterparts to
theoretical relationships, instead he used theory to help interpret what
he had observed in his experiments. His approach was rather one of
identification as locating relationships in the data, which he believed
might have counterparts in economic theory or might not.

Mordecai Ezekiel, in 'Statistical Analyses and the "Laws" of Price'
(1928), believed that E. J. Working was using the wrong economic
model and that if the theoretical model were correctly chosen then the
parameters could always be identified10 He justified the use of a
single-equation model by broadening the useable economic theory to
include not only Marshallian demand curves but also the Wicksteed
demand curve. In a much quoted passage, Wicksteed (1914) had
denied the existence of the Marshallian supply curve and advocated
instead the demand curve of all those who wished to possess the
commodity. The Marshallian supply curve in Wicksteed's analysis
became part of the 'total demand curve'. In Ezekiel's discussions, then,
the 'Marshallian cross' referred to a consumers' market with a con^
sumers' demand curve and a supply curve of goods or stocks onto the
market. The Wicksteed demand curve was the curve of the demand by
all possible holders of the good: producers, whosesalers, speculators
and consumers. Ezekiel argued that in most markets, supply adjust-
ments to market conditions were not instantaneous and therefore a
lagged supply model, such as Moore's two-equation system, could be
used. If they were instantaneous, then the supply curve could be treated
as the producers' reservation demand curve and the total demand
curve of all possible holders of the good (the Wicksteed demand curve)
could be estimated instead. So, Ezekiel argued, by careful analysis of
the market, the correct economic model could be chosen prior to any
empirical work and the identification problem created by the two-
equation supply and demand model could be avoided.

By defining the problem as one of theory choice, Ezekiel, like
Holbrook Working missed the point. In E. J. Working's analysis,
identification of either the Marshallian demand curve or Wicksteed's
demand curve depended on the shifting of the supply curve. In the

10 Mordecai Ezekiel (1899-1974) worked on economic problems for the US Government
Department of Agriculture and its agencies, see Fox (1989). He published articles on
econometrics and was well known for his pVactical textbook, Methods of Correlation Analysis
(1930). Later he turned to development economics and to work for the international
agencies in that field.
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Wicksteed case (which, by the way, E. J. Working thought was only
applicable to non-durable goods in the short term), the supply curve is
the total stock of the good available and when this shifts over time it is
highly likely that producers' demand schedules will also shift so that
shifts in demand and supply curves will be correlated. Ezekiel seemed
to think that, in case of such correlations, the necessary adjustments for
the factors affecting one of the curves could be made without affecting
the other. (He also suggested that use of the orthogonal regression
method would help to get around the problem of correlated shifts.) But,
again, as E. J. Working's work had suggested, although some empirical
relationship might be located, the presence of correlated shifts made the
interpretation of this as a demand curve doubtful.

In contrast to the well-defined theoretical analyses of the identifica-
tion problem conducted by the Working brothers and Ezekiel, Philip
Green Wright's (1929) criticism of Schultz's (1928) book used simu-
lated experiments to demonstrate, simply and effectively, the nature of
the identification problem.11 The approach he criticised was the
Schultz-Moore method of using simple single or two-equation models
with pre-adjusted data. Wright drew out a stable supply curve of
known constant elasticity and a set of parallel demand curves of known
elasticity. He extracted observations on the points of intersection of the
curves. To these data points he applied Schultz's estimation methods
and attempted to reconstruct his original curves and known infor-
mation on the elasticities. Of course, Wright failed, and managed to
obtain only the supply curve and its elasticity. He repeated the
experiment for a fixed demand curve with moving supply curve and
for a third case of both curves shifting. He found respectively his
original demand curve and a horizontal trend line which gave him
neither his demand nor supply elasticities back again. The results of
two of these experiments are reproduced in Figure 14. Wright had
shown here what was clearly latent in Moore's positive demand curve
and the critical reaction to it, namely that if the economy generated
data from a fixed supply and moving demand curve, then, at most,
only information on the supply parameter could be gleaned from the
data and nothing could ever be learnt about the demand parameter.

11 Philip Green Wright (1861-1934) trained as an engineer and later studied economics
under Taussig at Harvard. He taught mathematics, economics and literature at a
small-town college in Illinois for much of his working life. A man of many parts he wrote
poetry and ran a small publishing press from his basement. (His proudest achievement was
to have taught the American poet Carl Sandburg, and to have published his first volumes
of poems.) In middle age, Ke returned to Harvard as an instructor and thence went to
Washington to undertake economic research for the US Tariff Commission and then the
Brookings Institution. His trenchant criticisms of econometric practice appeared for the
most part in book reviews (see Chapters 1.2, 5.1 and 6.1).
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If more proof of the existence of the problem was needed following E. J.
Working's treatment, Wright's experiment certainly provided it.

Wright's second criticism was concerned with the parameter results
that Schultz had obtained. Schultz's results showed that the coeffi-
cients of demand and supply approached equal value but opposite
signs as the price-quantity correlation approached unity. Wright
suggested that this happened because the specification of the model
(Moore's two-equation cobweb model) produced two correlations for
the same data series first without, and then with, a lag; it was not
because the supply and demand parameters really were equal and of
opposite signs. Schultz was aware of this problem of equal valued
parameters with opposite signs and was more careful than Moore (of
whom Wright later made the same criticism) in deciding first whether
the industry supply response was likely to be lagged, by how much and
in which direction.

Wright's criticisms show the way in which problems of modef choice
overlapped with those of identification. Moore's two-equation model
could be identified from the data, as could Wright's trend model; they
were empirically identifiable models. But they did not necessarily
correspond to the underlying behavioural processes or have parameters
which could be interpreted in terms of economic theory or which would
be of interest to the economist.

6.3 The identification of two relationships
Up to this point, most of the discussion had been concerned with
identifying (in the senses of locating and interpreting) the demand
relationship in the presence of the supply relationship. Moore had
identified two relationships with his two-equation model, but had not
discussed identification problems, and there was the suspicion (voiced
by Wright) that in some circumstances his model was a convenience
rather than an empirically valid model of demand and supply. Other
ways of identifying two-equation models were developed in the later
1920s. Wright and Tinbergen extended E. J. Working's analysis, while
Leontief advocated an alternative approach involving the simul-
taneous estimation of both equations. The main contributions to this
subject will be discussed chronologically, though minor avenues will be
explored on the way.

The first of these main contributions was by Philip Green Wright,
writing on the effect of The Tariff on Animal and Vegetable Oils (1928). He
suggested several ways of dealing with the problem of estimating both
demand and supply curves:
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Elasticity of supply/demand can be computed only when assurance is
obtained that the cost/demand curve remains fixed while the demand/cost
curve is changing its position. Such assurance may come from an intimate
knowledge of the industry or from statistical methods introducing
additional data. (Wright (1928), pp. 310-11)

Wright believed his first idea would be applicable when it was
reasonable to assume that demand variability was high and random
and supply shifts were small and in one direction. In this case a slope
coefficient for each successive pair of observations could be obtained.
By taking only the positive slopes and finding their median, he argued
that an approximately 'true' supply elasticity could be found (and
negative slopes would give a demand elasticity).

Using a similar approach to this idea of Wright, a paper by A. C.
Pigou (1930) deserves brief attention here. Pigou complained that
econometricians sought the 'most probable' demand curve without
giving any idea of the probability attached to their results. He
attempted to apply the ideas of probability and statistical distributions
to identification of the 'true' demand parameter. Pigou assumed that
demand shifts were independent of supply shifts and his method
depended crucially on a further assumption of equal shifts of the
demand curve in each time period. Taking logs of successive observa-
tions in threes, he derived sets ('triads') of equidistant parallel lines.12

He rejected those triads which had a positive slope (which he did not
try to interpret as supply curves), and those which were based on very
small movements in the price and quantity data. He then considered
the distribution of the remaining slope coefficients. He believed that
errors in measurement were unlikely to be normally distributed and
decided to take the median of the slope observations as a measure of the
elasticity of demand.

Unfortunately Pigou's new method proved useless since, as Ferger
(1932a) and Cassels (1933) pointed out, it gave the correct result only
under the very unlikely conditions implied by Pigou's assumptions of
parallel and equal shifts in the demand curve and uncorrelated shifts in
the supply curve. Moreover, Ferger showed that Pigou's method would
fail to identify the demand curve if the demand curve were stable since
the observation points would be collinear giving no result at all. Both
Pigou's and Wright's methods also suffered from the drawback that
they magnified the effect of measurement errors in the data.
12 Pigou also assumed that for any three successive time points, the demand shifts were

parallel as well as of equal length. His method was based on the fact that through any three
points, three sets of equidistant parallel lines can be drawn, but only one set if they are
ordered (i.e. numbered so that the line through the second observation / = 2, in the time
sequence t = 1,2,3, lies in the centre).
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Wright's other suggestions for estimating demand and supply curves
were applicable in situations where the 'intimate knowledge' of market
conditions required for his first method was lacking. In these cases,
Wright claimed, other statistical data would have to be substituted
since the ability to estimate both supply and demand curves depended
on additional information:

In the absence of intimate knowledge of demand and supply conditions,
statistical methods for imputing fixity to one of the curves while the other
changes its position must be based on the introduction of additional
factors. Such additional factors may be factors which (A) affect demand
conditions without affecting cost conditions or which (B) affect cost
conditions without affecting demand conditions.

(Wright (1928), pp. 311-12)
He suggested two (or rather three) ways of using this additional
information. The first way was to eliminate separately from the price
and quantity data all factors influencing demand or supply (E.J.
Working's suggestion):

A complementary process would obviously be to find the relation between
output and price, after eliminating the effects of all factors (A) which
affect cost conditions or after eliminating the effects of all factors (B)
which affect demand conditions. This may be possible by the method of
partial correlation. (Wright (1928), p. 312 n. 13)

(Note the extra idea in the last sentence.) Wright's proposed alter-
native to data adjustment methods was to make direct use of
additional factors in the estimation process, but it was the way he
decided to use this extra information that was completely new. He
demonstrated, with a treatment which was part graphs and part
algebra, how the additional factor (A), uncorrelated with supply but
correlated with demand (for example, the price of a substitute good),
could be used to find the elasticity of supply (and similarly how a
supply factor (B), uncorrelated with shifts in demand, could be used
to find the demand elasticity). He used these conditions of correlation
and non-correlation of the additional disturbing factors in each
relationship to derive instrumental variable estimators of the elastici-
ties of demand (*D) and supply (*s)'

Wright's new method allowed the identification of both demand and
supply parameters. Finally, he also showed that the method of path
analysis, a sort of causal chain model and method of estimation,
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developed by his son Sewall Wright, would give the same result as his
instrumental variable method.13 P. G. Wright's applied work used
various of the methods he had discussed. For example he calculated the
elasticity of demand for butter using the 'successive slopes' method
( — .53) and by the instrumental variables method ( — .62). Wright's
treatment of identification questions did not make much impact: the
method of path analysis was developed in biometrics and genetics but
rarely applied in econometrics, and the general idea of instrumental
variable estimators was not really 'discovered' and developed until the
1940s (see Chapter 7).

Another important contribution to the debate on identification and
estimation of demand and supply curves was Wassily Leontief's (1929)
paper. Leontief assumed that the economy was an equilibrium system
and so demand and supply curves could not be measured separately
but must be derived together from the same data. He viewed each
observation as the mean of a group of points which themselves were the
intersection points of a number of static instantaneous demand and
supply curves. The fitted demand and supply curves were then the
average curves for the whole period. He made the usual assumptions of
constant elasticity along the curves and over time (he used log data), so
that shifts in each curve were parallel. (These simplifying assumptions
were fairly standard in econometric work on demand since they
enabled linear demand functions to be fitted to the data.) The
difference of any point from the average supply or demand curve
(measured in a direction parallel to the other curve in each case) was
then due to the movement or shift at that time point from the average
position. But although he assumed an equilibrium world, his most
important assumption, the one upon which his method depended, was
that shifts in demand and supply curves were independent of each
other. The method itself consisted of arbitrarily splitting the data set
into two and fitting both demand and supply curves to both sets (by
minimising the deviations in a direction parallel to the other curve),
and imposing the condition that they have one pair of curves in
common. (Schultz (1938) gives further details of the method.) Leontief
considered that pre-adjusting data to eliminate trend effects was an
empirical approach and therefore undesirable. He mostly worked with
13 Sewall Wright (1889-1987) (son of P. G. Wright) had developed path analysis for his own

use in genetics in the period prior to 1920. He applied it to the problem of corn and hog
cycles in agricultural economics (not published until 1925) and carried out the path
analysis for his father's book. Henry Schultz knew Sewall Wright quite well (they were
both at the University of Chicago and used to go hiking together) and occasionally used his
method of path analysis (e.g. in his 1928 book). Further description of path analysis and a
discussion of the methods used by P. G. Wright can be found in Goldberger (1972).
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unadjusted data (though he sometimes used moving averages of the
data) and estimated demand and supply curves for 46 different data
series on seven commodities.

Leontiefs paper appeared in a German journal and was immediately
taken up and discussed by American econometricians. Both Gilboy
(1931) and Schultz (1938)14 gave examples comparing Leontiefs
method with the standard Schultz method (that is, single regression of
pre-adjusted data series) for specific commodities. Gilboy preferred
Leontiefs method in theory but concluded that it was useless in
practice because the assumption of complete independence in the shifts
in supply and demand was unlikely to be realised in unadjusted data.
Schultz concluded that LeontiePs elasticities were 'numerical acci-
dents' since there was nothing in the method to prevent both slopes
being negative or both positive. Despite the validity of these criticisms,
Leontiefs paper marked an ingenious and challenging attempt to
estimate a two-equation demand and supply model simultaneously and
without resorting to Moore's methods of lagging data.

The solution to the two-equation model problem used in econo-
metrics today was first found by Jan Tinbergen in a 1930 paper;
'Bestimmung und Deutung von Angebotskurven',15 Tinbergen stated
clearly at the beginning of his paper that the problem of identifying
demand and supply functions with variable price and quantity obser-
vations was insoluble unless information' additional to price and
quantity data was available. To start with, he rejected the solution
proposed in Moore's work on the two-equation lagged model because of
the implications of such a simple cobweb model:

This assumption, however, can only be accepted if the supply really only
depends on the price of the previous year and is independent of e.g.
natural factors such as doubtlessly are operative in the case of agricultural
products. Moreover, it can be seen, . . . that a continued movement of
prices and quantities is possible only if the value of b\ [supply parameter]
approximately equals that of (—a\) [minus the demand parameter]. As
soon as b\ is different from (—fli), the mechanism . . . leads either to
increasingly violent fluctuations, or to a rapid restoration of the equilibrium
position.

(Tinbergen (1930), p. 2, parentheses added and terms changed
to preserve consistency with text)

14 The discussion of Leontiefs work in the text of Schultz (1938) was taken from his
publication in German of 1930. This was not published in English but was in limited
circulation under the title 'Meaning of Statistical Demand Curves'. Gilboy (1931) also
relied on Schultz's unpublished 1930 paper.

13 In English: 'Determination and Interpretation of Supply Curves'. The translation quoted
here is Tinbergen's own (but the mathematical notation has been changed to the same as
that used in this chapter). The full translation appears in Hendry and Morgan (forth-
coming).
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Tinbergen explained with the help of diagrams, just why econo-
metricians should be suspicious of the parameter results found with
Moore's model. P. G. Wright (1929) had earlier tried to explain the
problem; Tinbergen was the first to analyse the cobweb model properly
and expose its dangers.

Tinbergen's proposal for identifying demand and supply parameters
also relied on the use of additional factors, but instead of using the extra
information to pre-adjust the data (E. J. Working's solution) or to use
as instrumental variables (as P. G. Wright had done), he derived what
is now known as the reduced form model. Most unusually for the
period, Tinbergen made a clear distinction between the latent theoreti-
cal economic variables and the observed data outcomes. He demon-
strated his ideas with the following model:

Demand function d(jz) = a0 + a\JZ
Supply function S(JZ) = b0 + b\Jt + b2B

(where Ji is any possible price, and B is a supply variable). He solved for
the reduced form:

^ a\b2B b2B
{£— 7- and r— —

ax—b x a\—b\

(now ignoring the intercept terms and where Q is the actual quantity
and P the actual price) to show that only a\ and therefore the demand
function could be identified while the supply parameter (b\) remained
indeterminate. In order to identify the supply curve in his model, he
added a further variable, A, to the demand function:

d(n) = do + a\K + a^A

solved for the reduced form, and showed that both demand and supply
parameters could be identified. Tinbergen also suggested that the two
equations could be separately estimated in their original (i.e. structu-
ral) form and the parameters would be identified.16

Although the use of the reduced form method of deriving these results
was new to econometrics, the mathematical solution to the problem of
simultaneous equations was of course well known. But it is emphasised
that Tinbergen was not concerned with the problem of simultaneity in
the statistical relationships, nor was his own model discussed in such
U) Tinbergen used neither of the terms 'reduced form' or 'structural form'. Structural

relationships were defined by Frisch and Waugh (but not until 1933) as relationships
derived from theory to represent, in ideal form, some empirical phenomena. It is
interesting to note that Tinbergen referred to the parameters of the reduced form as
determining 'the structure of the variations' in the two endogenous variables. Neither term
was generally used until the 1940s.
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terms. The role of the reduced form in his work was primarily to provide
a way of checking and demonstrating that the parameters of interest
(the demand and supply parameters) were identifiable. The secondary
use of the reduced form as an estimation device was perceived by Tin-
bergen to be no different from the use of ordinary least squares on the
two individual equations (which he called the 'direct method').17

Not content with this neat theoretical solution to the identification
problem, Tinbergen also applied his method to the market for potato
flour, a product for which Holland was the main exporter in the 1920s.
So, in the model above, the variable B was production of potatoes plus
stocks at the beginning of the production year, and A was the domestic
potato crops of France and Germany (the main importers of Dutch
flour). He estimated the parameters of the reduced form model and
solved back to find the structural form parameters (a\ = —6.9,
b\ = 12.2); and he also estimated by the 'direct method': estimating the
structural form equations separately (giving a\ = —6.2, b\ =11.2). He
noted, without explaining, the slight difference in the results (which
were presumably due to simultaneous equations bias in the structural
form estimates). All this theoretical analysis and estimation was in fact
only background to the main purpose of Tinbergen's paper which was an
investigation into the structure of the supplying industry. This involved
modelling and estimating supply curves based on different assumptions
about the extent of the competition (discussed in Chapter 5.3) and the
dynamics of market adjustments.

Tinbergen's approach was distinctly different from that of E. J.
Working. Tinbergen wanted to find the parameters of a given theoreti-
cal model. Before undertaking his applied work, Tinbergen worked out
(using the reduced form derived from the theoretical model) the
conditions for the unique determination of his model in terms of the
presence, and absence, of explanatory variables in each of the equa-
tions. This was very different from E. J. Working's examination of the
situations in which relationships could be determined from the data
and when these could be interpreted as economic relationships. Despite
the remarkable features of Tinbergen's paper, the initial section on
identification with its stress on incorporating additional information

17 Tinbergen at this stage did not understand the statistical estimation problem of simul-
taneous equations models, as he makes clear in Magnus and Morgan (1987). This was
possibly because he, like all other econometricians of the period, wrote down his
econometric models without error terms and made no explicit probabilistic statements
about his estimation (see Chapter 8 for further discussion). The reduced form method of
estimation as a solution to bias in estimating the simultaneous equations model was not
formally introduced in econometrics until Haavelmo's work of the 1940s (see Chapter 7
Letter 14).
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into the model and its reduced form solution appears to have made no
impact on other econometricians. For example, Marschak (1934)
discussed Tinbergen's paper but did not mention the reduced form
method while Ezekiel (1938) referenced the paper only for its use of the
cobweb model. Schultz (1938) strangely, considering his wide know-
ledge of the literature, did not reference the paper at all. Frisch (1933a),
who was next to tackle the subject, did not reference the paper either; he
did derive a reduced form model along with many other algebraic
formulae but he did not use it in his own solution to the problem.

The last of the papers requiring examination is Ragnar Frisch's
(1933a) article, 'Pitfalls in the Statistical Construction of the Demand
and Supply Curves', which had three aims. It formed a critique of
'careless methods' of demand analysis, a general examination of
identification problems and finally a response to Leontiefs (1929)
work. Frisch wrote of the problems of demand analysis:

In this field we need, I believe, a new type of significance analysis, which
is not based on mechanical application of standard errors computed
according to some more or less plausible statistical mathematical formu-
lae, but is based on a thoroughgoing comparative study of the various
possible types of assumptions regarding the economic-theoretical set up,
and of the consequences which these assumptions entail for the interpre-
tation of the observational data. (Frisch (1933a), p. 39)

Note once again Frisch's desire to create a 'new type' of analysis; and he
believed that he had introduced this in this paper.

The first section of Frisch's paper provided a cogent criticism of the
sort of method adopted by Pigou, which Frisch described as the case of

fictitious determinateness created by random errors.
(Frisch (1933a), p. 7)

He warned that when two data series were both subject to errors of
observation, measuring the relationship between them by taking slopes
of successive pairs of observations would often result in incorrect
measurement. This was because, in cases where successive observa-
tions were approximately equal, the observed slope was entirely a
function of the measurement errors and a nonsense result would be
obtained. Although Frisch did not reference Pigou's work, it is clear
that Pigou's methods was his target here.18

18 Allen (1934) reconsidered Pigou's method in the light of Frisch's work. Allen carried out
some applied work using Pigou's method to estimate both demand and supply parameters
from the same data set. Allen preferred Pigou's method to Leontiefs on the ground that its
relative simplicity made it easier to spot and reject cases where errors caused the
determination of the value and because it was more flexible in its assumptions.
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Next Frisch carried out a more general analysis of the identification
problem and referred favourably to the 'fundamental paper' of E.J.
Working (1927) on this topic. Frisch attacked the problem by assuming
that only one set of data on prices and quantities was available, and
then considered the assumptions and circumstances under which the
parameter estimates obtained from the data could be taken to represent
demand and supply elasticities. He set up the problem and obtained its
solution in a formal manner and proved analytically the results
obtained graphically by E. J. Working in 1927. Frisch specified the
following model:

Demand function Q= aP + u
Supply function Q = bP + v

(where a and b are constant demand and supply elasticities, u and v are
time-series shifts which are not directly observable and () and P the logs
of directly observed time-series data on quantities and prices). Frisch
then examined the distribution of the observed data set (Q, P) under
certain assumptions about the distribution of the unobserved data (u,
v). His method used a mathematical analysis of the variances and
covariances of the variables in his model.

He considered three limiting cases when the shifts in demand and
supply were uncorrelated, that is: r%0 = 0. Frisch's analysis gave him
the following results:

(1) Demand curve stability implies that 2a2 = 0 and, for a real
solution for a to exist, that TQP = 1. In this situation, the regres-
sion gives the demand relation and the supply parameter b is
indeterminate.

(2) Supply curve stability implies that Zz;2 = 0 and again that
TQP = 1. In this case b is determined and a is indeterminate.

(3) Bilateral but uncorrelated shifts in demand and supply imply that
Xv2 =£ 0 and 2« 2 =£ 0. Then the appearance of the (Q,P) set will
depend on the relative variances of u and v. Frisch argued that
unless reasonable assumptions can be made about these relative
variances, then a and b are both indeterminate in this case (and
therefore he did not go so far as E.J. Working in his analysis of
this problem).

Frisch also gave a similar analysis of the data distributions in the more
complicated case where shifts in supply and demand are bilateral and
correlated (due to cyclical, trend or other effects). He then summarised
his whole analysis from the opposite view point to answer the question:
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What underlying assumptions are implied by the observed data
characteristics?

Lastly, Frisch turned his attention to Leontief s problem. In Frisch's
terminology this amounted to two (£?, P) data sets with the assumptions
that a and b are the same in each and u and v are uncorrelated in each.
He analysed the features that would be required in the two observed
data sets for Leontiefs method to determine correctly the demand and
supply parameters. The features he considered were the degree of
correlation and the relative variances of Q and P in each data set. He
argued that if these features were the same for both data sets then only
one regression slope (not two, as Leontief hoped) would be determined,
and the conditions under which this one relationship would be a
demand or supply curve or trend effect would be as already discussed in
the case of the single data set.

The analysis necessarily became more complex when the data sets
exhibited different features. In the earlier part of his study, Frisch had
shown that with one data set and two equations and two parameters to
determine, the parameters cannot be determined uniquely unless there
is further information. Thus, Leontief can be interpreted as trying to
double his data information by splitting his data into two sets. Frisch
showed, in the second part of his paper, that if such doubling is spurious
- in other words the data sets show similar characteristics - then
Leontief is no better off, in fact probably worse off, because he is able to
obtain the nonsense or arbitrary results (referred to by Schultz) which
would have been indeterminate in the single data set. If the two data
sets really do contain different information about the true relationships,
then Frisch argued this information could be used to estimate both
parameters but only under very restrictive conditions on the error
variance matrix which he believed very unlikely to occur in practice.19

In nearly all cases, then, Frisch believed that Leontiefs method would
give meaningless or indeterminate results.

Frisch's analysis of identification problems was important not
because it provided new results but because he showed other ways of
obtaining them. He used the observed data to make informed assump-
tions about the distributions of the unobserved data (the shifts or error
terms) and in turn used this information to achieve identification. It is
clear from his analysis of the relationship between observed and
unobserved series that Frisch had grasped an idea that is now standard,
namely that information (or assumptions made) about the error
19 The error variance matrix must be diagonal and must have Z U I 2 » Z V I 2 and Zi/22

2 2

the correlation between />, and <£,; and: Zg, 2 / Z / V * Z Q / / Z/V2. (Subscripts refer to the
two parts of the data set.)
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variances and covariances is important in determining whether
parameters can be identified. It was an essentially different solution
from Tinbergen's, who had used additional observed information to
identify his parameters.

Like Tinbergen's reduced form notion, Frisch's ideas were not
immediately used in applied econometrics, though they did receive
some attention and were used by others in their analysis of identifica-
tion problems.20 Frisch's ideas were more widely known because his
criticism of Leontief led to an acrimonious debate in the pages of the
Quarterly Journal of Economics in 1934 (see Frisch (1934a), Leontief
(1934 and 1934a)). One of the main points of contention was
LeontiePs assumption of independence in the supply and demand
shifts. Leontief s belief in the assumptions of his economic theory was
overriding, as is clear in his reply to Frisch:

the assumption of independence is really the common foundation of all the
statistical attempts at supply and demand analysis. If there exists a definite
interdependence between the two kinds of shifts, i.e. if every upward
movement of the demand curve is systematically associated with a
proportional upward (or downward) shift of the supply curve, then all the
theoretically possible price-quantity combinations necessarily have the
tendency to be distributed along a definite single curve. This, however,
would be neither the supply nor the demand curve. The cases of pure
demand or pure supply shifts (Professor Frisch calls them stability cases)
would be not only practically improbable but theoretically impossible.
The whole theory of supply and demand would then become vitiated and
useless, and would have to be replaced by a theory of the uniquely
determined paths of price-quantity variation.

The only real danger to which every statistical supply and demand
analysis is exposed is the possibility of a purely accidental (spurious)
correlation between the independent shifts of the two curves.

(Leontief (1934), p. 358)
This brought forth a very short-tempered riposte from Frisch (1934a),
who pointed out that the root of Leontief's failure to identify supply and
demand curves by his method lay in his refusal to consider the
theoretical model in relation to the data at hand:

It is flagrantly incorrect to say . . . that the common foundation of all the
statistical attempts at demand and supply analysis is the assumption that
the shifts of the curves are independent. Those who have followed the
actual work in this field will know that the main efforts are at present just
concentrated on the study of how the shifts are intercorrelated. When the
demand and supply curves are considered in the form used by Dr.
Leontief, one of the most important problems, which is nearly always
taken up in a modern analysis, is to investigate the routine of change of the

20 Apart from Allen (1934) (sec n. 18), Metzler (1940) also drew extensively on Frisch's work.
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curves. Dr. Leontiefs method is fundamentally unsuitable for any such
analysis just because he assumes independent shifts . . . In general terms
this objection may be formulated by saying that frequently the nature of
the data at hand will contradict one or more of the assumptions
underlying the method, particularly the assumption of independent shifts.

Dr. Leontief does not yet seem to have perceived this aspect of the
criticism. He seems to have the idea that he is in salvo simply because he
can say that independent shifts are amongst his theoretical premises . . .
No discussion of premises, however detailed, can of course ensure that a
given set of data will have an assigned observable feature . . .

Anybody who makes a hypothesis - as, for instance, the one of
independent shifts — has of course a duty of trying to make sure that there
is nothing in his data which contradicts his hypothesis. He must investi-
gate the various possibilities and try to obtain criteria that can guide him
in his estimate of the fit between hypothesis and data. Nothing of that sort
was done regarding the hypothesis of independent shifts in Dr. LeontiePs
first study, and now he even tells us that he does not want to do it.

(Frisch (1934a), pp. 749-50)

Leontief and Frisch could not agree and it was left to Marschak to try
and calm the debate and suggest compromises. For example, Marschak
(1934) suggested that Leontief split the data set according to the
assumptions laid down by Frisch as necessary for the method, rather
than split the data set in an arbitrary fashion.

6.4 Back to the single demand curve
Reviewing the advances made on the theory of identification in the
1920s and 1930s it seems clear that considerable progress had been
made. 'The identification problem' of uniquely determining para-
meters of a known model was quite generally understood and the basic
conditions for its solution, although not codified into rank and order
conditions, had been put forward. These conditions involved the
presence of additional information on observed variables (shift factors
required in one equation and excluded from the other) or on unobser-
ved variables (the less well-known and understood variance and
covariance features of Frisch's unobservable shifts). In addition, the
reduced form model had been derived and used to investigate and
check the identification of a two-equation system.

Despite these theoretical advances, applied work on demand in the
1930s stuck to single-equation models. These models incorporated
additional demand factors, which it was hoped were not highly
correlated with supply shifts. By the 1930s it was recognised that the
incorporation of these additional factors stabilised the demand
relationship between prices and quantities, and was equivalent in effect
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to E.J. Working's solution of separate adjustments, or the partial
correlations solution suggested by P. G. Wright. Providing the unack-
nowledged supply curve continued t,o shift, such a demand relationship
was identified in the sense that a price-quantity curve could be located
and, if negatively sloped, the curve could be interpreted as a demand
relationship, even though there was no 'proof that the demand curve
was uniquely identified.

For a representative example of this late 1930s view of identifica-
tion problems there is perhaps none better than Schultz's (1938)
book. His discussion of identification drew only on the explorations of
E.J. Working (1927) and P. G. Wright's review (1929) of Schultz's
earlier book. He defined four possible configurations: a fixed demand
curve, a fixed supply curve, shifts in both and both curves fixed. He
believed that it was unlikely that shifts in the curves would be totally
uncorrelated, but his treatment of the subject was not rigorous.
Schultz referred to Frisch's work on identification only in a footnote
(for its criticism of Leontief) and failed to reference Tinbergen's
(1930) paper at all, despite his familiarity with the European
literature.

The failure to take up the new solutions proposed by Frisch, Wright
and Tinbergen for identifying and estimating two-equation models or
checking the indentification of single demand equations accounts for
the historical importance and influence of E.J. Working's widely read
and easily understood paper. But the failure itself requires explanation.
Wright's use of additional information in the form of instrumental
variables appears to have remained unrecognised, as did Tinbergen's
derived reduced form model. This may be because Wright's ideas were
tucked away in a book devoted to tariff problems and his use of
instrumental variables, though easy enough to follow in his particular
example, was not perhaps easy to grasp and apply as a general idea.
Tinbergen's identification work was published in German; but this is
not a compelling reason, for, as we already noted, Tinbergen's paper
was referenced. In particular, Marschak (1934) noted that Tinbergen's
work was unusual because he estimated a two-equation supply and
demand model, but he noticed nothing unusual about the method. In
any case the leading English speaking econometricians typically kept
up with the continental European literature.

A more compelling reason in Tinbergen's case may be that the
reduced form proposed by Tinbergen had no equivalent in the com-
parative statics diagram which E.J. Working had used to show how
shifts in the demand or supply curves can identify one of the curves.
The economic meaning of the reduced form equations remained
obscure (as did the similar final form equations in Tinbergen's business
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cycle work). Tinbergen himself used the reduced form as a way of
showing Working's results using algebra, not because he regarded it as
having any important meaning in itself. When faced with a similar
problem of interdependent equations in his work for the League of
Nations, he did not use a straight reduced form but alternative
'mongrel' equations (a sort of modified reduced form) in which he
estimated separately a demand or supply equation and a price equation
which could be interpreted in economic terms.21 In addition, the
predominant styles of explanation and reasoning in statistical demand
analysis were still words and diagrams. Mathematically expressed and
argued treatments of general problems in econometrics were rare, for
there was as yet little that could be called econometric theory. So even
though the reduced form solution to a simultaneous equations problem
was familar in mathematics, such manipulation in statistical economics
as in Tinbergen's or Frisch's treatments was very unusual.

Frisch's results on identification suffered from some of the same diffi-
culties as Tinbergen's. In the first place, they were presented in a highly
technical mathematical form which, as noted above, was unusual in
econometrics at that time. Both Frisch's general approach and his new
two-equation solution used the formal errors-in-equations model which
was not usually fully specified in applied work in the 1930s. This unfami-
liarity probably acted against the application of his ideas. Secondly, his
treatment of E. J. Working's ideas on single-equation models involved
the use of unobservable factors but no new results on observable factors.
Frisch's paper was more influential in stressing the pitfalls of the new
methods of measurement proposed at that time than in providing new
ideas for standard econometric work on demand; consequently his
paper had little influence on ordinary applied work.

After this work of the late 1920s and early 1930s, the theoretical
problem of identification was not taken up again until the work of
Koopmans and others at the Cowles Commission in the 1940s. This
work, stimulated by Frisch's (1938) paper on autonomous relationships
and business cycles, led to the codification of the rank and order
conditions for identification of linear models involving several equa-
tions (see Qin (1989) and Epstein (1987)). Their other advance was in
dealing with the problem of overidentification, whereas the work of the
1920s and 1930s had dealt with the cases of just-identified and
underidentified models (see Koopmans (1949 and 1950)). This
codification and formalisation of the identification problem trans-
formed it into a technical problem divorced from the other correspon-
dence problems of location, interpretation and even model choice, of
which in the 1920s and 1930s it was seen to be a part.
21 An example of this is discussed in Tinbergen (1939), I I , pp. 52-3 .





Part III

Formal models in econometrics





Introduction to formal models

The last part of this book examines how econometricians formalised
and generalised their ideas on the relationship between economic
theory and economic data. We see that they developed three formal
models of the way in which observed statistical relationships might
correspond to their expected theoretical relationships. Each model
provided an explanation of the data-theory gap and a rationalisation of
the approximate, rather than exact, fit found in measured economic
laws. One model explained these approximations in terms of measure-
ment errors: the errors-in-variables model. Another explanation rested
on variables omitted from the measurement equation: the errors-in-
equations model. The third model provided a more general explanation
of the relationship between empirical results and economic theory by
treating the theoretical relationship as probabilistic. Each of the three
models was associated with an appropriate statistical analysis.

So far, this history has concentrated on the development of econo-
metrics within its applied context. Econometricians have been
portrayed as responding (not always successfully) to problems thrown
up in their applied work. These last chapters provide a more integrated
history of the field. They draw both on the applied work of the period
(discussed in the earlier chapters) and on the theoretical discussions of
econometricians, which began in earnest only in the 1930s. In par-
ticular, Chapter 7 offers a synthetic reconstruction of the development
of the ideas involved in formal models. It concentrates on the develop-
ment of the errors-in-equations and errors-in-variables models and
brings in the probability model only briefly. Chapter 8 returns to the
narrative style to interpret the change in thought, and in practice,
associated with the introduction of the probability approach into
econometrics.



CHAPTER 7

Errors-in-variables and
errors-in-equations models

The evolution of formal models of the data-theory relationship is
complex and intertwined with other important issues in theoretical
econometrics such as identification, simultaneity and causality. The
tale of how these models developed is recounted through a series of
letters which I imagine to have been written by econometricians of
the period 1900 to 1950. These letters provide both a synthesis of the
history of the ideas involved and a rather personal internal account.
The imaginary authors of these letters (named with Greek letters)
represent the composite views of a number of econometricians; none
consistently represents the views of any single writer. Following
Lakatos (1976), the actual history (authors, dates and sources) is told
in the notes following each letter. These notes are brief, for most of
the literature and ideas involved either have already been discussed
in the context of the applied work or will be discussed in detail in the
final chapter. Although some letters bear a close resemblance to
articles cited in the footnotes, others elucidate less explicit views. The
growing formality of the model representations in the letters, and the
increasingly technical nature of the discussions, also reflect the real
literature.

The chapter is divided into two major parts and a substantive
postscript. The first part is concerned with the development of a
data-theory model for single relationships and the second with models
for interdependent relationships; there is no real break in the history
intended here, more a change into a higher gear as the problems
become more complex and the treatment more technical. The last part
of the chapter, a postscript to the main story, is concerned with the
development of instrumental variable estimators within the errors-in-
variables programme.



Errors-in-variables and errors-in-equations models 195

7.1 Errors and the single equation

Letter 1 From Alpha to Beta

Dear Beta,
I have spent some time recently experimenting with ways of

measuring economic laws and now find myself in a quandary; I
was advised that you might be able to help me. I began using
regression methods because they seemed appropriate to the
task but now I am not so sure. For example, I have collected
the data for the consumption of sugar over the last century with
a view to measuring the elasticity of demand for that good. I
have price and quantity data, and I could measure the
elasticity by regressing price on quantity data or vice versa, by
regressing quantity on price. This will give me two different
demand elasticities, one from each regression. Can they both
be true? Surely there is only one true elasticity for each good -
but how am I to find out which one? Do I use both in some way
(for example, by taking the average) or are there established
grounds for making the choice?

Can you shed any light on this problem for me please? I
should mention that I am directing the same enquiry to
Gamma who I believe has also been dabbling in this field.
Yours Alpha

The problem of regression choice in economics was posed by Mackeprang, a Dane,
in his thesis (1906) though it is unlikely that his work was well known. The
existence of two regressions was also pointed out by Persons (1910) in a more
widely circulated form, and by Lenoir (1913).

Letter 2 From Beta to Alpha

Dear Alpha,
Thank you for your letter regarding the choice of regression

problem. The question has a straightforward solution. As an
economist, I believe in certain deterministic relationships or
causal laws in economic behaviour. Economic variables do not
just occur of their own free will, but are determined in the
marketplace. So, if I write down the linear demand equation:

(where Q, is the quantity demanded of a good, P is the price of
the good) then I am stating my own particular belief that prices
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determine quantities (that is, quantities depend on prices).
Another economist might believe a different hypothesis: that
prices depend on quantities demanded:

(2) P=Ao + AxQ
Your theoretical beliefs will decide which way you write down
the demand relationship and therefore which regression equa-
tion to use to measure the demand elasticity.

This seems to me the obvious answer to your question and
one which I believe has been adopted generally. I hope it
makes sense to you.

Yours Beta

Economists chose different versions of the demand relationship to form the basis of
their measurement equations. For example, Moore (1911 and 1914) was reason-
ably explicit about his theoretical beliefs which he translated directly into an
equation representing the causal relationship which then formed his regression
equation. There was no conscious choice of regression, only a conscious choice of
economic theory.

Letter 3 From Alpha to Beta

Dear Beta,
Thank you for your explanation and highly practical solu-

tion to my problem of regression choice. Perhaps you could
advise me further on one point? You have suggested that the
choice of economic relationship decides which regression you
use. But the data do not lie on the measured curve whichever
regression is chosen, so how can it be the true law of demand?
My experience suggests that it is very difficult to get a high
correlation when working with simple demand models and
data. What does it mean if the correlation between the price
and quantity data is low and what should I do in such a case?

Regards Alpha

The problem of lack of exact fit in the measured economic relationship was
discussed by, for example, Moore (1917) and King (1917).

Letter 4 From Beta to Alpha

Dear Alpha,
I have to admit that my own experience tallies with yours in

as much as exact correlations are rarely achieved. But, I do not
think you should throw out your initial hypothesis unless the
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degree of correlation is very low. If it is low then you should
first try fitting a different function to the two variables (a
quadratic instead of a linear function), or use the observations
in a different form. If this makes the fit reasonably good, then I
think you can feel that your measurements are not too far away
from the true ones.

There is a second way of improving the fit. We know quite
well that there are many factors which cause variations in the
demand schedule for a good apart from its price: namely the
prices of other goods, changes in tastes, in population, in the
quality of goods and other economic factors. If we can remove
the effects of all these factors before measuring the price-
quantity equation we should observe an exact relationship. In
practice it is impossible to account for all the disturbing factors,
but adjustment for even the two or three most important ones
will usually cause a considerable increase in the degree of
correlation.

As you rightly point out, unless the fit is exact, the measured
equation can not be equal to the true equation. However, a
high degree of correlation suggests that the most important
factors disturbing the relation have been taken account of (by
pre-adjusting the data before regression) and so justifies the
claim that the measured equation is approximately equal to the
true one.

Yours Beta

The suggestion of trying different functions if a poor fit was obtained was made by
Moore (1914); in 1917 he expressed the view that omitted variables cause lack of
exact measurement of demand curves. Early workers, including Moore, preferred
to try to exclude the effects of the disturbing factors before regression took place
(other examples: Lenoir (1913) and King (1917)). The idea of an exact underlying
relationship was standard; economists maintained a non-stochastic view of the
world.

Letter 5 From Gamma to Alpha (in response to Letter 1)

Dear Alpha,
In response to your enquiry about the regression choice

question, let me first lay out the problem as I see it. An exact
linear relationship exists in the real world between the vari-
ables (in this case between the price and the quantity
demanded of a good) and this economic relationship can be
measured to give the true demand elasticity. The problem is
that the standard regression method provides two alternative
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measurements. Do I understand you correctly? If so, then the
answer depends on the presence of measurement errors in the
data. These errors account for the scattering of the points
which mask the underlying exact relationship. The two differ-
ent regressions apply according to which variable contains the
measurement errors. So, the choice of regression has nothing to
do with economic theory (as Beta would have you believe),
which only defines the general relationship that you are trying
to measure.

To elaborate: if you know (or can reasonably assume) that
the price data are correctly observed but that the quantity data
have been measured with error then you should regress quan-
tity on price. This is because, in this case, the regression
method minimises the measurement errors in the quantity data.
It does so by minimising the sum of the squared deviations
between the observed quantity values and the fitted line (in a
direction parallel to the quantity axis). If, on the other hand, you
believe that prices are measured inaccurately but that there are
no errors in the quantity data, then you should choose the other
regression of price on quantity. Then the least squares method
will minimise the errors of measurement in the price data. You
can see the two regressions in the diagram [Figure 15].

In economics, most of our variables will be subject to errors
of observation or measurement. Certainly, in the demand
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model discussed here, it would seem to me more reasonable to
assume that both variables (price and quantity) are measured
with error. If that is the case, then neither of the two elementary
regressions I have mentioned will be correct in the sense of
giving the true measured relationship, for each will ignore the
errors in one of the variables. But there is a way of allowing for
measurement errors in both variables, known as the orthogonal
regression. This regression minimises the shortest distances
from the observations to the fitted line (the normals to the
line). The orthogonal regression line (also in my diagram) will
always lie between the two elementary regression lines.

Of course the orthogonal regression is not the perfect solu-
tion. Like the elementary regression, its coefficients will change
if the scale of the variables changes. This is not a very
satisfactory state of affairs. A more interesting problem arises
when we do know something about the errors and would like to
use this information in taking the true measurement. Unfortu-
nately, as yet, we have no general method to accommodate this
information.

I trust you will find this helpful.

Yours Gamma

The errors-in-variables model was the standard one for statisticians and scientists
of the nineteenth century: see S. M. Stigler (1986). In economics, we find that, for
example, Clark (1913) blamed his failure to obtain an exact curve on measurement
problems. The idea that inexact results were obtained because of the presence of
measurement errors in the data was formally introduced into econometrics by Gini
(1921) and more forcefully by Schultz (1925). Both writers also suggested using the
orthogonal regression, Gini using a graph like the one used here to explain the idea.
Schultz (1928) noted that it made particular assumptions about the measurement
errors which might not be correct. He also noted the problem of scale dependency
and thought it made the orthogonal regression unreliable to use. The diagonal
mean regression was developed by Frisch (1928) in an attempt to find a regression
which was not scale dependent.

Letter 6 From Gamma to Beta

Dear Beta,
I have been corresponding with Alpha regarding the interest-

ing problem of regression choice in measuring economic
relationships. As you probably know, I favour the measure-
ment error approach whereas I understand that in your view,
economic theory determines the choice of regression. I feel
certain that such superficial statements do credit to neither of
our viewpoints. I would like to ask a couple of questions about
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your approach; in return I would be most interested in your
views on my own ideas.

I expect you are fairly familiar with my views, but a
restatement does no harm and the questions that I have spring
from them. I believe that there exists an exact linear relation-
ship between the true variables of a given economic relation-
ship (I do not insist on linearity except as a simplifying device).
These economic relationships would manifest themselves in
exactly defined empirical relationships, were it not for the
presence of measurement errors in the observations. In order to
find the true relationship it is necessary to have knowledge (or
failing that to make some informed assumptions) about the
presence and size of the measurement errors. The differences
between the observations and the fitted line (the residuals of
the regression) are due to the presence of these measurement
errors.

For me, the choice of economic relationship is an entirely
separate question from the choice of regression. Like you, I
think of economic laws as involving cause and effect relation-
ships. The choice of variables in the causal relationship of
interest and the form of the relationship are determined by
economic theory. But the choice of statistical method we use to
measure the relationship must be determined by the statistical
characteristics of the variables, otherwise we will not accur-
ately measure the empirical relationship that exists. Whether
these empirical relationships are the result of causal forces in
the economy or whether they are correlations which occur, so
to speak, naturally, does not alter the way we measure the data
relationship.

The method I have outlined for measurement of economic
relationships stems directly from the views I have of those
relationships (that they are exact but the variables are subject
to measurement error) and of the relationship between
economic models and data. You, on the other hand, do not
appear to differentiate between an economic theory model and
the regression or measurement equation: you translate the
theory model directly into the regression equation. Do you then
believe that there is an exact correspondence between them? I
have also failed to find in your published work any real
explanation as to the meaning of the residuals of the regression.
Are they due to measurement errors, and if not, what is your
interpretation?
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I would be grateful if you could clarify the points that I have
raised.

Yours Gamma

The separation of the economic theory equation from the regression equation can
be seen quite clearly in Schultz (1928) and Frisch (1928). The underlying views on
the correspondence between theory and measurement equation were expressed
more obliquely.

Letter 7 From Beta to Gamma

Dear Gamma,
I am glad that you wrote to me, since I was on the verge of

asking you to clarify one or two points in your own views. Let
me try to answer your questions first.

In my view the main reason that our results are not
completely accurate is because we are using simplified regres-
sion models to represent more complicated economic theory.
In most cases theory suggests that one economic variable is
determined by a large number of other variables, some
economic and some not. Ideally all these determining variables
should be included in the regression equation to get as close to
the true equation as possible. In practice, first it would create a
considerable computational burden to deal with more than two
or three independent variables (although we have been able to
get around this problem to some extent by pre-adjusting the
data to remove the effects of these variables from our depend-
ent variable before we carry out the regression). And as you
may have noticed in your own work, the addition of the other
factors which are considered most important adds greatly to
the degree of correlation, while the addition of the less impor-
tant factors usually has very little or no effect on the correlation
coefficient. Secondly, assuming we could put in all the vari-
ables we could measure, there would still be left out all those
unmeasurable or even unobservable variables such as
changes in fashions or tastes. In order to find a simple
economic model that we can calculate, we have to omit some
variables which we think have little influence in the relation-
ship and those which we cannot measure. The omission of
these explanatory variables means that the measured relation-
ship can never be more than a good approximation to the true
law, and the errors caused by omitting these variables are
represented by the regression residuals.



202 Formal models in econometrics

I can almost hear you saying: 'Aha, so he does believe in an
exact underlying relationship?' The answer is, I think, 'No.'
Let me make use of a typical example. We know that the
demand curves we try to measure shift about from one time
period to the next and we view the true demand curve as some
underlying stable curve. You have interpreted the deviations
from the stable curve as measurement errors. I have preferred
to interpret the deviations as due to omitted variables which
disturb the underlying relationship. While I am prepared to
accept that the theoretical law of demand which we are trying
to measure may be an exact relationship, the fact is that the
measured law which we find is a statistical law of demand
which is not exact: it is an aggregate of individuals' behaviour
and an average over a considerable time period. I think that
even if we included all the economic variables of the theoretical
relationship we would still only get a measured law which was
an average in some sense. So strictly speaking the residuals of
the regression include not only errors due to omitted variables
but also some random type errors of aggregation or averaging
as well as measurement errors. Yes, I am willing to admit the
presence of inaccurate data, but I remain convinced that the
major component of regression residuals is error in the
relationship due to omitted variables. I therefore choose to
ignore measurement errors, which I believe to be a much
smaller component.

Perhaps a direct explanation of the way I work is needed. I
start with a very general relationship from economic theory,
which I regard as a causal relationship with many determining
variables and one dependent variable. As far as possible I
adjust the data for the disturbing effects of some of the main
variables and all the minor variables are omitted. I then have
the relationship I am interested in measuring (the demand
curve would be the relationship between price, quantity and
perhaps one other variable). This is a simplified version of the
economic theory that I started with. If this simple model does
not fit the data very well and the errors in the relationship are
large, then I would include more regressors (that is, make the
equation more general) in an attempt to improve the fit of the
relationship.

You have accused me of not differentiating between the
theoretical model and the regression equation and of not
defining the relationship between the two. I view the theoretical
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relationship as a causal relationship and regression equa-
tions as involving an implied dependency; this dependency
in the two levels of relationship must always match. (The
regression residuals, remember, represent the difference
between the observed dependent variable and the one deter-
mined by the explanatory variables.) So to my mind, there is
no separate regression choice problem, only a choice of
causal relationship. But that does not mean I see no differ-
ence in status between the theoretical equation and the
regression equation. This may have been the case in the
past, when we all used to think you could simply go out,
find the nearest data, and measure demand curves. Now, we
are a little more sophisticated and can see some of the
difficulties involved. My defence above should have made it
clear that I see the measured regression equation as having
the status of a statistical or empirical relationship. This may
provide a good approximation to the theoretical relationship,
but it is not the same thing.

This has been a rather long letter and I hope it answers
your questions. You may feel my approach has been devel-
oped on a rather ad hoc basis, but it has produced a viable
way of relating theory to data. I must say that I am still
puzzled about the limited role that economic theory plays in
your approach. Does your method rely on you knowing and
using the full set of variables involved in the theoretical
relationship or do you omit variables as well? How do you
choose the variables in the regression equation? I have great
admiration for the way you have tackled the problems of
measurement errors, but I have not found your model very
useful because we do not generally have enough information
about the measurement errors. May I ask whether you now
have a practical solution to the problem of measurement
errors in all the variables?

Yours Beta

This letter reflects a number of views: those of Schultz (1928) on omitted variables
and the general methodology of simple to general modelling, and those of Gilboy
(1930) and Ezekiel (1928) on the idea of measuring a statistical law rather than an
economic law. These views were more generally held amongst the applied workers
of the 1930s according to Koopmans (1945) who also confirms that the choice of
dependent variable and errors-in-equations versus errors-in-variables were issues
for debate in the 1930s. (The fact that Schultz's views figure in both this and the
preceding letter does not necessarily make him inconsistent in his views; he liked to
cover every aspect of the topic, and tended to keep these ideas in separate boxes.).
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7.2 Errors and interdependent relationships

Letter 8 From Alpha to Beta and Gamma

Dear Beta and Gamma,
I found the arguments of your previous letters very compell-

ing, yet I fear that you both may have overlooked an important
dimension to the regression choice problem. The point I want
to make concerns the interdependence of economic variables
and relationships. Am I not correct in thinking that most
economic theory is concerned with variables which are jointly
dependent in some sense, or with relationships which are
interdependent within a system as a whole? Surely most
economists would argue, for example, that the price and
quantity demanded of a good are both determined by the
conditions of supply and demand for that good. Does not this
interdependency interfere with the regression choice? Suppose
that you wanted to measure the supply elasticity of a good, as
well as its demand elasticity. How would you set about doing
that, when the same two variables, quantity and price, are
concerned in both relationships?

I look forward to having these further mysteries explained to
me!
Regards Alpha

That there was difficulty in unravelling supply and demand was evident in the
early work on demand by Lehfeldt (1914), Lenoir (1913) and Moore (1914), but
work of this period concentrated on isolating single relationships. As we have seen,
estimating interdependent systems did not properly begin until the 1920s, and
the problem of several relationships holding together in the data began to be
tackled in the 1930s. The statistical issues of joint dependency as such were only
sorted out in the 1940s.

Letter 9 From Beta to Alpha

Dear Alpha,
Your point about the interdependency of economic variables

is well made and I assure you, well taken. However, I do not
think it is necessary to abandon my previous arguments in the
face of this criticism.

The problem of interdependent relationships can be solved
for measurement purposes as follows. In our demand example,
I suggested that you choose the regression equation on the
basis of your belief in economic theory. Similarly, the choice of
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supply equation depends on your theoretical views. For
example, suppose we consider the market for some annual crop
such as wheat: I believe that the quantity supplied each year
will depend on the previous year's price (in other words a high
price last year will cause increased production this year) while
the price will depend on the quantity demanded in the same
year (excess demand this year will force this year's price up).
This can be represented in equation form:

(1) supply equation Qt
s = bo + b\Pt~\

(2) demand equation Pt = Ao + A\Qt
D

and where Qt
s ss Qt

D

In this way I can estimate both demand and supply parameters
from only two data series, prices and quantities. Of course,
such a model will not always be applicable; it will depend on
the nature of the commodity concerned. I think it is a good
model for a number of annual crops, though a longer lag length
might be appropriate for crops such as sugarcane.

I hope this answers your query satisfactorily.

Regards Beta

Moore began experimenting with two-equation systems in 1919 when he fitted two
interesting models in both of which he used different data for the supply quantity
than for the demand quantity. One model was designed to be a perfect competition
model and used acreage data for supply and production data for demand. The
other was an imperfect competition alternative in which the supply curve was
derived from cross-section sample survey data. In 1925 Moore used the joint model
discussed in this letter and fitted both curves to the same data set. This recursive
model was popularised by Schultz's discussion of 1928 (though Schultz himself
used a measurement errors approach in his estimation). A much more sophisti-
cated version of this model dealing with the interdependent lagged relationships
between the 'corn cycle' and the 'hog cycle' was developed in agricultural
econometrics by S. Wright (1925). (His method of path analysis made little impact
on econometrics, though it was influential in genetics and sociology.) The theory
choice decision rule in interdependent systems was given by Ezekiel (1928).

Letter 10 From Alpha to Beta

Dear Beta
You suggested a method of estimating two different relation-

ships for the same two-variable data set by using a lagged term
in one of the equations. I have been thinking about this and
wondering whether it would be possible to estimate two
relationships from the data without lagging. The demand and
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supply model you suggested seems very reasonable for an
agricultural good like wheat, but how about an industrial or
consumer good? Prices and quantities in these markets might
not be determined exactly together, but they may well be deter-
mined within the same time span as one unit of the data. Surely
it would be better to model these as an interdependent system?

Typically, we think of supply and demand curves shifting
backwards and forwards over time due to disturbing factors in
the conditions of supply and demand. This variability is caused
by factors such as population growth or changes in the income
of consumers, which affect the demand for a good, and other
factors affecting the supply of a good. We try to allow for these
effects by adjusting our data before carrying out the regression
but there are always some factors which we have not allowed
for. It is these omitted factors which cause the observed
variability in our data. We could model the problem like this:

(1) demand equation Q
(2) supply equation Q

D == a\Pt + uu
= b\Pt + u2t

where u\t and «2/  a r e the disturbing factors.
If the disturbance u<it causes much greater variability in the

supply curve than is present in the demand curve due to u\h
then we can estimate the demand curve (equation (1)). You
can see that this is so by looking at the diagram [Figure 16]
where the movement in the supply curve traces out a virtually
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stable demand curve. Presumably we could also model these
disturbing variables directly in the demand and supply
system by adding in the omitted variables causing the shifting
of each curve to the relevant equation. Our example then
becomes:

(3) demand equation QP = a\Pt + a2Yt
(4) supply equation Qt

s = b\Pt + b<iXt

where Yt is income and Xt is a cost variable. We could then
estimate both sets of parameters, dj and 4,-, provided that the
two 'disturbance5 variables, Yt and Xh are independent of each
other in the sense that their movements are uncorrelated.

What do you think of this idea, do you think it is sound?

Regards Alpha
P.S. I hear that Gamma is working on some scheme to
incorporate interdependent relationships within his frame-
work; as usual he wants to call them something else, namely
'confluent relations'.

Frisch (1933) was the first to investigate formally the two-equation demand and
supply model in its errors-in-equation format (equations (1) and (2)), as part of a
critique of statistical work on demand. But the idea of estimating both demand and
supply equations from the same data was put forward by E.J. Working (1927),
who typically used graphs like the one here to show what was happening. He
suggested the pre-adjustment of each data set to exclude the disturbing variables
(the variables which caused the errors in the curve: the uit) from each equation
before estimation. His views were influential and provided the lead in estimating
the two equations separately. P. G. Wright (1928) incorporated the information on
the disturbing variables into the estimation process using an early instrumental
variables estimator (recently discussed by Goldberger (1972)). Tinbergen (1930)
was the first to set up a two-equation system (like equations (3) and (4)) which
incorporated the omitted variables directly into the estimation equation. He
estimated the model and he derived and estimated its reduced form. We see here
also the beginnings of discussion on a more technically advanced level as
theoretical econometrics began to develop.

Letter 11 From Gamma to Alpha and Beta

Dear Alpha and Beta,
After considerable thought I have come up with a way of

dealing with more than one relationship holding at one time
between a set of variables. This additional problem compounds
the original one, not only are we unable to measure directly the
relationship of interest because of the measurement errors, but
we also have to deal with the complicating presence of other
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relationships, which might themselves be hidden by the
measurement errors. I have called my method of analysis for
discovering and measuring these relationships 'confluence
analysis'.

These difficulties can be formally stated in the following two
statements: first, that, as before, all variables are measured
with error; and second, that there exists more than one exact
linear relationship in the true variables (although not all the
relationships necessarily involve all the variables). That said, it
will be easier to explain confluence analysis with a practical
example than to take you through the mathematical analysis.
Let us take the case of the demand for butter, where the
observed variable X\ is the quantity demanded, the variable X<i
is the price and the variable X<$ is income. Suppose that the
usual exact relationship holds between the true variables, £,:

(1) %\t = B\2%2t + B\3%3t

Using the observed data {Xit), we can estimate the demand
parameter 5 1 2 in three different ways, assuming in each case
that the errors of measurement (to be minimised by the least
squares method) occur in only one of the variables. So we have
three different elementary regression equations:

(2) * i , = 6i1
2*2, + *l13*3,

(3) Xu = bkX2i + bhX3t
(4) Xlt = b?2X2t + b&X3i

where i 12 is the ordinary least squares estimator of .812 and the
superscript denotes the direction of minimisation. In the case
of two variables, we know that the true coefficient lies between
the two elementary regression coefficients. Generalising this
suggests that the true coefficient B\2 lies within the limits fixed
by the three elementary coefficients, which given the data for
our demand example are:

6/2 = - 1.074, bh = - 1-349, b?2 = - 1.690

This demonstrates the first use of confluence analysis: it gives
the limits on the coefficient of the true relationship.

The next step is to look at how these coefficients behave
when other variables are added to the equation. This requires
the calculation of all possible elementary regression coefficients
(meaning all the coefficients in any two-variable relationship, all
those between two variables in any three-variable relationship,
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Figure 17 Bunch maps for the two-variable regressions

- 1 " - 1 -1

Figure 18 Bunch maps for the three-variable regressions

etc.) which are then mapped onto 'bunch maps'. Each
bunch map shows the measurements of one coefficient between
two variables and each beam on the map represents the slope of
the coefficient when a different direction of minimisation is
used (the beam being labelled with the direction). The closer
together the beams on a map, the more precisely the coefficient
is determined. The bunch maps for our demand example
are shown in two diagrams: the first [Figure 17] shows
the coefficients of the two-variable relationships; the second
[Figure 18] shows the coefficients for the three-variable
relationships. The bunch maps are 'read' as follows, taking the
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left hand case in the three-variable map as the example: all the
beams have negative slopes and the coefficient values are found
by taking the vertical axis value over the horizontal axis value —
which will equal the three coefficient values given earlier.

It is most important to analyse these bunch maps starting
from the smallest variable set and adding more variables
individually. In this way you will see whether each additional
variable is useful, superfluous or detrimental to the purpose of
finding and fitting the true relationship. A variable is useful if
its addition to the equation draws the beams closer together
and, possibly, changes the signs of the beams. A new variable is
superfluous if it does not change the sign or tighten the beams
together and if the new beam is shorter and lies outside the
original beams indicating no improvement in fit. You can see
from these maps that the b\2 coefficient is quite well determined
because the beams are close together. Adding the income
variable (A3) to the relationship between price and quantity of
butter is useful since the leading beams on the 612.3 map (the
beams marked 1 and 2) move a little closer together compared
to those on the b\2 bunch map. The income coefficient b\3 is not
very accurately determined (the beams are far apart), but,
when price is added in the three-variable set, the coefficient 613 2
does have the positive sign expected from theory.

As you can see, study of the bunch maps tells you an
enormous amount about how the coefficients between the
variables behave, but they will also reveal the confluent
relationships. Suppose economic theory suggests that several
variables enter into a particular economic relationship and the
bunch map analysis suggests that there is an additional
well-defined linear relationship between two of the variables.
This could occur either because of a previously neglected
theoretical relationship involving the two variables or because
of the characteristics of the particular sample of data being
used. For example, theory suggests that the price of butter will
be affected by the prices of other goods, in particular by the
price of its substitute, margarine. Suppose that in fact the
prices of margarine and butter are very highly correlated. This
will cause collinearity in the data set since the bunch maps
have shown that we already have a well-defined relationship
between the variables:

X\ = b\2.3^2 + ^13.2^3.
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1

Figure 19 Exploding bunch map

and now we also have:

X\ =
In this case, as you can see in my third diagram [Figure 19J,
adding the variable X± to the set causes the bunch map for the
coefficient for b 12.34 to explode: this is the danger signal
indicating the presence of confluent relations. The variable X±
is therefore considered to be a 'detrimental' variable for the set.

The presence of a supply as well as the demand relationship
in a data set provides another good example of the meaning
and effect of confluent relationships. The demand and supply
relationships will form two intersecting planes in the same
scatter of data, but the confluence of the two relationships
causes the observed relationship to collapse into a smaller
dimension: we can only observe a line where the planes
intersect instead of the two planes. This particular aspect of
confluent relations, the reduction of the dimension of the
relationship of interest, is called 'multicollinearity'. Multicoll-
inearity, due to confluent relations in the data, in theory causes
the data matrix X of size (n X n) to become singular (that is,
rank (X'X) = n— 1). In practice, the presence of measurement
errors prevents the matrix becoming singular and we do
observe some scatter for each plane; the coefficients of both
relationships are therefore determinate, though probably non-
sense. These nonsense coefficients are represented by the short,
widely spaced beams of the exploded bunch map. This explains
why it is essential to map out and examine all the possible
bunch maps in order to determine which relationships between
the variables are well defined and can be measured by regres-
sion equations, and which are nonsense.
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The great advantage of my confluence analysis over the
usual methods is that, as you can see, it makes no assump-
tions about the structural relationships (the theoretical
relationships between the true variables) that are not
thoroughly investigated in the data. The bunch map method
enables you to decide which variables suggested by the
theory do actually occur in the relationship and which can
be omitted (in answer to a criticism made by Beta). It also
enables you to see which relationships are identified (which
ones can be found) and which other relationships hold at the
same time (in answer to your query, Alpha). By treating the
variables symmetrically, the method also takes into account
measurement errors in every variable and helps you to
choose a well-fitting equation closest to the true relationship.

I have to admit that confluence analysis is rather difficult
to understand for one brought up on elementary regressions,
but I am sure it will repay the effort required. Interpreting
the results will also take some experience, so I hope that you
will both try it out in your work, for the more we can learn
about the way such confluent relations behave, the better.

Yours Gamma

Confluence analysis represents Frisch's work on the joint problem of errors-in-
variables and multicollinearity. His approach also treated the issues of identifi-
cation, inference and model choice. Confluence analysis (1934) was an exten-
sion of earlier work, see Frisch (1929) and Frisch and Mudgett (1931).
(Once again we have an econometrician's ideas represented in two consecutive
letters. Frisch worked on many different problems at the same time. As well as
his work on errors-in-equations models, he was also working on time-series
problems (discussed in Chapter 3). The latter work was similar to confluence
analysis in that both addressed the problems of how to unravel and find the
hidden and intertwined relationships or components in the observed data. In
both he used determinants to find the maximum linearly independent set of
variables. Confluence analysis is also linked with his later paper (1938) on
autonomy (discussed in Chapter 4).) Confluence analysis, which came to be
synonymous with bunch maps and the investigation of multicollinearity, was
used in econometrics into the 1950s. The numerical example and graphs used
are adapted from a mimeographed paper by Staehle and Haavelmo (1941)
explaining confluence analysis. The example is fully analysed (and the data
matrices are given) in an extended discussion of the history of confluence
analysis and its difficulties in Hendry and Morgan (1989). See Griliches (1974)
for a more general assessment. The errors-in-variables story continues in
Chapter 7.3.
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Letter 12 From Beta to Alpha

Dear Alpha,
I think I disagree with your model of demand and supply in

which both relationships are determined within the same time
period. In your models [Letter 10], both quantity demanded
and quantity supplied are determined by price, but there is no
way in which price is determined. An alternative model could
have price determine the quantity demanded in the demand
equation and quantity supplied determine the price in the
supply equation:

(1) demand equation Qt
D = a\Pt + a2Yt

(2) supply equation Pt —  b\Qt
s + b2Xt

But at least in the measurement equations, where the same
quantity data are usually used in both, this seems to have the
difficulty of two-way causality: the model implies that quantity
determines price and price determines quantity at the same
time. I find it difficult to believe that in reality the economic
system is determined simultaneously. Causal forces surely only
work in one direction at any one time and these forces should be
reflected in the models we build.

It is easy to see if the variables in a demand and supply
model are arranged in a logical causal sequence, like the lagged
demand and supply model which I discussed in my last letter to
you [Letter 9]:

(3) supply equation Q/ = b0 + b\Pt-X
(4) demand equation Pt = Ao + A\Qt

D

In macrodynamic models (such as those of the business cycle),
each dependent variable in a causal relationship usually
depends indirectly on some variables in other equations. If
these models are large, it is not so easy to see if they form causal
chains in which the variables are determined sequentially. To
build a determinate causal model, we need to know the
dynamic interrelations of all the variables in terms of the time
lapse between causes and effects. (This may require experi-
menting with different lagged values to establish the correct
time lapse between cause and effect appropriate for each
particular relationship.) Once we have constructed the causal
sequence depicting how the economy works, we are in a better
position to find out how changes in the economy occur and how
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economic activity would be affected by different policies.
Further, we can reduce the system of dynamic causal relations
to one 'final form' equation (that is, one variable expressed as a
function of its own lagged terms), which can be solved to show
us the dynamic path of the economy. This is only possible if the
equations in the system involve no simultaneously determined
equations of the type that you suggest.

Another advantage of the causal chain model is that it is
associated with a particularly neat explanation of the fact that
business cycle data show jagged and irregular cycles, whereas
our theory models suggest smooth and symmetric cycles. This
is known as the 'shock' theory of business cycles; small shocks
to the macrosystem are carried along in time by the causal
chain of relationships, with the result that the disturbance of
economic activity continues to be felt through several time
periods. Disturbances which only influence the system at one
time point cannot account for the time-series data we see.

I suspect that large systems which do not have a causal
sequence will also be more liable to the sort of problems
outlined in Gamma's letter on confluence analysis which I have
just received. What do you think of his ideas?

Regards Beta

Causal chain models were proposed and used in Tinbergen's early macroeconome-
tric models, both in his model of the Dutch economy (1937) and his work for the
League of Nations (1939). He represented his causal chain models with 'arrow
schemes'. These models were discussed further and labelled 'recursive systems' by
Wold in Bentzel and Wold (1946) (and for further discussion, Morgan (1987a)).
Accidental or random shocks were recognised as a component of economic
time-series data in the analysis of business cycles (at least from the work of Persons
(1919)), but were not recognised in the regression relations used in other economic
work. Error terms did not appear explicitly in Tinbergen's equations even though
he was working with a 'shock' model of the type proposed by Frisch (1933).

Letter 13 From Alpha to Gamma

Dear Gamma,
Thank you for your very long letter and explanation of

'confluence analysis' [Letter 11]. I found the discussion of
confluent relations in general very helpful. As I understand
your terminology: structural relationships are the theoretical
relationships you are trying to measure and which should be
matched by equivalent empirical relationships, but these struc-
tural relationships are not necessarily empirically determinable
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because of the presence of other simultaneously holding
relations (which may also be structural or may be due to
characteristics of the data). I found your bunch map technique
quite difficult to understand and use, although the maps do
appear to be quite good at uncovering unsuspected confluent
relations.

One of the problems is that, like Beta, I disagree with your
formulation of structural equations as exact laws; in my view
they are not exact but in some sense 'average' with an
unexplained scatter. Suppose we think of a small macrodyna-
mic model with n variables and with n independent structural
relationships (involving lagged variables) between them, for
example:

(1) X i ^ Z a y X j t + ZbyXjt-t + . . .
>*< J f o r i , j = l , . . . , n

In order for these equations to be satisfied at each point in time
by the data, we could view the parameters (a^ bv) as being
variable rather than constant. In other words, each coefficient
consists of an average value (fly, ^ ) plus a random term which
is different in each time period:

(2) aijt = dy + flijt and bijt = By + fiijt

(where a and /J are the random terms in each parameter). So
now the underlying structural equations are in fact stochastic
equations.

In the way you have set up the problem, these structural
equations will not be empirically determinable, not because of
the presence of measurement errors, but because they all hold
at the same time. But, by a process of substitution and
elimination, we can obtain the empirically determinable con-
fluent relations, each relation involving only one of the n
variables. This is somewhat similar to the method used by Beta
for his causal chain approach to systems of equations, and the
confluent relations will be of the same form as his 'final form'
equations:

(3) Xii = A x X u - x + A 7 X i t - 2 + ...

There are two differences: Beta estimates the individual
elementary equations first and then solves for the final form,
whereas your analysis of the problem suggests that it is only
worthwhile to estimate the final or confluent relations.
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Secondly, in my set up, the coefficients of the final confluent
relationship (3) will also involve random elements E{ (depend-
ent on /):

(4) Alt = At + Elt

This gives us an alternative formulation for the empirically
determinable equations of the dynamic 'shock' theory of the
business cycle.

It seems to me that this sort of'confluence analysis' is more
appropriate than your bunch map method for business cycle
work. Cycle models are highly likely to suffer from multicoll-
inearity, for they include a number of economic relationships
involving the same variables holding in the same time period.

I look forward to discussing all this with you, perhaps at the
next meeting of the Econometric Society: shall you be there?
Yours Alpha

The idea of varying parameter models was suggested by Sasuly in 1930 in
conjunction with an errors-in-equations model. Haavelmo in 1938 developed a
version of confluence analysis with errors-in-parameters but neither model became
popular. The idea of solving the structural relations to get to final form confluent
relations which were empirically determinable represented a twist in the meaning
of confluent relationships and in the basic bunch map method as outlined by Frisch
in 1934. This change appears to have had Frisch's support as can be seen from his
comments on Haavelmo's presentation of these ideas to the Oxford Meeting of the
Econometric Society in 1936, and on Tinbergen's work at the same meeting (both
are to be found in Econometrica for 1937). See Aldrich (1989) and Hendry and
Morgan (1989) for further discussion. Some of Haavelmo's suggestions were
developed further by Marschak (1942) (but written in 1940), in particular the
variable parameter model and identification in interdependent systems. Macro-
dynamic models of the 'shock' theory type were discussed by Hurwicz (1944) in
which the system is solved before estimation.

Letter 14 From Alpha to Beta

Dear Beta,
I read your discussion of causal chain models [Letter 12]

with great interest. It seems to me that a variable is defined as
causal only in relation to another variable, it is a relative not an
absolute notion. A variable within a given sector of a large
model can be causal in relation to one dependent variable, but
when you get to the full macromodel that same causal variable
may be a dependent variable in some other equation. This
system of mutually dependent relations may incorporate both
simultaneous relationships and causal chains of the type you
suggest.
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There are several reasons why I prefer to model systems of
relations as simultaneous systems. In the first place, as I men-
tioned in my last letter, most of our data is in the form of
annual observations and many of the relationships of interest
will be determined within the time span of one observation
and thus should be treated as if they were simultaneous. There
are also clear cases where there may be no appreciable time
delay between cause and effect, for example, think of the speed
with which exogenous shocks are transmitted through the
economic system. The most important reason to my mind is
that the simple relationships which we use for measurement
will in turn be dependent on a more fundamental set of unob-
served relationships which reflect the simultaneous behaviour
of economic agents reacting to circumstances. In this sense our
observed phenomena are the result of simultaneously deter-
mined relationships. This might account for the fact that
simple causal models work well in some periods but break
down in others. In the same way, confluent relations are
empirically observable but may be derived from a number of
other more fundamental or autonomous relationships. We
need to know these deeper simultaneous relationships from
which the causal chain or confluent relationships have been
derived in order to understand what will happen if there is a
change in behaviour at the deeper level.

You seem to suggest in your discussion that a random error
or stochastic term should be an explicit part of our econo-
metric models. I fully agree with you. It seems to me that
observed economic laws are far from exact. They are the result
of aggregation of individual behavioural relationships and
incorporate the effects of extraneous shocks, both reasons why
the observed relationship should be stochastic even before
taking account of the problems of omitted variables and
measurement errors. But, I do think it is important that the
errors should be explicit in the relationship, not an ad hoc
rationalisation of the regression residuals. If we are dealing
with probabilistic or stochastic relationships and if we
explicitly recognise that fact, we should also abide by the
rigour of statistical theory and adopt a full-scale probability
approach in econometrics.

Suppose we consider a demand and supply system which we
already know will be an identified model. The model is written
in its true variable form (capital Roman letters represent the
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true variables, Greek letters the true parameters) and the
model has errors in the equations:

(1) demand equation Qt
D + OL\Pt + a2Yt = u\t

(2) supply equation Qt
s + a$Pt + o^Xt = u2t

and where the w, are independently and normally distributed
variables representing the errors in each equation. The usual
way of estimating these as two single equations supposes that
Ph Yh and Xt are fixed in repeated samples and that Qt reflects
the sampling fluctuation of U\t in the demand equation and of
U'2t in the supply equation. Now we have made the errors uit
explicit, we can see that this is only possible in repeated
samples if the random elements, uu and u2h are perfectly
correlated. This implication of the choice of fixed factors is
inconsistent with our model in which uu represents neglected
disturbance factors in the demand equation and u2t neglected
factors in the supply equation. These will necessarily be
different from each other and therefore not perfectly correlated,
though there may be some degree of correlation. On the other
hand, if we select Qt as the dependent variable in equation (1)
and assume that all three other variables are fixed if repeated
samples of Q were drawn — then this precludes us from using Pt
as the dependent variable in equation (2) where it would need
to vary from sample to sample.

If we assume that only the 'other' (or exogenous) factors, Yt
and Xh are fixed, then we can solve the system of equations to
give the reduced form as follows:

where

(3) Qt = JtiYt + Jt2Xt + eu
(4) Pt = Ji3Yt + Ji*Xt + e2t

- a, a3 - ax

This way of looking at the model shows how the two dependent
(or endogenous) variables are determined simultaneously since
Qt and Pt are now jointly dependent on the two fixed variables,
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Yt and Xh and the two random error terms, uu and u2t. If «i, and
u2t are jointly normally distributed, so therefore are Qt and Pt.
This gives us a consistent statistical model for the estimation of
the parameters of the two equations and a model which is also
consistent with the economic theory of the joint determination
of quantity and price. That is, both price and quantity change
because of shifts in supply and demand conditions caused by
changes in the values of the exogenous variables, Yt and Xt
(which we assumed fixed but which we could have assumed
were also random variables), and in the errors or disturbances
(uu<mdu2t).

There is no reason why this probability model should not
also incorporate Gamma's measurement errors, as well as
errors in the equations. Suppose the quantity variable is
measured with error but all the other variables are measured
accurately:

(5) qt = dt + £h pt = Ph yt = Yh xt = Xt

where et is independently and normally distributed. (Capital
Roman letters represent true variables as before, small letters
the observed variables.) The reduced form model with the
observed variables then becomes:

(6) qt = Kxyt + K2xt + eu + et

(7) Pt = ^2jt + K&t + e2t

The dependent variables, qt and pt are still jointly normal
because they are linear functions of uu, w2h and £,.

We can best estimate the parameters of the original system of
equations ((1) and (2) above) by the method of maximum
likelihood (which chooses as estimates of the parameters those
values of the true parameters for which the observed sample is
most probable). If we estimate the confluent relations ((3) and
(4), or (6) and (7)) separately by ordinary least squares and
solved back to find the structural parameters, we would reach
the same results in this case because of the particular char-
acteristics of the model. But it would be incorrect (and would
produce biased estimates) for the reasons I outlined above to
estimate our original structural model by least squares.

A simple adjustment to our initial equations to incorporate a
lagged value of Pt in our supply equation gives the following
model:



220 Formal models in econometrics

(8) supply (lt = a3Pt-] + a^Xt + uu
(9) demand Pt - CL\Qt + a2Yt + w2,

This is now a causal chain or recursive model of the type you
mentioned in your letter. In the supply equation the disturb-
ance u\t cannot affect past prices, so Qt must be the dependent
variable. In the demand equation, Qt is already determined,
and the sampling fluctuations of the disturbance 1/2/ are there-
fore reflected only in Pt. Assuming that the disturbance terms
are uncorrelated, we would be correct in estimating this model
directly by least squares since there is no inconsistency in the
sampling assumptions which would lead to bias in the results.

The examples here have shown that if the model is not made
up of independent relationships - but you treat it as if it were -
then the usual least squares method of measuring the para-
meters will be inappropriate, and will lead to biased measure-
ments. More important, I have demonstrated that my prob-
ability approach has the advantage of being very general for it
can cope both with your causal chain model as well as
Gamma's measurement error model.

Regards Alpha

The idea of a full-scale probability approach to econometrics was the work of
Haavelmo. It was published in 1944 but had already received wide circulation in
mimeo form in 1941. Haavelmo recognised the debt to his teacher, Frisch, for many
of the ideas he proposed in this paper (for example for the ideas on identification
and structure, put forward in Frisch's critique of Tinbergen's work in 1938), but
Frisch's severe doubts about the use of probability theory in econometrics were
well known, and in this respect Haavelmo was probably influenced by Wald and
Neyman. The genesis of the simultaneous equations model is less clear. Popular
versions of that model, and the probability approach, were produced by Haavelmo
in 1943 and Koopmans in 1945. The approach also formed the basis of the
influential Cowles Commission research programme of the period 1943-7. Their
basic programme dealt with a simultaneous equations model with errors-in-
equations, although some work on joint 'shock-error' models (errors-in-equations
and errors-in-variables) was undertaken by Anderson and Hurwicz (1946) and
found its way into L. R. Klein's textbook (1953).

7.3 Postscript: measurement errors and the method of
instrumental variables

Letter 15 From Delta to Gamma

Dear Gamma,
Forgive me for writing to you out of the blue, but I am

interested in the measurement error problem and Beta has
kindly shown me your interesting letter on confluence analysis
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[Letter 11]. I was very impressed by your treatment of
multicollinearity and related matters, but I would like to
concentrate on the other contribution of your paper, namely,
the attempt to solve the errors-in-variables problem.

To start with, let me restate the model: the data set consists
of k variables each of which is measured with error:

(1) Xit = £•/ +£,-/• *= 1 , . . . , £
or xt = & + $

(where xit are the observed data, %it the true or systematic
variables and £it the errors of measurement all given here in
mean deviation form; in the alternative vector notation, x, for
example is a (A; X 1) vector at time /). The exact linear relation
holds between the true variables:

(2) Y'& = 0 for each t
(where y,- are the true coefficients of the relationship). The
usual assumptions about the measurement errors are that they
are uncorrelated with each other and with the true variables:

(3) E(elteJt) = 0 for all i ±j
(4) £(£„§,) = 0 foralHJ.

Now let me review the solutions suggested so far. The first
solution proposed, when all the variables in an equation are
measured with error, was the orthogonal regression or 'line of
best fit'. This led to the attempt to find regressions which were
invariant to general linear transformations, such as changes in
scale of the variables, and produced the diagonal mean regres-
sion and other variations on ordinary least squares measure-
ments. Unfortunately, all these suffer from the same problems
of scale dependency and the search for invariant regressions in
economics seems to have died out.

The second solution to the problem of measurement errors is
contained in your own work on confluence analysis. This
consists in working out all the elementary regression equations
to provide the bounds or limits to the true relationship; each
elementary regression being equivalent to an extreme assump-
tion about the relative weights (that is, the.size or importance)
of the measurement errors. You are therefore concerned only
with the error in measuring the relationship which is due to the
wrong choice of weights.

I am concerned that there will also be errors of sampling
which your method neglects. Let me explain this. You have
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assumed that the measurement errors are uncorrelated, both
mutually and with the true or systematic parts of the variables.
These characteristics may be true of the population (treating
the measurement errors as random variables with a particular
distribution) but it is unlikely to be fulfilled in any particular
sample of measurement errors you are faced with. I know that
you are opposed to use of the probability approach in econo-
metrics but I believe it has much to offer. In the classical
system, as you know, the explanatory variables are error-free;
the only errors involved are attached to the dependent variable.
The regression coefficients change when a different sample of
observations is used because a different sample of errors is
involved. So the regression coefficients have their own sam-
pling error, dependent on the population distribution of the
errors.

My own proposal for the errors-in-variables problem shows
how to incorporate known information on the measurement
errors into the estimation of the regression parameters.
Suppose to begin with that we know the error variances; we can
use this information in a method closely akin to that of your
orthogonal regression. Estimates for the exact relationship
parameters (/;) in equation (2) can be obtained by minimising
the usual sum of squares for orthogonal regression:

(5) S2 = YX'Xy
where X is now the (T X k) matrix of x/ observations but
subject to the restriction that y1 Qy = 1 (where Q is the known
error variance matrix) instead of the usual orthogonal regres-
sion restriction that / y = 1.

Of course this method is only useful if we know the variance
matrix (£2) of the measurement errors. If we guess this infor-
mation and guess it wrongly - then the coefficients will be
biased. It seems to me that we should try to work out some way
of estimating the unknown matrix (£2), so that we can use the
estimate Q in the method presented above. Do you have any
suggestions as to how this might be done?

Yours Delta

The search for invariant regressions was only briefly followed in econometrics after
Frisch's work on the problem in 1928. The critique of the ideas of confluence
analysis and the attempt to integrate the ideas of Frisch into the sampling
approach was the subject of Koopmans' thesis (1937), in turn discussed by
Tinbergen (1939", I). The idea of using information on the errors was not new, but
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Koopmans analysed the method and used it to extend Frisch's confluence analysis
results on the limits to the true regression to take account of sampling errors. (The
idea that in some cases only the relative error variances need to be known was
proposed by Allen (1939). No immediate progress was made in estimating Q,
except that Tintner (1944 and 1950) suggested using the variate difference method
(developed earlier in time-scries analysis) for the purpose.)

Letter 16 From Delta to Gamma

Dear Gamma,
I have just come across another idea for dealing with the

errors-in-variables problem besides the three I mentioned in
my last letter. The unusual feature of this idea is that it
by-passes the unknown error covariance matrix £2 and assumes
only that the matrix is diagonal and that, as usual, the errors
are uncorrelated with the true variables. The method uses the
estimation techniques of group averages, rather than a least
squares fitting device, as follows:

(i) divide the sample of observations into two groups such
that the subdivision is defined independently of the
measurement errors;

(ii) estimate the coefficients of the model: y — a + fix
(where j and x are observed random variables measured
with error) by using the group means of the divided data
set:

(wherej],j2, *i and x<2 are the means of the two groups
of data and y and x are means from the total sample).

This provides consistent estimates of the parameters but they
may not be very efficient. The most efficient estimate we could
find would be to rank the true values of x and partition the set in
the centre of the ranking. The true values of x are, of course,
unknown, but if the error is small relative to the value of the
variable, then the ranking of the observed variable will be the
same as the ranking of the true variable. Even though the errors
are correlated with the corresponding observed values, the
subdivision will be independent of the measurement errors \ny
and in x.

This method seems to work by replacing the information
that we have, namely the observed values which are correlated
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with the measurement errors, with information which is free of
contamination by those same errors. Maybe this idea can be
adapted in some way to be used with the least squares fitting
method?

Yours Delta

P.S. Incidentally, the method also gives consistent estimates of
the unknown Q based on the sample moments of the observed
variables and the already estimated j§.

This idea was proposed by Wald in 1940 as a solution to the errors-in-variables
problem. It was widely read and referenced and seemed to present a breakthrough
in the treatment of the measurement error problem.

Letter 17 From Gamma to Delta

Dear Delta,
Thank you for your two letters regarding the errors-in-

variables problem. Despite your enthusiasm, I find neither of
the two new methods that you suggest very appealing. To
begin with the error variance matrix Q is so rarely known that
your first method will almost never be applicable to economic
data. Your second method of by-passing the matrix appears to
rely on the method of group averages (surely a somewhat
outdated and unsophisticated method) which as you point out
is of doubtful efficiency. I still think that my confluence
analysis has much to offer and I present two alternative
methods developed from it, both allow for a symmetric
treatment of the variables and by-pass the unknown Q matrix.

Alternative 1 This is based on the assumption that the
measurement errors are uncorrelated over time. If this is true,
then it turns out that certain equations involving the data
moments between the observed data at time t, and at a lagged
period, t —  s, are zero and can be used to estimate the
parameters of the true relationship.

We know that the true variables in the exact underlying
relationship are equal to the observed values minus the
measurement errors (using the notation of your first letter)
[Letter 15]:

(1) / £ = / ( * , - £ , ) = ( )

which can be rewritten:

(2) Yxt = / « ,
When in addition to the normal assumptions that the errors are
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uncorrelated with each other (equation (3) of your letter), we
also have that the errors at different time periods are uncorre-
lated, then:

(3) E{eit£jt-S) = 0 forall^O

and the following equation of the expected lagged moments of
the observed data is also zero:

(4) E{Yxtx't.sy) = YE(ete't-s)Y = 0

By taking a sufficient number of these equations involving
lagged terms (by choosing different values of 5), and replacing
the expected values by the observed data covariances for the
relevant time periods, we can estimate the structural coeffi-
cients yfrom:

(5) / ( X / % _ J ) y = 0

(where Xt is the (T X k) data matrix, / = 1, . . . , T, and Xt-S is
the (T X k) data matrix, t = 1 - s, . . . , T - s).

Alternative 2 This method depends on the use of an
additional set of observed variables (zjt), which are uncorre-
lated with the measurement errors of the original variable set.
That is, in addition to the normal assumptions (numbered (1)
to (4) of your first letter), we have:

(6) E(euZjt) = 0 for alii, j

We can then use this information in a similar way to that of the
previous alternative:

(7) E{YxtZjt) = £ { / ( £ + et)zjt)
= E{YZlZjt} = o

for allj = 1, . . . , A:

We can then use the sample moments (computed over the
whole time period) to estimate the coefficients (yt) of the true
relationship:

(8) y / c o v ( X ^ ) = 0 forj= 1 , . . . , *

(and where Zj is the (7" X 1) vector of observations Zjt)-
What do you think? I look forward to hearing your views on

these two methods of estimating errors-in-variables models.

Yours Gamma
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These two suggestions for by-passing Q were hidden in amongst a number of
extensions to Frisch's confluence analysis model in an article by Reiersel in 1941.
Reiersol credited Frisch with the first alternative and Frisch's influence is apparent
in other parts of the article. The second alternative was also suggested by Geary
(1942 and 1943) though he apparently arrived at the idea independently of
Reiersol's work (see Qin (1988)).

Letter 18 From Delta to Gamma

Dear Gamma, _
I have been rereading our correspondence on errors-in-

variables models and it suddenly struck me, while reading your
last alternative, that really all these ideas for by-passing the
error covariance matrix can be seen as special cases of one
general type which I will call the 'instrumental variables'
method. It will be helpful, first, to reformulate the model as
follows:

(i) li = i 'y
(where §and y are now vectors of length k —  1). Replacing the
true values by the observed variables minus their measurement
errors, and with T observations, we get:

(2) (x, - £,) = (X - V)y
or

(3) x, = ( X - F ) y + e{

(where X and V are now (7" X (k —  1)) matrices, X is (x2, . . . ,
x*), V is (£2, • • •  > 3t) and each Xi, 3 is a vector of length
(T X 1)). I know this looks like an errors-in-equations model,
but do not stop reading here —  the reformulation is merely
designed to make the problem easier!

Suppose you then pick a set of k —  1 variables, zu (in matrix
form Z is of dimension (T X (k —  1))), which I call the
instrumental variables. These instrumental variables should
have the following properties:

( i) they should be independent of S\ : E(ZE\) = 0;
(ii) there should be some natural correspondence or con-

nection between each zu and its corresponding xit (i.e.
they should be highly correlated);

(iii) they should be uncorrelated with the measurement
errors of X : E{ZV) = 0 .
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Now if we pre-multiply the new model (3) by the instruments
and take the expectations we obtain:

(4) E(Zxx) = E[Z(X- V)y + Zex]
= E{ZXy- ZVy + Zefi
= E(ZXy)

and so we can estimate y from a formula which resembles the
least squares one:

(5) y={ZX)-xZxx

I know this procedure seems peculiar at first sight. The
intuitive reasoning goes as follows: the problem with errors-in-
variables models is that we do not have enough independent
information to estimate all the parameters. If we bring in some
more information (the instrumental variables) then we are in a
position to find at least the parameters we are most interested
in, though not to estimate the error variance matrix.

In case you remain unconvinced, suppose we look at a
couple of examples. First, your own suggestion of using lagged
variables (Alternative 1 in your last letter). Let me take a
simple two-variable model rewritten:

(6) xu = j8§2/ + eu = px2t + /te2/ + £i<

Take xu-\ as the instrument (for it is reasonable to assume that
x\t-\ is correlated with #2/> D U t uncorrelated with £\t and £2/)-
Then multiply by the instrumental variable and taking expec-
tations we have:

(7) E(xu-\xu) =
+ E{xu-\eu)

and you can estimate )8 by using the sample moments in place
of the expected value terms as in formula (5):

T

/ t
 x\t-\x\t

(8) j8 = -22

/ , x\t-\x2t
/ =2

Consider another example, the ranking method using group
averages which I discussed previously [Letter 16]. In this case
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the data were ranked and split into two sets. The parameter
estimate of P ( inj = a + fix) was:

{) p
ii - x2

If we define our instrumental variable such that:

(10) z = + 1 forx>x m
and

Z = - 1 for x < xm

(where xm is the median value of the n observations). Then the z
variable is correlated with x but is uncorrelated with both
errors in x and iny. Taking (5) as our estimator, we get:

which equals the estimator in (9). So here our instrumental
variable is simply a dummy variable taking the value (+ 1) or
(—1) depending on the value of x {.

In fact I can think of a number of other instrumental variable
sets that would be appropriate in having a natural correspon-
dence with certain data sets besides lagged values or dummy
variables. For example, the moving averages of the data for a
time series, the deviations from the trend for a cyclical series,
the nominal values for real x values, etc.

How do you feel about this generalisation? I hope you think
it makes sense because it seems to me to be a method which
could be used in many different circumstances.

Yours Delta

Reiersel realised this generalisation for the errors-in-variables cases and should be
credited with the 'idea' of instrumental variables (but he claimed in an interview
on 17 June 1982 that Frisch coined the term). The idea formed the basis of
Reirersel's thesis (1945): 'Confluence Analysis by Means of Instrumental Sets of
Variables'. (Confluence analysis soon became outmoded, but the use of instru-
mental variables in other models was extended, primarily by Sargan's classic paper
(1958).)



CHAPTER 8

Haavelmo's probability model

A 'probabilistic revolution' occurred in econometrics with the publi-
cation of Trygve Haavelmo's 'The Probability Approach in Econo-
metrics' in 1944.l It may seem strange that this 'revolution' should
have been delayed until mid-century for, from the early days of the
twentieth century, economists had been using statistical methods to
measure and verify the relationships of economic theory. But, even
though these early econometricians used statistical methods, they
believed that probability theory was not applicable to economic data.
Here lies the contradiction: the theoretical basis for statistical inference
lies in probability theory and economists used statistical methods, yet
they rejected probability. An examination of this paradox is essential in
order to understand the revolutionary aspects of Haavelmo's work in
econometrics.

At the beginning of the century, applied economists believed that
there were real and constant laws of economic behaviour waiting to be
uncovered by the economic scientist. As we have seen, this early
econometrics consisted of two sorts of activity depending on the status
of the theory concerned and the type of law to be uncovered. Where a
well-defined and generally agreed theory existed, as in the work on
demand, the role of statistical methods was to measure the parameters
or constants of the laws. This measurement function was an important
one, but not one in which questions of inference arose: because the
theory was not in doubt, the measured law was taken to be the 'true'
law corresponding to that of theory. In other areas, such as business
cycle research, where the theoretical laws were in doubt, where
theorists disagreed or where empiricists reigned, statistical methods
1 Trygve Haavclmo (born 1911): a Norwegian economist who studied economics with Frisch

at Oslo. He travelled in the USA on Rockefeller Foundation and American—Scandinavian
Fellowships from 1939 to 1942. From 1943 to 1946 he was in New York and Washington
undertaking war work and also finding time for academic research with the Cowles
Commission (then based at Chicago). He returned to Oslo University in 1947 as Professor
of Economics, where he has worked since.
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were to act as the midwife in bringing forth the true laws or phenomena
from the data. Again the role of inference seemed to be limited, for
whatever lawlike relationships emerged from the data were taken to be
the correct representations of economic life. Sophisticated inference
procedures —  ways of comparing theoretical laws and empirical
relationships, and the need to argue between these two levels -
appeared to be unnecessary under either approach.

This description does not paint an entirely accurate picture of
econometrics prior to Haavelmo's paper, not because the picture of
underlying beliefs is untrue, but because applied results rarely came
out neatly. Measured relationships did not correspond with theoretical
laws for a variety of reasons that econometricians grappled with in the
1920s and 1930s. Formal inference procedures, based on probability
reasoning, were not invoked to help in these difficulties because of
another belief held by econometricians, namely that economic data did
not constitute raw material to which probability reasoning could
properly be applied. So, economists' perception of the role of prob-
ability theory in the 1920s and 1930s was that it had a narrow domain of
application, which extended neither to the treatment of economic data
nor to the activity of uncovering economic relationships; still less was
probability seen as an element in theory itself. The attitudes of
economists in using statistical methods but rejecting probability theory
can best be illustrated by examples from the two fields already
discussed in the earlier chapters of this book.

8.1 Statistics without probability
In the early work on demand discussed in Chapters 5 and 6, the least
squares method was used as an estimation device without under-
pinnings from probability theory, that is, without reference to under-
lying probability distributions or arguments. There was no obvious
reason why probability theory should have entered here since the
observations were often for aggregates and rarely the result of any
sampling procedure.2 In addition, there was occasional use of standard
errors of coefficients, or of the regression, to measure the significance of
results; but use of these tools of inference was not by any means
standard procedure. The estimated single-equation models were held
to represent the exact theoretical relationships which investigators
2 In this rejection of probability reasoning, we hear once again the echoes of nineteenth-

century social statistics in which, according to Porter (1986), probability inference was seen
as irrelevant because data were from complete enumerations such as the census of
population.
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believed were the 'true' demand curves. There were two explanations
for the failure of the observations to lie exactly on the measured
relationship and therefore for the lack of complete correspondence
between the observed data and a theoretical demand curve formulated
as a simple and exact linear relationship. The first of these expla-
nations, omitted factors, came from economic theory considerations;
and the second, measurement errors, from statistical ideas. The
development of equivalent formal models to match these explanations
has already been discussed in Chapter 7; here the focus is on the role of
probability in these explanations.

Errors-in-equations arose in the applied work on demand because in
practice the ceteris paribus clauses of demand theory were not fulfilled.
Demand data covered a number of time periods in which the other
factors in the relationship changed, thus causing disturbances in the
observed demand curve. Early econometricians tried to make their
econometric models match economic theory models by dealing with
these changing factors, as we have seen in Chapter 5. Initially they
adjusted the data to allow for these changes prior to estimating the
demand elasticity and later they included the most important factors in
the equation to be estimated. Perhaps the clearest representation of this
view can be seen in the work of Schultz (1928), whose discussion of the
alternative methods of dealing with disturbing factors concluded:

All of these statistical devices are to be valued according to their efficacy in
enabling us to lay bare the true relationship between the phenomena
under consideration. An ideal method would eliminate entirely all of the
disturbing factors. We should then obtain perfect correlation between
changes in the quantity demanded and corresponding changes in price.

(Schultz (1928), p. 33)

The remaining disturbing factors (those not accounted for, or included
in the equation) were taken to be the reason for approximation in the
measurement of the 'true' demand curve. These omitted factors were
rarely explicitly modelled or discussed as 'errors' in the econometric
relationship. Instead, discussion was focussed almost entirely on those
disturbing influences which were taken into account.

The lack of correspondence between theoretical models and
applied results that arose because of the inability to hold all disturb-
ing factors constant led some econometricians to take a less sanguine
view of their results. In the late 1920s Mordecai Ezekiel suggested
that statistical laws have their own worth, but because of the chang-
ing conditions under which they are obtained they cannot be taken to
represent fundamental laws of economic behaviour. The underlying (or
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fundamental) relationships might still be considered constant and
exact, but it was believed that probability theory could not be applied
to the statistical or measurable relationships because these represented
situations which were subject to change:

the results obtained by statistical determination of the relations are not
fundamental 'laws of nature' in the same sense as is the law of gravity.
They are measures of the way that particular groups of men, in the
aggregate, have reacted to specific economic conditions during a specified
period in the past. If the study is elaborate enough, it may even reveal the
way in which the reaction has been changing during the period con-
sidered, and the direction and rate of change. But it does not tell how long
the same reaction will continue to prevail, what new causes may arise to
change the responses, or what the relations would be in the new situation.
The theories of mathematical probability do not apply.

(Ezekiel(1928),p. 223)

Lionel Robbins refused to allow that the relationships which econo-
metricians found even held the status of'statistical laws':

a moment's reflection should make it plain that we are here entering upon
a field of investigation where there is no reason to suppose that uniformities are to be
discovered. The 'causes' which bring it about that the ultimate valuations
prevailing at any moment are what they are, are heterogeneous in nature:
there is no ground for supposing that the resultant effects should exhibit
uniformity over time and space. No doubt there is a sense in which it can
be argued that every random sample of the universe is the result of
determinate causes. But there is no reason to suppose that the study of a
random sample of random samples is likely to yield generalisations of any
significance. That is not the procedure of the sciences. Yet that, or
something very much like it, is the assumption underlying the expectation
that the formal categories of economic analysis can be given substantial
content of permanent and constant value. (Robbins (1932), p. 99)

In order to make his point, Robbins satirised the early econometric
work on demand by describing the methods of one, Dr Blank, research-
ing the demand for herrings:

Instead of observing the market for herrings for a few days, statistics of
price changes and changes in supply and demand may be collected over a
period of years and by judicious 'doctoring' for seasonal movements,
population change, and so on, be used to deduce a figure representing
average elasticity over the period. And within limits such computations
have their uses .. . But they have no claims to be regarded as 'laws' . . .
there is no reason to suppose that their having been so in the past is the
result of the operation of homogeneous causes, nor that their changes in
the future will be due to the causes which have operated in the past.
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Important as such investigations may be, . . . there is no justification for
claiming for their results the status of the so-called 'statistical' laws of the
natural sciences. (Robbins (1932), p. 101)

Robbins ended with a final criticism of econometric and quantitative
economics in all its guises, and here his denial of the use of statistics was
supported by direct reference to probability theory:

The theory of probability on which modern mathematical statistics is
based affords no justification for averaging where conditions are obviously
not such as to warrant the belief that homogeneous causes of different
kinds are operating. (Robbins (1932), p. 102)

As we shall see, econometricians mostly agreed with Robbins that the
conditions required for the application of probability theory were not
fulfilled by economic data, but they did not see this as undermining
their use of statistical methods.

The presence of measurement errors in the price and quantity data
used in demand studies provided a second, and sometimes concurrent,
rationalisation for the lack of exact fit in the estimated relationship.
This statistical explanation (the errors-in-variables model) found
favour with a number of econometricians, perhaps because it threw the
onus of failure onto the quality of the data rather than implying that the
statistical 'experiment' had failed to replicate the economic theory due
to the presence of uncontrolled disturbing factors. The application of
least squares as a measurement method in the case of errors had a
respectable pedigree in other scientific fields, such as astronomy, in the
nineteenth century. Yet there were only cursory references in the econo-
metrics literature to an underlying probabilistic model for these errors,
and again they were not explicitly modelled as part of the relationship.

The agricultural economist, Holbrook Working, in 1925 defined the
problem of measurement errors and other 'extraneous' (i.e. non-
economic factors) as follows:

There is but one true relationship and one line describing it; if all the
extraneous disturbing factors could be eliminated the actual observations
would all fall on this single line. (H. Working (1925), p. 530)

He went further towards accepting probability ideas than most, in link-
ing his statistical techniques to sampling theory with the admission that,

If the form of the relationship is properlyjudged, a statistical determination
should give the true theoretical relationship, subject to the fluctuations of
sampling, whenever the significant effects of errors and of extraneous forces
are reflected only in the dependent variable.

(H.Working(1925),p. 539)
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But such references to the sampling aspect were rare, for the data used
in demand studies were not samples and the theoretical discussion of
measurement errors in econometrics developed in a specifically anti-
probability (or anti-sampling) framework set by Frisch.

Frisch was not against probability theory as such, only against its
unthinking application in economics:

Of course, this contains no reflection on the value of sampling theory in
general. In problems of the kind encountered when the data are the result
of experiments which the investigator can control, the sampling theory may
render very valuable services. Witness the eminent works of R. A. Fisher
and Wishart on problems of agricultural experimentation.

(Frisch (1934), p. 6)
Whereas the standard method of regression assumed errors only in the
dependent variable, it seemed to Frisch (as it did to others) much more
likely that all variables were measured with error. Frisch's (1934) work
on confluence analysis dealt with the compound problem of measure-
ment errors in all variables and several relationships existing between
the variables. Frisch described his data-analytic approach to this
complicated problem as follows:

if the sampling aspect of the problem should be studied from a sufficiently
general set of assumptions, I found that it would lead to such complicated
mathematics that I doubted whether anything useful would come out of
it. And, on the other hand, if the sampling aspect should be studied under
simple assumptions, for instance, of not collinear and normally distribu-
ted basic variates, the essence of the confluence problem would not be laid
bare . . . I decided therefore first to attack the problem more from the
experimental side, working out numerically - on actual economic data as
well as on constructed examples - various other types of criteria which
intuitively and heuristically may suggest themselves.

(Frisch (1934), pp. 7-8)
In Frisch's model, all variables were made up of a systematic part plus a
measurement error, and an exact relationship was believed to hold
between the systematic ('true') variables. Frisch had not specified the
full distribution of these measurement errors, but had assumed that the
errors in different variables were uncorrelated with each other and with
the systematic components. The solution to the problem of measure-
ment errors, Frisch decided, lay in the choice of weights for each
variable in the relationship. These weights were to be chosen in
accordance with the relative size of the variance of the measurement
errors in each case. The correct choice of weights would enable the
'true' relationship of interest to be found. In the absence of knowledge
about the relative size of errors he believed it would be possible to place
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limits on the 'true' relationship by taking the least squares measure-
ments under different assumptions.3 Though this measurement error
approach began in the demand literature, theoretical discussions of the
problem (like Frisch's) made the issue general.

Econometric work of this early period was primarily concerned with
measuring the elasticity of demand. There remains the question of
inference, but this was not an important part of econometric work. If
the measured value seemed unreasonable, then it was usually assumed
that the data were no good; doubt was rarely cast on the theory. These
attitudes limited the role of statistical inference and appeared to obviate
the need for probability theory. Probability played little part in
econometric demand analysis in the 1920s and 1930s, and in many
instances probability theory was actually rejected.

If probability was not part of demand analysis, did it enter other
strands of applied research? Chapters 1 and 2 discussed the different
approaches to the statistical study of the business cycle. These involved
the use of least squares to fit trend lines and correlation analysis to
determine lagged relationships between different variables. The
methods were also used to decompose time-series data into trends,
seasonal and cyclical components. The left-over elements in the data
were thought to be the result of accidental or random causes but of no
intrinsic interest. These uses of statistical techniques in business cycle
analysis were accompanied by clear denials of a positive role for
probability theory, and of the reasons why.

For example Warren Persons, founder of the influential Harvard
Business Barometer, in his 1923 presidential address to the American
Statistical Association was vehement in his rejection of probability:

The view that the mathematical theory of probability provides a method of
statistical induction or aids in the specific problem of forecasting economic
conditions, I believe, is wholly untenable. (Persons (1924), p. 6)

Persons' reason for rejecting the use of probability theory was that
economic data are time-related; that is each observation is related to
the previous observation.4 In his essay version of the speech, Persons
went on to explain why he rejected probability reasoning (and in the
process confused the notions of randomness and independence):

the actual statistical data utilized as a basis for forecasting economic con-
ditions, such, as a given time series of statistics for a selected period in
the past, cannot be considered a random sample except in an unreal,

3 For further discussion of confluence analysis see Chapter 7 Letter 11, and Hendry and
Morgan (1989).

4 Yule's (1926) paper on nonsense correlations, by illuminating the dangers of using correla-
tions analysis on data which did not satisfy the classical rules of sampling, reinforced this view.
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hypothetical sense; that is to say, unless assumptions be made concerning
our material which cannot be retained in actual practice. Any past period
that we select for study is . . . not 'random' with respect to the present... If
the theory of probability is to apply to our data, not merely the series but
the individual items of the series must be a random selection . . . Since the
individual items are not independent, the probable errors of the constants
of a time series, computed according to the usual formulas, do not have
their usual mathematical meaning . . .

Granting, as he [the statistician] must, that consecutive items of a
statistical time series are, in fact, related, he admits that the mathematical
theory of probability is inapplicable. (Persons (1924a), pp. 9-11)

Though he rejected the mathematical theory of probability in business
cycle analysis and forecasting, Persons believed that probability as a
measure of rational belief did have a role in social science and drew on
J . M . Keynes' Treatise on Probability (1921) (a work rarely cited in
econometrics) in support of his views:

It is obviously impossible to state, in terms of numerical probability, a
forecast or an inference based upon both qualitative and quantitative
evidence; and even if all the evidence were quantitative, we have seen that
it does not express a numerical measure of rational belief for the future. So
when we say that 'the conclusions of the social scientist are expressed in
terms of probabilities' we mean merely that his conclusions do not have
the certainty of those of the natural scientist. The probabilities of the
economic statistician are not the numerical probabilities which arise from
the application of the theorems of Bernoulli and Bayes; they are, rather,
non-numerical statements of the conclusions of inductive arguments.

(Persons (1924a), p. 12)

More specific reasons for the rejection of probability theory were
given by Oskar Morgenstern (1928) who was later to become director of
the Institut fur Konjunkturforschung in Vienna.5 He defined the
problems as the lack of homogeneity of underlying conditions, the
non-independence of time-series observations and the limited avail-
ability of data. Marget wrote a beautifully rhetorical reply to Morgen-
stern's criticisms, in which he agreed with Morgenstern on only one
point, namely:

whatever may be the case in the other sciences, the formal technique of
probability analysis can only rarely, if ever, be applied to economic data
with any hope of obtaining reasonably significant results.

(Marget (1929), p. 315)
5 Oskar Morgenstern (1902-77) criticised business cycle forecasting in his habilitation thesis

(1928). He was director of the Institute from 1931 to 1938. His second critique of
econometrics dealt with the accuracy of economic data; he is, of course, better known for his
development, with von Neumann, of game theory.
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Yet, even on this point, Marget sought to rob Morgenstern of any real
victory:

One has only to try to recall concrete instances of formal attempts to
employ the technique of probability analysis to the problem of business
forecasting to be convinced that our author is, after all, fighting with a
shadow. (Marget (1929), p. 316)

The statistical methods used in isolating the business cycle were
similar to those used in demand, but in cycle analysis the rejection of
probability theory was more clearly articulated and seen to be par-
ticularly associated with forecasting. Probability theory was believed to
be inapplicable to economic data because economic data did not
behave according to the laws of probability: data observations were not
independent of each other (they were related through time) and
underlying conditions were not homogeneous throughout the time
period. In practice, in demand work and in cycle analysis, econo-
metricians rejected data from obviously non-homogeneous time
periods (such as the war years, 1914-18) and removed some time-
related elements in the data (for example, the removal of trends or
trending factors). But the ostensible reason for these data control
procedures was to fulfil the ceteris paribus clauses of economic theory
(in order to reveal the underlying 'true' demand relationship or business
cycle) not to fulfil the data demands of probability theory. Econo-
metricians did not cite data control procedures to justify their use of
statistical methods because they did not believe that they needed to do
so. They rarely stated why they believed statistical methods could be
used to measure the past but not be used to make inferences about the
future, for they did not regard their statistical measurement methods as
dependent on the probability calculus.

Their position is defensible, for devices such as least squares and
correlation operate as measurement methods independently of prob-
ability theory and reasoning; the latter enters only in order to justify the
quality (or goodness) of the measurements taken. (For example, the
relationship between two variables can be measured by a least squares
line but inferences about whether it is a good measure will depend on
the distributions of the variables.) The history of statistics is also on the
side of the econometricians. As Porter (1986) shows, nineteenth-
century social statistics arose largely independently of probability
theory, and S. M. Stigler (1986) points out that although the least
squares method was developed in the eighteenth century, it only
received justification from the law of errors in the nineteenth century.
The use of the same method in the field of the biological and social
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sciences was a relatively recent occurrence (late nineteenth century)
while full understanding of inference procedures and justification in
such situations was delayed until the work of R. A. Fisher, and the
advances of J. Neyman and E. S. Pearson in the 1920s and 1930s.

Prior to the 1930s, then, a strong current in econometric thought
rejected the application of mathematical theories of probability to
economic data on the grounds that the data did not fulfil the necessary
conditions. At the same time, there was widespread use of statistical
methods, which did not seem to econometricians to be tainted with
probabilistic ideas.

8.2 Signs of change
The 1930s saw early signs of the 'revolution' to come. These stirrings
were visible in the desire to develop better ways of measuring relation-
ships and better methods of testing competing economic theories, and
even in economic theory itself.

One of the most notable of Haavelmo's forerunners in developing the
probability approach to measurement was Tj ailing Koopmans whose
thesis of 1936 extended Ragnar Frisch's work on measurement errors.6

Koopmans' main argument with Frisch was that he had concerned
himself only with one type of error, the measurement error, to the
neglect of the sampling error:

if all variables contain an erratic component, an estimated regression
equation is subject to two quite different kinds of error, . . . Only one of
them is considered by Frisch, and is due to absence of knowledge on the
ratio's [sic] of the variances of the errors in the individual variables. The
other one is the usual sampling error, . . . It arises from the fact that the
errors in the variables, even if being uncorrelated, mutually and to the
systematic components, in the parent distribution, will in general fail to
be so in a sample. Therefore, the assumptions [those of mutual uncorre-
latedness etc.] are tantamount to the complete neglect of this sampling
error. (Koopmans (1937), p. 45)

Koopmans wanted to reset Frisch's confluence analysis model into the
classical probability scheme because be believed:

The loss in generality imposed by the assumptions involved in the construc-
tion of a parent distribution is then to some extent compensated by a gain in
mathematical rigour in this respect, that by the sampling approach to the

6 Tjalling C. Koopmans (1910-85) studied physics in the Netherlands and soon switched to
econometrics, writing his thesis (1936, published in 1937) on the application of advanced
mathematical statistics to economic data. He joined the Gowles Commission in 1944 and
was its director 1948-54.
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problem it is possible to attach definite risks of error to the test criteria
reached, though of course on the hypothesis that the parent distribution
was rightly specified. (Koopmans (1937), p. 30)

But it was not, at first sight, clear to Koopmans what the sampling
framework should be in economics, because of the lack of repeatable
experiments or controlled variability (compared with work on the
design of agricultural experiments), and because the data on economic
variables were time-related:

variables are developing in time in cyclical oscillation, apparently to a
large extent governed by some internal causal mechanism, and only
besides that influenced, more or less, according to the nature of the
variable, by erratic shocks due to technical inventions, variations in crop
yields, etc. At any rate, they are far from being random drawings from any
distribution whatever. (Koopmans (1937), p. 5)

Koopmans kept to the standard econometric model of the period,
which was both causal and exact:

the distinction has been drawn between a regression coefficient conceived
as a quantitative measure of a causal relationship and a regression
coefficient conceived as a quantity descriptive for a multivariate distri-
bution . . . here the former sense is adopted . . . It is assumed that there is a
'true regression equation' which would be exactly satisfied by the 'true
values' of the variables. (Koopmans (1937), p. 6)

The sampling framework was described as:

The observations constituting one sample, a repeated sample consists of a
set of values which the variables would have assumed if in these years the
systematic components had been the same and the erratic components
had been other independent random drawings from the distribution they
are supposed to have. (Koopmans (1937), p. 7)

Koopmans believed that both economic data and econometric models
were compatible with the general 'classical' method (as propounded by
R. A. Fisher) in which the dependent variable (X\) contained both
measurement error and omitted variable error and the independent
variables (X2, X$, . . . , Xk) were without error. He claimed that:

A conspicuous advantage is that this specification does not imply any
assumption as to the distribution of X2, . . . , X^ . . . these observational
variables need not be a random sample drawn from any probability
distribution, but may as well be the values assumed by variables which
develop in time by an, [sic] possibly unknown, causal mechanism; or they
may be, as an intermediate case between these extremes, drawings from a
series of distributions ordered in time, the next of which depends on the
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values drawn in the preceding ones, . . . This generality of Fisher's
specification is a point strongly in favour of its use in economic regression
analysis. (Koopmans (1937), pp. 29-30)

Working in this classical framework, Koopmans showed how taking
account of sampling error would affect Frisch's results on measurement
error, but his treatment was theoretical, highly technical in nature and
probably understood by relatively few econometricians. Certainly,
Frisch's bunch map (or confluence) analysis continued to be used in
applied work, and there were very few cases of Koopmans' tests being
used.7 There were one or two other statisticians associated with the
econometrics group who also tried to initiate a more rigorous prob-
ability approach during the 1930s. Hotelling is one (see, for example,
his (1934)), but like Koopmans, his exhortations to the econo-
metricians made little impact.

The 1930s also saw developments that involved probability ideas in
both theory construction and in testing models. As discussed in Chapters 3
and 4, statistical business cycle analysis was overtaken during that
decade by the development of macrodynamic model building. For a
long time, accidental or random events from outside the economy had
been thought to precipitate crises or turning points in the cycle. Frisch's
'rocking horse' model of 1933 made these random shocks an integral
part of the model in order to bridge the gap between theory and data:
the shocks were responsible for maintaining oscillations in the
economic system and producing irregular-looking data. Such models,
by formally incorporating random errors also provided a theoretical
counterpart to the regression residuals of statistical work. Jan Tinber-
gen's econometric business cycle research of the period 1936-9 was
much more ambitious than the earlier applied work either on demand
or on business cycles. In particular, in his work for the League of
Nations in 1937-8 he was effectively the first to use statistical tech-
niques to try to test, as well as to measure, the macroeconomic
relationships of the business cycle. As discussed in Chapter 4, Tinber-
gen used both statistical and economic criteria to test his results
because he feared that sampling considerations and omitted variables
(amongst a host of other difficulties) might make the results unreliable.
He used a variety of statistical methods and tests including 'Fisher's
method' (the standard application of ordinary least squares) and
Frisch's method of confluence analysis (and even Koopmans' additional
tests). He also tested to see if the residuals (the empirical equivalent of
Frisch's shocks) were normally distributed. Tinbergen clearly had
7 Indeed, I have succeeded in finding only one example: Tmbergen, see Chapter 4.2.
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some awareness of the role of probability ideas in his testing pro-
gramme, but his decisions about which theories to reject and which to
explore further were not formally based on the probability scheme;
there was no framework for comparing economic theories and deciding
which was best.

Another area of work, this time in the microeconomic field, also gave
early warning of the 'revolution'. Once again this was a result of
econometricians trying to build more adequate (realistic) models of
economic behaviour. The problem was how to incorporate into econo-
metric models the uncertainty in an individual consumer's or firm's
behaviour resulting from unfulfilled plans and forecasts. Both Tinber-
gen (1933) and Tintner (1938) wrote on this question during the 1930s.
Tinbergen attempted to establish planning horizons by modelling
plans and their corrections when new information became known. Such
ideas provided another channel for a natural application of probability
in the theory models used by econometricians, rather than through
purely statistical devices for measurement of economic relationships.

The literature discussed so far has been concerned primarily with
errors: errors in relationships and errors in variables. This was because
economic life was thought of as a largely deterministic exercise, with the
unknown, unknowable or immeasurable bits dealt with as something
outside the concerns of economic theory.8 In this setting, probability
theory could not be part of economic models until economists thought
that economic life itself involved elements of chance. By the end of the
1930s there had been some movement towards the integration of
'chance' into theory both at the macroeconomic level (as in Frisch's
model of the cycle) and at the microeconomic level (as in Tinbergen's
models of unfulfilled plans). Despite these signs of change, economic
theories were still formulated as exact rather than as probabilistic
models.

The role of probability theory in measurement and inference was still
restricted, although this too was beginning to change. In the early days,
probability theory was not thought to be applicable to economic data
and econometricians had been naive about inference. But, because of
the lack of correspondence between applied results and economic
theory and because of the growing desire to test theories rather than be
content with measurement, econometricians in the 1930s were grad-
ually becoming more sophisticated about matters of inference.

8 There were a few outlyers such as Bowley (1933), and perhaps Mills (1936), who were
interested in analysing the frequency distributions of economic variables but not in
applying probability thinking to economic relationships.
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8.3 Haavelmo's probabilistic revolution in econometrics
Given the attitudes of econometricians in the 1920s and 1930s, it is not
surprising that a slightly defensive tone is evident in the published
presentation of Trygve Haavelmo's 'The Probability Approach in
Econometrics' in 1944.9 The paper also bore signs of the evangelicism
of the newly converted. Haavelmo had been a student of Frisch and
later his research assistant and Frisch, while not totally against prob-
ability theory, believed that there were many situations in economics
where it was not applicable. Haavelmo by his own admission owed
much to Frisch and several sections of the probability paper develop
ideas initiated by Frisch. Despite Frisch's influence, Haavelmo was
converted to the usefulness of probability ideas by Jerzy Neyman and
he was also influenced by Abraham Wald, a brilliant statistician whom
he credited as the source of his understanding about statistical theory.10

Haavelmo recognised that the bulk of econometricians thought
probability theory had nothing to offer, though they made use of
statistical methods. He argued that since probability theory was the
body of theory behind statistical methods, it was not legitimate to use
the latter without adopting the former:

The method of econometric research aims, essentially, at a conjunction
of economic theory and actual measurements, using the theory and
technique of statistical inference as a bridge pier. But the bridge itself
was never completely built. So far, the common procedure has been, first
to construct an economic theory involving exact functional relationships,
then to compare this theory with some actual measurements, and,
finally, 'to judge' whether the correspondence is 'good' or 'bad'. Tools of
statistical inference have been introduced, in some degree, to support
such judgements, e.g., the calculation of a few standard errors and
multiple-correlation coefficients. The application of such simple 'statis-
tics' has been considered legitimate, while, at the same time, the

'' Haavelmo's paper was written while he was visiting Harvard in 1941 and circulated in
mimeographed form. The 1944 version was similar throughout (apart from a few alter-
ations in wording) except for the addition of a final section on forecasting. Haavelmo also
published one section - on simultaneous relationships - on its own, in 1943 (see (1943a)).
His 1944 paper gained him a doctorate degree from Oslo in 1946.

1(1 It was apparently while trying to convert jerzy Neyman to confluence analysis that
Haavelmo's conversion to probability reasoning occurred. (This emerged during discuss-
ions on the history of econometrics in Oslo in 1987 - I thank David Hendry for the
information.) J Neyman and E. S. Pearson were responsible for a statistical testing
procedure which Haavelmo adopted. Abraham Wald (1902-50) studied as a mathema-
tician in Rumania and joined the business cycle research institute in Vienna (1932-8). He
worked at Columbia University from 1938 until his death. He exerted a considerable
influence on the econometric work of the Cowles group in the 1940s. He is renowned for his
work in statistical decision theory.
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adoption of definite probability models has been deemed a crime in
economic research, a violation of the very nature of economic data. That is
to say, it has been considered legitimate to use some of the tools developed
in statistical theory without accepting the very foundation upon which
statistical theory is built. For no tool developed in the theory of statistics has any
meaning - except, perhaps, for descriptive purposes - without being referred to
some stochastic scheme. (Haavelmo (1944), Preface, p. iii)

The problems of non-independence of observations and of non-
homogeneous time periods (over which economic relationships were
unlikely to remain stable) were the stong arguments of the anti-
probability lobby. Haavelmo argued to the contrary: that these features
did not prevent probability theory being applied to economic data:

The reluctance among economists to accept probability models as a basis
for economic research has, it seems, been founded upon a very narrow
concept of probability and random variables. Probability schemes, it is
held, apply only to such phenomena as lottery drawings, or, at best, to
those series of observations where each observation may be considered as
an independent drawing from one and the same 'population'. From this
point of view it has been argued, e.g., that most economic time series do
not conform well to any probability model, 'because the successive
observations are not independent'. But it is not necessary that the
observations should be independent and that they should all follow the
same one-dimensional probability law. It is sufficient to assume that the
whole set of, say n, observations may be considered as one observation of n
variables (or a 'sample point') following an ^-dimensional joint prob-
ability law, the 'existence' of which may be purely hypothetical. Then,
one can test hypotheses regarding this joint probability law, and draw
inference as to its possible form, by means of one sample point (in n
dimensions). (Haavelmo (1944), Preface, p. iii)

This reversal of the usual argument - that far from having a narrow
domain of application, the probability approach is very generally
applicable - was the basis of Haavelmo's revolutionary scheme for
econometrics.

By adopting probability theory, Haavelmo suggested that econo-
mists would be providing themselves with an adequate framework for
conducting economic research and rigorous testing of theories in place
of their present vague notions:

if we want to apply statistical inference to testing the hypotheses of
economic theory, itimplies such a formulation of economic theories that they
represent statistical hypotheses, i.e., statements - perhaps very broad ones -
regarding certain probability distributions. The belief that we can make
use of statistical inference without this link can only be based upon lack of
precision in formulating the problems. (Haavelmo (1944), Preface, p. iv)
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These were Haavelmo's major points as set out in the Preface to his
1944 paper. The arguments of the succeeding 115 pages, which
constituted the paper, involved a discussion of many issues in econo-
metrics, in all of which he made use of probability ideas to provide an
integrated treatment of the subject and practice of econometrics. For
example, Haavelmo covered such difficult questions as the permanence
of economic laws, the autonomy of relationships (on which, see Aldrich
(1989)) and the question of prediction. Only the more important
strands in Haavelmo's arguments relating to how and why the prob-
ability approach should be implemented are discussed here.

8.3.1 Theory and data

The first problem was that of comparing an economic theory to data.
Haavelmo's argument took the following line:

The facts will usually disagree, in some respects, with any accurate a priori
statement we derive from a theoretical model . . .

therefore:

it is practically impossible to maintain any theory that implies a nontrivial
statement about certain facts, because sooner or later the facts will,
usually, contradict any such statement . . .

and so:

What we want are theories that, without involving us in direct logical
contradictions, state that the observations will as a rule cluster in a limited
subset of the set of all conceivable observations, while it is still consistent
with the theory that an observation falls outside this subset 'now and then'.

As far as is known, the scheme of probability and random variables is,
at least for the time being, the only scheme suitable for formulating such
theories. (Haavelmo (1944), pp. 1,2 and 40)

Haavelmo gave a simple example of what he meantin his 1943 paper
in defence of Tinbergen; I mentioned this example in Chapter 4, but it
is worth recalling here. No economist, Haavelmo said, would want to
work with an economic theory that predicted that national income
would be exactly $X million next year, because it would almost
certainly be contradicted by fact. Instead, applied economists prefer to
work with the type of theory that predicts that the level of national
income next year will be close to $X million. So, though they might not
admit to it, Haavelmo considered that econometricians already worked
with an informal probability scheme and he argued that probability
theory merely provides a formal way of specifying such theories.
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Economic theories must therefore be formulated as probabilistic
statements. But what did this mean and how would it help in relating
theory to data? In order to compare theory and data, it is normally
necessary to specify the experimental conditions under which the
theory is expected to hold. Haavelmo believed the same was true for
economics. He argued that a theoretical economic model:

will have an economic meaning only when associated with a design of
actual experiments that describes - and indicates how to measure - a
system of 'true' variables (or objects) Xu X2, . . . , Xn that are to be
identified with the corresponding variables in the theory . . .

The model thereby becomes an a priori hypothesis about real phenomena,
stating that every system of values that we might observe of the 'true'
variables will be one that belongs to the set of value-systems that is
admissible within the model. The idea behind this is, one could say, that
Nature has a way of selecting joint value-systems of the 'true' variables
such that these systems are as if the selection had been made by the rule
defining our theoretical model. Hypotheses in the above sense are thus the
joint implications - and the only testable implications, as far as observations
are concerned - of a theory and a design of experiments.

(Haavelmo (1944), pp. 8-9)

There were problems with this definition that a hypothesis equals a
theory plus a design of experiments. To begin with, economists are
rarely explicit about their experimental design. Haavelmo recognised
this nettle and grasped it firmly. He began by grouping experiments
into two classes:

(1) experiments that we should like to make to see if certain real economic
phenomena - when artificially isolated from 'other influences' - would verify
certain hypotheses, and (2) the stream of experiments that Nature is
steadily turning out from her own enormous laboratory, and which we
merely watch as passive observers . . .

In the first case we can make the agreement or disagreement between
theory and facts depend upon two things; the facts we choose to consider,
as well as our theory about them . . .

In the second case we can only try to adjust our theories to reality as it
appears before us. And what is the meaning of a design of experiments in
this case? It is this: We try to choose a theory and a design of experiments
to go with it, in such a way that the resulting data would be those which we
get by passive observation of reality. And to the extent that we succeed in
doing so, we become master of reality - by passive agreement.

Now, if we examine current economic theories, we see that a great many
of them, in particular the more profound ones, require experiments of the
first type mentioned above. On the other hand, the kind of economic data
that we actually have belong mostly to the second type.

(Haavelmo (1944), pp. 14-15)
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Haavelmo reached to the heart of the fundamental problem of econo-
metrics. Economists are not in a position to isolate, control and
manipulate economic conditions: they cannot undertake experiments.
Instead, they have to make do with passive observations (those from
Nature's experiments) which are influenced by a great many factors not
accounted for by the theory. Of course, Haavelmo was aware that this
problem was not confined to economics. His solution was simple:

If we cannot clear the data of such 'other influences', we have to try to
introduce these influences in the theory, in order to bring about more
agreement between theory and facts. (Haavelmo (1944), p. 18)

In practical terms, there did not seem to be anything revolutionary
about this solution: indeed it provides a good description of the ad hoc
statistical practices of the early econometricians.

Yet the old problem still remained: how could theories be reformu-
lated as probabilistic statements if these 'passive observations of
reality' resulted in data that were from non-constant circumstances.
Haavelmo insisted that this was not a real problem, and that prob-
ability theory was general enough to cope with the vagaries of economic
data. He argued that qualities of independence and randomness could
be associated not only with individual observations on individual
variables but also with a system or a set of variables X\, . . . , Xr. For
example, if this were the set of variables which influenced the consump-
tion decisions of individuals in a population, then observations on each
person's set of variables would be represented by one point in
r-dimensional space and the Xs would be subject to a joint probability
law. A sample of size s taken from all consumers would give a set of
information of dimension r by s, which could be regarded either as a
sample of size s on an r-dimensional population, or a sample of size s on
one system of values (X\, . . . , Xr) or even one observation of dimension
r by s. In other words, economic data could be dealt with in a number of
different ways in probability theory. Usually, random sampling would
denote that the s different points in the r space were independently
chosen and that the dependence within the system (the relationship
between the r different Xs) was 'given by Nature'.

Haavelmo's idea was that the relationship which existed between the
population and the sample in probability theory provided a model for
the correspondence relationship between economic theory and passive
economic data ('a sample selected by Nature'). This probabilistic
formulation of economic theory imposed a formal relationship between
non-experimentally obtained data and the theory. He inserted an
example to explain how such statements were formulated in practice.
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His case was the consumption of a commodity by individuals (Yi) to be
explained by a number of factors (X\, . . . , Xn)\

Haavelmo defined the statistical population as all possible values of
each 7, that is, as the

infinity of possible decisions which might be taken with respect to the value
of 7, (Haavelmo (1944), p. 51)

which formed an acceptable economic theory definition of Y. Then, the
observed values of Y (the data), described as:

all the decisions taken by all the individuals who were present during one
year, (Haavelmo (1944), p. 51)

constituted one sample of data from the population, the decisions in the
next year a second sample, and so on. Economists could then, if they
wished, select a subsample from the observed data using some random
selection procedure.

The economic factors (the Xs) could be treated either as having a
joint probability distribution or as fixed at their observed values. In a
sample of individuals with the same set of X values, the Y values
naturally differed, so Haavelmo argued that an additional explanatory
factor should be included - the shift factor, S - to represent the factors
specific to the individual:

Y=J[Xlt...,XH)+S

This factor, 5, was also subject to a probability law:

When we assume that S has, for each fixed set of values of the variables X,
a certain probability distribution, we accept the parameters (or some more
general properties) of these distributions as certain additional character-
istics of the theoretical model itself. These parameters (or properties)
describe the structure of the model just as much as do systematic influences
of Xu X2, . . . ,Xn upon Y. Such elements are not merely some superficial
additions 'for statistical purposes'. (Haavelmo (1944), p. 51)

Haavelmo justified the stochastic scheme in his example by a specific
appeal to the variability in individuals' behaviour:

It is on purpose that we have used as an illustration an example of
individual economic behaviour, rather than an average market relation.
For it seems rational to introduce the assumptions about the stochastical
elements of our economic theories already in the iaws' of behaviour for



248 Formal models in econometrics

the single individuals, firms, etc., as a characteristic of their behaviour,
and then derive the average market relations or relations for the whole
society, from these individual 'laws'. (Haavelmo (1944), pp. 51-2)

Haavelmo argued further that even those who believed in exact
theory and only allowed for the presence of measurement errors should
also accept his stochastic scheme. This was because the exact equations
which characterised such models could only be satisfied approximately
in real life. It was necessary to bridge the gap between the exact theory
and the facts with stochastic measurement errors, that is, measurement
errors specified as probability laws.

8.3.2 Testing theories

Haavelmo's revolution was concerned with changing both approach
and practice: from an unchallengeable belief in theory plus the use of
data adjustment processes which aimed to make the data correct for the
given theory, to a new approach which aimed to find the correct choice
of model for the observed data by using statistical tests. The returns to
the probability approach lay in its ability to test theories and thus aid in
the correct choice of model. Haavelmo argued that a properly formula-
ted stochastic model (with a design of experiment) is an hypothesis
which states which set of values are admissible. Observations may
sometimes fall outside this set of admissible values without leading to a
rejection of the theory since the probabilistic model

does not exclude any system of values of the variables, but merely gives
different weights or probabilities to the various value-systems.

(Haavelmo (1944), p. 9)

The hypothesis states which sets of values are highly likely and which
are almost impossible. It is this feature, according to Haavelmo, which
provides the power to compare theories and demonstrates the true
value of the probability approach:

For the purpose oUesting the theory against some other alternative theories
we might then agree to deem the hypothesis tested false whenever we
observe a certain number of such 'almost impossible' value-systems.

(Haavelmo (1944), p. 9)

If the problem of economic theory were essentially

to construct hypothetical probability models from which it is possible, by
random drawings, to reproduce samples of the type given by 'Nature',

(Haavelmo (1944), p. 52)
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then the problem of testing the theory using these samples was one of
statistical theory and technique. This brought Haavelmo round to his
last major point, the advances in statistical testing theory particularly
due to Neyman and Pearson. Following an outline of the Neyman-
Pearson procedure, Haavelmo set out the way in which the economist
should formulate theories for testing purposes. First of all, Haavelmo
proposed that the theoretical models to be compared to the data should
involve systems of theoretical random variables corresponding to the
observed variables. The observed data (nN values: Xu, X2h . . . , Xnh
t = 1, . . . , N) were to be considered as a sample point in an nN-
dimensional sample space of nN random variables with a certain joint
probability distribution.

It is indeed difficult to conceive of any case which would be contradictory
to this assumption. For the purpose of testing hypotheses it is not even
necessary to assume that the sample could actually be repeated. We make
hypothetical statements before we draw the sample, and we are only
concerned with whether the sample rejects or does not reject an a priori
hypothesis. (Haavelmo (1944), p. 70)

Autonomous (exogenous) elements could be considered constant (fixed
with probability equal to one). In addition to the nN set of theoretical
variables, he also required a set of'auxiliary random parameters' (e\h
e2h • • • » em\ t = 1> • • • » N) with a specified joint distribution. These
auxiliary variables might be 'counterparts to some real phenomenon'
such as measurement errors. A set of constant parameters and restric-
tions completed Haavelmo's model. The assumptions made about the
es and the Xs would restrict the class of probability laws to which the
model belonged. But, despite these restrictions, Haavelmo argued,
different models might lead to the same set of probability laws and
therefore the models would be indistinguishable from the point of view
of the observations.

As Haavelmo pointed out, a well-fitting model (a theory which fits
the data well) may produce useful restrictions upon the class of prior
theoretical models, but there is no guarantee that it is the 'true' model.
This is because many different probability schemes might be capable of
producing the same observed data:

Since the assignment of a certain probability law to a system of observable
variables is a trick of our own, invented for analytical purposes, and since
the same observable results may be produced under a great variety of
different probability schemes, the question arises as to which probability
law should be chosen, in any given case, to represent the 'true' mechanism
under which the data considered are being produced. To make this a
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rational problem of statistical inference we have to start out by an axiom,
postulating that every set of observable variables has associated with it
one particular 'true', but unknown, probability law.

(Haavelmo(1944),p. 49)
The problem of choosing the correct model remained a practical
problem, precisely because the 'true' probability law remained
unknown.

Early in his paper, Haavelmo had warned economists to be sceptical
about their theories, for

whatever be the 'explanations' [of economic phenomena] we prefer, it is
not to be forgotten that they are all our own artificial inventions in a search
for an understanding of real life; they are not hidden truths to be 'dis-
covered'. (Haavelmo (1944), p. 3)

Haavelmo himself seemed to 'prefer an explanation' based on the
realism of probabilities in economics.1! But he argued that other econo-
mists did not have to share this belief; they need only treat economic
variables 'as if they were governed by probability laws in order to adopt
the probability approach. For Haavelmo, the important message was
that economists should adopt his approach because it was the best
scientific practice available, and in order to get this across he made
occasional concessions to those who did not share his views on the
nature of economic variables:

Purely empirical investigations have taught us that certain things in the
real world happen only very rarely, they are 'miracles' while others are
'usual events'. The probability calculus has developed out of a desire to
have a formal logical apparatus for dealing with such phenomena of real
life. The question is not whether probabilities exist or not, but whether - if
we proceed as i/they existed - we are able to make statements about real
phenomena that are 'correct for practical purposes'.

(Haavelmo (1944), p. 43)
Perhaps Haavelmo was also aware that the philosophical, theoretical
and polemical character of much of his paper would be off-putting
to those economists he was most anxious to convert for he concluded
his paper in an entirely different style: his final down-to-earth
statements laid stress on the usefulness, reliability and fruitfulness
of the probability approach in solving practical econometric
problems.

The nature of Haavelmo's own belief in probability is discussed further in the original
version of this chapter (see Morgan (1987), pp. 188-9).
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8.4 The new consensus
The most immediate, and probably most important, effect of Haavel-
mo's paper was its influence on the work of the Cowles Commission for
Research in Economics (by then based at the University of Chicago).
Haavelmo's paper had been circulated amongst econometricians in an
unpublished form in 1941 and formed the basis of a new research
programme initiated at Cowles by Jacob Marschak in 1943.12 He
involved a talented group of young statisticians, mathematicians and
economists including T. W. Anderson, L. Hurwicz, T. C. Koopmans as
well as Haavelmo himself. Inspired by Haavelmo's methodological
blueprint for econometrics, their aim was to continue in the tradition of
Tinbergen's pioneering work on business cycles but to improve on his
work by implementing the working practices of the 'Probability
Approach'. They saw themselves as armed with very powerful, pre-
cision-engineered tools based on the probability approach (in com-
parison with the previous tools of econometrics fashioned in the bronze
age) which they believed would solve a host of econometric problems.

Having adopted Haavelmo's blueprint, the researchers at the Cowles
Commission devoted a great deal of energy to developing the statistical
technology to go with the framework laid down by Haavelmo. They
attacked these problems with considerable technical expertise, statis-
tical insight and rigour and involved others around them, such as
Abraham Wald and Herbert Simon. Applied work was not omitted
from this programme, although, almost inevitably given their idealism,
its results were more disappointing than those of the theoretical work
on statistical problems. For one thing, as the Cowles Commission
archives make clear, applied work was held back by the very heavy
computational burden imposed by the use of the maximum likelihood
technique. Despite this, the latter part of the 1940s and early 1950s saw
an impressive succession of Cowles Commission Monographs and
papers.13

Given the content of the Cowles Commission's research programme,
opposition to Haavelmo's ideas might have turned up disguised as
opposition to the Cowles' work. This turned out not to be the case,
12 Marschak became research director of the Commission in 1943 and adopted Haavelmo's

work as a basis for their new econometric programme of work. (Sec Cowles Commission
annual reports for 1943-8, and references cited in Chapter 2 n. 11 for further work on
Cowles history. On Marschak, see Chapter 5 n. 17.)

13 These were Monographs 10 (ed. Koopmans (1950)), 11 (by L. R. Klein (1950)), and 14
(ed. Hood and Koopmans (1953)); also papers in Econometrica and elsewhere in the late
1940s by Cowles Commission members. Sec Epstein (1987), Qin (1988) and (1989) for
assessments.
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although there was strong opposition to the Cowles' programme. The
opposition to the Cowles approach was most clearly stated in the debate
sparked ofFby Koopmans' 'Measurement Without Theory5 review of the
1946 NBER business cycle study by Burns and Mitchell. The differences
of opinion over economic theory were discussed in Chapter 2, but Koop-
mans' (1947) review also attacked the statistical work of the NBER
volume for its inadequate treatment of the data and almost complete lack
of inference procedures. Koopmans argued for a more rigorous formula-
tion of economic hypotheses in probabilistic terms so that the most
advanced statistical estimation and inference procedures could be used.

It is a measure of the extent to which the Cowles programme was
perceived to have diverged from the Haavelmo blueprint that in the
debate which followed, both Vining (a visiting research associate at the
NBER) and Koopmans (by this time director of the Cowles Commis-
sion) called upon Haavelmo's authoritative paper in support of their
conflicting positions. Koopmans had no need to cite Haavelmo, for it
was obvious (as Vining recognised) that Koopmans had taken Haavel-
mo's paper as his text. In his reply Vining (1949) in turn accused the
Cowles Commission of measuring without economic theory, citing
Haavelmo's emphasis on the need to undertake economic theory
research, before hypotheses could be given a statistical formulation.
Vining claimed that Cowles' version of statistical economics had little
or no role to play in the discovery of such economic hypotheses.

Vining did not reject probability theory 'as a way of investigating
economic data but argued for a broader interpretation of the approach:

Distributions of economic variates in as large groups as can be obtained
should be studied and analyzed, and the older theories of the generation of
frequency distributions should be brushed off, put to work, and further
developed. That is to say, statistical economics is too narrow in scope if it
includes just the estimation of postulated relations. Probability theory is
fundamental as a guide to an understanding of the nature of the phenom-
ena to be studied and not merely as a basis for a theory of the sampling
behaviour of estimates of population parameters the characteristics of
which have been postulated. In seeking for interesting hypotheses for our
quantitative studies we might want to wander beyond the classic Walra-
sian fields and poke around the equally classic fields once cultivated by
men such as Lexis, Bortkiewicz, Markov, and Kapteyn.

(Vining in Vining and Koopmans (1949), p. 85)

Koopmans seemingly agreed, but maintained it was necessary to start
with some prior economic theory:

I believe that his term 'statistical theory in its broader meaning' is used in
the same sense in which the econometricians speak of'model construction'.
It is the model itself, as a more or less suitable approximation to reality,
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which is of primary interest. The problems of estimation of its parameters
or testing of its features have a derived interest only.

(Koopmans in Vining and Koopmans (1949), pp. 89-90)

On the other hand, Koopmans was not prepared to concede that
statistical theory had nothing to do with hypothesis seeking:

It is possible to take a formal view and argue that hypothesis-seeking and
hypothesis-testing differ only in how wide a set of alternatives is taken into
consideration . . . To the extent that hypothesis-seeking is an activity that
can be formalized by such a (statistical) theory, there is little doubt that
the concept of statistical efficiency will remain relevant... However, there
remains scope for doubt whether all hypothesis-seeking activity can be
described and formalized as a choice from a preassigned range of
alternatives. (Koopmans in Vining and Koopmans (1949), p. 90)

On closer analysis then, there seemed to be a considerable measure of
agreement that probability theory had an important role to play in
economics, though this was partly hidden by the desire of both parties
to score points.

The debate carried on into a review in 1951 by Hastay (from the
NBER) of a collection of the main statistical results of the Cowles' work
of the 1940s (Cowles Commission Monograph 10, edited by Koopmans
(1950)). Once again, Haavelmo's name seemed an important talisman:

Is it the most fruitful view of economic theory that which treats it in
essential analogy with mechanics and meteorology? Such is the phil-
osophy of the econometric school . . . a stochasticized Walrasian model is
arbitrarily laid down as the essence of economic reasoning, and the
authors take as their text a principle of Haavelmo that every testable
economic theory should provide a precise formulation of the joint
probability distribution of all observable variables to which it refers. It
can be argued, however, that Haavelmo's principle is sounder than the
program for realizing it worked out in this book.

(Hastay (1951), pp. 388-9)

Though the NBER did not adopt an econometric approach, they did
use a variety of quantitative techniques, which accounts for their desire
to claim Haavelmo on their side. The argument may also be seen as an
exercise in propaganda, for both institutions needed to attract and
retain adequate research funding. The Cowles Commission had
managed to obtain some financial backing from the Rockefeller Foun-
dation, but that same foundation had supported the NBER for many
years and in 1947 had made them a very substantial grant.14

14 The grants awarded and taken up by the two bodies can be traced in the annual reports of
the Rockefeller Foundation. This Foundation also played an important role in supporting
a number of individual econometricians on fellowships (see Craver (1986) and (1986a)).
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Though Haavelmo's 1944 paper was dense and may have been
difficult for his contemporaries to understand,15 part of the programme
he suggested had already been published in more accessible versions.
Haavelmo's (1943) defence of Tinbergen against Keynes' criticisms
(already discussed in Chapter 4) had been used to introduce and justify
the probability approach to testing in an easily appreciated form. In
another paper in that year, Haavelmo (1943a) had published a version
of one of the chapters of his long paper, which marketed the probability
approach as a necessary adjunct to the simultaneous equations model.
Haavelmo showed economists that, if they believed this to be the
correct model of the world, then they should adopt the probability
approach in their applied work to avoid biased results (see Chapter 7,
Letter 14). This paper was more influential because it was easier to
understand than the later 'Probability Approach', the example pro-
vided a very convincing argument and as Richard Stone (1946) pointed
out, it contained the essentially new result in estimation.16 This was
reinforced by Koopmans' article of 1945, written with the specified aim
of popularising Haavelmo's papers. Another influential, but more
difficult, paper which developed Haavelmo's approach was that by
Mann and Wald, also in 1943.17 It dealt with maximum likelihood
estimation of the typical econometric model used by the Cowles

15 The review of Haavelmo's 1944 paper by Allen (194^6), p. 161, who was himself a
mathematical economist and statistician stated: 'It is not easy reading even for a
mathematician and the non-mathematical economist is likely to be scared ofTat a first sight
of its pages. Patience is well rewarded.' On the other hand, Stone (1946) suggested that the
greater part of Haavelmo's work was accessible to the non-mathematician. E. B. Wilson
(on the board of Econometrica, but not an active econometrician) berated Haavelmo in his
review (1946) for mystifying the subject by an excessively formal approach and suggested
that such rigorous statistical treatment and specification of economic hypotheses was
unnecessary since the lack of such rigour had not prevented progress in other sciences such
as physics, engineering, biology and psychology. (It is strange to note that Wilson (and
Schumptcr) were also thanked for their help by Haavelmo (1944).)

l(> Neil dc Marchi has suggested that the lack of references to Haavelmo's 1944 paper means
that it effected a silent revolution. This is not quite the case, for the paper (published only
as a long journal article) received reviews and answering articles in other journals at the
time (see n. 15 above.) Further evidence of its propogation comes from oral history which
confirms that those who learnt their econometrics in the late 1940s, before the Cowles
Monographs became available, were given Haavelmo's paper as their prime text. It is true
that the probability aspect very quickly became a standard view (i.e. to use Kuhn's notion,
it became part of'norn aF econometrics, in which case there becomes no further need to
refer to it). The simultaneous equations paper (1943a) remained contentious and is much
more heavily referenced.

17 The Cowles Commission originally planned to issue Haavelmo's paper with the Mann and
Wald paper in a single volume. This plan fell through because of the wartime paper
shortage and this is why Haavelmo's paper was printed as a Supplement to Econometrica.
(The Cowles Commission and the journal were run from the same offices in the 1930s and
1940s.)
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Commission: a linear stochastic difference equation or system of
equations. Haavelmo's ideas and Cowles' work dominated the output
of econometric theory in the 1940s, giving the impression that econo-
metrics had been successfully taken over by the probabilists. Certainly,
there were no notable econometricians who publicly dissented from the
probability approach in the late 1940s. But some important figures did
disagree with other parts of Haavelmo's programme.

One group of economists led by Herman Wold rejected the simul-
taneous equations model advanced by Haavelmo in favour of a
recursive, causal chain, model of economic relationships.18 Econo-
metricians from Moore, Schultz and Frisch, to Koopmans and Tinber-
gen had all thought of their models as being causal models. For Wold,
simultaneously determined relationships involved the contradiction of
simultaneous two-way causality. Despite their rejection of the model
form as an unacceptable model of reality, the probabilistic formulation
and treatment of models was adopted by Wold's group with approval
as can be seen from Wold (1948) and Bentzel and Wold (1946). It was
only later, in the 1950s, that Wold came to question the usefulness of
the probability approach in dealing with economic data.

Gerhard Tintner (1946) was another econometrician who accepted
the probability aspect of Haavelmo's work, but he, like Stone (1946),
believed that Haavelmo had not dealt adequately with the problem of
measurement errors.19 In fact, Haavelmo had allowed for the presence
of such errors in all variables in his theoretical scheme but, in the few
examples he gave, had been forced to reduce their presence (though not
to ignore them entirely) in order to make the models he dealt with
tractable. On the other hand, Haavelmo's research programme, as
reinterpreted by the Cowles group, concentrated almost entirely on
errors in the equation due to omitted variables, thus deserving Tint-
ner's criticism.

Herman Wold was born in 1908 in Norway and spent much of his working life in Sweden
where he studied under Cramer. He is known in econometrics for his book on stationary
time series and stochastic processes (1938), his championship of the recursive model and
applied work on demand models in the 1940s. His recursive model has recently been
rcanalysed by Jang (1973) and the argument between Wold and the Cowles group is
discussed in Morgan (1987a).
Gerhard Tintner (1907-83) took his doctorate in economic statistics and law, and worked
at the Vienna business cycle Institute during the early 1930s, and in the USA thereafter
(with a brief period at the Cowles Commission in the late 1930s). He was active in the
econometric movement and was best known during the 1940s for his development and
application of the variate difference method of time-series analysis (forming the subject
matter of a Cowles Commission Monograph). He was also influenced by the Roos-Evans
development of mathematical economics. On Richard Stone, and his work, see Gilbert
(1988).
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By the late 1940s, Haavelmo's ideas for a probability approach were
generally accepted in econometrics. A comparison of post-Haavelmo
econometrics with the pre-Haavelmo era may help to pinpoint exactly
what was revolutionary about Haavelmo's 'Probability Approach'.
Before Haavelmo's work, econometricians used statistical methods but
for the most part ignored or rejected any role for probability theory.
This was because economists had believed that certain features of
economic data (non-independence of successive observations and
non-homogeneity of conditions) made the theory inapplicable. At the
same time, econometricians perceived little need for the framework of
probability theory as an aid to inference or in theory testing. Econo-
mists were persuaded of the value of the probability approach by the
example of the simultaneous equations model, where the use of the
approach produced accurate estimates, while the old-style statistical
methods produced biased results.20 Having accepted the logic of the
probability approach for measurement, there was less of a bar to the
more gradual acceptance of its usefulness in the more difficult task of
inference and testing. Post-Haavelmo, statistical methods and prob-
ability theory have not been seen as separate entities but as one and
the same bag of tools used by econometricians. Haavelmo himself
believed in a full-scale probability approach where all the variables are
thought of as having been generated from some probabilistic process
(referred to as 'Haavelmo's principle' by Ha$tay). Even when econo-
metricians since the 1940s have been more half-hearted or indifferent
about the probabilistic nature of economic variables, and preferred to
make use of Haavelmo's 'as if argument, they have continued to use
a version of Haavelmo's programme. In this sense, then, Haavelmo
did cause a revolution in thinking: subsequent econometricians did
not think, as the early econometricians clearly had done, that statis-
tical methods could be used but that probability theory should be
rejected.

It is easy enough to describe the probabilistic revolution in these
terms, but what was the real difference in practice? The practical
difference was not in estimation techniques since, following Haavelmo
and the work of the Cowles Commission, there was a reversal towards
the use of least squares for various reasons (not least the computational
difficulties of implementing the full-scale approach). The more impor-
tant practical result of Haavelmo's paper was that probability theory
provided a framework for testing economic theories. The evaluation
20 Though some econometricians, notably Stone and his colleagues at the Department of

Applied Economics, Cambridge, and the agricultural econometricans, believed this bias to
be small compared to those biases from other problems.
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aspect was important: in early econometrics, data could be rejected but
not theory. This was because applied results were judged according to a
given theory; if results were thought suspect, it was usually interpreted
as a problem of the data (because of the presence of errors, for
example), rather than something wrong with the theory.

This problem became acute when researchers wanted to compare
a number of different theories as there was no obvious way of
proceeding. Tinbergen had experienced considerable difficulty in
executing the League of Nations' commission to test the available
theories of business cycles and sort out which were correct. Faced
with many, apparently conflicting, but possibly complementary, the-
ories in a verbal form he had put many of them together to form one
large econometric model. He had then compared this model with the
individual theories, judging his results on criteria internal to the
theory. He used some external statistical tests but lacked the frame-
work for using these criteria to judge which was the best of the
theories. The first macroeconometric model to use the probability
principles was built by L. R. Klein on behalf of the Cowles Commis-
sion. A comparison of his confident statements of intent, with the
quotations given earlier from Tinbergen, show the impact of Haavel-
mo's work:

We want to do more than is suggested by the title to Tinbergen's work
(though not by the book itself), i.e., more than mere testing of business-
cycle theories. We want also to discover the best possible theory or
theories which explain the fluctuations that we observe. If we know the
quantitative characteristics of the economic system, we shall be able to
forecast with a specified level of probability the course of certain
economic magnitudes . . . In the course of the search for models which
are suitable for our purposes of forecasting and making policy rec-
ommendations, we shall inevitably have to consider several alternative
economic theories as admissible hypotheses. The acceptance or rejec-
tion of these hypotheses in the course of our search for truth will be our
contribution to the problem of testing business-cycle theories.

(Klein (1950), p. 1)

Haavelmo's work marks the shift from the traditional role of econo-
metrics in measuring the parameters of a given theory to a concern with
testing those theories. He had argued that if a theory were treated as
pregnable - rather than as an unchallengeable truth - it could be
treated as an hypothesis about a probability distribution, and the non-
experimentally obtained data could be considered a sample from this
distribution. This formalisation of the problem allowed applied econo-
mists to be more flexible in their attitude to theory, since any chosen
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hypothesis might be incorrect and an alternative model correct. By
laying out a framework in which decisions could be made about which
theories are supported by data and which are not, Haavelmo provided
an adequate experimental method for economics.



Conclusion

Haavelmo's 1944 paper marks the end of the formative years in
econometrics and the beginning of its mature period. His treatise set
out the best methods for the practice of econometrics and explained the
reasoning behind these rules. His novel ideas on the role of probability
pointed the future way for econometrics, but in many other respects the
concepts and approach of Haavelmo's programme were firmly rooted
in the past. In his hands, the individual practical solutions and insights
generated by the earlier work were finally fitted together as in a
completed jigsaw puzzle, showing one single econometrics applicable
to all branches of economics.

The coherence of Haavelmo's blueprint derived from a deep under-
standing of how econometrics worked as an applied science. His paper
contained the most explicit and rewarding discussion in econometrics
about its most fundamental problem: the problem of non-experimental
data that come from

the stream of experiments that Nature is steadily turning out from her
own enormous laboratory, and which we merely watch as passive
observers. (Haavelmo (1944), p. 14)

Clearly, econometricians could not isolate or control such data to
match their theory, as in the ideal type of experiment - and here I
return to the themes of my Introduction. Haavelmo suggested an
alternative form of experimental design, in which economic theory
could be constructed to meet the conditions of the data. But, for
practical econometrics, he recognised that elements of both design
types would be required. He advised his fellow econometricians that to
the extent they could not adjust their data to fit their theory, they must
adjust their theory to fit their data. Both theory and data were to be
flexible in the attempt to bring the two elements to a point where
statistical measurement and testing could take place.

The method of adjusting both theory and data proposed by
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Haavelmo was exactly that used (albeit unconsciously) by econo-
metricians in the period prior to 1940. The field of demand showed the
method at work. Econometricians were aware from the very beginning
that they had to adjust their data by various means to make it fit the
theory. They soon realised that theory adjustments were needed too, to
bring it closer to the available data. All too soon it was clear that the
adjustment method did not fully solve the problem of experiments in
econometrics; for if you aim to meet in the no-man's land between theory
and data, how do you know when you have got there, and what do the
measured relationships represent? For the early econometricians, these
problems appeared in many guises as questions of correspondence, of
the interpretation of results and levels of explanation achieved, and of
the purpose and nature of testing. These were not philosophical issues
to be discussed far into the night, but practical everyday questions.

The most elusive of these early difficulties (at least for the historian)
concerns the interpretation of econometric results. Econometrics had
taken on board correlation and least squares regression as general tools
of analysis from biometrics. But once these tools had been applied out
of their original contexts, it was not necessarily clear how the results
should be interpreted, nor what was the status of econometric relation-
ships. Porter (1986) suggests that the advent of autonomous statistical
laws (like those of regression and correlation) had the potential to free
the social sciences from the determinism of nineteenth-century physical
science. This is no doubt correct, but this new scientific ideal had to be
brought into focus for economics, and this naturally took time. Thus,
econometricians seemed to vacillate between interpretations. Some-
times they favoured the deterministic model found in nineteenth-
century astronomy, with exact relations and errors of measurement, for
the measured equations could readily be interpreted as the exact
economic relations of economic theory. Others, at other times, adopted
the newer ideas and interpreted their econometric relationships as
'statistical laws', with the suggestion that they reflected average
behaviour, or that they were descriptions of covariation without causal
interpretation.

Uncertainty over the new interpretation partly arose because econo-
metricians were not always sure what kind of phenomena they were
trying to explain, nor what 'statistical' meant. Early econometricians
had the benefit of two exemplars of statistical interpretation and
explanation. First, Quetelet's description of average behaviour (the
'average man') and individual deviancy (distributed according to the
law of errors). The second exemplar was Gal ton's regression law,
which explained the pattern of aggregate behaviour in terms of a
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statistical process. Neither of these interpretations of a statistical
relationship exactly fitted econometrics. With Haavelmo, the pro-
fession seemed to have arrived at a consensus: a statistical model of
plural economic causes and errors in the relations. But in the mean-
time, the old scientific ideal had also changed, from a deterministic to a
probabilistic view of the way the world worked. This left the explana-
tory level of Haavelmo's model open to new doubts. Was it really based
on underlying random behaviour of the economic variables (as in
contemporary evolutionary biology and quantum mechanics), or was
it, after all, only a convenient way of formally dealing with inference in
the non-experimental framework?1

As we have seen, the early econometricians' understanding that the
raw economic data did not behave in accordance with the calculus of
chance delayed the introduction of probability ideas to improve
inference but did not mean econometricians had no idea of statistical
testing. On the contrary, their ideas on this subject were far from naive;
those as diverse in their views as Mitchell and Tinbergen both claimed
that statistical methods might enable you to disprove something, but
not prove it. Tinbergen had a notion of statistical verification which
concerned his ability to explain the past behaviour of his data and the
history of the economy. There were other notions, too, for these early
econometricians expressed their aims in broad terms: they wanted to
find out about the real world.2 The extent of their success in feeling a
way through the fog of difficulties to get at that world can best be
demonstrated by recalling again the histories of the applied fields. In
the business cycle field, the first problem econometricians faced was in
defining and measuring their phenomena. Further, there were many
economic theories of the cycle, but they were incomplete and lacked
clarity. Consequently, the gap between theory and data was ill-defined.
The extent and manner of the necessary adjustments, and the relative
roles of theory and data, were uncertain and the question of how to test
the multiplicity of theories loomed large. In contrast, the theory of
demand commanded a considerable consensus and the nature of the
data-theory gap was more clearly defined than in the business cycle
field. It was thus in studies of demand that issues of correspondence

1 Even a cursory survey of econometrics textbooks of the 1960s and 1970s reveals the extent of
confusion over just where probability enters in and how the errors (or residuals) in the
relations should be interpreted.

2 I have written elsewhere (Morgan (1988)) about the range of testing ideas and test criteria
prevalent in the early econometrics. In my interpretation, the early econometricians' idea of
testing was something like quality control testing. I argue that the current terminology of
statistical testing pays lip service to a notion of Popperian testing, but continues many of the
early traditions.
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appeared most ominous. In the face of all these difficulties, econo-
metricians set about their tasks of adjusting theory to data and data to
theory.

But more was required than this, for, as observed earlier, an experi-
ment requires the scientist both to control some variables and
to vary others. By the 1930s, econometricians had come to appreciate
both of these points; they had begun to understand the role of multiple
regression in controlling the variable circumstances in relations, and so
indirectly achieve the necessary ceteris paribus conditions. In the context
of demand studies, they had also realised that it was only when the
supply curve did vary (as, for example, when Nature manipulated the
weather), that they could isolate the demand relationship of interest. In
business cycle econometrics, they had begun to understand what prop-
erties were needed for their equations to represent the relevant aspects of
both theory and data. In learning how to cope with the requirements of
their statistical method, econometricians developed the important
notion of an 'econometric model' as the mid-way point between theory
and data, to which both theory and data could be compared.

Looking back, we can see a certain freedom in those early years,
allowing a rich diversity of ideas, practice and interpretation. Though
much had been achieved, both in the way of individual solutions and in
the crucial idea of an econometric model as an intermediary between
theory and data, econometricians still suffered from the fact that they
had no general techniques and no general rules of design for their
'experimental method5. These rules were provided in Haavelmo's
paper of 1944 (and codified by the Cowles Commission). Econometric
texts of the early 1950s openly referred to these new design rules as
providing an alternative to the experimental method of science.3 With
these advances, econometrics, which had already made a name for itself
as the most promising and highly technical area of applied economics,
now fully differentiated itself from statistical economics. The difference
between the two is most clearly to be seen in their attitudes to the role of
theory and inference. Statistical economists (of both institutional and
time-series persuasions) believed, more or less as Quetelet had done,
that the regularities and relationships they sought would emerge
pristine out of the murky swirl of data. Econometricians, on the other
hand, believed that data would deliver up their secrets only when faced

3 Econometricians of such diverse backgrounds as Tinbergen (1951a), Tintner (1952), Wold
(with Jureen (1953)) and L. R. Klein (1953) all contain somewhere in their introductory
remarks a discussion of econometrics and its rules of experiment in these terms. Some of
them also refer to psychometrics and biometrics as having the same logical foundations, on
which see my arguments in the Introduction.
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with theory (in the form of a well-designed econometric model) and
probability inference.

If there was progress in settling the rules of econometrics, there were
also losses, for in the period after Haavelmo, as econometrics grew into
the new technology, it left behind some of the interesting ideas and
concepts of its youth. For example, Aldrich (1989) has discussed
Frisch's important concept of 'autonomy' which entered briefly into
our history only to disappear by the 1950s. Hendry and Morgan (1989)
trace the parallel history of confluent relations which also disappeared.
Both notions have more recently reappeared. Dynamic models sank
under the tidal wave of largely static Keynesian models (see Morgan
(1987a)), general equilibrium theories (see Weintraub (1985)) and
Cowles' simultaneous equations systems. The variety of correspondence
notions disappeared as 'the identification problem' was given prece-
dence. This last story provides an excellent example of the wider
changes underway in econometrics in the 1940s. In the earlier discuss-
ions of the 1920s and 1930s work it was clear that identification issues,
in their many forms, were a problem of both data and theory.4 Qin
(1989) has shown that as the Cowles Commission formulated this into a
theoretical problem in order to provide a rigorous and general solution,
models at two distinct levels, the mathematical one (representing
economic theory) and the statistical one (representing the data), were
collapsed into one mathematical model. By the textbook treatment of
the 1960s, the identification question had become one to be answered
by applying arithmetical rules to the theoretical model, with no data
anywhere in sight.

The nature of applied econometrics also changed with the new rules.
In the early work, more was involved than just the application of simple
statistical techniques to data; econometrics was a creative juggling in
which theory and data came together to find out about the real world. It
involved a large element of craft skill (the experimenter's art) in which
successful econometricians were those who, like Tinbergen, were
extremely knowledgeable about their data, its quality and its
behaviour. To them, it was as great a sin to apply a theory to data
without understanding the conditions of measurement (as Leontief
found to his cost), as it was to undertake measurement without any
theory (as Mitchell found to his). With the setting of rules of experi-
mental design and the formality imposed by Haavelmo's approach,
applied econometrics seemed to enter a less creative phase. Data were
4 For example, the idea of locating a relationship in the data can be contrasted with the idea of

uniquely estimating the parameters of a given mathematicial model and so on. I have tried
elsewhere (Morgan (1985)) to categorise and differentiate these notions.
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taken less seriously as a source of ideas and information for econometric
models, and the theory-development role of applied econometrics was
downgraded relative to the theory-testing role. The notion of an
econometric model seems to have undergone a subtle change of
meaning under the pressure of these changes in econometric thought.
Econometric models came to be regarded as the passive extensions of
economic theory into the real world, as the 'statistical complement of
pure economics5 rather than as representatives of a 'synthetic economics'
in which theoretical knowledge and information from the real world are
combined.5

In the first half of the twentieth century, econometricians found
themselves carrying out a wide range of tasks: from the precise
mathematical formulation of economic theories to the development
tasks needed to build an econometric model; from the application of
statistical methods in data preparation to the measurement and testing
of models. Of necessity, econometricians were deeply involved in the
creative development of both mathematical economic theory and
statistical theory and techniques. Between the 1920s and the 1940s, the
tools of mathematics and statistics were indeed used in a productive
and complementary union to forge the essential ideas of the econo-
metric approach. But the changing nature of the econometric enter-
prise in the 1940s caused a return to the division of labour favoured in
the late nineteenth century, with mathematical economists working on
theory building and econometricians concerned with statistical work.6

By the 1950s the founding ideal of econometrics, the union of mathema-
tical and statistical economics into a truly synthetic economics, had
collapsed.

5 I have used Moore's phrase 'the statistical complement of pure economics.' (taken out of
context from his title (1908)) because it captures the notion I have in my mind. It contrasts
strongly with the 'synthetic economics' (another of Moore's titles (1929)) which I believe
characterised early econometric work and models. I speculate that the post-1950s shift
implied here must have made interpretation easier, for if econometric models are regarded
as close to theory models (and thus far from data descriptions) their interpretation becomes
less problematic. (This change may also be linked to the downgrading of Haavelmo's
probability ideas and the pushing out of probabilistic aspects into the residuals in the
1960s.) It would also make theory-testing seem easier, too, for the interpretation of
econometric relationships as mid-way between theory and data makes it difficult to see what
inferences can be drawn about what.

6 This redivision of labour was helped no doubt by numerous other internal and external
pressures, such as increasing specialisation in a rapidly growing economics profession.
Haavelmo's 1957 address (see Haavelmo (1958)) to the Econometric Society is both a final
statement of the joint programme and a plea for its return.
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