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Preface

Offshore and land-based structures represent large capital investments. They are
designed to withstand various types of environmental loads such as earthquakes,
winds, ocean waves, tidal currents, and ice, and other loads due to explosions,
machinery vibrations, dropped objects, and other factors. Many of them essentially
induce dynamic and cyclic loading transferred into foundations. Therefore,
understanding soil dynamics and foundation modeling is essential to ensure foun-
dation and structural integrity and operational functionality. However, in spite of
increased engineering knowledge, practical problems regarding foundation mod-
eling and soil dynamics are in many cases handled unsuccessfully despite large
expenditures. Moreover, even if engineers can perform sophisticated
computer-based analysis tasks, many of them lack an actual understanding of the
essential principles of soil dynamics and foundation modeling, and hence of the
links between theory and applications. This leads to an insurmountable barrier
when they are asked to validate/verify and provide insightful explanations of
analysis results, or to further improve designs, which poses a significant safety
hazard and can also result in significant economic loss.

With the objective of providing practical knowledge of foundation modeling and
dynamic analysis, which is essential for both offshore and earthquake engineering,
the book covers a wide range topics in this area, such as soil behavior, soil
dynamics, seismic site-response analysis, soil–structure interactions, liquefactions,
and modeling and assessment of shallow and deep foundations, considering various
levels of detail and associated engineering challenges. Differences in soil and
foundation modeling and response due to earthquake and ocean wave loading are
also discussed. To facilitate the understanding and utilization of knowledge for each
topic, general theory and principles are linked to their engineering applications.
Moreover, recent developments in offshore foundation engineering such as anchor
piles, suction piles, large-diameter piles, soil aging effects, and scours are also
discussed. Special focus is placed on their engineering applications utilizing
state-of-the-art knowledge.
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Although offshore geotechnical principles are very similar to those of land-based
structures, for offshore geotechnical engineering applications, soil conditions are
often more difficult to measure and have larger uncertainties, site investigations are
more expensive, and structural loads are usually more significant. Further, the focus
of offshore geotechnical design is often placed on capacity control, while founda-
tion stiffness remains important for the dynamic response of soil–foundation–
structure systems.

Chapter 1 presents the basics of soil mechanics and behaviors, methods for
testing soil strength, and their implications in geotechnical designs. Chapter 2
introduces the characteristics and modeling of soil properties under cyclic and
dynamic loading, focused on treating soil nonlinearities. Chapters 3 and 4 present
details of site-response analysis with a focus on how the response amplification and
de-amplification of soil media are accounted for, and how to apply seismic exci-
tations in a site-response analysis. Chapter 5 describes soil–structure interactions
and analysis, which estimate the collective response of the entire soil–foundation–
structure system to specified ground motions by accounting for effects of kinematic
interaction (normally by site-response analysis), soil–foundation flexibility (foun-
dation impedance), and inertia interaction (seismic structural analysis) and which
can be performed by either direct or substructure approaches. Chapter 6 introduces
various seismic testing methods including field testing, laboratory element testing,
and model testing. Chapter 7 presents the causes and evaluation of soil liquefac-
tions, followed by presentations of slope stability due to seismic loading presented
in Chap. 8. Chapter 9 provides a general overview of offshore structures and their
common and distinguishing features compared to those of land-based structures and
also presents the hydrodynamic modeling to determine the ocean environmental
loading in a seismic analysis. Chapters 10 and 11 present the theoretical back-
ground of seismic response spectrum and power spectrum and how earthquake
loading is determined from a seismic hazard point of view. Chapters 12 and 13
present the bearing capacity assessment and modeling for shallow foundations.
Chapters 14–26 discuss various aspects of pile foundations, such as pile capacity
assessment, pile–soil interactions, large-diameter piles, pile group, grout connec-
tions, torsional behaviors of piles, scour, seismic assessment of piles, anchor piles,
and suction piles. In Chap. 27, design issues for shallow and deep foundations,
relevant international design codes, and hierarchy of codes and standards are briefly
discussed.

The book is intended to serve as an introduction to the subject and also as a
reference book with advanced topics. A balance between the theoretical and
practical aspects is sought. All the chapters are addressed to practitioners who are
looking for answers to their daily engineering problems, and to students and
researchers who are looking for links between theoretical and practical aspects, and
between phenomena and analytical explanations. It should also be of use to other
science and engineering professionals and students with an interest in this subject.

The book is written in such a way that it can be followed by anyone with a basic
knowledge of engineering dynamics and soil mechanics.

viii Preface



While the book does not seek to promote any specific “school of thought,” it
inevitably reflects this author’s “best practice” and “working habits.” This is par-
ticularly apparent in the topics selected and the level of detail devoted to each
of them, their sequences, the choices of mathematical treatments and symbolic
notations, etc. The author hopes that this does not deter readers from seeking to find
their own “best practice.”

Most of the chapters in this book can be covered in a two-day industry course in
a brief manner, a one-week intensive course for either industry or academia, or a
one-semester course in an elaborated form for graduate students.

In preparing such a text, it is rather difficult to acknowledge all the help given to
the author. First, I am indebted to geotechnical, earthquake, and offshore engi-
neering communities who have undertaken the extensive research and development
that has led to accumulated knowledge, methods, and engineering applications in
this field, on which this book is based. I would also like to thank individuals for
assistance of various kinds, such as participation in book reviews, technical dis-
cussions, and research cooperation. These include (in alphabetical order) the fol-
lowing: Atilla Ansal (European Association for Earthquake Engineering), Kuvvet
Atakan (University of Bergen), Gunnar Bremer (Aker Solutions), Ove Tobias
Gudmestad (University of Stavanger), Yingcai Han (Fluor Canada), Nils-Christian
Hellevig (Aker Solutions), Viggo Karlsen (Statoil), Amir M. Kaynia (Norwegian
Geotechnical Institute), Steven L. Kramer (University of Washington), BM Lehane
(The University of Western Australia), Conrad Lindholm (NORSAR), Lance
Manuel (University of Texas at Austin), Peter Middendorp (Allnamics
Geotechnical & Pile Testing Experts), George Mylonakis (University of Bristol),
Laurens de Neef (CAPE Holland), Giuliano F. Panza (University of Trieste and
China Earthquake Administration), John Michael Rotter (University of Edinburgh
and Imperial College), Richard Snell (Oxford University), Douglas Stock (Digital
Structures, Inc. Berkeley), Gary Torosian (GeoTesting Express, Inc.), and RJS
Whitehouse (HR Wallingford). Furthermore, I would like to thank Norwegian
Geotechnical Institute, Statoil, DongEnergy, BP, and DNV-GL for their coopera-
tion on relevant engineering projects. Moreover, there are numerous others not
named to whom I extend my sincere thanks.

This book has an extensive list of references reflecting both the historical and
recent developments of the subject. I would like to thank all the authors in the
references for their contribution to the area.

Most importantly, I dedicate this book to my parents Shufeng and Wangeng, my
wife Jing, and daughter Danning; I conclude this preface with an expression of deep
gratitude to them.

Bergen, Norway Junbo Jia
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About this Book

This book presents a comprehensive topical overview of soil dynamics and foun-
dation modeling in offshore and earthquake engineering. The spectrum of topics
covered includes, but is not limited to, soil behavior, offshore and land-based
structures, soil dynamics, seismic testing, site-response analysis, representation and
determination of seismic ground motions, seismic hazard assessment, soil lique-
factions, slope stability, offshore environmental loads, earthquake loads, modeling
and assessment of shallow and deep foundations, soil–foundation interactions, and
relevant design codes and recommended practices, design methods. The author
provides the reader with both theory and practical applications and links the
methodological approaches with engineering applications. The book also contains
recent developments in offshore foundation engineering such as large-diameter
piles, anchor piles, suction piles, soil aging effects, and scour estimation. The target
audience primarily comprises research experts and practitioners in the field of
offshore, geotechnical, and earthquake engineering, but the book is also beneficial
for graduate students.
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Part I
Soil Behavior and Dynamics

All land-based or fixed offshore structures transfer their loads to the earth through
foundations, either directly or indirectly. For floating offshore structures, it is also
important to have a reliable anchor solution to “fix” the structures, which needs
sufficiently strong anchor(s) fixed to the earth. Therefore, foundations are critical
components for ensuring global stability, transferring loads from the upper struc-
tures down to base soils or rocks.

Figure 1.1 shows the Leaning Tower of Pisa. Designed to be vertical, it started
leaning during its construction, which began in 1173. By 1990, it was leaning 5.5°.
Its tilt is mainly caused by an inadequate foundation on ground that on one side is
too soft to support the structure’s weight. The tower was closed from 1990 to 2001
due to fears of an imminent collapse. By siphoning earth from beneath and adding
counterweights to the tower’s north end, the tilt of the tower was reduced to 4.0°.
The straightening continued after the tower reopened in 2001, and in 2008, sensors
showed the subsiding motion had stopped. Engineers now believe that the Leaning
Tower of Pisa will remain stable for some 200 years and can sustain a design
earthquake.

The capacity of the earth to support various types of loadings depends on the
strength and stability of the supporting soil and/or rock materials. In geotechnical
earthquake engineering, not only is the behavior and responses of soils and foun-
dations of importance, but how soils and foundations affect seismic wave propa-
gations and the subsequent loading transferred to main structures are also of great
interest.

Part I presents basic knowledge of behavior and properties of soils (Chap. 1) and
its characteristics and modeling under cyclic and dynamic loading (Chap. 2), fol-
lowed by a discussion on methods used to evaluate: (1) seismic ground motions
through local dynamic site-response analysis (Chaps. 3 and 4); (2) soil—structure



interactions (Chap. 5); (3) liquefactions (Chap. 7); and (4) slope stability subject to
seismic loading (Chap. 8). Moreover, seismic testing methods for characterizing
soil behavior and examining seismic performances of foundations are also presented
in Chap. 6.

In geotechnical earthquake engineering, it is important to implement proper
mitigation measures to increase the foundation resistance. These include, for
example, soil improvement using measures such as densification, reinforcement,
grouting, drainage; selecting ground topology and site conditions. However, as such
measures do not fall within the scope of the current book, readers may refer to
relevant sources on geotechnical earthquake engineering for information on them.
The source by Kramer [1] gives essential coverage on this topic.

Fig. 1.1 Leaning Tower of Pisa, with a height of 55.86 m

2 Soil Behavior and Dynamics



Chapter 1
Soil Behavior

1.1 Introduction

This chapter briefly presents the background information on soil mechanics.
The earth’s crust comprises both rock and soil, of which the former is a natural

aggregate of minerals connected by a strong and permanent cohesive force, and the
later is a natural aggregate of mineral grains that can be separated by such gentle
mechanical means as agitation in water [2]. In soil dynamics/mechanics, rock is
often treated as an elastic or rigid medium, while the modeling of soils usually
requires more detailed consideration, as will be discussed in this book.

As shown in Fig. 1.1, soil can be regarded as a gathering of particles/grains.
Most of these particles originate from the degradation of rocks and are referred to as
mineral particles. Some, meanwhile, originate from residues of plants or animals
(rotting leaves, pieces of bone, etc.), and these are called organic particles or
organic matter. There are also spaces/voids between particles, and they contain
water and/or air, making the soil a three-phase material.

If one digs tens of meters down into soil, one will observe various layers (also
called horizons or strata) of soil with different colors and compositions. This suc-
cession of soil layers is called the soil profile, as illustrated in Fig. 1.2.

1.2 Soil Classification

Soil can generally be categorized as granular or cohesive. Granular soil consists of
gravel, sand, and cohesionless silt. Cohesive soil is normally referred to as clay.
These soils can be clearly distinguished by their sizes, as shown in Table 1.1.
Granular classification (i.e., cohesive, granular, or mixed) enables engineers to
predict the soil’s behavior, which has important implications for the mechanical and
erosion properties of sediment [3, 4].
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Regarding mechanical properties, for granular soil, grain-to-grain contact and
friction are the governing aspects. Therefore, the magnitude of contact force and the
geometrical nature of grain packing play a major role.

For clay, chemical and electrical interactions among clay particles are important.
Therefore, the shear strength of clay is activated even at zero effective stress when
the past stress–strain history allows it. The degree of cohesion increases with the
fraction of clay minerals within the sediment and starts to become significant when
the sediment contains more than 5–10% of clay by weight. The most important
types of clay minerals are kaolinite, chlorite, montmorillonite, and illite [26].

A

B

Fig. 1.1 Soil can be realized
as a skeleton of solid particles
enclosing spaces/voids

Water level

Fig. 1.2 Illustration of soil
profile

Table 1.1 Classification of soil type based on particle sizes and shapes

Soil type Particle size (mm) Particle
shape

Distinguishable
with naked eye

Granular soil Gravel 2–60 Granular Obviously

Sand 0.06–2 Granular Easily

Silt 0.002–0.06 Granular Barely

Cohesive soil Clay <0.002 Flat plate Impossible
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Sometimes, the terms “clay” and “mud” are incorrectly used as synonymous.
Mud is a mixture of water, clay, and silt and also includes organic material and
sometimes gas (e.g., hydrogen sulfide resulting from organic decomposition). Mud
is generically classified as having particle sizes of less than 63 lm (which includes
silt). Conversely, clays have a plate-like structure and generally have a diameter of
less than 2 lm.

From the perspective of foundation design, the best sites are obviously those
with direct bedrock as the soil surface. Sand and gravel are normally also desirable
site conditions, but liquefaction needs to be carefully addressed, as discussed in
Chap. 7. Medium-to-hard clay (kept dry) sites are still regarded as good. On the
other hand, poor sites are comprised predominately of silts and soft clay, or even
organic silts and organic clay.

Soil classification in offshore geotechnical engineering normally follows the
Unified Soil Classification System (USCS), which is given in ASTM D2487,
ASTM D2488 [5], and BS 5930 [6]. The offshore soil classification for different
countries may differ slightly from the one given in USCS.

In the context of soil dynamics, the MIL Handbook for soil dynamics and special
design aspects [7] lists four additional items for engineers to categorize soils:

1. Is the material saturated (Sect. 1.3.1)? If it is saturated, a transient dynamic
loading (e.g., seismic loading) will usually last for such a short time that the
soil’s response will be essentially undrained. If it is not saturated, the response to
dynamic loadings will probably include some volumetric component.

2. Are there fines present in the soil? The presence of fines, especially clays, not
only inhibits the dissipation of excess pore pressure, but also decreases the
tendency for liquefaction (Chap. 7).

3. How dense is the soil? Dense soils are not likely to collapse under dynamic
loads, but loose soils may. Loose soils may densify under vibratory loading and
cause permanent settlements.

4. How are the grain sizes distributed? Well-graded materials are less susceptible
than uniform soils to losing strength under dynamic loading. Loose, uniform
soils are especially prone to collapse and failure.

1.3 Saturation, Water Table, Drainage, and Capillary
Effect

1.3.1 Saturation

During rainfall or irrigation, voids in soils will be filled with water. When all voids
are filled with water (i.e., no air is left in the soil and no more water can be absorbed
by the soil), the soil is said to be saturated. Saturated soil can be easily identified:
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For example, if one squeezes soils by hand, some water (often muddy) will come
out from the saturated soil.

It is worth mentioning that conventional soil mechanics treat soil as either fully
saturated (pores filled with water) or dry (pores filled with air). However, a large
number of geotechnical problems involve the presence of partially saturated soil
zones where voids between soil particles are filled with a mixture of air and water.
These zones are usually ignored in practice, and soils are assumed to be either fully
saturated or completely dry. It has long been established, however, that the behavior
of partially saturated soils can be very different from that of fully saturated or
completely dry soils [8].

To analyze the response of saturated or partially saturated soils using numerical
methods such as finite element method, both soil deformations and groundwater
flows have to be taken into account. Moreover, constitutive models of saturated
soils have also been implemented in various geotechnical analyses and coupled
flow-deformation analyses, such as the Barcelona Basic Model (BBM) [9] or a
similar model by Gonzalez and Gens [10].

For more details on saturated soil, readers may refer to Briaud [11]. For
numerical analysis of saturated and partially saturated soils, source [12] is
recommended.

1.3.2 Drainage

After rainfall or irrigation action, the water in large voids of soil will move
downward, and the process of this movement is called drainage or percolation.
Figure 1.3 illustrates the mechanism of drainage. The left figure shows the drained
condition in which water is easily drained out of the hole in the left side. It is
normally assumed that the pressure is constant under drained condition. On the
other hand, undrained condition occurs when the water cannot leave via the left
hole, as shown in the figure on the right. Under undrained condition, the water
pressure increases with the increase in force.

If materials of a site are very permeable, such as gravel, drained behavior can
normally be assumed even during an earthquake. However, for sand, the process of
drainage may last for a few hours, and for clays a few days, while seismic loading

Fig. 1.3 Illustrations of drained and undrained conditions [194]

6 1 Soil Behavior



normally lasts for less than a minute, and the period of ocean wave loading is also
less than 20 s. Therefore, for fine-grained materials, due to the short duration of
earthquakes and the low permeability of the material, the undrained condition may
be assumed. For fine-grained soils beneath offshore shallow foundations, due to the
variation of pressure load induced by ocean wave loading, undrained and partially
drained condition may also be assumed.

If no drainage occurs during loading due to earthquake shakings or ocean wave
loading, the corresponding loading is called undrained loading. If soil is fully
saturated with water, the volume of the soil does not change during the undrained
loading.

Drained analysis may be carried out by using a constitutive model in which the
material model is specified in terms of drained parameters. The analysis can be
carried out based on either the effective stress concept or the total stress concept, as
will be presented in Sect. 1.4. In the effective stress analysis, water and soils are
addressed separately, while in the total stress analysis, water and soils are treated as
a single material. These two concepts can be implemented with various soil models.

In engineering practice, the total stress soil model to analyze undrained problems
is more widely used because the modeled soil parameters are more familiar and
more easily obtained with conventional soil tests. In this model, the development of
pore-water pressure and the influence of stress history are normally accounted for
by different soil parameters. For example, the effective stress is implicitly imple-
mented in the soil parameters. Otherwise, the parameters are often determined with
empirical correlations. The Coulomb model is one that is widely used, while there
are also a number of recently developed soil models such as the undrained soft clay
model (USC model) [13].

Effective stress soil models are preferred by researchers because this type of soil
model has a stronger theoretical formulation [14]. Several effective stress soil
models have been used in geotechnical analyses, such as the modified Cam-Clay
model (MCC model) [15], hardening soil model (HS model) [16], and the hard-
ening soil small strain model (HS small model) [17]. Due to their simplicity
compared to other advanced effective stress soil models, these models have been
widely used and implemented by various commercial software programs, such as
PLAXIS, FLAC.

In summary, drained analysis is necessary when soils’ permeability is high,
while the loading rate is low, and the short-term soil behavior is not of interest for
the problem considered. Undrained analysis is appropriate under the opposite
conditions. A widely accepted criterion on how to decide which type of analysis is
appropriate is proposed by Vermeer and Meier [18].

1.3.3 Water Table

After saturation has stopped, the water will be drained downward at some depth
from the soil surface as shown in Fig. 1.2, but the soil layers below a given depth
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will be saturated permanently (or for long durations). The top of this saturated soil
layer is called the water table. After a heavy rainfall or irrigation, the water table
normally rises.

1.3.4 Capillary Effect

Contrary to drainage, in which the water in the large voids moves downward, the
water in very small voids can also move upward due to the capillary effect. This
process is referred to as capillary rise. In sand, this process is quick, but the water in
voids moves upward by only 0.2–0.5 m. In clay, this capillary rise process takes
longer, but the water in voids can move upward by more than 0.8 m, sometimes
even reaching a few meters.

1.4 Effective Stress

As mentioned above, physically, soil can be considered a skeleton of solid particles
(grains) enclosing continuous voids that contain water and/or air as shown in
Fig. 1.1. Let us take two adjacent particles from Fig. 1.1, resulting in the config-
uration shown in Fig. 1.4.

For sand, the soil’s shear resistance is mainly provided by the slipping contact
friction force F at the contact surface between two adjacent particles. Obviously,
shear modulus of soils increases as the effective stress increases. Therefore, soil at a
greater depth has higher shear rigidity and shear strength than the same soil close to
the ground due to the resulting higher overburden pressure at a larger depth,
although this difference may also be influenced by density and geological history.
The maximum friction force F is determined by the contact normal force N.

An important concept in soil mechanics, effective stress, proposed by Terzaghi
[19] in 1923, is defined as the magnitude of contact pressure per unit area of soil,
which represents the stress transmitted through the soil skeleton only. Many types
of soil behaviors, such as strain-and-stress state, volume variation, and strength, are
essentially governed by effective stress rather than total stress. Bishop [20] sum-
marized the historical development of the concept of effective stresses in soil
masses and has considered the theoretical aspects of the principle in detail.

F
F

N

NFig. 1.4 Inter-particle
contact forces containing
normal (N) and friction force
(F)
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Practically, the effective stress r′ for saturated soil is equal to the total (con-
ventional) normal stress r minus the water and/or air pressure u:

r0 ¼ r� u ð1:1Þ

The equation above has been validated by various testing results, which enables
the solution of numerous geotechnical engineering problems, such as consolidation
of porous permeable soils, sand liquefaction due to earthquakes or ocean waves.

The total stress r in the equation above is the sum of all forces divided by the
total area (the sum of area of solid and void), including those transmitted through
inter-particle contact and those transmitted through pore-water and/or air pressure
[24], which is the pressure of water and/or air filling the void space between solid
particles.

Practically, the total normal stress r is calculated as the overburden pressure of
soils per unit area transmitted in the normal direction. It is equal to the weight of the
soil and the water and/or air enclosed in the continuum.

Note that the pore air pressure is normally negligible: u in the equation above is
equal to pore-water pressure. Figure 1.5 shows a gravity-based foundation resting
on the ground surface. The load P induced by the weight of the upper structure and
the foundation is transferred to the soil surface with an area of A in the horizontal
plane, and the underground water level is h meters below the soil surface. The soil
particles transfer this load through inter-particle contact. From the equation above,
the effective stress at a given depth z can be calculated as:

r0 ¼
P
A þ csatgz for z\h
P
A þ csatgz� qwg(z� hÞ for z� h

�
ð1:2Þ

z

P

Water level

h

Fig. 1.5 A gravity-based
foundation resting on ground
surface
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where csat and qw are the density (in kg/m3) of saturated soil including both soil and
water, if applicable (typically around 1.5–2.1 times that of water), and water,
respectively; csat is referred to as total unit weight of soil, where the range of csat is
around 15–20 kN/m3 when the soil is dry, and 18–21 kN/m3 more under the
ground water table; g is the acceleration of gravity; qw is normally taken as 9.8 kN/
m3.

Readers need to bear in mind that the area A in the equation above is generally
30–100 times the real contact (intergranular) area between soil particles. Therefore,
the effective stress is an engineering means of measuring the soil stress state rather
than a true representation of the contact stress between adjacent particles.

If the void between solid grains/particles of soil is fully filled with water without
air or gas bubbles, the soil is regarded as saturated as described in Sect. 1.3.1.
Generally, the soil submerged below the water table is saturated. Usually, the soil is
also saturated at the adjacent area above the water table due to capillary action
(Sect. 1.3.4). At soil layers further upward, the soil voids are occupied by both
water and air. This type of soil is referred to as unsaturated. Continuing upward and
coming close to the ground’s surface, finally, the soil usually reaches a dry con-
dition. The degree of water saturation Sr is defined as the ratio of the volume of
water between the voids to the volume of the voids. Therefore, it is 100% when the
soil is fully saturated, which is typically assumed for soil below the ground water
table, and Sr is equal to 0% when the soil is in a fully dry condition. Therefore, the
total unit weight of the water-saturated soil can be calculated as:

csat ¼
csd þ eSrqw

1þ e
ð1:3Þ

where csd is the density of dry soil (at Sr = 0%); e is the void ratio, defined as the
ratio of open void volume among solid grains/particles to the volume of the soil
solid, with its typical values given in Table 1.2.

In geotechnical analyses, the effective unit weight (density) of soil is often used:

c0 ¼ csat � qw ð1:4Þ

Table 1.2 Typical values of
void ratio [25]

Soil type e

Loose uniform sand 0.8

Dense uniform sand 0.45

Loose angular-grained silty sand 0.65

Dense angular-grained silty sand 0.4

Stiff clay 0.6

Soft clay 0.9–1.4

Loess 0.9

Soft organic clay 2.5–3.2

Glacial till 0.3
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The pore-water pressure that acts equally in every direction will act on the entire
surface of all submerged particles, but is assumed not to change the volume of the
particles. It is obvious that the pore-water pressure does not contribute positively to
the shear rigidity and shear strength, because it does not cause particles to be
pressed together. For example, the sand on the seabed 200 m beneath the sea
surface does not have a higher shear rigidity and strength due to the increased
pore-water pressure than the same sand at the ground surface onland, even if the
former has a pore-water pressure of 2 MPa and the latter has zero pore-water
pressure. Moreover, the presence of water in the inter-particle voids also causes
buoyancy effects, making each particle lighter, leading to a decrease in inter-particle
friction.

It is obvious that if a certain amount of time is allowed for the pore-water
pressure to be relieved, the effective stress is identical to the total stress. Therefore,
the drainage prevents excessive water pressure building up, which is particularly
apparent for sand.

For cohesive soil such as clay, both friction (stress and friction) and cohesive
resistance contribute to the soil strength, as will be discussed in Sect. 1.6.2.

Example A layer of saturated clay of 6 m thick is overlain by a sand layer of
4 m thick. The water is 3 m below the ground surface, as shown in Fig. 1.6.
The densities of the dry sand (above the water level), the saturated sand, and
clay are 16, 18, and 17 kN/m3, respectively. Calculate the total vertical stress
and effective stress at depths of 3, 4, and 10 m below the ground surface.

Solution: The total vertical stress (r), the pore-water pressure (u), and the
effective stress (r′) can be calculated as:

r0 ¼ r� u

At the depths of 3, 4, and 10 m below the ground surface, they are cal-
culated as shown in the following table:

Depth
(m)

r (kN/m2) u (kN/m2) r′ (kN/m2)

3 3 � 16 = 48 0 48 − 0 = 48

4 48 + [(4 − 3) � 18] = 66 (4 − 3) � 9.8 = 9.8 66 − 9.8 = 56.2

10 66 + (6 � 17) = 168 9.8 + (6 � 9.8) = 68.6 168 − 68.6 = 99.4

It should be noted that Terzaghi theory [19] cannot be adequately applied to
low-permeable fine-grained soils (clay) with closed porosity, as it leads to a dis-
crepancy between calculated and experimental data. The main areas of concerns are
[21]:
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1. As the total average stresses (r) caused by external forces are adopted in
Terzaghi theory [19], it does not consider internal forces creating additional
stresses in the soil skeleton, which can be significantly more important in the
case of the finer-grained soil.

2. At the same height of the water column, the pore pressure measured in a clay
system may differ from the pore (hydrostatic) pressure in a permeable porous
body.

3. Effective stresses are transmitted to the skeleton through the contacts between
structural units. Although the total effective stress is constant, the effective
contact stresses may differ due to the disjoining effect of hydrate films, changing
amount of contacts, orientation of contact sites, and area of contacts. All these
factors influence the strength and deformational properties of soils.

The limitations above have been partially addressed by Skempton [22], who
proposed an equation of effective stress as the average intergranular force per unit
area of horizontal projection of the plane, by using a correction for the area of
contact:

r0 ¼ r� 1� acð Þu ð1:5Þ

where ac is the ratio between the contact area of soil particles and the total loaded
area.

However, the equation above is only valid for some soils, cements, and hard
rocks, because it does not account for the effects of physicochemical forces on the
effective stress. To cope with this limitation, Mitchell and Soga [23] have proposed
an equation of forces acting in soil involving the influence of physicochemical
forces. Interested readers may read the source cited above.

Nevertheless, r–u controls the volume changes of a granular soil independently
of the contact area, as demonstrated by Bishop [20], who also pointed out that the
proposition that shear strength depends on r–u alone and not on ac is still a matter
of conjecture. Therefore, the definition of effective stress given by Terzaghi theory
[19] remains valid for most relevant geotechnical engineering problems.

           

                       17 kN/m3

10 m
6 m

4 m
3 m16 kN/m3

Water level
                       18 kN/m3

Fig. 1.6 Soil profile
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1.5 Mohr’s Circle for Describing Stress Condition

To assess soil failure particularly related to shear failure (Sect. 1.6) and sand liq-
uefaction (Chap. 7), which can occur normally under a complex stress field,
engineers first need to assess the stress condition in the soil. In addition, soil
properties under cyclic loading also depend on the stress condition in the soil prior
to and during the loading.

The stress state in any element in a solid can be described by normal and shear
stress acting on a particular plane passing through that element. The lower left
figure in Fig. 1.7 shows a stress state in a two-dimensional solid (plane stress
condition), which is characterized by normal and shear stress components r and s.
The subscript xy on the shear stress components refers to the shear stress on the
x side acting in the y-direction.

Typically, in solid mechanics, tensile stress is defined as positive and com-
pressive stress is defined as negative. Consequently, positive shear stresses are
those that tend to cause clockwise rotation of the body they act upon, and negative
compressive stresses are those that tend to cause counterclockwise rotation.
However, in geotechnical engineering, compressive normal stress is often defined
as positive since the soils are regarded as having no resistance under tensile stress
conditions. Consequently, in geotechnical engineering, positive shear stresses are
those that tend to cause anticlockwise rotation of the body they act upon.

x

y

σxτxy

σy
τyx

σx

τxy

τyx

σy

α

α

σx

τxy

τyx

σy

σα

τα

τyx= τxy

Fig. 1.7 Representation of a
stress state in
two-dimensional solids (lower
left) and stress components on
an inclined plane (lower right)
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On a plane with an inclination angle of a shown in Fig. 1.7, with the force
equilibrium at the inclined plane, the normal and shear stresses on the inclined plane
are:

ra ¼ rx þ ry
2

þ rx � ry
2

cos 2a� sxy sin 2a ð1:6Þ

sa ¼ rx � ry
2

sin 2a� sxy cos 2a ð1:7Þ

It can be seen from the two equations above that, when the stress state in a plane
is known, any stress component in any plane can be calculated. Therefore, by
combining the two equations above, one obtains:

ra � rx þ ry
2

� �2
þ s2a ¼

rx � ry
2

� �2
þ s2xy ð1:8Þ

The equation above can be conveniently represented by a graphical circle with
the normal stress plotted along the horizontal axis and shear stress along the vertical
axis, known as Mohr’s circle, which was developed by the German civil engineer
Otto Christian Mohr (1835–1918) in 1882. As illustrated in Fig. 1.8, the center of
the circle is located at r ¼ rx þry

2 ; s ¼ 0
� �

and the radius of the circle isffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rx�ry

2

� 	2 þ s2xy

q
.

Obviously, to calculate the normal and shear stresses on a plane inclined at a
counterclockwise angle of a relative to the x-axis (Fig. 1.7), one needs to first
measure a counterclockwise angle equal to 2a from the line determined by the
known normal and shear stresses on the plane associated with the original x- and y-
axis (Fig. 1.7), as shown in Fig. 1.8. The normal stress ra and the shear stress sa
can then be calculated as a stress state at that particular inclined plane.

σ3 σ1

(σα, τα)
(σy, τyx)

(σx, τxy)

2α σ

τ

2θ

2
yx σσ +

Fig. 1.8 Mohr’s circle in
two-dimensional solid
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From Fig. 1.8, it is shown that at the plane with zero shear stress, normal stresses
reach their maximum (r1) and minimum (r3) value, which are termed principal
stresses:

r1 ¼ rx þ ry
2

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rx � ry

2

� �2
þ s2xy

r
ð1:9Þ

r3 ¼ rx þ ry
2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rx � ry

2

� �2
þ s2xy

r
ð1:10Þ

The rotation angle hp between the original x plane and the principal plane on
which the principal stresses occur can be determined by:

tan 2hp ¼ �2sxy
rx � ry

ð1:11Þ

From Fig. 1.8, it is also shown that, even though principal stresses occur at the
plane with zero shear stress, the maximum shear stresses occur when the normal
stress is r ¼ rx þ ry

2 (corresponding to the horizontal axis at the center of Mohr’s
circle) and the corresponding maximum shear stress plane is at an angle h of 45° to
the principal plane. The maximum (smax) and minimum (smin) shear stress can be
calculated as:

smax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rx � ry

2

� �2
þ s2xy

r
¼ r1 � r3

2
ð1:12Þ

smin ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rx � ry

2

� �2
þ s2xy

r
¼ � r1 � r3

2
ð1:13Þ

The rotation angle hs between the original x plane and the plane on which the
maximum shear stresses occur can be determined by:

tan 2hs ¼ rx � ry
2sxy

ð1:14Þ

Figure 1.9 shows Mohr’s circle extended from a two-dimensional solid to a
three-dimensional solid. In addition to the maximum (r1) and minimum (r3)
principal stress, intermediate principal stress r2 appears. Note that the mechanical
behavior is normally much more sensitive to the relationship between the maximum
and minimum principal stress than to the intermediate principal stress, and in many
cases, the intermediate principal stress is often close to the minimum principal
stress. Therefore, the value of r2 is often neglected. Obviously, the three principal
stress planes are perpendicular to each other.
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Example An element in plane stress condition is subjected to stress
rx = −1.0 MPa, ry = −0.4 MPa, sx = −0.2 MPa, and sy = 0.2 MPa. Use
Mohr’s circle to determine the stress state on an element oriented at an angle
of 30° counterclockwise to the x-axis and an angle of 40° clockwise to the x-
axis.

Solution: The center (point O in Fig. 1.10) of the Mohr’s circle on the x-axis
is:

r ¼ rx þ ry
2

¼ �1:0� 0:4
2

¼ �0:7MPa

At point A, draw the stress state point with the coordinate (−1.0, −0.2)
MPa.

Draw the Mohr’s circle with center O and radius of OA.
Rotating line OA counterclockwise through an angle of 60° (2° � 30°),

one obtains the stress state oriented at an angle 30° counterclockwise to the x-
axis, i.e., point B at coordinate (−0.68, −0.36) MPa.

Rotating line OA clockwise through an angle of 80° (2° � 40°), one
obtains the stress state oriented at an angle 40° clockwise to the x-axis, i.e.,
point C at coordinate (−0.95, 0.26) MPa. The results are shown in Fig. 1.10.

Fig. 1.9 Mohr’s circle for a
three-dimensional stress state,
with three principal stresses
for characterizing the state of
stress notated as r1, r2, and r3
(figure by Sanpaz)
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1.6 Soil Failure

Soil failure needs to be treated differently from failure of a typical structural
member. For the latter, in most cases, failure is due to excessive normal stress. In
the stability analysis of soil masses, in contrast, if the shear stress at a location on
any plane within a soil mass reaches the shear strength of the soil, i.e., the resistance
of soil to shear failure is not sufficient, shear failure will occur.

As presented in Sect. 1.4, for cohesionless soil such as sand, the soil’s shear
resistance is mainly provided by the slipping contact friction. Cohesionless soil can
be held together only by a confining pressure, and it will fall apart if the confining
pressure is released. This will be further presented in Sect. 1.6.1.

On the other hand, cohesive soils, such as clay and silts, have the ability to be
rolled and molded (and hence they have a plasticity index, as will be presented in
Sect. 1.8). The shear failure occurs when both cohesive resistance and friction
(stress and friction) together are insufficient, which will be discussed in Sect. 1.6.2.
Nevertheless, the normal effective stress rather than total (conventional) normal
stress is preferred to calculate the shear resistance.

The determination of soils’ shear strength is essential for the design of many
geotechnical structures, such as shallow and deep foundations, natural and
human-made slopes, retaining walls. The shear strength parameters can often be
measured in the field using the vane shear test presented in Sect. 1.9.4. They can
also be obtained from correlations with the standard number N obtained from the
standard penetration test (SPT) presented in Sect. 1.9.5, or from correlations with
the cone resistance obtained from the cone penetration test (CPT) presented in
Sect. 1.9.6. The shear strength parameters can also be measured in the laboratory
using direct shear (Sect. 1.9.2) and/or triaxial compression testing (1.9.3) methods
on undisturbed or reconstituted soil samples.

σ3 σ1

(-1.0, -0.2)

σ

τ

60º

2
yx σσ +

(-0.7, 0)80º

(-0.68, -0.36)

(-0.95, 0.26)

O
A

B

C

Fig. 1.10 Mohr’s circle
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1.6.1 Shear Failure for Cohesionless Soils

Cohesionless soils such as sands subject to static loading have high permeabilities
and are usually fully drained in the field. Since they are cohesionless, the particles
do not adhere to one another, and shear failure occurs when the resistance (ssand)
due to friction is lower than the shear stress on sand:

ssand ¼ r
0
n tanð/0Þ ð1:15Þ

where r
0
n is normal effective stress normal to the slip plane (Fig. 1.12); /0 is the

angle of shear resistance measured with normal effective stress, often named
effective friction angle or angle of internal friction. Table 1.3 gives typical values of
effective friction angles /0 for different types of cohesionless soils.

The shear strength for sands can be obtained from the results of either direct
shear tests or drained (no stress-induced pressure in the pore water) triaxial tests
[26]. In practice, the drained strength of sands is more frequently used. For test
methods, see Sects. 1.9.2 and 1.9.3, and reference [26].

1.6.2 Shear Failure for Cohesive Soils

For cohesive soil, the shear failure occurs when both cohesive resistance and
friction together (s0clay) are insufficient to resist the shear loading (effective stress of
clay). s0clay is often expressed by Mohr–Coulomb failure criterion in terms of
effective stress parameters, as shown in Fig. 1.11 and expressed as:

s0clay ¼ c0 þ r0n tanð/0Þ ð1:16Þ

where c0 is the cohesion intercept or cohesion strength, which is associated with the
attractive forces between clay particles, attributed to the chemical and electrical

Table 1.3 Typical effective friction angles /0 for different types of cohesionless soils

Type of soil Effective friction angles
/0 at peak strengtha

Effective friction angles
/0 at ultimate strengtha

Medium Dense

Silt (non-plastic) 28°–32° 30°–34° 26°–30°

Uniform fine to medium sand 30°–34° 32°–36° 26°–30°

Well-graded sand 34°–40° 38°–46° 30°–34°

Sand and gravel mixtures 36°–42° 40°–48° 32°–36°
aThe effective friction angle /0 at the ultimate shear strength state could be considered to be the
same as the friction angle /0 for the same soil in a loose state

18 1 Soil Behavior



interactions among clay particles as presented in Sect. 1.2. Table 1.4 shows its
typical values for soils with different consistencies. Therefore, shear strength of clay
is activated even at zero normal effective stress when the past stress–strain history
allows it. This also explains why sands do not have noticeable shear strength
without confining pressure. That is why it is difficult to make shapes out of dry
sand, although one can make shapes out of clay. For this reason, sands and gravels
are called cohesionless, whereas clays are called cohesive.

Both r0n and c0 are mathematical constants defining a linear relationship between
shear strength and effective normal stress; for cohesive soils, the angle of internal
friction /0 can often be assumed to be zero.

Both c0 and /0 are referred to as the strength parameters of soils and can be
obtained from laboratory or field tests, as will be presented in Sect. 1.9.

The Mohr–Coulomb failure criterion describes the boundary between soil’s
linear-elastic and plastic behavior. As shown in Fig. 1.11, as the difference between
the major principal stress r1 and the minimum principal stress r3 is increased, the
radius of the circle will increase until the circle touches the line, or the failure
envelope. This stress combination will result in shear failure. In special cases, r3 is
negative, indicating that the soil is in tension, even though soil generally has a very
low strength in tension.

Fig. 1.11 Mohr–Coulomb
failure criterion (shear stress
varied with effective normal
stress)

Table 1.4 Cohesion strength
(c′) for clays from unconfined
compressive strength [25]

Consistency c′ (kN/m2)

Very soft 0–48

Soft 48–96

Medium 96–192

Stiff 192–384

Very stiff 384–766

Hard >766
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The shear failure criterion in terms of total stress parameters can be expressed as:

sclay ¼ cþ rn tanð/Þ ð1:17Þ

where c is the total stress cohesion intercept or cohesion strength; / is the total
stress friction angle.

For saturated clays, / = 0, the undrained strength is then:

sclay ¼ c ð1:18Þ

For normally consolidated clays that have not been subject to greater com-
pression than that at the existing site, the cohesive part is small. However, for
over-consolidated clay that has been subject to increased compression in the past
(caused by, for instance, the erosion of higher soil layers), the cohesion may be
significant [27].

In practice, rather than measuring the r0n and c0 individually, sclay is directly
obtained by unconsolidated–undrained triaxial laboratory test (Sect. 1.9.3), which
is more often called undrained shear strength su (some literatures use cu). Different
test methods can be used for determining the shear strength. For example, as shown
in Fig. 1.16, unconsolidated–undrained (UU) triaxial tests can be carried out on
cylindrical soil samples or field vane tests in situ, as will be discussed in Sect. 1.9.

The shear strength of silts in terms of effective stress can also be expressed by
the Mohr–Coulomb strength criterion as used for clay. However, the range of their
behavior is wide, and sufficient data are not available to anticipate or estimate silts’
properties with the same degree of reliability as is possible in the case of granular
soils or clays [24].

Example A building with a gravity-based foundation is built on a site
(Fig. 1.12) with soils having c′ = 11 kPa and /′ = 32°. The applied normal
effective stress and shear stress at location O are 170 and 98 kPa, respec-
tively. Evaluate if the soil’s shear strength is sufficient at location O.

Solution: using s ¼ c0 þ r0n tanð/0Þ to calculate the shear strength:

s ¼ c0 þ r
0
n tanð/0Þ ¼ 11 kPaþ 170 kPa � tan(32�Þ ¼ 117 kPa

This is above the applied shear stress of 98 kPa. Therefore, the shear strength
of the soil is sufficient.
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1.7 Total Stress Analysis Versus Effective Stress Analysis

Many types of geotechnical engineering problems require a determination and
evaluation of soils’ shear strength. There are two basic types of analyses that utilize
the shear strength of the soil: (1) total stress analysis; (2) effective stress analysis. It
is not generally allowed to combine the two types of analysis to solve a single
geotechnical engineering problem.

The total stress analysis uses the total stress shear strength parameters su (un-
trained shear strength) for cohesionless soil or c and / for cohesive soils, as
presented in Sect. 1.6. The total stress analysis is typically only performed for
cohesive soil. The actual analysis is performed for rapid loading or unloading
conditions that usually develop during earthquakes. This analysis is ideally suited
for response analysis of cohesive soil subject to seismic loading, because there is a
change in shear stress that occurs so rapidly that soft cohesive soil does not have
time to consolidate, or in the case of heavily over-consolidated cohesive soils, in

O
τ

Failure Surface

τ

σn’

Fig. 1.12 Illustration of shear strength of soils
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which negative pore-water pressures do not have time to dissipate. The total stress
analysis uses the total unit weight csat of the soil, and the location of the water table
is not considered in the analysis. An important advantage of the total stress analysis
is that the undrained shear strength can be obtained from tests (such as vane shear
test, as will be presented in Sect. 1.9.4) that are easy to perform [28]. A significant
limitation of this approach is that the accuracy of the undrained shear strength is not
ensured because it depends on the shear-induced pore-water pressure that is not
measured, which in turn depends on other details such as sample disturbance, strain
rate effects, and anisotropy of the test procedures [29].

On the other hand, effective stress analysis uses the drained shear strength
parameters (c′ and /0). In soil dynamics, they are widely used for soil analysis of
cohesionless soils such as sands and gravels. Because shear strength is directly
related to effective stress, effective stress analysis models the shear strength of the
soil more fundamentally. A major drawback of using effective stress analysis is that
the pore-water pressure must be included in the earthquake site-response analysis
(Chap. 3). The accuracy of the pore-water pressure is often in doubt because many
factors can affect the magnitude of pore-water pressure changes, such as the
determination of changes in pore-water pressure resulting from changes in seismic
loads. For effective stress analysis, assumptions are often made to calculate the
pore-water pressure generated due to earthquake loading [28].

Sarma and Tsatsanifos [30] performed nonlinear dynamic response analysis of
horizontally layered soils when subjected to seismic excitations. The soil is mod-
eled with a hyperbolic stress–strain constitutive relationship and dynamic
pore-water pressure development equation (to predict the pore pressure rise under
cyclic loadings). They found that, compared to calculations using a total stress
analysis, the predicted results based on the effective stress analysis can significantly
reduce the calculated liquefaction potential (as will be presented in Sect. 7.2) of the
deposit as well as the induced ground acceleration, while increasing the calculated
induced ground displacements.

1.8 Clay Soil Consistency

The surface of clay mineral has a net negative charge, while water has a net positive
charge. This makes clay prone to bonding with surrounding water. Moreover, clay
has a large specific surface (total surface of clay particles per unit mass). For
example, the specific surfaces for the three types of clays, namely kaolinite, illite,
and montmorillonite, are 15, 80, and 800 m2/g, respectively. Therefore, the large
specific surface means that clay generally can absorb a significant amount of water.
And the larger the specific surface area per unit mass is, the more significantly the
volume will increase as a result. On the other hand, clay will shrink when it dries.

Obviously, the water content has a significant influence on clay’s behavior.
Here, we define four important states of consistency for clays [26], which are often
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referred to as Atterberg limits shown in Fig. 1.13: When clay is significantly wet
(high water content) and does not have any strength, the clay reaches a liquid state.
When clay has a moderate amount of moisture, it can deform easily to be made into
different shapes without springing back like a normal elastic material does; the clay
is then in a plastic state. When plastic state clay begins to dry out, cracks first
appear, indicating a loss of the clay’s plasticity, and the clay then reaches a
semisolid state. If the clay dries out further, it achieves a solid state, exhibiting
strongly brittle behavior.

As shown in Fig. 1.13, in soil mechanics, the liquid limit (LL) is defined as the
boundary between the liquid and plastic states. The plastic limit (PL) is the
boundary between the plastic and the semisolid state; and the shrinkage limit (SL) is
the boundary between the semisolid and the solid state.

A useful measure of the ability of soils to retain water is the plasticity index,
which provides an indication of how much soil can shrink or swell:

Ip ¼ 100%� wL � wPð Þ ð1:19Þ

where wL is called liquid limit, which represents water content corresponding to the
behavior change between the liquid and plastic state of soils; wP is the plastic limit,
which represents water content corresponding to the behavior change between the
plastic and semisolid state of soils.

From the equation above, it is seen that Ip essentially represents the range within
which clay behaves as a plastic material. The higher the Ip, the greater is the
shrink-swell potential. A low plasticity index (Ip < 15%) means that the addition of
only a small amount of water can change a strong soil, when close to the plasticity
index, into a weak soil. In contrast, a high plasticity index (Ip > 15%) indicates that
the soil is highly compressible; clays generally have higher Ip than sand.

However, there is another parameter to determine the state of soils at a water
content level w, called liquid index (Il):

Il ¼ 100%� w� wPð Þ= wL � wPð Þ ð1:20Þ

For strongly over-consolidated clays, w < wP so Il is negative, and the corre-
sponding clay is non-plastic (brittle); if wP < w<wL (i.e., 0 � Il � 1), the clay is
in a plastic state; and if w > wL (i.e., Il > 1), the soil is in a liquid state [26].

w(%)0 SL PL LL

Solid Semisoild Plastic Liquid

Ip=wL-wP

wP                       wL

Fig. 1.13 Atterberg limits
(w is the water content)
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1.9 Testing Methods to Measure Shear Strength

1.9.1 Laboratory and Field Test Methods

The shear strength of soils is an essential parameter for geotechnical engineering
design because the capacity of any foundations and slope stability are dependent on
the soil’s shearing resistance. Therefore, it must be determined with acceptable
reliability. Various testing methods have been proposed and applied in geotechnical
engineering projects, either in the laboratory or at sites. The most widely used
laboratory test methods in engineering practice are direct shear test (Sect. 1.9.2) and
triaxial compressional test (1.9.3) on undisturbed or reconstituted soil samples,
respectively. The most widely applied field tests include vane shear test
(Sect. 1.9.4), standard penetration test (SPT) (Sect. 1.9.5), and cone penetration test
(CPT) (Sect. 1.9.6).

Other laboratory shear tests are also available primarily for research purposes,
including simple shear tests [31]. For details of the test methods, readers may refer
to the source cited above.

1.9.2 Direct Shear Test

Direct shear test is one of the oldest soil strength tests. It uses the most straight-
forward method to measure the friction at the interface between two bodies. As
shown in Fig. 1.14, a soil specimen is placed in a shear box that is split horizontally
to allow the upper and lower halves of the sample to be displaced relative to one
another. The shape of the shear box may be square or circular in plane. The contact
between the two halves is at approximately the mid-height of the sample. The soil
may be consolidated prior to shearing if the soil being tested is clay. A confining
stress is applied vertically to the specimen, and the upper half is gradually pulled
laterally at a constant rate, via the horizontal actuator, to generate shear stresses
within the soil, until the sample fails or a maximum displacement is reached. The
shear force, T, is measured using a load cell attached to the piston of the horizontal
actuator. The applied load and the induced strain/displacement are recorded at
frequent intervals to determine a stress–strain curve for each confining stress.
Moreover, the vertical displacement of the loading plate is measured during
shearing using a vertical displacement transducer.

By plotting the shear stress versus the displacement along the shearing direction,
the maximum shear stress s is obtained for a specific vertical confining stress rn.
Several specimens are tested at varying confining stresses, resulting in a plot of the
maximum shear stresses versus the vertical (normal) confining stresses for each of
the tests as shown in Fig. 1.11. From the plot, a straight-line approximation of the
Mohr–Coulomb failure envelope curve can be drawn. The cohesion c and the
friction angle / can be computed from the shear strength equation (Sect. 1.6.2):
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s ¼ cþ rn tanð/Þ ð1:21Þ

It is noted that since the test results on each specimen are plotted on a graph with
the peak (or residual) stress on the y-axis and the confining stress on the x-axis, the
y-intercept of the curve that fits the test results is the cohesion c, and the slope of the
line or curve is the friction angle /.

A major disadvantage of the direct shear test is that pore-water pressure cannot
be measured, as drainage conditions cannot be controlled. Moreover, only an
approximation of the state of pure shear is produced in the specimen, and the shear
stress on the failure plane is not uniform, i.e., failure occurs progressively from the
edges toward the center of the specimen. The area under shear and vertical loads
does not remain constant throughout the test [26].

1.9.3 Triaxial Shear Test

1.9.3.1 Method

To control the drainage condition, triaxial shear test can be adopted, which allows a
measurement of pore-water pressure. As illustrated in Fig. 1.15, in a triaxial shear
test, a cylindrical specimen, typically having a length/diameter ratio of 2 (the
diameter varies from about 33 to 100 mm), is stressed in a way that results in

Fig. 1.14 Direct shear test [31]
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stresses along one axis being different from the stresses in perpendicular directions.
This is typically achieved by placing the sample between two parallel loading plates
(base pedestal and top cap) that apply stress in one (usually vertical) direction and
apply fluid pressure (through the confining pressure tube shown in Fig. 1.15) to the
specimen in the perpendicular directions (the soil sample is laterally confined by a
thin, impervious rubber membrane). Different compressive stresses in the test
apparatus cause shear stress to develop in the soil sample. The membrane is sealed
to the top cap and base pedestal using silicone grease and rubber O-rings. It is not
possible to develop a shear stress on the rubber membrane covering the sides of the
specimen because it is flexible. The vertical load is applied through the loading
plate on the sample until the soil fails and sliding regions within the soil form,
known as shear bands. When a compressive load is applied through the loading
piston, the vertical stress acting on horizontal planes is the maximum princi-
pal stress (r1), the horizontal stress acting on vertical planes is the minimum
principal stress (r3), and the intermediate principal stress (r2) is equal to the minor
principal stress. The axial stress applied to the soil specimen by the loading piston is
(r1 − r3), which is often referred to as the principal stress difference (also known as
deviator stress). In addition to the tube to presssurize the confining fluid, the two
drainage tubes (with valves) are used to connect the top and bottom of the soil
specimen to control the drainage into the soil specimen.

It is especially important to make sure that drainage conditions of the test cor-
respond to the field conditions. The undrained strength can be expressed in terms of
total stress concept, while the drained strength can be expressed in terms of ef-
fective stress concept. By obtaining the test data, it is possible to determine the
tested sample’s fundamental material parameters such as angle of shearing resis-
tance, cohesion, and dilatancy angle, which (along with other tests) can be further
used to assess the soil and foundation capacity related to various geotechnical
issues. Here, the dilatancy angle w controls the amount of plastic volumetric strain
developed during plastic shearing and is assumed to be constant during plastic
yielding. In most cases, w = 0 can be assumed to correspond to the volume pre-
serving deformation while in shear. Clays (regardless of over-consolidated layers)
are characterized by a very low amount of dilation (w � 0). For sands, the value of
w depends on the angle of internal friction. For non-cohesive soils (sand, gravel)
with the angle of internal friction u > 30°, w can be approximated as w = u − 30°.
A negative value of dilation angle is acceptable only for rather loose sands.

1.9.3.2 Types of Triaxial Shear Test

Triaxial shear test is the most widely used shear strength test and is suitable for all
types of soils.

A triaxial shear test is normally carried out in two (or more) stages: The first
stage is the conditioning stage, during which the initial stress condition of the soil
specimen is established, which may be hydrostatic (isotropic) or may be made to
simulate the in situ state of stress by using different values for the vertical and radial
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stresses (anisotropic). The triaxial test specimen may be allowed to consolidate after
the confining stress is applied. If consolidation is permitted, multiple stages of
consolidation pressures may be used. The second (final) stage is the shearing stage,
during which the principal stress difference is applied until soil failure occurs. In
this stage, the soil may or may not be allowed to drain.

During a typical triaxial compression test, drainage may be allowed or prevented
at both stages: (1) In the initial stress condition, if drainage is allowed, then the soil
will consolidate under the confining pressure. If drainage is prevented, the soil will
not consolidate and the shearing stage of the test will commence with an initial pore
pressure in the soil. (2) During application of the deviator stress in the shearing
stage to induce soil sample failure: If drainage is allowed, i.e., the test is performed
sufficiently slowly that any developed pore pressures are allowed to dissipate, then a
slow or drained test is performed. If drainage is prevented, i.e., any developed pore
pressures are not allowed to dissipate, then a quick or undrained test is performed.

Fig. 1.15 Illustration of triaxial shear test [31]
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Therefore, depending on the consolidation condition in the first stage and the
drainage condition in the second (final) stage, the triaxial shear test can be cate-
gorized into three types [26]:

1. Consolidated–Drained (CD) test: The soil sample is drained under a specified
all-round pressure until consolidation is complete, and it is then slowly sheared
so that the principal stress difference (r1 − r3) is applied at a rate slow enough
to ensure that the excess pore-water pressure is maintained at zero. The test may
take a long time to allow the sample to adjust, and low permeability samples
need a long time to drain and adjust strain to stress levels.

2. Consolidated–Undrained (CU) test: Drainage of the specimen is permitted under
a specified all-round pressure until consolidation is complete; the principal stress
difference is then applied under undrained conditions and the sample is normally
assumed to be fully saturated. Pore-water pressure measurements may be made
during the undrained part of the test, and this allows for an approximation of the
consolidated–drained strength.

3. Unconsolidated–Undrained (UU) test: The soil specimen is subjected to a
specified all-round pressure and is not allowed to consolidate during the test.
The principal stress difference is then applied quickly, with no drainage being
permitted at any stage of the test. The sample is compressed at a constant rate
(strain-controlled).

Figure 1.16 illustrates a determination of undrained shear strength su by
unconsolidated–undrained (UU) triaxial shear tests on a cylindrical soil sample.

In addition, triaxial testing systems have been developed to allow independent
control of the stress in three perpendicular directions, which is not attainable using
conventional axisymmetric triaxial apparatus. This allows an investigation of stress

UU triaxial tests

σ1

σ3σ3

P(t)Fig. 1.16 Illustration of
using UU test data to
determine undrained shear
strength su
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paths not capable of being generated in axisymmetric triaxial test machines, which
can be useful for studying cemented sands and anisotropic soils [32]. For details of
three-axis triaxial testing, see the source cited above.

It should be noted that it is not possible to perform unconsolidated–drained tests
because consolidation would occur whenever the drained specimens are opened
during the shearing stage [33].

1.9.3.3 Standards Describing Triaxial Shear Test

A few widely adopted international and national standards elaborating the proce-
dure and requirement of triaxial shear test are listed below:

ISO/TS 17892-8:2004 Geotechnical Investigation and Testing—Laboratory
Testing of Soil–Part 8: Unconsolidated–Undrained Triaxial Test.

ISO/TS 17892-9:2004 Geotechnical Investigation and Testing—Laboratory
Testing of Soil—Part 9: Consolidated Triaxial Compression Tests on
Water-saturated Soils.

ASTM D4767-11 (2011): Standard Test Method for Consolidated–Undrained
Triaxial Compression Test for Cohesive Soils.

ASTM D2850-03a (2007): Standard Test Method for Unconsolidated–
Undrained Triaxial Compression Test on Cohesive Soils.

BS 1377-9:1990 Part 8: Shear Strength Tests (effective stress) Triaxial
Compression Test.

1.9.4 Vane Shear Test

The undrained strength of intact soft and firm clays can also be measured in situ by
vane shear test. As shown in Fig. 1.17, the vane shear test typically involves
pushing a four-bladed vane and rod into the undisturbed cohesive soil (fine-grained
clays and silts or other fine geomaterials soil such as mine tailings, organic muck; if
the soil is not soft, a borehole is required to perform this test), and gradually rotating
it from the surface (the rate of rotation of the vane should be within the range of 6°–
12° per minute); sufficient torque is required to rotate the embedded vane and shear
a cylindrical surface, causing a cylindrical soil failure with the vane. The measured
torque at failure is converted into a correlated undrained shear strength su by
limit-equilibrium analysis:

su ¼ Tf
p d2h

2 þ d3
2

� 	 ð1:22Þ

where Tf is the torque at failure; d is the overall vane width; and h is the vane
length.
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The shear strength is normally determined at intervals over the depth of interest.
Friction of the vane rod and instrument is either minimized during readings by
special casings or housing, or else accounted for and subtracted from the total
torque to determine the torque applied to the vane.

As a simple alternative, by inserting a smaller hand-operated shear vane into the
soil sample recovered from a test boring, and twisting it until soil failure, the
undrained shear strength of samples can also be measured.

Vane test provides a direct and reliable measurement of the in situ undrained
shear strength. However, Bjerrum [34] stated that undrained strength as measured
by field vane test is generally greater than the average strength mobilized along a
failure surface in a field situation. The discrepancy was found to be greater for clays
with higher plasticity index, which is attributed primarily to the rate effect. He
further presented a correction factor l to the undrained strength measured by the
vane test as shown in Fig. 1.18.

Fig. 1.17 Illustration of field
vane test

Fig. 1.18 Correction factor l
to the undrained strength
measured by the vane test
[34]
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1.9.5 Standard Penetration Test (SPT)

The standard penetration test (SPT) is an in situ dynamic penetration test designed
to provide information on the geotechnical engineering properties of soils. It is one
of the oldest and most popular in situ tests used for soil exploration in soil
mechanics and geotechnical engineering and is widely used due to the simplicity of
both its equipment and procedure.

In geotechnical earthquake engineering, SPT is used to investigate seismic site
characterization, site-response, and liquefaction studies toward seismic micro-
zonation due to large data availability. Because it is relatively easy to use, cheaper
than other types of field test methods, and SPT equipment can be quickly adapted
and included as part of almost any type of drilling rig, SPT remains the most widely
used field test method—despite its limitations and the numerous corrections that
have to be applied, as will be discussed in this section.

Generally, correlations between N-values and soil properties should only be used
for cohesionless soils. Note that gravel particles can plug the sampler, resulting in
higher blow-counts and higher estimates of friction angles than reality. Care should
therefore be taken when using N-values obtained in gravelly soil. Caution should
also be taken when using N-values to determine silt or clay parameters, due to the
dynamic nature of the test and resulting rapid changes in pore pressures and dis-
turbance within the deposit. Correlations of N-values with cohesive soil properties
should generally be considered preliminary [41]. N-values can also be used for
liquefaction assessment (see Sect. 7.2.2 for details). As mentioned above, other
parameters such as the angle of internal friction and relative density also influence
the (N1)60.

For gravelly soils, the Becker hammer penetration test (BPT) [56] can be
deployed. It is similar to SPT applied for sands.

1.9.5.1 Performing SPT

A typical SPT is carried out in a borehole, by driving a standard “split spoon”
sampler (a thick-walled sample tube, with an outside diameter of 50.8 mm and an
inside diameter of 35 mm, and a length of around 650 mm) using repeated blows
(30–40 blows per minute) of a 63.5 kg hammer falling through 762 mm. The
hammer is operated at the top of the borehole and is connected to the split spoon
sampler by rods. The split spoon sampler is lowered to the bottom of the hole and is
then driven a distance of 450 mm in three 150-mm intervals, with the blows
required for each 150 mm penetration being counted. Note that, as the soil is
considered to have been disturbed during the first 150 mm of penetration, the
penetration resistance for the first 150 mm of penetration should therefore be
neglected. The sum of the number of blows required to drive the split spoon for the
last 300 mm of penetration (the second and third 150 mm of penetration) is termed
the standard penetration resistance, “N-value” or “SPT-N value .”
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The standard penetration resistance is influenced by soil type, confining pres-
sure, and soil density. Moreover, types of test equipment and procedure also
influence the “N-value.” For example, the energy delivered to the soil by each blow
of the hammer of different equipment can differ significantly.

Many correlations developed to determine soil properties are based on “N-
value.” The blow-count provides an indication of the density of the ground, and it is
used in many empirical geotechnical engineering formulas. The required test pro-
cedure is described by various codes and standards, such as the test procedure
described in ISO 22476-3 [35] and ASTM D1586 [36]. Figure 1.19 illustrates an
example of SPT-N value obtained from an SPT.

1.9.5.2 Determine (N1)60

SPT blow-counts (SPT-N values) do not represent a simple physical property of the
soil and therefore must be correlated to soil properties of interest, such as strength
or density. Even though multiple correlations exist, none of them are of very high
quality.

Fig. 1.19 Illustration of SPT
“N-value”
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The “N-values” (Nfield) obtained in the field test depend on the equipment used
and the skill of the operator and should normally be corrected before they are used
in geotechnical design so that they are consistent with a particular design method
and correlations being used.

A widely accepted method is to correct SPT-N values to allow for hammers of
varying efficiency to be accounted for [37]. This corrected blow-count is normally
referred to as N60, because the original SPT hammer has about 60% efficiency with
regard to the free-fall energy delivered to the soil sample:

N60 ¼ Em � CB � CR � CS � Nfield=ER ð1:23Þ

where Em is the hammer efficiency [38]; CB is the borehole diameter correction
factor and it can be set according to the selected diameter from the dropdown list
and can be taken as follows: CB = 1.0 for boreholes with diameters between 65 mm
and 115 mm, CB = 1.05 for a borehole diameter of 150 mm, CB = 1.15 for a
borehole diameter of 200 mm; CR is the rod length correction factor and this is
mainly due to the fact that when the hammer strikes the rods, a compression wave
travels down the rods and is reflected as a tension wave after it reaches the bottom
of the split spoon, but when the tension wave travels back to the hammer, the
hammer is lifted and the energy transmission essentially terminates, and incomplete
hammer energy is then transferred when rod lengths are less than 10 m. Therefore,
CR may be taken as follows: CR = 0.75 for a rod length between 3 and 4 m,
CR = 0.85 for a rod length between 4 and 6 m, CR = 0.95 for a rod length between
6 and 10 m, and CR = 1.00 for a rod length above 10 m; CS is the liner correction
factor and its value depends on the sampler used to perform the test, the split spoon
sampler may contain liner or not, and the CS value for samplers with liners is 1.00,
while for samplers without liners, the CS value ranges from 1.10 to 1.30; Nfield is the
“N-value” obtained in the field test; ER is the hammer efficiency expressed as a
percentage of theoretical free-fall energy delivered by the hammer system and it
may be taken as 60% for conventional drop hammer using rope and cathead and
80% for automatic trip hammer.

In general, corrections for rod length, hole size, and use of a liner are only
significant in unusual cases or where there is significant variation from standard
procedures. These corrections may be significant for liquefaction evaluation. For
more details on this topic, sources [37, 39] are recommended.

The overburden pressure also influences the N-values [40]. Therefore, N-values
corrected for both overburden pressure (r′v) and the hammer efficiency can be used
for design, which is designated as (N1)60, as determined by:

N1ð Þ60¼ Em � CN � CE � CB � CR � CS � Nfield=ER ð1:24Þ

where CN = (pa/r′v0(z))
0.5 is the overburden correction factor; r′v0(z) is the effective

vertical overburden stress at depth z; pa is the reference stress of 100 kPa or about
atmospheric pressure; CE is the energy correction factor for the SPT hammer and it
may be taken as follows: for donut hammers, CE = 0.5–1.0; for safety hammers,
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CE = 0.7–1.2; for trip-type donut hammers, CE = 0.8–1.3, and it is recommended
to consult the manufacturer to obtain a reliable value of CE.

The significant advantage of using (N1)60 values is that they have less variability
or scatter due to the test method, and the relevant cost can be reduced from the
consistent data reporting by adopting the (N1)60.

1.9.5.3 Assess Soil Class Using SPT Test

Seismic ground response characteristics, roughly defined as “site effects,” are
incorporated into modern seismic code provisions in many countries. SPT can be
used to estimate the velocity for soils that have certain resistance (e.g., ground types
B-D in Eurocode 8 [198], see Table 1.5). Due to SPT’s working principle, it cannot
be used for rock materials.

Table 1.5 Category of soil classes A–E in Eurocode 8 [198]

Ground
type

Description of stratigraphic profile Parameters

vs,30 (m/s) NSPT

(blows/30 cm)
su
(kPa)

A Rock or other rock-like geological formation,
including at most 5 m of weaker material at
the surface

>800 – –

B Deposits of very dense sand, gravel, or very
stiff clay, at least several tens of meters in
thickness, characterized by a gradual
increase in mechanical properties with depth

360–800 >50 >250

C Deep deposits of dense or medium dense
sand, gravel or stiff clay with thickness from
several tens to many hundreds of meters

180–360 15–50 70–
250

D Deposits of loose to medium cohesionless
soil (with or without some soft cohesive
layers), or of predominantly soft to firm
cohesive soil

<180 <15 <70

E A soil profile consisting of a surface
alluvium layer with vs values of type C or D
and thickness varying between about 5 m
and 20 m, underlain by stiffer material with
vs > 800 m/s

S1 Deposits consisting of, or containing, a layer
at least 10 m thick, of soft clays/silts with a
high plasticity index (Ip > 40) and high water
content

<100
(indicative)

– 10–
20

S2 Deposits of liquefiable soils, of sensitive
clays, or any other soil profile not included in
types A–E or S1
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Although different researchers have tried to correlate shear wave velocity vs (an
important item for characterizing seismic site effects and soil stiffness modeling) in
terms of various soil and site parameters such as depth and geological age, soil type
and SPT-N value are the most favorable parameters [668]. Numerous formulations
have been proposed to estimate the correlation between SPT-N value and shear
wave velocity vs. For example, Ohba and Toriumi [43] proposed that:

vS ¼ 69N0:17
SPT z

0:2F ð1:25Þ

where NSPT is the penetration resistance in an SPT, determined as the number of
blows required to drive the split spoon for the last 300 mm of penetration as
described previously; z is the depth of the soil material in meters; F is a factor
depending on the soil type, ranging from 1.0 to 1.45, and can be taken as 1.1 for
sand and 1.2 for gravel.

Marto and his co-workers [44], and Thaker and Rao [45] presented summaries of
relationship between vs and SPT-N value.

In many seismic design codes, it is specified that in case the shear wave
velocities are not available, the classification of the site shall be estimated based on
SPT-N value (NSPT), such as the one defined in Eurocode 8 [198] as shown in
Table 1.5, which defines five different soil types from A to E.

A typical relationship to correlate the SPT results and average shear wave
velocity can be expressed as follows:

N30 or vs;30 ¼
PN

i¼1 hiPN
i¼1

hi
Ni or vsi

ð1:26Þ

where hi
Ni or vsi

PN
i¼1 hi is summation of total depth, for the uppermost 30 m averagePN

i¼1 hi = 30 m; hi and vsi or Ni denote the thickness (in meter) and corresponding
shear wave velocity or standard penetration resistance not to exceed 100 blows per
0.3 m (directly measured in field without corrections) of the ith soil layer,
respectively, in a total of N layers, existing in the uppermost 30 m or lower at sites
with shallow sedimentary soil (see Sect. 3.2 for more details).

In geotechnical earthquake engineering design, note that SPT-N values may vary
even for identical soil conditions due to the high sensitivity to operator techniques,
equipment, malfunctions, and poor boring practice [46]. Therefore, while SPT-
N values may be used for projects in preliminary design stage or where there is a
financial limitation, for important projects, it is preferable to measure dynamic soil
properties directly [47].
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1.9.6 Cone Penetration Test (CPT)

Originally developed in the 1950s at the Dutch Laboratory for Soil Mechanics in
Delft to investigate soft soils, cone penetration test (CPT) has recently gained
importance in geotechnical engineering. Due to both the reduction of the cost of
such investigations and the need for more precise and accurate estimations of the
bearing capacity of piles, it is especially useful for pile design.

As shown in Fig. 1.20, a typical CPT is similar to SPT, but instead of a
thick-walled sampler, a steel cone is pushed into the soil. CPT involves steadily
pushing an instrumented cone penetrometer, with the tip facing down, into the
ground at a controlled rate of 1.5–2.5 cm/s. The resolution of the CPT in delin-
eating stratigraphic layers is related to the size of the cone tip, with typical cone tips
having a cross-sectional area of either 10 or 15 cm2, corresponding to diameters of
3.6 and 4.4 cm. The apex angle of the conical tip is typically 60° immediately
below a cylindrical friction sleeve. The cone and friction sleeve are each connected
to load cells that measure the cone/tip resistance (qc) and sleeve resistance (fs or Rf)
during penetration. The penetrometer can be mounted in various ways, such as on a
truck for CPT onshore (Fig. 1.21) or an offshore vessel.

In a CPT, the cone is typically first pushed into the soil to the desired depth
(initial position) and then a force is applied to the inner rod that moves the cone
downward into the extended position. By continually repeating the two operations
above, the measured soil data is obtained at increments of depth. The results from
CPT include the distribution of cone resistance (qc, which is the force required to
move the cone into the extended position divided by the horziontally projected area
of the cone), sleeve friction (fs or Rf), pore pressure, and relative density along the
depth of the soil layers. In addition, the friction ratio, FR = fs/qc, is also an

Fig. 1.20 Illutration of a
penetrometer in a CPT
(picture by Lusilier)
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important parameter, which is generally low in cohesionless soils and high in
cohesive soils.

Figure 1.22 shows an example of the CPT results from an offshore windfarm site
just off the UK coast. Figure 1.23 shows the distribution of cone resistance at
different depths obtained by CPT for seven boreholes (B1, B1A, …, B5).

In many geotechnical engineering evaluations, the cone resistance qc is corrected
for the overburden pressure, with the corrected cone penetration tip resistance
notated as qc1 and calculated as:

qc1 ¼ 1:8qc
0:8þðr0v0ðzÞ=100Þ

ð1:27Þ

where r′v0(z) is the effective vertical overburden stress at depth z.
For offshore applications, there are basically two methods to push a cone pen-

etrometer into the sea bottom [49, 50]:

1. By pushing it from the sea floor until refusal, or a predetermined penetration,
which is typically the most economical solution and gives the highest quality
results. It is traditionally referred to as seabed mode, as shown in Fig. 1.24.

2. By drilling a borehole and pushing the penetrometer into the soil at the bottom
of the borehole, which is usually called the down-hole mode or drilling mode, as
shown in Fig. 1.25. It has the advantage of allowing much deeper penetrations
and drilling through hard soil layers.

The growing interest in constructing onshore and offshore pile installations has
prompted several design codes to adopt new and more refined CPT-based design
methods. A recent version of API RP2A 2007 [53] has accepted four CPT-based
methods (ICP-05, UWA-05, NGI-05, and Fugro-05) to assess the axial pile–soil
interaction capacity, as will be discussed in Sect. 17.13.

Compared to SPT, which obtains soil data at intervals in soil deposits, CPT can
obtain a continuous subsurface record of the cone resistance. However, unlike SPT,
in a CPT, soil samples cannot be recovered and special equipment is required to
produce a steady and slow penetration of the cone. Therefore, the ability to obtain a

Fig. 1.21 A truck operating
CPT (courtesy of USGS)
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steady and slow penetration of the cone is not included as part of conventional
drilling rigs [28]. Mainly due to this drawback, CPT is less used than SPT in
geotechnical engineering practice. Moreover, CPT is not suitable for deployment at

Fig. 1.22 CPT measurements from an offshore windfarm site [48]
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sites with very stiff and dense soil conditions, because the penetration process may
damage the probe and rods. The presence of gravel-size particles may also limit the
application of CPT.

Fig. 1.23 CPT measurements at a North Sea offshore site (courtesy of Aker Solutions and NGI)
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Fig. 1.24 Illustration of a CPT test with a seabed mode [51] Source [48] gives an overview of
CPT operations for offshore applications
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Fig. 1.25 Illustration of a CPT test with a drilling mode [52]
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1.9.7 Other in Situ Testing Methods

Along with the SPT, CPT, and seismic wave velocity measurement (Sect. 6.2.2)
methods, other in situ testing methods are also used for the exploration of sub-
surface soils, which have been utilized in the evaluation of liquefaction potential.
For example, for sites with gravel deposits, especially if sites contain mainly coarse
to very coarse-grained soils, Becker penetration test (BPT) [56] can be employed.
Because the diameter of the BPT penetrometer tip is much larger than that of the
SPT sampler or the cone penetrometer, gravel-sized particles have much less effect
on the BPT, whereas results obtained from SPT for sites with gravel contents
greater than as low as 15–20% can be erroneous. BPT is similar to a small pile-
driving test: It consists of driving a plugged steel casing into the ground typically
using a diesel pile-driving hammer. The number of blows per unit length (usually
foot) of penetration is recorded and adjusted for driving conditions and has been
designed to be correlated with the SPT-N values so that the procedure for evaluating
liquefaction potential using SPT can also be used by BPT. Two methods [54, 55]
are widely adopted for this correlation, with the one proposed by Harder and Seed
[54] as shown in Table 1.6. However, another BPT method, called iBPT [56],
emerged in 2014 and is currently regarded as state of the art for BPT interpretation.
Although there is insufficient empirical data available on the application of the iBPT
method at the time of writing (2015), its use is strongly encouraged for any future
BPT applications for high-hazard dams. For more details, readers may refer to the
sources cited above.

1.10 Soil Stiffness and Poisson’s Ratio

In solid mechanics, the stiffness of isotropic solid material can usually be simply
modeled with a Young’s modulus Es (Fig. 1.26):

ES ¼ r
e

ð1:28Þ

Table 1.6 Equivalence of corrected BPT and SPT resistance [54]

Corrected BPT blow-count NBC Corrected SPT blow-count N60

0 0

20 *20

40 *34

60 *46

80 *58

100 *70
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where r is the normal stress and e is the corresponding strain.
Table 1.7 lists representative values of Young’s modulus for soils.
In a similar manner, the shear modulus Gs is defined as the ratio between the

shear stress sxy and shear strain cxy, which are more often used as an important
parameter to define the soil stiffness:

GS ¼ sxy
cxy

ð1:29Þ

Es and Gs may be obtained from laboratory tests by measuring the vibration
frequency of the soil specimen and correlating these frequencies to the stiffness and
density properties of the specimen (Sect. 6.3.1); from field tests by measuring
seismic wave velocity or velocity differences between different types of waves and

σ or σtrue

F

F

A0 or A

Fracture

ɛ or ɛtrue

σ=F/A0
σtrue =F/A

Ultimate strength

True

Engineering

Es

Fig. 1.26 Uniaxial tension
test measured with both the
engineering (r and ɛ) and true
stress–strain (rtrue and ɛtrue)
curve (not to scale)

Table 1.7 Typical values of
Young’s modulus for soils

Type of soils Soil details Young’s modulus (MPa)

Clay Very soft 2–15

Soft 5–25

Medium 15–50

Hard 50–100

Sandy 25–250

Sand Silty 7–21

Loose 10–24

Dense 48–81

Sand and gravel Loose 48–148

Dense 96–192

Silt 2–20

Shale 144–14,400
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correlating these results to soil properties (Sect. 6.2.2); or based on SPT-N values
(Sect. 1.9.5) and undrained shear strength.

When the strain level is sufficiently high, changes in soils’ cross section are not
negligible and are related to the Poisson’s ratio of the material as shown in
Fig. 1.27. Poisson’s ratio for soils typically ranges from 0.2 to 0.5, while some-
times, it may be as low as 0.1 for loose deposits. Table 1.8 shows the typical values
of Poisson’s ratio for different types of soils. Moreover, regardless of whether soil is
sand or clay, when it is saturated and kept in perfect undrained condition, its
Poisson’s ratio is 0.5. The ratio of sand in satisfactory drained condition shows a
Poisson’s ratio around 0.3, and it depends on the confining pressure, principal stress
ratio, and shear strain. By assuming that the soil is isotropic, at low strain level, the
Poisson’s ratio can be calculated as:

t ¼ ES � 2GS

2GS
ð1:30Þ

When soil exhibits noticeable plasticity, it can be modeled as elasto-plastic
material as shown in Fig. 1.26.

Although initially controversial among seismologists and engineers [57], it is
now widely recognized that soils exhibit linear-elastic behavior only at very small
shear strain value c. For example, c < 10−6 (more precisely c < 0.0005%, see
Sect. 2.3.1) is commonly regarded as the range in which soil can be assumed to
behave linear-elastically, for all types of soils including clays, silts, sands, gravels,
and rocks, under static and dynamic loading [58], and for drained and undrained
loading conditions [59]. The shear modulus of soils below this shear strain level is
often referred to as initial shear modulus G0. With an increase in shear strain, soil
stiffness decays nonlinearly, as shown in Fig. 2.5.

To illustrate the effects of soil nonlinearity, Fig. 1.28 shows power spectral
density obtained from measurements of acceleration of a deck above a concrete
shaft for a gravity-based structure (GBS) in the North Sea. The values shown in the
figure include the data measured before, during and after a storm. The time interval
between each two subsequent measurements is around 10 days. It is clearly shown
that the natural frequency (frequency corresponding to the peak value of power
spectrum density) of the GBS during the storm is lower than that before and after
the storm, and higher ocean wave heights (indicating large wave-induced force on
foundations) lead to lower documented natural frequencies of the structural

Poisson’s ratio: υ=εy/εx

F

Y
X

F

Fig. 1.27 Deformed shape
(solid line) of a solid bar
under uniaxial tension F
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vibrations. The difference in the system response spectral peak period between the
measured storm sea states and calm sea is approximately 0.1 s. As the concrete
shafts and topside steel structures remain linear-elastic during the storm event, this
variation in stiffness is attributed to a degradation of soil stiffness during the storm.
This soil nonlinearity can be approximated by a nonlinear backbone curve shown in
Fig. 2.5.

The soil’s constitutive relationship can also be assumed to be stress-dependent.
Soils can exhibit nonlinearity at a stress level as low as 10% of the yield stress of
the soil. To account for the nonlinearity, one can use the elasto-plastic material law
with Mohr–Coulomb failure criterion (Sect. 1.6.2), widely adopted by various
commercial FE codes such as ABAQUS [344]. This material law was extended in
the elastic range by a stress dependency of the oedometric stiffness modulus using
the following equation:

ES ¼ jrref
r
rref


 �k

ð1:31Þ

Table 1.8 Typical values of Poisson’s ratio t for soils

Type of soil t

Clay (saturated) 0.4–0.5

Clay (unsaturated) 0.1–0.3

Sandy clay 0.2–0.3

Silt 0.3–0.35

Sand (dense) 0.2–0.4

Sand (coarse, with void ratio = 0.4–0.7) 0.15

Sand (fine-grained with void ratio* = 0.4–0.7) 0.25

Rock 0.1–0.4 (depends on type of rock)

Ice 0.36

Concrete 0.15

Fig. 1.28 Power spectral
density from measurements of
a deck above a concrete shaft
for a GBS structure in the
North Sea, for before, during,
and after storm (courtesy of
NGI, Statoil and Aker
Solutions)
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where rref = pa = 100 kN/m2 is called the reference (atmospheric) stress; r is the
current mean principal stress in the considered soil element; j determines the soil
stiffness at the reference stress state; and the parameter k determines the stress
dependency of the soil stiffness.

Even though the equation above is often used in geotechnical engineering, there
is no direct empirical data on how to determine the magnitude of the two parameters
j and k in the calculation of soil behavior. This is more obvious when the appli-
cation is associated with pile foundations. In order to calibrate these parameters in
connection with the numerical model, Achmus et al. [60] compared the numerical
results and the results of the API p–y curve method (Chap. 16) with pile diameters
of 1.0 and 2.0 m. As for such diameters, the p–y curve method is known to give a
suitable estimation of pile deflection. They presented that, for dense sand, j = 800
and k = 0.55 were found to give the best matching results with respect to the p–y
curve method.

1.11 Consolidation

1.11.1 Introduction to Consolidation

For both clay and sand at saturated condition, the volume of voids among soil
particles decreases when the effective stress increases, leading to a decrease in the
soil volume. This phenomenon is called consolidation (primary consolidation).
Consolidation is more significant in clay than in sand. Primary consolidation has
always been a geotechnical concern related to the foundation settlement (a vertical
displacement of soil), especially for structures built at sites with soft clay layers or if
the water table is lowered permanently in a stratum overlying a clay layer, when the
soil is subjected to surcharge or pumping of water. In reality, significant settlement
due to consolidation may take a few years.

At low stress level, based on the assumption that soil behaves linearly, one can
calculate the volumetric strain of an element in the soil under three principal
stresses (r1, r2, r3) as:

Devol ¼ DV
V

¼ 1� 2t
E

ðDr1 þDr2 þDr3Þ ð1:32Þ

Under a small increment of effective stress Dr0 , the volumetric strain Devol of
the clay can be calculated as:

Devol ¼ mvDr
0 ð1:33Þ

where mv is called volume compressibility of soil.
Here, we define the over-consolidation ratio (OCR) as the maximum value of

effective stress in the past divided by the present value. When the OCR equals to
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unity, the clay is considered normally consolidated, meaning that the soil has never
been subjected to a load greater than the existing overburden pressure.

When the over-consolidation ratio is larger than unity, the clay is called
over-consolidated, indicating that the soil has been subjected to a load exceeding
the overburden pressure. Soils with an OCR of between 1 and 3 are lightly
over-consolidated, while soils with an OCR above 8 are heavily over-consolidated.
Over-consolidated soil is usually the result of geological mechanical factors, such
as the erosion of overburden, the melting of ice sheets after glaciation, and the
permanent rise of the water table. Sometimes, it may also be due to higher stresses
previously applied to a specimen in the triaxial apparatus [26]. Other processes,
including drained creep (aging) and physicochemical processes such as cementa-
tion, ion-exchange, and thixotropy, can also cause soils to become
over-consolidated.

On the other hand, in some cases, soils can be subjected to a vertical stress that is
less than the overburden pressure, which is called under-consolidated soil. This
condition occurs when a soil stratum is subjected to an excess hydrostatic pressure
that prevents the soils from consolidating [27]. Under-consolidated soil can often be
found in near-shore areas, particularly near river mouths, because the sea level over
the past thousands of years has varied by more than 100 meters, causing relatively
rapid deposition, and soils in those areas can accumulate faster than the escape of
pore water. Under-consolidated soils have also been found at offshore sites in the
Gulf of Mexico. However, in deep water or away from sediment sources, the
accumulation rate can be extremely slow (millimeters per thousand years), such that
the pore-water pressures remain at hydrostatic pressure values during the deposition
process. This gives rise to normally consolidated clays. The clay shear strength in
these soils will increase more or less linearly with depth. Moreover, if soils are
eroded from an area subsequent to deposition, they are over-consolidated, as they
will be stronger than normally consolidated soils.

Besides consolidation due to the grain compression load, heating due to thermal
excitation of H2O molecules, which are electrically absorbed on the clay mineral
surface, can also accelerate the consolidation. This type of consolidation is often
referred to as secondary consolidation.

Under negative excess pore-water pressure, the reverse process of consolidation,
called swelling, occurs with a form of gradual volume increase in soils. An example
of this is that, in the excavation in a saturated clay, whereby heaving (soil moving
upward) may occur at the bottom of the excavation due to clay swelling.

1.11.2 Effects of Consolidation on Soil Stiffness

The consolidation of soils may only slightly influence dynamic shear modulus of
undisturbed soil, while the degree of the consolidation can significantly influence
the ground motion accelerations in the case of a strong earthquake [61]. When soils
are subjected to the condition of confining stress, with the three principal ones being
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r1 = kcr3, r2 = r3 (kc is often called consolidation ratio and it typically varies in
the range of 1.4–3.0 in actual soils), the relative increment (Gmax

G0
) of the maximum

dynamic shear modulus due to the consolidation may be calculated by Hardin and
Black’s formula [62]:

Gmax

G0
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2þ kc
3

r
ð1:34Þ

where G0 is the dynamic shear modulus of undisturbed soils; Gmax is the dynamic
shear modulus of the undisturbed soil due to consolidation with a consolidation
ratio of kc.

Note that Harding and Black’s formula does not distinguish different types of
soils. By performing the resonant column tests for three types of undisturbed
cohesive soils (silty clay, silt, and sludgy soil) under different consolidation ratios of
kc, Sun and Yuan [63] presented an estimation of the relative increment of maxi-
mum dynamic shear modulus:

Gmax

G0
¼ 1þC kc � 1ð Þm ð1:35Þ

where coefficients C and m are 1.25 and 0.76 for silty clay, 1.20 and 1.05 for silt,
1.85 and 0.47 for sludgy soil, and 0.66 and 0.54 for sand.

By comparing the two formulas above, which are also shown in Fig. 1.29, it is
noticed that the one proposed by Sun and Yuan [63] gives a significantly higher Gmax

G0

than that from Harding and Black’s formula, and this is more obvious for silty clay
than the sand. Similar results can also be found in another research by He [64].

1.11.3 Effects of Consolidation for Shallow Foundations

For shallow foundations, consolidation mainly induces foundation settlement and
causes an increase in the bearing capacity. Regarding settlement, Fig. 1.30 illus-
trates the vertical settlement records of five gravity-based platforms in the North

Fig. 1.29 Comparison of Gmax
G0

varied with kc for formulas
proposed by Harding and
Black’s and Sun and Yuan
(silty clay and sand) [63]
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Sea. All five platforms are installed on stiff to hard over-consolidated clays and
dense sands. The measurements were carried out a few months after the platforms
had been installed. The initial settlements are not included in the records. The
long-term settlement of foundation may cause storm waves to impact the topside of
a platform (the so-called wave-in-deck) due to a possible significantly decrease in
air gap between the bottom of the topside and the water surface.

On the other hand, it may be justified to include the positive effects of consol-
idation on increasing the bearing capacity. It is a normal practice to design a
gravity-based structure (GBS) based on the assumption that the design storm would
not arrive until the autumn after its installation. For example, the foundation design
of Gullfaks C platform shown in Fig. 1.31 is based on the assumption that the first
design storm will arrive 4 months after its installation. Moreover, if the soil con-
dition of a GBS foundation is dominated by sand, drainage will occur relatively
rapidly, and it is reasonable to assume that the associated soil will consolidate under
the weight of the platform before the design storm arrives. For example, pore
pressure measurements in the sand beneath the Ekofisk tank during ballasting
indicate that the vertical pressure increased by 60 kPa in the duration of approxi-
mate 55 days. However, this did not cause an excess of pore pressure in the sand
[65].

To accelerate the consolidation and improve the stability shortly after the
installation of platforms, different types of filter systems (depending on structure
and top soil conditions), known as soil drain systems, are often installed on the
concrete wall and skirt of platforms and are connected to a hydrostatic head lower
than that in the still water level. The drainage system has been operated by a suction
pressure 10–20 m below the lowest astronomical tide level [67]. Moreover, the
system also helps to reduce the generation of excess pore pressure caused by
earthquakes or ocean storms. The excess pore pressure is relevant to potential soil
liquefaction under cyclic loading, as will be discussed in Chap. 7. In addition, the

Fig. 1.30 Settlements due to consolidation for five North Sea GBS platforms (excluding initial
settlements) [66]
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drainage system can facilitate the removal of platforms as the water pressure in the
skirt compartments can be increased in order to pull the skirts out of the ground
after the platform has been deballasted.

1.11.4 Effects of Consolidation and Aging for Deep
Foundations

Under consolidation, deep foundations such as piles will experience settlement as
shallow foundations do. Various methods exist to estimate the settlement of piles
and pile groups, ranging from simple empirical approaches to more complicated
nonlinear finite element analysis. The simplest approach may be the one proposed
by Terzaghi and Peck [68], who stated that the settlement of a piled raft could be
calculated as the settlement for an equivalent raft placed at the lower third points of
the average pile length and loaded by a raft stress equal to the total load on the piles
divided by the footprint, and the stress is distributed into the soil at a slope of 2:1
(vertical/horizontal). An elastic modulus, Es, was applied to determine the strain
due to the applied stress, and the settlement can then be determined as the sum of
the accumulated strain. Combined with a depth factor FD, which accounts for the
influence of depth proposed by Fox [69] and is defined as the ratio between the
mean vertical displacement of the embedded foundation and that of a similar
foundation placed on the ground surface, the settlement of a pile raft using
Terzaghi–Peck equivalent depth approach can then be calculated as:

Fig. 1.31 Gullfaks C platform with a topside weight of 74,000 tons
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Sraft ¼ FD

Xn
i¼1

Dqi
Esi

hi


 �
ð1:36Þ

where Δqi is the effective stress increase in ith layer using the stress distributed into
the soil at a slope of 2:1 (vertical/horizontal); hi is the thickness of the ith layer; Esi

is the elastic modulus of the ith layer.
It should be noted that, in the equation above, the axial compression of the piles

for the length above the equivalent raft was not included in the Terzaghi–Peack
equivalent depth approach.

Other simplified methods have been proposed by various researchers: Meyerhof
[70], Schmertmann [71], Poulos [72], and Fellenius [73]. Interested readers may
refer to the sources cited above.

On the other hand, pile loading tests indicate that the skin friction between piles
and surrounding soils increases with time after pile driving, which is often referred
to as soil/pile setup. This increase applies for piles in both clays and sands [74, 75].
Although complete mechanisms contributing to pile/soil setup are not well
understood, the increase in skin friction with time is likely to be caused mainly by a
combination of the two effects:

1. Consolidation: the excess pore-water pressures due to pile driving will dissipate
with time, followed by subsequent remodeling and reconsolidation of soil,
which are displaced and disturbed during pile driving. The horizontal effective
stress between piles and surrounding soil therefore increases, causing an
increase in skin friction. For piles driven in clean sands, excess pore pressures
will dissipate within a few hours. For piles in clay, many months may be spent
for a full consolidation. Depending on soil permeability and amount of distur-
bance, dissipation of excess pore-water pressures is non-uniform (nonlinear)
with respect to the log of time for some time after pile driving. Subsequently,
excess pore-water pressure dissipation becomes uniform (linear) with respect to
the log of time.

2. Aging: after full dissipation of excess pore-water pressures, the skin friction
increases with time. The physical phenomena involved are only partially
understood. Soil grain bonding and loss of arching are likely to be the
contributors.

Pile/soil setup occurs in most parts of the world, for virtually all driven pile
types, in organic and inorganic saturated clay, and loose to medium dense silt,
sandy silt, silty sand, and fine sand, and is influenced by both soil and pile prop-
erties. In cohesive soils, the shear strength of the disturbed and reconsolidated soil
has been found to be higher than the soil’s undisturbed shear strength. In
fine-grained granular soils, the majority of setup is related to both creep-induced
breakdown of driving-induced arching mechanisms and aging. Setup develops
faster for more permeable soils. Setup rate decreases as pile size increases [76].

In addition, pile capacity may increase as a result of the previous test loading of
the pile [75, 77].
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Figure 1.32 shows a typical development of the skin friction with time for a pile
in clay.

The increase in skin friction after dissipation of the excess pore-water pressures
can be expressed as:

Q tð Þ ¼ Q t0ð Þ � ½1:0þD10 � log10 t=t0ð Þ	 ð1:37Þ

where Q(t) is the pile skin friction in a given layer; t is the time since pile driving; t0
is the reference time, often taken as 100 days for piles in clay [78, 79]; D10 is a
dimensionless soil parameter.

The value of Δ10 can be determined from pile tests carried out on identical piles
at different times. A few pile load tests exist with measurements of the increase in
capacity with time. For piles in clays, D10 may be calculated as:

D10 ¼ 0:1þ 0:4 1� Ip=50
� 	 � OCR�0:8 ð1:38Þ

OCR � 4 � su=r0v
� 	1:25 ð1:39Þ

where Ip = 100% � (wL − wP) is the clay plasticity index as defined in Sect. 1.8. It
is determined by using the average value along the pile; OCR is also determined by
the average value along the pile; su is the undrained shear strength, see Sect. 1.6.2
and Fig. 1.16 for its determination; r′v is the vertical effective stress; D10 normally
ranges from 0.1 to 0.5, with a typical value lower than 0.25.

It is noted that the benefits of even a modest increase in pile skin friction due to
consolidation and aging may eliminate the problems of insufficient pile foundation
capacity that some offshore platforms suffer. However, this type of increase in skin

0.01 0.1 1 10 100
Time since pile driving, t/t0 (log scale)

0

0.5

1

1.5

Pi
le

sk
in

fri
ct
io
n,

Q
s(t
)/Q

s(t
o)

t eoc

Consolidation Ageing

t o = 100 days for
piles in clay ?

10

1.0

Δ

Fig. 1.32 Typical
development of skin friction
in time for a pile in clay
(courtesy of Aker Solutions
and NGI)

52 1 Soil Behavior



friction is not properly documented for offshore piles subjected to cyclic loading
induced by ocean wave and wind and is therefore not widely accepted by regulatory
authorities and even offshore industry yet.

Example Based on the soil parameter given in Table 1.9, estimate the
increase in soil friction resistance due to the time effects for the clay layers at
11.0–27.0 m below the ground surface.

Solution: Based on the data given in Table 1.9, the weighted average OCR is
about 8 for the clay layer between 11.0 and 27.0 m below the ground surface.
And Ip = 23.7%. Using these values yields Δ10 = 0.15.

Q tð Þ ¼ Q 100ð Þ � 1 þ 0:15 � log10 3650=100ð Þ½ 	 ¼ Q 100ð Þ � 1:23: ð1:23Þ

This implies that there is an increase of around 23% in the pile wall friction
due to time effect compared to the skin friction capacity when piles had just
been installed. A similar time effect factor is expected for the pile’s
end-bearing capacity.

In addition, the initial consolidation can also significantly increase the
vertical effective stress in the vicinity of pile [89].

1.12 Obtaining Soil Parameters for Engineering Design

Field testing and laboratory testing are required to obtain the required soil prop-
erties, including drilling and logging, sampling, in situ testing, and laboratory
testing. The level and extent of a soil investigation should be a function of several
factors including, but not limited to, geology of the area, local soil conditions,
project requirements, availability of previous investigations, accessibility, envi-
ronmental conditions, and any limitations related to budget and time available. The
detailed plans and specifications for the investigation should be based on a con-
sideration of the following factors [90]:

1. Type of investigation, regional, or site specific;
2. Expected soil conditions, bathymetry, and seabed features;
3. Active geological processes and possible geohazards;
4. Type of problems, soil–structure interaction, slope stability, etc.;
5. Required soil parameters;
6. Previous knowledge from the area, geological, geophysical, and geotechnical;
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7. Equipment that can be used;
8. Budget restraints;
9. Time schedules.

Internationally, there are several guidance regarding soil investigations for off-
shore structures, such as ISO 19902 [91], ISO 19901-4 [92], and DNVGL-RP-C212
[93]. There are also many national guidance and codes to regulate soil investigation,
such as Norsok G-001 [90], which often makes reference to the international
guidelines cited above.

After field and laboratory tests are completed, a review of the quality and
consistency of the data will be carried out, and it is important for geotechnical
engineers to determine whether the results are consistent with expectations. Once
the laboratory and field data have been collected, the process of soil parameter
selection can be carried out.

The design requirements must be studied carefully to determine the type and
quantity of soil information to be developed during the geotechnical investigation.
During this phase, it is necessary to perform the following tasks [41]:

1. Identify design and constructability requirements (e.g., provide grade separation,
transfer loads from superstructure, provide for dry excavation) and their effects
on the geotechnical information needed

2. Identify performance criteria (e.g., limiting settlements, right of way restrictions,
proximity of adjacent structures) and schedule constraints.

3. Identify areas of concern on site and potential variability of local geology.
4. Develop likely sequence and phases of construction and their effects on the

geotechnical information needed.
5. Identify engineering analyses to be performed (e.g., bearing capacity, settle-

ment, global stability).
6. Identify engineering properties and parameters required for these analyses.
7. Determine methods to obtain parameters and assess the validity of such methods

for the material type and construction methods.
8. Determine the number of tests/samples needed and appropriate locations for

them.

Tables 12.1, 14.2 and 14.3 summarize the soil data required and testing con-
siderations for the design of shallow foundations, driving pile foundations, and
drilling pile foundations, respectively.

For offshore structural and foundation design, ISO 19901-4 [92] provides a
systematic guidance for the soil investigation and characterization of soil properties.
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1.13 Allowable Stress Design and Load Resistance Factor
Design

1.13.1 Allowable Stress Design

In traditional geotechnical design until 1979, allowable/working stress design (ASD
or WSD) was the norm. This requires that the working/service loads (loads at their
actual levels) do not exceed the resistance. All uncertainty is lumped into the factor
of safety (resistance factor) FS, which is determined on the basis of experience and
observed performance. The margin of safety is introduced by considering soil,
foundation, or structural behavior under working/service load conditions and
comparing the responses under these conditions with allowable strength:

Sn �Rn=FS ð1:40Þ

where Sn is applied load effects, which can be the load effects due to a single load or
a combination of different types of loads by considering the probability of their
simultaneous occurrence; Rn is the nominal strength/capacity.

One of the greatest problems with the use of ASD is that it does not lend itself to
the estimation of probability of failure. Additionally, it commonly misleads engi-
neers into believing that the factor of safety used in the design is a true measure of
the safety of foundations and structures [94], and the variability in both loads and
resistance is therefore not fully realized.

1.13.2 Load Resistance Factor Design

1.13.2.1 Method

Due to the limitations of ASD, in recent decades, structural and geotechnical design
codes have been moving toward load resistance factor design (LRFD) embedded in
limit state designs (serviceability limit state (deflection), ultimate limit state
(yielding, fracture and buckling), fatigue limit state, and accidental limit state
(progressive collapse limit state)), in which load factors are applied to various types
of loads and resistance factor(s) are applied to several resistance parameters (such as
strength, friction angle). Therefore, LRFD is essentially meant to consider the
uncertainties in both loading and resistance and to ensure a prescribed safety margin
by using procedures from probability theory.

As shown in Fig. 1.33, LRFD design can be described as:

cF1Sk1 þ cF2Sk2 þ � � � þ cFNSkN �Rki=cMi ð1:41Þ
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where Sk1, …, SkN are the characteristic values of N types of load effects acting on a
structure. They typically represent load effects corresponding to a specific annual
probability of occurrence (or return period). However, the characteristic load effects
at fatigue limit condition normally correspond to a load with expected load history,
and the characteristic load effects at serviceability limit condition correspond to a
load effect with a specified value depending on operational requirements; cF1, …
cFN are the load factors (partial safety factors) for N types of loads. They are used to
account for the possibility of unfavorable deviations of the action values from the
representative values (fundamental variability in environmental loads), the uncer-
tainties in the modeling of load effects (such as the computational model and
statistical uncertainty due to a lack of knowledge), and the uncertainties in the
assessment of the limit states being considered; it is noted that in foundation
designs, the separation of load categories to which different partial safety factors
could be applied is sometimes not straightforward, and this also applies to load
applications to risers, TLP tendons, mooring lines. Rki is the characteristic value of a
particular (i) resistance of soils or foundations, which typically corresponds to
characteristic or nominal (=Rni) values for the material properties and dimensions.
For example, it can be determined by a 5%-fractile material strength (a lower bound
or 95% exceedence value) from tests; cMi is the partial factor (resistance factor or
partial safety factor) for that particular (i) resistance, which accounts for the
uncertainties due to each component of soil strength such as friction angle of sand,
cohesion strength of clay. The result of Rd = Rki/cMi is often called factored strength
or design resistance, which is based on past experience, but is in principle meant to
provide an acceptable level of safety or performance. For structures, its value also
depends on the limit states and the material (indicating different degrees of control
in the manufacturing process of structural materials, e.g., steel, concrete, compos-
ites, timber, mortar, and bricks) applied.

Fig. 1.33 An illustration of LRFD design (courtesy of John Michael Rotter, University of
Edinburgh and Imperial College)
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The equation above can be simply expressed as:

S�R ð1:42Þ

where S and R represent the factored loads and factored resistance (strength),
respectively.

Readers should notice that, in LRFD, both the applied loads (left-hand side of
the equation above) and the strength/resistance (right-hand side in the equation
above) are fictitious due to the factors applied. Moreover, as the partial safety
factors for both load and resistance represent the uncertainties in the characteristic
values, while due to a lack of detailed statistical data on all the parameters con-
sidered in design and also the complexity of the statistical analysis, there is a
compromise to use a more subjective assessment of the partial safety factors than is
mathematically consistent with the design philosophy.

Furthermore, readers must bear in mind that even though uncertainties due to
design errors and construction errors are important, they are normally not accounted
for by design codes, but are instead addressed through proper quality assurance
(QA) such as third-party verification and/or QA by engineers who are not involved
in the same design project before the QA.

In cases where a high resistance is unfavorable for design, the characteristic
resistance may be determined as an upper characteristic resistance. The corre-
sponding probability may be of the same level as the probability of a lower value,
e.g., 5% versus 95% fractile. For geotechnical analyses, “low probability” will in
most cases mean a conservatively estimated mean value. As will be discussed in
Sect. 3.5, for performing site-response analysis, it is recommended that a sensitivity
analysis be performed by accounting for the variation of soil properties from
lower-bound, average (best estimate) to upper-bound value. If the ground motions
are not sensitive to the variation in soil properties, typically, the best-estimate value
of soil properties can be used to compute the ground motion time histories. It is
consequently expected that the designers involved should consider the relevant
cases. When the action effect is increased with the material resistance, the design
may also be based on an upper characteristic resistance, e.g., based on 95% fractile.
An example of this is an analysis of pile driving or lifting, in which the
upper-bound soil resistance is normally used. Design against fatigue failure in steel,
aluminum, and concrete may adopt S-N curves with characteristic resistance based
on 2.3% fractile. Fracture mechanics analyses of crack propagation can be used in
special cases. Design actions and resistances may be calculated by using deter-
ministic computational models.

It is noted that both the load and resistance factors vary significantly depending
on the applications. For example, in structural engineering problems, the determi-
nation of loads is usually less certain than that of resistances/materials. Therefore,
S typically has a larger variability than R, implying that S has a higher coefficient of
variation, hence a wider probability density distribution. On the other hand, unlike
typical structural materials such as steel or concrete, which are quality controlled
during their manufacture process, soils and rocks are natural material and site
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specific and are therefore highly variable. This poses a significant challenge during
the development of LRFD in geotechnical engineering.

1.13.2.2 Probability of Failure

It is important to build the equation of LRFD design in connection with proba-
bilistic measures. Therefore, the probability of failure, which is the probability that
the factored loads exceed the factored resistance, can be expressed as:

Pf ¼ P R� Sð Þ ð1:43Þ

Given that the load effects s and resistance r are varying randomly in a statis-
tically known manner, a safety margin can then be established as:

m ¼ r � s ð1:44Þ

For all combinations of r and s that satisfy the condition m > 0, the design is on
the safe side, and for those combinations giving a safety margin m � 0, the soil,
the foundation, or the structure is suspected to fail. Therefore, the equation above
can be utilized as a measure of failure probability. By observing Fig. 1.33, it is
noticed that failure probability depends on both the difference between the load and
resistance, as well as their variability.

With the construction of the equation above, one has moved from deterministic
design to probabilistic design, in which the soil and structural material properties,
structural member dimensions, and loads are interpreted as random variables
x. Uncertainties can be described if the probability density function of the random
variables are known. Therefore, if their probability density functions fR(x) and fS(x),
with the corresponding probability distribution functions or cumulative distribution
functions (CDFs), FR(x) and FS(x), are known, the safety margin m can be defined
as a random variable M, with a probability density function fM(x) and a probability
distribution function FM(x). The equation to determine the probability of failure can
then be rewritten as:

Pf ¼ P M� 0½ 	 ¼ FMð0Þ ¼
Z0

�1
fMðxÞdx ð1:45Þ

Since it is not possible to define fM(x) and FM(x) analytically except for a few
special cases, the equation above can be written in terms of load and resistance
effects:

Pf ¼ P R� S� 0½ 	 ¼
Zþ1

�1
FRðxÞfSðxÞdx ¼ FMð0Þ ð1:46Þ
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The equation above indicates that when the load effects lie in the interval (x,
x + dx) and the resistance is smaller than x, the probability of failure is FR(x) fS(x)
dx. The total probability of failure is equal to the integral above when the load effect
is in the interval (−∞, +∞).

Alternatively, the probability of failure expressed in the equation above can also
be written as:

Pf ¼
Zþ1

�1
1� FSðxÞð Þ fRðxÞ dx ¼ FMð0Þ ð1:47Þ

Since the resistance cannot be negative, the lower boundary for the integrals in
the two equations above may be changed into 0. Moreover, the integral of the three
equations above usually does not have a closed-form solution. It can be solved
numerically by either numerical integration or Monte Carlo methods [95].

The reliability can then be calculated as:

PR ¼ P R� S[ 0½ 	 ¼ 1� Pf ¼ 1�
Zþ1

�1
FRðxÞ fSðxÞ dx ¼ 1� FMð0Þ ð1:48Þ

Due to a lack of statistical data that defines probability density functions of load
and resistance variables, as well as the fact that the expression of probability density
functions is complicated, the load and resistance variables can normally be defined
by their mean values and variance. It is then convenient to present a less compli-
cated probabilistic measure for the reliability, namely safety index or reliability
index b, originally proposed by CA Cornell [96] in 1969, which is the number of
standard deviations of the derived probability density function m, separating the
mean safety margin from the nominal failure value of m being zero:

b ¼ lM=rM ð1:49Þ

where lM and rM are the mean value and standard deviation (square root of the
variance) of safety margin M.

Provided the safety margin can be described by only one normally distributed
random variable, where the failure surface is a point m = 0, the exact safety index b
can be defined as the distance between the expected value lM of the safety margin
and the boundary for failure m = 0, as shown in Fig. 1.34. And the distance is
usually measured in terms of rM.

When both R and S are independent and normally or lognormally distributed
variables, the exact safety index is directly related to the failure probability through
the standard normal distribution function:
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Pf ¼ P M� 0½ 	 ¼ U 0� lMð Þ=rM½ 	 ¼ U �bð Þ ¼ 1� U bð Þ $ b ¼ �U�1 Pfð Þ
ð1:50Þ

where Ф() is the standard normal distribution function, defined as:

UðxÞ ¼
Zx

�1

1ffiffiffiffiffiffi
2p

p e�t=2dt ð1:51Þ

The values of the standard normal distribution function can also be obtained by a
spreadsheet (e.g., NORMSDIST in Excel) or from various mathematical hand-
books. Table 1.10 shows a few correspondences between b and Pf.

For a quick estimation, the failure probability can also be approximated as:

Pf � 0:475 exp �b1:6
� 	 ð1:52Þ

or be more roughly estimated as:

Pf � 10�b ð1:53Þ

Table 1.10 Correspondences between b and Pf

b 1.0 1.2 1.28 1.4 1.6 1.8 2.0 2.2

Pf (%) 16 12 10 8.1 5.5 3.6 2.3 1.4

b 2.33 2.7 3.09 3.3 3.7 4.0 4.4 4.9

Pf (%) 1.0 0.35 0.1 0.048 0.011 0.0032 0.00054 0.000048

Fail
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m

Safe
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Failure 
surface: m=0

Fig. 1.34 Illustration of
safety index b
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By assuming that both R and S are independent and normally distributed vari-
ables (as shown in Fig. 1.33), the safety margin m, which is a linear combination of
R and S, also follows a normal distribution. Their mean value lM and variance rM

2

can be calculated as:

lM ¼ EM ¼ lR�lS ð1:54Þ

r2M ¼ VM ¼ r2R þ r2S ð1:55Þ

where E[] and V[] are the expected value and variance, respectively.
Therefore, the safety index can be calculated as:

bN ¼ lR � lSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2R þ r2S

p ¼ lR=lS � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lR=lSð Þ2V2

R þV2
S

q ð1:56Þ

As the performance of the physical behavior of engineering systems usually
cannot obtain negative values (load and resistance), it is better described by a
lognormal distribution [97]. The safety margin can then be expressed as:

m ¼ lnR� ln S ¼ ln R=Sð Þ ð1:57Þ

In case both R and S are independent and lognormally distributed variables, even
though R–S is not lognormally distributed, lnR and lnS follow normal distributions,
and thus, the safety margin, m = lnR − lnS, still follows a normal distribution. As
such, the relationship obtained in Eq. (1.50) is still valid to calculate the probability
of failure. One can show that the safety index can be calculated as [98]:

bLN ¼
ln lR=lSð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þV2

S

� 	
= 1þV2

Rð Þ
qh i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln 1þV2

Rð Þ 1þV2
S

� 	� �q � ln lR=lSð Þ
V2
R þV2

S

� 	 ð1:58Þ

Upon the presentation above, it is known that in LRFD, it is important to
perform a calibration process to determine the load factor and the resistance factor
so that the distributions of R and S can answer the requirements of a specified safety
index. In other words, the cF and cM described in Fig. 1.33 need to answer to the
prescribed target reliability (i.e., a predetermined probability of failure) in the two
equations above. Several solutions are available for this calibration purpose, such as
first-order reliability method (FORM) and Monte Carlo simulation. Sources [95]
and [99] also give elaborations of this topic.

The definition of safety index in Eq. (1.49) and one-to-one relation between the
failure probability and the safety index calculated in Eq. (1.50) are also valid when
R and S are correlated, but the variance rM

2 must be calculated to account for the
correlation between R and S:
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r2M ¼ r2R þ r2S � 2qR;S � rR � rS ð1:59Þ

where qR,S is the correlation coefficient between R and S, ranging from −1.0 to 1.0,
as defined by:

qR;S ¼ Cov R; S½ 	=ðrR � rSÞ ð1:60Þ

where Cov[R, S] is the covariance of R and S, defined by:

Cov R; S½ 	 ¼ rR;S ¼ E ðR� lRÞðS� lSÞ½ 	 ¼
Zþ1

�1

Zþ1

�1
ðr � lRÞðs� lSÞpðr; sÞdrds

ð1:61Þ

where pðr; sÞ is the probability density function, which can be represented as a
surface above a horizontal plane, and the cumulative probability (Pðr; sÞ) of r lying
in the range between r and r + dr as well as s lying between s and s + ds is
pðr; sÞdrds.

If the safety margin m = f(x) is a linear combination of n basic variable xi, and
the random variation of all basic variables can be described by normally distributed
independent random variables Xi, the resulting safety margin can then be described
by a normally distributed random variable M:

M ¼ f Xð Þ ¼ a0 þ a1X1 þ a2X2 þ � � � þ anXn ð1:62Þ

where i = 1,…,n.
And the mean value and variance of the safety margin function above are:

lM ¼ a0 þ a1lX1 þ a2lX2 þ � � � þ anlXn ð1:63Þ

r2M ¼ a21r
2
X1 þ a22r

2
X2 þ � � � þ a2nr

2
Xn ð1:64Þ

As a special case of the three equations above, if the safety margin is defined by
two independent random variables that give M = f(X) = a0 + a1X1 + a2X2, the
failure surface is a curve f(x) = 0. If X1 and X2 are normally distributed random
variables, their probability density functions are then symmetrical with respect to
their mean values, and the curves for each constant level of the probability density
function are in a form of ellipses, which is shown in Fig. 1.35. Since the variance
rX1
2 and rX2

2 are different in x1 and x2 axes, it is difficult to find a simple
measurement of the distance between point (lX1, lX1) and the failure surface
f(x) = 0. Therefore, a linear variable transformation must be made to replace the
two independent normally distributed random variables X1 and X2 by two stan-
dardized normally distributed random variables Z1 and Z2 with lZ1 = lZ1 = 0 and
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rZ1 = rZ1 = 1, which is essentially to transform the linear failure surface f(x) = 0 in
x-space to linear failure surface fZ(z) in z-space:

z1 ¼ x1 � lX1ð Þ=rX1 ð1:65Þ

z2 ¼ x2 � lX2ð Þ=rX2 ð1:66Þ

Therefore, the contours with elliptical shape shown in Fig. 1.35 in x-space can
now be transformed into concentric circles with their center at the origin in z-space
as shown in Fig. 1.36. Cornell’s reliability bC can then be defined as the shortest
distance from the origin to the failure surface as shown in Fig. 1.36. The point z*
shown in Fig. 1.36 is called the design point.

Obviously, a high value of safety index indicates a lower possibility of failure,
but normally a more expensive design. A rational assessment on the basis of both
failure probability and consequence of failure will allow for a more pragmatic
allocation of construction budget. Therefore, the design must account for the cost

Fail Safe
fZ(z)<0 fZ (z)>0

z1Failure surface: 
fZ(z)=0

z 2

βC
z*

Fig. 1.36 Contours of the
probability density function
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and consequence, so that a target safety index acceptable to various parties can be
reached. In reality, consequences and risk acceptability are also implicitly consid-
ered in geotechnical and structural design codes, leading to required levels of
reliability in various situations and consequences. Examples of possible classes of
consequences include [100]:

1. Minor consequences: Risk to life, given a failure, is small to negligible, and
economic consequences are small or negligible (e.g., agricultural structures,
silos, masts).

2. Moderate consequences: Risk to life, given a failure, is medium, or economic
consequences are considerable (e.g., office buildings, industrial buildings,
apartment buildings).

3. Large consequences: Risk to life, given a failure, is high, or economic conse-
quences are significant (e.g., major bridges, theaters, hospitals, high-rise
buildings, offshore platforms).

1.13.2.3 Probability of Failure for Nonlinear Safety Margin Functions

As presented in Sect. 1.13.2.2, the safety margin function m = f(x) is a linear
function of basic variables, and the resultant safety index is Cornell’s reliability
index. However, many safety margin functions are nonlinear, which can be
expressed by Taylor series expansion. In case a safety margin function is only
approximated by its first-order (linear) Taylor series terms, the resultant safety
index is called first-order-reliability index. In case both the first and second-order
terms are retained, the resultant safety index is called second-order-reliability index.
The corresponding methods are first-order reliability method (FORM) and
second-order reliability method (SORM), respectively. Below a brief introduction
of the two methods is given.

By generating Taylor series of the safety margin m = f(x) around point q(q1, q2,
q3, …, qn), and retaining only the first-order terms, one obtains a linearized safety
margin:

m ¼ f ðxÞ � f ðqÞþ
Xn
i¼1

@f
@xi

ðqÞðxi � qiÞ ð1:67Þ

If xi can be described by normally distributed random variables Xi, the safety
margin m can then be approximately described by a normally distributed random
variable:

M � MFO ¼ f ðqÞþ
Xn
i¼1

@f
@xi

ðqÞðXi � qiÞ ð1:68Þ
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Based on the equation above, a first-order-reliability index bFO can be calcu-
lated as:

bFO ¼ f ðqÞþ Pn
i¼1

@f
@xi

ðqÞðE½Xi	 � qiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

@f
@xi

ðqÞrXi

� �2
r ð1:69Þ

If the linearized point q is chosen such that q = (l1, l2, l3,…, ln), the
first-order-reliability index can be determined by:

bFO ¼ f ðqÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

@f
@xi

ðqÞrXi

� �2
r ð1:70Þ

It should be noticed that the first-order-reliability index bFO is not a unique
measure of the reliability since the determination of its value depends on the choice
of the linearization point and the approximation made for the safety margin (which
is not unique either), and a structure can have more than one reliability index.
However, the failure surface for a structure is always unique because regardless
how the safety margin function is calculated, it is always the same combination of
x1, x2, x3, …, xn that gives failure. Therefore, it is desirable to have a safety index
defined based on the failure surface rather than safety margin, so that the resulting
safety index is unique (i.e., a failure function invariant) since all equivalent failure
functions result in the same failure surface in the x-space and therefore also in z-
space. This is exactly what Hasofer and Lind proposed [101], which results in
Hasofer–Lind safety index bHL to determine the reliability of a structure. Similar to
what Cornell’s reliability is defined in z-space, bHL is defined as the shortest dis-
tance from the origin to the point z* on the failure surface (fZ(z) = 0) as shown in
Fig. 1.37, such that:
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Fig. 1.37 Illustrations of
contours of the probability
density function for nonlinear
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bHL ¼ z
j j ¼ min z
j j ¼ min

ffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

z2i

s
ð1:71Þ

From the definition above, the reliability index for a nonlinear failure surface is
equal to the reliability index for the linear tangent hyperplane in the design point z*.
In order to calculate bHL, various types of optimization method can be used to
determine point z* on the failure surface.

A second-order-reliability index can be solved with an exact analytical expres-
sion. For a detailed solution, readers may refer to [102].

Note that the transformed probability density function fZ(z) in z-space decreases
rather quickly with an increasing |Z|. The largest contribution to the probability of
failure comes from the area around the design point z* shown in Fig. 1.37.
Therefore, to calculate reliability of many structures, bHL is a close approximation
of the exact value of safety index b defined in Eq. (1.50).

Moreover, it is obvious that for linear failure surface and normally distributed
basic variables Xi, the definition in Eq. (1.49) and the Hasofer–Lind safety index
result in the same b-value. Therefore, Hasofer–Lind safety index bHL and Cornell’s
reliability index bC equal the exact safety index b:

bHL ¼ bC ¼ b ð1:72Þ

On the other hand, if the safety margin function is nonlinear, it cannot be
described by a normally distributed random variable. Even though Eq. (1.50) is still
valid to calculate the exact failure probability b, it is approximate:

bHL � b ¼ �U�1 Pfð Þ ð1:73Þ

In summary, the probability of failure with FORM/SORM can be determined in
four steps [95]:

1. Transform the random vector X in x-space to a standardized normal random
vector Z in z-space.

2. Determine the design point z*.
3. Approximate the failure surface in z-space with respect to z*.
4. Determine the bFO, bHL, or bFO as an approximation of the reliability index b.

For more details about FORM and SORM, references [99, 103, 104, 105] are
recommended.

1.13.2.4 Monte Carlo Method for Calculating Probability of Failure

Instead of calculating the reliability index, the reliability can also be directly cal-
culated using the Monte Carlo method, which essentially involves performing a
simulation (virtual experiments) based on repeated random sampling to obtain
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numerical results. In this method, for each variable, the random values are gener-
ated using, for example, a Gaussian random number generator and are scaled with
the specified standard deviation. If a two standard deviation is assumed, it means a
95% confidence estimate. Figure 1.38 shows an example of random number gen-
erator in a Monte Carlo simulation. The individual error values are then summed
and added to the true value of a variable to obtain a calculated value (“measured”
from a “sampling”) of that variable with errors from the specified error populations.
After obtaining the measured values of the variables, result(s) of an objective test
are calculated. The 95% confidence uncertainty of each result is obtained by
multiplying the calculated standard deviation by a factor of 2. The procedure above

Fig. 1.38 Random value generation in a Monte Carlo simulation and a comparison of random
value points with the value of the variable function (line) for different number of samplings; the
coordinates of random values in horizontal and vertical axis are randomly varied and compared to
the value of the variable function for each coordinate; it is obvious that with an increase in the
number of samples, the percentage of error decreases
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corresponds to running the test once, and it should be repeated many times
(thousands or even more depending on the problem considered), and the means and
standard deviations of the distribution of the results can then be determined. The
Monte Carlo method is a relatively convenient way to incorporate assumed
non-Gaussian error distributions for the variables or to specify any degree of
confidence level. Moreover, this method is straightforward for investigating com-
plex cases, especially when the number of variables is large [106]. Obviously, the
major drawback of this method is its relatively high computation cost as mentioned
above.

Both FORM and SORM are analytical and approximate methods that can be
conveniently used in numerical solution. They generally apply when the probability
of failure is small, e.g., 10−3 to 10−8. When such low probability of failure is
concerned, the computation time by using FORM or SORM is much less than other
numerical methods such as Monte Carlo method. Further, the difference between
FORM and SORM is small for cases with large safety index (small probability of
failure). However, for higher probability of failure, the error in the FORM
approximation can be significant. Moreover, the CPU time for FORM increases
linearly with the number of the basic variables, where the CPU time for SORM
increases approximately with the square of the number of basic variables.

1.13.3 Levels of Reliability Method

In case only mean values, variance, and correlation of load and resistance variables
are used to calculate a nominal probability of failure, usually expressed in terms of a
reliability or safety index, as presented in Sect. 1.13.2, the evaluation method is
referred to as semi-probabilistic method (level 2), which is sometimes also called
the second-moment reliability method.

In contrast, a direct calculation of failure probability is referred to as a
full-probabilistic method (level 3). This method makes use of a full-probabilistic
description of joint occurrence of various quantities that affect the response of
structures and take the true nature of the failure domain into account, which can
determine the “exact” probability of failure and be used to calibrate the
semi-probabilistic approach. In some design codes, they are also recommended for
particular situations. It is noted that the results based on a full-probabilistic method
strongly depend on the modeling of the tails in the probability distribution involved.
This makes the use of full-probabilistic method rather difficult or not attainable in
practice, as for instance the tail in the load (and response, e.g., seismic loading and
response) and/or resistance (e.g., soil strength) is rather uncertain (i.e., “fat tail” in
the probability distribution).

On the other hand, in ASD (level 1), the failure probability cannot be defined (an
essential reason why LRFD is preferred over the ASD). Instead, factors for resis-
tance and/or load are used separately, and engineers work with random resistance
and/or load variables that are represented only by their mean value (lowest
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statistical moments of load and resistance), or any other characteristic value, while
the variation in both load and resistance cannot be reflected, which will be further
explained in Sect. 1.13.4.

In addition to the three levels of methods introduced above, in some literatures,
there is further a level 4 method, which is essentially an extension of the level 3
(full-probabilistic) method by introducing consequences of a failure with respect to
economical and environmental terms. This can be regarded as a decision support
tool, as it can be used to compare the overall (life-cycle) cost of various alternative
designs [107].

1.13.4 Essential Differences Between LRFD and ASD

In ASD, it is almost impossible to incorporate the uncertainties associated with
either load or resistance. This is because in ASD, engineers work with random load
and resistance variables that are represented only by their mean value, or any other
characteristic value, but the variation in both load and resistance cannot be
accounted for. This can be explained by observing Fig. 1.39, which shows prob-
ability distribution for load effects and resistance. Here, we define two safety fac-
tors: One is the central safety factor FSl = lR/lS, and the other is the nominal factor
of safety FSk = lk/lk. If uncertainties in the resistance R are increased, the prob-
ability density function curve changes from a solid line into a dashed line, which is
broader, indicating an increase in the variation (uncertainties), as shown in
Fig. 1.39. On the other hand, it is likely that the mean resistance lR of the curve
does not change. Therefore, even though the central safety factor FSl (associated
with ASD) remains unchanged, utilizing the distribution with the higher variation in
resistance will require applying a higher partial safety factor (resistance factor) cM
(associated with LRFD), so that the same prescribed probability of failure can be
achieved.
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Following from the explanation above, it is seen that LRFD and ASD loads are
not directly comparable because they are used differently by design codes and do
not normally admit of combination in the same design project. For example, the
service load in ASD is unfactored, while the load defined in LRFD is factored.

By splitting the factor of safety into the independent load and resistance factors,
one can apply a higher safety margin in the form of a higher partial safety factor to a
design parameter that is considered less predictable or that could have a negative
impact on the design. This allows for a more explicit way of accounting for
uncertainties. LRFD can result in safer (i.e., more reliable) and probably less
expensive structures, depending on the predictability of the load types being used.
For example, by using LRFD in design for certain geotechnical engineering pro-
jects, it may be more economical and safer to reduce uncertainties by devoting more
effort to site investigation, geotechnical analysis, and/or foundation load estimation,
rather than allocating more budget to foundation construction. Moreover, LRFD-
based geotechnical design is also compatible with structural design codes, in which
LRFD rather than ASD is a norm. In addition, through a rational and consistent
estimation of uncertainties and quantification of the probability of failure,
geotechnical and structural designs can be harmonized with societally acceptable
levels of risks (risk = failure probability � failure consequence).

The reliability-based geotechnical design codes and standards using LRFD are
largely developed through calibrations with traditional ASD method and sometimes
also by using reliability analysis when a target reliability level is known.

1.13.5 Applying Partial Safety Factors in Geotechnical
Analysis

Partial safety factors for loads and materials proposed in current design codes are
essentially devoted to designs based on linear analysis and in many cases not
suitable for nonlinear geotechnical analysis. Because other foundation modeling
parameters (such as the pile stiffness, as will be discussed in Chaps. 16 and 17) are
also influenced by the soil’s strength, it is often practical to apply the material factor
on the loading side together with the load factor rather than on the soil’s material
strength (resistance) side.

1.14 Incorporating Uncertainties of Soil Parameters

In geotechnical design, the predominant sources of uncertainties are the soil
properties and the calculation model uncertainty [111]. Soil parameters are usually
given in one or more of the following expressions: characteristic value of the soil
property (which is intrinsically linked to semi-probabilistic formats as presented in
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Sect. 1.13.3), best estimate of the soil property, and upper and lower bounds of the
soil property. Engineers can sometimes encounter confusion regarding the defini-
tion and applicability of those expressions. A brief description of these concepts
and their applicabilities is given in the following, based mainly on the guidance
given by DNV-RP-C207 [108].

Characteristic values are used to specify soil properties, such as soil shear
strength, and always used together with a partial safety factor. The exact definition
of the characteristic value usually depends on the design code used and on the
actual application. In cases where local fluctuations of the soil property can be
assumed to average out over large soil volumes, the mean value of the soil property
is normally used, such as in the case of the axial capacity of long friction piles, i.e.,
the characteristic undrained shear strength for the shaft friction of a pile is the
spatial average along the length of the pile. In cases in which the soil strength at a
single point has a critical bearing on failure, such as in the case of the tip resistance
of an end-bearing pile, the characteristic value defined as a lower-tail quantile
(typically the 5% quantile) in the distribution of the property (within a bulb of soil
below the pile tip) typically applies. Eurocode 7 [109] suggests that characteristic
soil strengths should instead be taken as the mean value with a confidence level of
95% within the volume of soil involved in failure. Sometimes, the mean value
minus or plus two standard deviations, which corresponds to the 2.3% quantile, is
also used, such as S-N curves for fatigue designs. Occasionally, the most probable
value, for which the probability density function reaches the peak, is also used. The
definition of design profiles of characteristic values for soil properties is established
with reference to a specific application, i.e., with reference to a specific type and
size of foundation, and will not necessarily be valid for other applications. The
design profiles or design values referred to in a design code are often the factored
characteristic value—but not always. Therefore, the user must be sure to clarify this
at the beginning of a relevant design or analysis project.

Geotechnical design should account for spatial variability of the soil by an
explicit introduction of a random field. However, most engineering projects rely on
deterministic design, in which partial safety factors are applied to convert charac-
teristic values of the soil properties into design values. It is then important to note
that the reliability of the final design is highly dependent on the manner in which
the characteristic value has been chosen and assessed, not only on the partial safety
factors used [110].

Best estimates of soil properties are introduced as central unbiased estimates
with lowest possible standard errors, and they are normally used for assessment of
serviceability limit states. An example of this is the prediction of the expected
consolidation settlements for which best-estimate values of governing soil defor-
mation parameters are required. Also, in a site-response analysis as will be pre-
sented in Chap. 3, it is recommended that one perform a sensitivity analysis by
accounting for the variation of soil properties from lower-bound, average (best
estimate) to upper-bound value, as this may detect some significant impacts of soil
properties on the ground motions. If the ground motions are not sensitive to the
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variation of soil properties, typically, the best-estimate value of soil properties can
be used to compute the ground motion time histories.

Lower- and upper-bound values are often used as characteristic values in design.
Lower bounds are usually adopted in the design against the ultimate limit state in
which lower soil strengths are normally unfavorable. On the other hand, upper
bounds are usually used where larger strengths are unfavorable. For example, the
seismic response of structures may be higher with a foundation resting on soils with
higher strength and stiffness, due to the fact that the higher foundation stiffness
results in a decreased natural period of the structure, which typically induces higher
seismic responses [188]. As another example, upper-bound values may be more
relevant than lower-bound ones to assess the pile-driving resistance rather than pile
in-place performance.

For designing structures subjected to cyclic loading or influenced by dynamic
behavior, it may also be necessary to perform sensitivity studies based on both
lower-bound and upper-bound values of relevant soil properties for foundation
soils.

In contrast to structural materials that are manufactured with quality control,
geomaterials are naturally occurring and in situ variability cannot be well controlled
or efficiently decreased. Therefore, the coefficients of variation of geotechnical
design parameters can be potentially large (a wider probability density distribution).
Designers should thus evaluate whether or not the commonly used material factor
(e.g., 1.3) is sufficient, as it is not likely to cover the uncertainties in the soil
properties. This requires a dedicated probabilistic analysis of a large number of
variations in soil conditions, which is sometimes too demanding for a typical
geotechnical design project. Spatial variability of geotechnical design parameters
cannot be dismissed either, because the volume of geomaterials interacting with
structures is related to characteristic lengths (e.g., diameter of tunnel, height of
slope, depth of excavation) of structures and these characteristic lengths are typi-
cally larger than the scale of fluctuation of the design parameter, particularly in the
vertical direction [111]. There are three primary sources of geotechnical uncer-
tainties: (1) inherent variability, which results primarily from the natural geologic
processes that produced and continually modify the soil mass in situ; (2) mea-
surement error, which is caused by equipment, procedure/operator, and random
testing effects; and (3) transformation uncertainty, which is introduced when field or
laboratory measurements are transformed into design parameters using empirical or
other correlation models. For a detailed discussion on this topic, see ISO 2394 [111]
Appendix D (Reliability of geotechnical structures).

1.15 General Soil Conditions at Offshore Sites Worldwide

In a very rough manner, one may select a preliminary foundation design strategy
based on the general soil conditions in each offshore region of the world. For
example, soils beneath the North Sea seabed generally consist of medium dense to
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very dense sands and very soft to hard clays. The dense sand condition is very
beneficial from a foundation point of view, and thus, the gravity-based foundation
concept (as will be introduced later) has its unique advantages. However, since
significant overturning load in the foundation occurs mainly due to storm wave
loading, and many structures and foundations are not heavy enough to resist this
significant overturning moment, pile foundations are also frequently used for fixed
offshore structures in the North Sea. In the Gulf of Mexico, offshore Brazil, and
West Africa, normally consolidated clays are more usual. At offshore sites in the
Far East and Middle East, engineers found that loose to medium dense sand as well
as soft clays are common. In addition, soils at deepwater sites often consist of
homogenous soft clay. However, a particular offshore site may have soil conditions
totally different from the general ones presented above.

Soils at deep and ultra-deep water normally comprise of turbidite (Fig. 1.40)
and/or pelagic deposits. The former of these are deposited by turbidity currents or
debris flows, which are responsible for distributing vast amounts of clastic sediment
into the deep ocean, and are short-lived deposition episodes typically associated
with a distant submarine landslide or other short duration sources. Pelagic sedi-
ments consist primarily of the fine-grained carbonate remains of the skeletons of
microorganisms. Alternating turbidite and pelagic layers can be found in many
deepwater sites. Normally, consolidated clay is typical at deepwater sites in the Gulf
of Mexico, while at deepwater sites in many other regions, under-consolidated clays
are found extensively, indicating that the rate of deposition has been faster than the
rate of consolidation and that the resulting excess pore pressures have not yet been
dissipated. The shear strength of under-consolidated clays at such sites increases
much more slowly with depth than the normally consolidated clays in the Gulf of
Mexico [112].

Fig. 1.40 Illustration of
turbidite sequence at
Carboniferous Ross
Sandstone Formation
(Namurian), Western Ireland
(courtesy of USGS)
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Chapter 2
Dynamic and Cyclic Properties of Soils

2.1 Introduction

Response of soil depends on both the mechanical properties of soil itself and the
nature of loading. Many geotechnical engineering problems are associated with
dynamic and cyclic loadings, such as ocean wave or ice loading applied on foun-
dations of offshore structures or bridges, dynamic loading applied on foundations of
offshore wind power structures, ocean wave loading on harbor structures, seismic
wave propagation through soils, machine vibration-induced loading on foundations,
seismic loading, liquefaction and cyclic transient loading, and dynamic working
loads [113].

Soils’ responses subject to dynamic and cyclic loadings are strongly controlled
by the mechanical properties of the soil, which basically include shear modulus
(shear wave velocity), damping, Poisson’s ratio, and density (mass). Of these, shear
modulus and damping are the most important material properties with which to
characterize the dynamic behavior of soils. Both these properties are affected by
effective stress and over-consolidation ratio. While the determination of shear
modulus is normally well established, the damping modeling is less clearly
understood. Furthermore, both shear modulus and damping depend on the strain
level, while the strain response level also depends on the modulus and damping.
Moreover, at high strain levels, in addition to the strain level, other parameters such
as rate and number of cycles of cyclic loading are also important influences on the
shear modulus. The strain rate of soils due to dynamic loading also influences soils’
strength (mainly for clay soils) and shear modulus, as will be presented in Sect. 2.5.
Volume change characteristics are also important at high strain levels. In addition,
the location of the water table, degree of saturation, and grain size distribution may
be important, especially when liquefaction is a potential problem. All the issues
above complicate the geotechnical analysis and challenge analysis accuracy
requirements.

© Springer International Publishing AG 2018
J. Jia, Soil Dynamics and Foundation Modeling,
https://doi.org/10.1007/978-3-319-40358-8_2

75



The constitutive relationship of soils can normally be categorized into two
classes: At extremely small strain levels of soils, perfectly elastic (fully recoverable)
behavior can be assumed; as the strain amplitude increases, the soil stiffness
decreases and the plastic soil behavior has to be accounted for. This information
will be presented in Sect. 2.3.

Experimental observations also show that the stiffness observed for a subsequent
stress path depends on the immediate past history of soils. Stress paths that rep-
resent a continuation of the immediate past stress path result in the lowest stiffness,
while those involving a complete reversal of direction result in the highest stiffness.
Intermediate values are observed for stress paths that represent a sudden change of
direction from the immediate past history [117].

Various types of constitutive equations are proposed to describe the stress–
strain–strength behavior of materials. However, in most of the conventional design
methods, simpler representations of material behavior are typically assumed. An
example of such conventional design methods is a bearing capacity analysis
(Chap. 12), which assumes a rigid perfectly plastic behavior of soils. On the other
hand, separate deformation calculations often assume linear-elastic behavior.

Under static loads, such as gravity loads, the material behavior of soil for both
clay and sand can normally be considered as linear-elastic. Under cyclic loadings,
meanwhile, such as earthquake loading or ocean storm wave-induced loading, the
cyclic soil behavior is more complex than for its static counterpart. The cyclic
behavior of soils is responsible for many geotechnical failures, such as slope
instability due to degradations in soils’ properties subject to earthquake loading.
The stress–strain response is then considered elastic-plastic, and even the strength is
nonlinear and depends on the strain, stress, and possibly strain rate.

For clay, plasticity may be formulated based on the multi-surface (nested sur-
faces) concept, with an associated flow rule. The yield surfaces are normally of
von-Mises type as shown in the left figure of Fig. 2.1. For sand, plasticity can also
be formulated based on the multi-surface concept, but with a non-associative flow
rule [123] to reproduce dilatancy effect, and the yield surfaces can be modeled as
Drucker-Prager type shown in the right figure of Fig. 2.1.

Hardin and Drnevich [115] discussed the relative importance of parameters
affecting shear modulus and damping. Shear strain amplitude, effective stress level,
and void ratio were listed as affecting shear modulus mostly in clean sands.
Damping was considered to be affected by these too, with the number of loading
cycles also being a major influencing factor. For clays, the increase in the number of
loading cycles has been correlated to a decrease in shear modulus with associated
pore pressure increase, as summarized by Idriss and his co-workers [116].
Over-consolidation ratio (OCR) and plasticity index (Ip) also influence the clay
behavior.

As discussed in Sect. 1.10, to perform a site-response analysis, if the shear strain
under seismic or other types of cyclic loading is less than 10−6, a linear soil model
by modeling the soil with an initial shear modulus is preferred due to both its wide
availability and computational convenience. In case the shear strain c is in the range
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10−6 � c � 10−2, in most cases the site response due to seismic loading is
evaluated using the equivalent linear method (as will be presented in Sect. 2.2), in
which compatible values of shear modulus and damping ratio are chosen according
to the shear strain level in soil deposit. However, in this simplified method, the
developed pore-water pressure and the residual soil displacements cannot be cal-
culated, even though the ground motion response can be related to the liquefaction
potential through approximation (Chap. 7). If shear stain responses are very large
(above 10−2) and/or there is permanent strain (the shear strain is not zero when the
shear stress is zero), the soil actually exhibits elasto-plastic behavior, and it is
recommended to use cyclic nonlinear modeling of soils (Sect. 2.4), which can
model the actual stress–strain path and soil’s stiffness degradation. In this more
complicated soil modeling, the developed pore-water pressure and the residual soil
displacements can be calculated by cyclic nonlinear soil models.

In the determination of soil properties, engineers should always bear in mind that
the selected soil properties must produce safe design results. If a design is sensitive
to variations in the soil properties being considered, a sensitivity analysis should be
performed (Sect. 1.14).

Chen [114] provided three criteria for evaluating soil modeling. The first is a
theoretical evaluation of the models with respect to the basic principles of con-
tinuum mechanics to ascertain their consistency with the theoretical requirements of
continuity, stability, and uniqueness. The second criterion is to perform evaluation
of the models with respect to their suitability to fit the laboratory test data from
available test results and the ease of the determination of the material parameters
from standard test data. The third one is to perform numerical evaluation of the
models with respect to the implementation convenience of the modeling into
computer calculations.

In summary, mainly depending on the amplitude of dynamic loading, the soil
characteristics, and the resultant soil response, soils can generally be modeled by

Fig. 2.1 von-Mises (left) and Drucker-Prager (right) yield criteria in principal stress space (r1 0,
r2 0, and r3 0 are the maximum, intermediate, and minimum principal stresses)
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three classes of models: equivalent linear models (Sects. 2.2 and 2.3), cyclic
nonlinear models (Sect. 2.4.2), and more dedicated advanced constitutive nonlinear
models (Sect. 2.4.4). Of these, the equivalent linear models require the description
of the degradation of soil’s secant shear modulus and damping with the change of
shear strain, whereas the cyclic nonlinear models use backbone curves together with
a number of rules that govern the unloading and reloading behavior and other
effects, and the advanced constitutive soil models describe the soil’s mechanical
properties using constitutive laws, which is capable of reproducing a more realistic
nonlinear response. Due to the simplicity of equivalent linear models, they are most
widely used in site-response analysis, as will be presented in Chap. 3. They work
fairly well at low strain levels, which are normally associated with mild seismic
motions. At high shear levels, nonlinear models (Sect. 2.4) are usually adopted.

2.2 Equivalent Linear Soil Models

2.2.1 Equivalent Shear Modulus Modeling

For soils a certain level below the ground surface and far from adjacent structures,
under symmetric cyclic loadings, the shear stress–strain relationship exhibits a
hysteresis loop, as shown in Figs. 2.2 and 2.15. The hysteresis loop of a typical soil
can be described by the path of the loop itself or by parameters that describe its
shape. These parameters are the inclination and the breadth of the hysteresis loop,
shear modulus, and damping.

Figure 2.3 shows a hysteresis loop describing variations of secant stiffness with
the number increase in cyclic loading, which is used to describe the secant stiffness
degradation of soils in an equivalent linear model shown in Fig. 2.5. In Fig. 2.3, it
can be seen that the openness of the hysteresis loop increases with strain amplitude,
which is actually an effect of the immediate past history of the soil.

Fig. 2.2 Secant shear
modulus Gsec and tangent
shear modulus Gtan in a
hysteresis loop (s0 and c0 are
shear stress and shear strain,
respectively)
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Furthermore, the tangent shear modulus Gtan (Fig. 2.2) changes along the path of
the hysteresis loop under cyclic loadings. At low shear strain amplitudes, the tan-
gent shear modulus is high and vice versa. However, one may approximate the
average value of the tangent shear modulus over the entire loop as the secant shear
modulus Gsec:

Gsec ¼ s0

c0
ð2:1Þ

Note that the secant shear stiffness is strongly influenced by the shear strain
amplitude, i.e., it decreases with an increase in shear strain. The locus of points
corresponding to the tips of hysteresis loops of cyclic strain amplitudes forms a
backbone shape shown in Fig. 2.4. From this figure, it is obvious that at zero strain,
the shear modulus reaches its maximum value Gmax. In an equivalent linear model,
the modulus ratio Gsec=Gmax (often written as G=Gmax) is usually adopted to
describe the secant shear stiffness degradation of soils, resulting in a modulus
reduction (also called normalized shear modulus) curve as shown in Fig. 2.5, which
describes the same information as the backbone curve (Fig. 2.4). Furthermore, they
can be determined from each other. The shear modulus reduction curves for coarse-
and fine-grained soils are commonly modeled separately. However, the backbone
curve cannot reflect a gradual transition of the modulus reduction curve between
non-plastic coarse-grained soil and plastic fine-grained soils [1].

Fig. 2.3 Variation of the
secant shear modulus with the
number increase (1, 2, 3 …)
of cyclic loading in an
equivalent linear model
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Figure 2.6 shows widely used modulus reduction curves proposed by Vucetic
[118]. The charts are recommended only for preliminary studies due to large data
scatters [231].

It is important to point out that the nonlinear curves shown in Figs. 2.4, 2.5, and
2.6 are essentially hypoelastic models because unloading occurs along the loading
path. Under cyclic loading, these models do not account for hysteretic behavior as
shown in Fig. 2.2 and possible residual displacements as observed for real soils,
which can be implemented by nonlinear soil modeling (Sect. 2.4).

The soil stiffness is affected by many parameters such as the soil type, cyclic
shear strain level, plasticity index, mean effective confining stress (more significant
for soils with low plasticity), loading history, frequency of loading, number of
loading cycles, over-consolidation ratio, void ratio, degree of saturation, grain
characteristics. For example, the soil stiffness is significantly influenced by soil
plasticity, i.e., the stiffness of soils with high plasticity decreases more slowly with
the increase in shear strain than that of the low-plasticity soils.

Tests are needed to characterize dynamic soil properties, mainly including soils’
shear wave velocity and damping. Generally, the test methods can be categorized as
direct field measurement (such as seismic reflection test, seismic refraction test,

Fig. 2.4 Modulus reduction
curve represented by a
backbone curve showing the
secant shear modulus, Gsec,
and maximum shear modulus
Gmax

Fig. 2.5 Normalized shear
modulus reduction curve
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seismic cross-hole test, seismic down-hole test, up-hole test, suspension logger
test), indirect field measurement (such as a correlation with standard penetration
blow-count as discussed in Sect. 1.9.5), and laboratory measurement (such as
resonant column test or bender elements test). The test can also be categorized as
either measuring the local strain in triaxial testing using linear variable differential
transformer (LVDT) [121] and submersible proximity sensor [122], or laboratory
testing under quasi-static loading, including the use of dynamic testing, such as
resonant column, bender elements, and cyclic triaxial testing. They are valid at
different levels of shear strain, as shown in Fig. 2.13.

All tests that characterize soil behavior need to apply the initial stress conditions
and anticipate cyclic loading as best as possible. The geophysical field tests have
the advantage of testing undisturbed soil in actual field conditions, with the effective
stress and drainage conditions that pertain in practice, while the laboratory tests
need to confine and consolidate the soil sample back to the state of stress to
replicate field conditions. Therefore, Gmax obtained from the laboratory test is
normally lower than that in the field due to the sample disturbance or limited
reconsolidation time in the laboratory. For more details about those methods,
readers may read Chap. 6 and sources [1] and [194].

In summary, through extensive research on dynamic soil properties, it may be
generally concluded that, for sands, shear strain amplitude, effective stress level,
and void ratio are the most dominant parameters affecting shear modulus and soil
damping [115]. For clays, an increase in the number of loading cycles has also been
correlated to a decrease in shear modulus with associated pore pressure increase, as
summarized by Idriss et al. [116]. In addition, the over-consolidation ratio (OCR)
and plasticity index (Ip) are also rather influential parameters to affect clay behavior.
For various proposed shear modulus reduction curves used for equivalent linear soil
models, see Sect. 2.3.2.

Moreover, as discussed in Sect. 2.5, it is widely recognized that shear modulus
can also be significantly influenced by a variation in strain rate. Gmax increases with
the increase of strain rate. The effects of strain rate on shear modulus will increase
with an increase in soil plasticity. Nevertheless, when using equivalent linear soil

Fig. 2.6 Typical normalized shear modulus reduction curves for clay (left) and sand (right)
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models, it is generally acceptable to neglect the dependency of soil properties due to
strain rate.

Readers may be reminded that, if it is necessary to calculate motion time his-
tories among various depths of the soil, nonlinear time domain analysis is preferred
to the equivalent linear analysis in frequency domain, because the nonlinearity of
the springs, and more importantly the phase of motions at different soil depths, can
be explicitly accounted for. As an example, at different depths, kinematic loading
on pile foundations can vary to a certain extent, as will be discussed in Sects. 19.2.2
and 3.5.2.

For more details on the calculation of the shear stiffness, source [1] is
recommended.

2.2.2 Determination of Gmax

Given that the shear strain is smaller than 3 � 10−4%, the maximum shear modulus
Gmax can be calculated directly by measuring soils’ shear wave velocity ms:

Gmax ¼ q m2s ð2:2Þ

Most soils such as loose gravel and sand have a shear wave velocity ranging
from 330 to 1200 m/s. If soils are firm gravel or soft rock, the shear wave velocity
increases to within the range 1200–2300 m/s. For stiff gravel and hard rock, this
value further increases to the range 2300–6600 m/s. To give a feeling for the rate of
shear velocity, the velocity of sound is 330 m/s in air and around 1500 m/s in
water. Table 2.1 shows typical ranges of shear wave velocities for various types of
soils.

In many cases, as the measured shear wave velocity is not available, the Gmax

can be assessed by correlating it with other soil properties such as the void ratio (e),
over-consolidation ratio (OCR).

Table 2.1 Typical ranges of shear wave velocities for various types of soils [119]

Soil type Shear wave velocity (m/s)

Dry silt, sand, loose gravel, loam, loose rock, moist
fine-grained top soil

180–750

Compact till, gravel below water table, compact
clayed gravel, cemented sand, sandy clay

750–2250

Weathered rock, partly decomposed rock, fractured rock 600–3000

Sound shale 750–3300

Sound sandstone 1500–4200

Sound limestone and chalk 1800–6000

Sound igneous rock (granite, diabase) 3600–6000

Sound metamorphic 3000–4800
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Section 1.11.2 presents the relative increment Gmax
G0

� �
of the maximum dynamic

shear modulus due to soil consolidation.
The shear wave velocity ms is a linear function of void ratio (e) and depends on

the mean effective normal stress p′ with a power of n/2, as proposed by Hardin and
Richart [120]:

ms ¼ C B� eð Þp0n=2 ð2:3Þ

where B, C, and n are constants depending on the type of soils.
The total mass density of soil q is a function of soil particle density qs and the

void ratio e:

q ¼ qs= 1þ eð Þ ð2:4Þ

By combining the three equations above, one obtains:

Gmax ¼ qsC
2 B� eð Þ2p0n= 1þ eð Þ ð2:5Þ

From laboratory tests, it is suggested that the maximum shear modulus may be
calculated as:

Gmax ¼ 625 � F eð Þ � OCRð Þk�p1�n
a � ðr0mÞn ð2:6Þ

where F(e) is a function of void ratio e, and it may be taken as 1/(0.3 + 0.7e2) [147]
or 1/e1/3 [148]; r0m is the mean principal effective stress; k is an over-consolidation
ratio exponent related to plasticity index (Ip) as shown in Table 2.2; pa = 100 kPa
is the atmosphere pressure with the same unit as r0m and Gmax; n is the stress
component and is usually taken as 0.5, but can be computed for individual soils at
different effective confining pressures [1].

By adopting F(e) = 1/(0.3 + 0.7e2) proposed by Hardin in 1978 [147] and
assuming that the soil is normally consolidated (OCR = 1), the equation above can
be rewritten as:

Gmax ¼ 625 � pa � r0m
� �0:5

= 0:3þ 0:7e2
� � ð2:7Þ

Based on the effective octahedral stress r0oct and the void ratio e, Harding and
Drnevich [141] also proposed another maximum shear modulus calculation in
1972:

Gmax ¼ 3230 � r0oct
� �0:5 2:793� eð Þ2= 1þ eð Þ ð2:8Þ

Earlier, in 1970, Seed and Idriss [149] proposed a calculation of maximum shear
modulus:
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Gmax ¼ 22 � K2;max � pa � r0m
� �0:5 ð2:9Þ

where K2;max is determined by the relative density to water Dr and void ratio e, as
shown in Table 2.3.

In 1992, Rix and Stokoe [150] proposed a calculation of maximum shear
modulus:

Gmax ¼ 1634 � qcð Þ0:250� r0v
� �0:375 ð2:10Þ

where qc is cone resistance obtained from the cone penetration test (Sect. 1.9.6),
defined as the force acting on the cone divided by the projected area of the cone; r0v
is the vertical effective stress.

Figure 2.7 shows an example of the resulting estimates of Gmax in an upper sand
layer at a North Sea site. It is obvious that the estimates based on different methods
differ to some extent. Practically, the final design Gmax can sometimes be taken as
the average of the resulting estimates by all methods.

For clay, Gmax can roughly be estimated from its correlation with penetration
parameters obtained in an in situ test, which is shown in Table 2.4.

For clay, Mayne and Rix [152] presented a calculation of Gmax based on the cone
penetration correlation with a constant tip resistance of 2 MPa:

Gmax ¼ 406 � qcð Þ0:695 � e�1:130 ð2:11Þ

Table 2.2 Over-consolidation ratio exponent k varied with Ip [141]

Ip (%) k

0 0.00

20 0.18

40 0.30

60 0.41

80 0.48

� 100 0.50

Table 2.3 K2;max as a
function of relative density to
water Dr and void ratio
e [149]

e K2;max Dr (%) K2;max

0.4 70 30 34

0.5 60 40 40

0.6 51 45 43

0.7 44 60 52

0.8 39 75 59

0.9 34 90 70
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Based on various laboratory results available for different types of soils, Santos
[155] proposed two unified curves representing the lower- and upper-bound values
of Gmax:

Gmax ¼ 4000e�1:3p0:5a for the lower-bound ð2:12Þ

Gmax ¼ 8000e�1:1p0:5a for the upper-bound ð2:13Þ

where e and p′ are void ratio and the mean effective normal stress, respectively.
The two equations above for a given value pa = 100 kPa (atmospheric pressure)

are given in Fig. 2.8.

Fig. 2.7 An example of Gmax estimated by different formulations. The upper and lower estimates
based on the method proposed by Rix and Stokoe [150] correspond to upper and lower cone
resistance (courtesy of Aker Solutions and NGI)

Table 2.4 Gmax=su (su is the
undrained strength measured
in a consolidated–undrained
triaxial shear test, see
Sect. 1.9.3) [151]

Ip OCR

1 2 5

15–20 1100 900 600

20–25 700 600 500

35–45 450 380 300
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2.2.3 Equivalent Damping Modeling

Responses of soil are mainly influenced by both mechanical properties of soil and
the characteristics of loading. Static loading is the simplest one and often well
described. Long-duration cyclic loading may generally result in a noticeable
degradation in soils’ mechanical properties. Furthermore, strictly speaking,
dynamic loading impedance (Sect. 5.4) is also partially determined by damping
related to loading rate, even though seismic loading, being a form of short-duration,
cyclic, high-rate loading, is somewhat different in this sense. Therefore, predicting
actual soil responses is complicated and often poorly presented in overly simple
models. Reliable simple models with which to represent soil damping are essential
for performing efficient calculations of dynamic soil responses, and the equivalent
damping model is widely adopted for this sake.

To describe the equivalent damping model in soil dynamics, we first go through
the concept of equivalent damping in engineering dynamics [123]. Even though
viscous damping modeling has obvious advantages, the energy dissipation for
actual soil is both displacement proportional and velocity proportional. This leads to
the concept of equivalent viscous damping, which is used to define the damping of
a system using viscous damping based on the equivalent energy dissipation
between the viscous damping and that of the actual system. In case of relatively low
damping (less than 15%), viscous, friction, and hysteretic damping can be conve-
niently expressed by a unified model called equivalent viscous damping.

Consider an SDOF system with viscous or hysteretic damper (Fig. 2.9) sub-
jected to harmonic loading FðtÞ ¼ F0 sinðXtÞ, where F0 is the maximum amplitude
of FðtÞ. It is noted that the work done by conservative forces such as elastic, inertia,

Fig. 2.8 Lower and upper bounds of Gmax [156] (p0 ¼ pa ¼ 100 kPa)
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and gravitational forces in a complete loading cycle will be zero. Therefore, the
network is dissipated by damping only. The left figure of Fig. 2.10 illustrates the
energy dissipation (Ed) during a complete cycle by viscous damping when the
motions reach a steady state, which can be expressed as:

Ed ¼
Z

Fddd ¼
Z2p=x
0

ðc _dÞ _ddt ¼ c
Z2p=x
0

XX0d cosðXt � /Þ½ �2dt ¼ pXcX2
0d ð2:14Þ

From the equation above, it is found that, rather than being a constant value, the
energy dissipation is proportional to the excitation frequency X or the square of the
motion amplitude X0d.

Furthermore, the equation above is only valid with the presence of spring
stiffness k, as shown in the middle figure of Fig. 2.10, which gives:

Ed ¼ pXcX2
0d ¼ 2pf

X
xn

kX2
0d ð2:15Þ

With total energy expressed as either the maximum potential/strain energy
(12 kX

2
0d) or the maximum kinetic energy (12mX

2X2
0d), one can measure the dissipation

as a fraction of the total energy, called specific damping capacity:

Ed

Etotal
¼ 2pf X

xn
kX2

0d
1
2 kX

2
0d

¼ 4pf
X
xn

ð2:16Þ

Fig. 2.9 Physical representation of frequency-dependent hysteretic damping mechanism

Fig. 2.10 Energy dissipation and strain energy by a viscous damper (left, strain energy is zero),
hysteretic damper (middle), and real measurement (right)
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If the loss of energy due to damping is only supplied by the excitations, the
steady-state responses can only be reached if the excitation frequency X is equal to
the soil system’s nature frequency xn. Therefore, the specific damping expressed by
the equation above can be rewritten as:

Ed

Etotal
¼ 4pf ð2:17Þ

Realistic measurement of force-response diagram (right figure of Fig. 2.10) does
not show a perfectly ellipse shape. However, damping level can be conveniently
calculated by measuring the total energy (Etotal) and energy dissipation (Ed) as
shown in the right figure of Fig. 2.10.

The most convenient determination of equivalent damping feq is by measuring
the harmonic force and harmonic responses at X ¼ xn:

Ed ¼ Etotal4pfeq
X
xn

¼ Etotal4pfeq ð2:18Þ

This gives:

feq ¼
Ed

4pEtotal
ð2:19Þ

If one replaces the force F and displacement d by the shear stress s and strain c in
Fig. 2.2 and replaces the stiffness k by the secant shear modulus Gsecðc0Þ at the
maximum shear strain c0, resulting in Fig. 2.11, the equation above can be refor-
mulated as:

feq ¼
Ed

4pEtotal
¼ 1

2p
Aloop

Gsecðc0Þc02 ð2:20Þ

where Aloop is the area of the hysteresis loop shown in Fig. 2.11.

'

Gsec( ')

Etotal

Ed

τ'Fig. 2.11 Energy dissipated
in one cycle Ed and the total
energy (maximum strain
energy) stored in one cycle
Etotal in a hysteresis loop
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The soil damping is mainly influenced by the cyclic strain amplitude, soil type,
mean effective confining stress, plasticity index, frequency of loading, and the
number of loading cycles. Soil damping generally decreases with an increase in
mean effective confining stress for all strain amplitudes. Even though soil damping
generally increases with an increase in plasticity index, at high strain levels, it even
decreases with an increase in plasticity index [124, 125]. Moreover, as soil damping
is strongly influenced by the frequency of loading and the number of cycles, it is
suggested that one measure the damping value at frequencies and number of
loading cycles similar to those of the anticipated cyclic and dynamic loadings.

The secant shear modulus Gsecðc0Þ and equivalent damping feq are often referred
to as equivalent linear material parameters as shown in Fig. 2.12, which will be
further discussed in Sect. 2.3.

2.3 Soil Stiffness and Damping Modeling in an Equivalent
Linear Model

2.3.1 Trends in Dynamic Soil Properties and Strain
Thresholds

Based on the conceptual framework of soil behavior varied with strain [126, 127]
and stress–strain response [128], several strain levels can be defined, as presented
by Atkinson and Sallfors [129] and Vucetic [118] (shown in Fig. 2.12): the very
small strain regime, where the stiffness modulus is constant and soils show elastic
behavior; the small strain regime, where the stiffness modulus varies nonlinearly
with the strain; and the large strain regime, where the soil is close to failure and the
soil stiffness is relatively small. The large strain regime is sometimes further divided
into medium strain regime and large strain regime.

Fig. 2.12 Curves of secant
modulus reduction (expressed
in normalized terms) and
damping (expressed in
absolute terms) varied with
the cyclic shear strain [118],
ccl and c1m are the linear
threshold shear strain and the
volumetric cyclic threshold
shear strain, respectively
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For all types of soils, there is a strain cc1 (some literatures use ctl), called linear
threshold shear strain as shown in Fig. 2.12, or also called nonlinearity threshold by
Vucetic and Dobry [231]. Below cc1, the shear modulus measured from tests under
either drained or undrained conditions is similar because no notable excess pore
pressure can be generated at such a small strain level. Above cc1, the nonlinear
behavior of soil stiffness appears.

The region below cc1 is called the very small strain elastic regime (some liter-
atures also call it the small strain regime [144]) since the soil with strains at this
regime essentially exhibits linear-elastic material behavior, i.e., the soil stiffness is
approximately constant, bonds at molecular level remain unchanged, very minor
energy is dissipated, and no pore-water pressure is generated. cc1 is normally at a
shear strain level of 0.0005–0.003%, corresponding to a modulus reduction G=Gmax

of around 0.98–0.99. The main source of energy dissipation is friction between soil
particles and/or viscosity, and the material damping ratio is constant at a minimum
value, also called the small-strain damping ratio nmin.

Just above linear threshold shear strain cc1, soils behave nonlinearly but still
elastically with minor fabric change, i.e., the stress–strain relationship is curved, but
the deformation is recoverable upon unloading. There is no accumulation of
pore-water pressure during undrained cyclic loading and no volume change for
drained conditions. The upper-bound value of this nonlinear-elastic region is called
elastic threshold strain, which is typically at a shear strain level of around 0.005%.
Due to the increased cyclic strain level compared to the very small elastic strain
regime, the material damping is slightly increased. Obviously, elastic threshold
strain establishes the difference, among strain regimes, between fully recoverable
behavior and strength degradation.

Volumetric cyclic threshold shear strain or degradation threshold [231] occurs
when the strain further increases to a level below which the structure of soils does
not change, and beyond which the soil skeleton (microstructure) starts to change
irreversibly, indicating the onset of volume change (drained condition) and possible
pore-water pressure generation (undrained condition). This strain level is commonly
notated as c1m or ctm, as shown in Fig. 2.12.

The region below c1m but above the linear threshold shear strain (cc1) is defined
as the small strain regime, as shown in Fig. 2.12. At c1m, soil deformations become
irrecoverable. c1m has been derived from strain-controlled conditions [126] and
stress-controlled conditions [130, 131]. For sands, c1m is in the order of 0.01%;
while for clay, this value can be one order of magnitude larger. For example, Hsu
and Vucetic [132, 133] presented that, for silts and clays having plastic index from
14 to 30, c1m ranges from 0.024 to 0.06%. Such difference indicates that c1m depends
on the microstructure of soils and is likely to be influenced by the soils’ plasticity
index. Its value relates to both G=Gmax ratio ranging from 0.6 to 0.85 and a material
damping ranging from 2 to 4% (in absolute terms) which is higher than the
small-strain damping ratio nmin (Sect. 2.3.3).

There is also yet another strain value, called large strain threshold ctd. ctd rep-
resents the higher strain value that induces the decisive de-structuring of soil
specimen. ctd has been derived from stress-controlled conditions [134] and used as a
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type of strain threshold by Diaz-Rodriguez [135]. The large strain threshold has
been represented as a critical level of cyclic loading below which soil failure will
never occur. Below this loading, soil exhibits a hysteretic equilibrium behavior and
a nearly elastic pore pressure response. In some tests for clays, high residual pore
pressure under the critical stress ratio can be observed, which potentially accelerates
soil creep and eventual failure under undrained condition. The effects of cyclic
loading associated with the strain level around ctd have been investigated through
experiments, in which 30,000 [136] to 300,000 cycles [137] of loading have been
applied during tests. This amount of cycles is regarded as far greater than any
realistically possible real-world scenario, because even for offshore structures
subject to continuous ocean wave loading, undrained shearing is unlikely to persist
for more than 1000 loading cycles [138]. Under such critical cyclic stress, the first
cycle of loading predominantly causes deformations and the accumulation of
pore-water pressure [81, 136], and a gradual stabilization or strain-hardening can be
reached [139].

As shown in Fig. 2.13, the majority of geotechnical engineering issues are
associated with the small strain and large strain regimes.

Reference [139] presents a review of various types of strain thresholds used in
soil dynamics.

Along with strain level, effective confining pressure, plasticity characteristics,
etc., also significantly influence both the modulus reduction curve and the damping.
For example, at the same strain level, the shear modulus reduction is more sig-
nificant for low-plasticity than for high-plasticity soils. The damping ratio is higher

Fig. 2.13 Normalized stiffness degradation curve with corresponding geotechnical applications
[140]
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for low-plasticity than for high-plasticity soils. Tables 2.5 and 2.6 rank the relative
importance of various soil parameters on the shear modulus and material damping,
as presented by Hardin and Drnevich [141] and Darendeli [144], respectively.

The current state of the practice to determine soil stiffness and damping com-
prises measuring and estimating (1) shear wave velocity, (2) soil stiffness varied
with shear strain, (3) soil damping varied with shear strain. Furthermore, more
recent proposed methods to estimate the soil stiffness and damping account for
influences of a range of soil parameters in addition to just the shear strain, even
though some of those methods involve excessively complex procedures and are
essentially not suitable—or even feasible—for engineering practice.

Table 2.5 Parameters that control nonlinear soil behavior and their relative importance in terms
of affecting shear modulus and material damping presented by Hardin and Drnevich [141]

Parameters Impact on shear
modulus

Impact on material
damping

Clean
sands

Cohesive
soils

Clean
sands

Cohesive
soils

Strain amplitude *** *** *** ***

Mean effective confining pressure *** *** *** ***

Void ratio *** *** *** ***

Number of loading cycles + * *** ***

Degree of saturation * *** ** −

OCR * ** * **

Effective strength envelope ** ** ** **

Octahedral shear stress ** ** ** **

Frequency of loading (above 0.1 Hz) * * * **

Other time effects (thixotropy) * ** * **

Grain characteristics, size, shape,
gradation, mineralogy

* * * *

Soil structure * * * *

Volume change due to shearing strain
below 0.5%

− * − *

***: Very important
**: Less important
*: Relatively unimportant
+: Relatively unimportant except for saturated sand
−: Unknown
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2.3.2 Stiffness Modeling

2.3.2.1 General

Stiffness modeling in an equivalent linear model that requires two types of infor-
mation can be obtained from either established equations or testings. The strain
level and the testing apparatus used to obtain the two types of information are
different. The first type is related to very small strain properties, tested with, for
example, the resonant column apparatus (Chap. 6), where the major focus is on the
determination of Gmax. The second type is to model the changes in shear modulus
and damping ratio varied with shear strain, which are measured with various types
of cyclic loading test apparatus and cover a larger strain level [139]. Sections 2.3.2
and 2.3.3 will present the modeling of soil stiffness and damping, respectively. The
relevant testing methods will be presented in Chap. 6.

2.3.2.2 Modulus Reduction Curve

Extensive experimental data for modulus reduction (also called normalized shear
modulus) curves G=Gmax are accessible through various published researches. In

Table 2.6 Parameters that control nonlinear soil behavior and their relative importance in terms
of affecting normalized modulus reduction and material damping curves presented by Darendeli
[144]

Parameters Impact on normalized shear
modulus reduction curve

Impact on material
damping curve
(Sect. 2.3.3)

Strain amplitude *** ***

Mean effective confining
pressure

*** ***

Soil type and plasticity *** ***

Number of loading cycles *+ ***++

Frequency of loading (above
1 Hz)

* **

OCR * *

Void ratio * *

Degree of saturation * *

Grain characteristics, size,
shape, gradation, mineralogy

* *

***: Very important
**: Important
*: Less important
+: On competent soils included in the study by Darendeli [144]
++: Soil type dependent
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those studies, typically “average” normalized modulus reduction and material
damping curves (Sect. 2.3.3) have been presented. There are typically two elements
to establish such curves: (1) Determine the target shape of the modulus reduction
curve; (2) Select model parameters that describe the target relationships with rea-
sonable simplification/approximation. Several well-recognized hyperbolic soil
models [118, 141–143] have been proposed, making the analysis possible even
without running relevant laboratory tests.

Hardin and Drnevich [141] assumed that the stress–strain curve of soils can be
represented by a hyperbola asymptotic to the maximum shear stress, and the nor-
malized modulus reduction curve may be expressed as:

G
Gmax

¼ 1
1þðc=crÞ

ð2:21Þ

where G is the shear modulus at shear strain c ð%Þ; the reference strain cr ¼ smax
Gmax

.
Hardin and Drnevich [141] also observed that soil type has an impact on the

stress–strain relationship and found through measurement that stress–strain curves
deviate from the simple mathematical model depending on the soil type. Therefore,
they proposed to approximate the observed soil behavior by distorting the strain
scale so that the measured stress–strain curve can have a hyperbolic shape. For this
purpose, they defined a hyperbolic strain ch, which replaces the c=cr term in the
equation above:

ch ¼
c
cr

1þ a � exp �b � c
cr

� �� �� 	
ð2:22Þ

where a and b are coefficients that adjust the shape of the stress–strain curve for
different soil types, number of cycles, and loading frequencies.

The empirical equations proposed by Hardin and Drnevich [141] account for the
effects of plasticity index, over-consolidation ratio, and confining pressure mainly
through adjusting reference strain cr. Effects of soil type, number of loading cycles,
loading frequency, and saturation are taken into consideration by adjusting nmax (the
maximum damping ratio of the soil presented in Sect. 2.3.3) and the a and b co-
efficients in the equation above. Although complexities of the procedure in the
equation proposed by Hardin and Drnevich [141] militate against their extensive
application, their work represented an important step forward in characterizing
dynamic soil behavior [144].

It is noticed that in the proposed equation by Hardin and Drnevich [141] above,
only one curve fitting variable (reference strain cr) is involved, making it difficult to
fit to experimental data. To solve this problem, Stokoe et al. [143] and Darendeli
[144] proposed that modulus reduction curves can be established by fitting the
experimental data into the equation as follows:
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G
Gmax

¼ 1
1þðc=ctÞa

ð2:23Þ

where a is a curvature parameter (a = 1.0 corresponds to a standard hyperbolic
backbone curve) and can normally be taken as 0.92; ct is called the
pseudo-reference strain, corresponding to the shear strain when G=Gmax = 0.5;
empirical relationships exist to predict ct as a function of basic parameters such as
plasticity index Ip, overburden (effective confining) stress r0m, and
over-consolidation ratio (OCR):

ct ¼ u1 þu2 � Ip � OCRu3
� �� r0u4

m ð2:24Þ

where u1 = 0.0352; u2 = 0.0010; u3 = 0.3246; u4 = 0.3483.
It is noticed that, in the equation describing modulus reduction curves,

pseudo-reference strain ct is used to avoid confusion with the reference strain as
defined by Hardin and Drnevich [141]. The advantages of using the
pseudo-reference strain are: (1) ct can be conveniently evaluated from the
material-specific modulus reduction curves obtained from laboratory tests; (2) even
if in many cases, material-specific testing is not available, empirical relationships do
exist to predict ct [144, 145]. However, because pseudo-reference strains are
determined from modulus reduction curves that are typically defined for strains less
than 1%, a backbone curve described by a hyperbolic curve fit using ct may not
accurately represent soil behavior at large strain level [146].

To develop the two equations above, Darendeli [144] used an extensive database
from various research projects. The database consisted of combined resonant col-
umn (Chap. 6) and cyclic torsional shear (Sect. 6.3.2.2) tests, sequentially per-
formed on intact samples from soils described as having low void ratio and not
liquefiable during earthquakes. The tested soil samples ranged from natural clean
sands to clays, characterized by broad intervals of sampling depth (3–263 m),
confining pressure (0.3–27.2 atmosphere pressure), Ip (0–132%) and OCR (1–8).
A statistical analysis of the database was undertaken to calibrate all of the required
parameters.

2.3.3 Damping Modeling

Energy dissipation occurs even if the level of soil’s shear strain is rather small
[144]. This is still not fully understood, as theoretically, the damping exists only
when soil strain is above a threshold value.

In geotechnical engineering, a typical way to specify the soil damping is to relate
it to the strain level or G/Gmax. Borden et al. [157] and Ishibashi and Zhang [158]
established the relationship between soil damping and G=Gmax using a polynomial
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expression. Hardin and Drnevich [141] proposed an approximate shape for the
material damping curve as:

n
nmax

¼ c=cr
1þðc=crÞ

¼ 1� G
Gmax

ð2:25Þ

where nmax is the maximum damping ratio of the soil, which depends on soil type,
confining pressure, number and frequency of cyclic loadings.

Note that, among those models, the influence from plasticity index (Ip) is not
included, even if it is a rather important parameter to affect the soil damping. At the
reference soil confining pressure pa = 100 kPa, the small-strain damping ratio
(nmin) increases proportionally to the increase in Ip:

nmin ssð Þ ¼ a Ip
� �þ b ð2:26Þ

where a and b are fitting parameters and may be taken as 0.008 and 0.82,
respectively.

Darendeli [144] and Stokoe et al. [159] proposed a rather simple damping
equation by assuming Masing damping (Sect. 2.4.2) behavior [160, 161] and an
adjusting function (f ðG=GmaxÞ) to fit the Masing damping to the experimental data,
and by further adding the nmin to calculate the total damping:

n ¼ f G=Gmaxð Þþ nmin ð2:27Þ

nmin in the equation above can be calculated by converting nmin ssð Þ at a confining
pressure r0m rather than the reference soil confining pressure pa:

nmin ¼ nminðssÞ r0m=pa
� ��0:5k ð2:28Þ

where pa = 100 kPa (reference atmospheric pressure); k is a stress correction
exponent depending on Ip and geologic age [145].

Since the value of f G=Gmaxð Þ ¼ n� nmin is also frequency-dependent, the
best-fit curve based on torsional shear test results is more preferred, as proposed by
Zhang and his co-workers [145]:

f G=Gmaxð Þ ¼ 10:6 G=Gmaxð Þ2�31:6 G=Gmaxð Þþ 21:0 ð2:29Þ

From the equation above, it is noticed that when G=Gmax ¼ 1, i.e., at zero or
small strain condition, the total damping n is equal to nmin. And when G=Gmax ¼ 0,
i.e., at very large strain condition, the n� nmin is 21%.

Sugito et al. [153] and Assimaki et al. [154] recommended that the frequency
dependence of soil damping be included in a frequency domain analysis.
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2.4 Nonlinear Soil Models

2.4.1 General

Soil is a complicated material that behaves nonlinearly and often shows
time-dependent behavior when subjected to time-varying stresses, and under cyclic
loading, it can exhibit complex behavior associated with irregular loading, densi-
fication, pore pressure generation, etc. Therefore, to better represent the behaviors,
there is a need for more dedicated constitutive laws that can incorporate both the
hysteretic nature of the damping and the strain dependence of shear modulus and
damping ratio.

In engineering applications, a broad range of simplified and advanced soil
models have been employed to perform nonlinear soil response analysis. Those
nonlinear inelastic soil properties can be modeled in two ways. The first is through
cyclic soil models (Sect. 2.4.2) including backbone curves together with a number
of rules that govern the unloading and reloading behavior and other effects. The
second is by dedicated nonlinear constitutive soil models (Sect. 2.4.4) with a yield
criterion/surface to determine the onset of the yielding and plasticity, a hardening
rule to describe how the yield surface changes with the progression of plastic
deformation, and a flow rule to describe the progression of yielding in the plastic
domain, i.e., to define plastic strain rate outside the yield surface [123]. Such
nonlinear models are normally used in time-domain response analyses.

It is noted that, theoretically, soil damping should be included in the hysteretic
response modeled by nonlinear soil models. In reality, however, most soil models
give nearly zero damping at small strains compared with that obtained from field
measurements. Therefore, viscous damping is often used to supplement hysteretic
damping from nonlinear soil models in soil response analyses. At small levels of
strain, linear viscous Rayleigh damping can be used to represent the damping
effects, as will be presented in Sect. 2.4.3. On the other hand, an over-estimation of
damping at large strain can result when the hysteretic damping is calculated using
unload–reload stress–strain loops in traditional cyclic nonlinear soil models
adhering to Masing’s rule (Sect. 2.4.2). A modification to reduce the damping can
then be performed, as will be presented in Sect. 2.4.2.

As a general rule, for sites with soft soil or subject to strong seismic motions or
high amplitude of cyclic loading, especially when the soils’ shear stresses approach
their shear strength, the use of stiffness and damping modeling applied to equivalent
linear soil models is not appropriate. The nonlinear soil models have then to be used
to calculate the nonlinear responses of soils, which are suitable to model soils with
large strain amplitude.
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2.4.2 Cyclic Nonlinear Soil Models

To represent the variation in shear stiffness under cyclic loading, cyclic nonlinear
models are used, which can follow the actual stress–strain path (without reversal
loading). A very simple way to describe this is to use a backbone curve (also called
skeleton curve or initial loading curve) as shown in Fig. 2.14, which is essential to
describe the soil behavior subject to initial loading. The path of the curve can easily
be modeled with two parameters, the initial shear modulus Gmax at low strain
condition and the shear strength smax at high strain level:

sðcÞ ¼ Gmaxc
1þðGmax=smaxÞ cj j ð2:30Þ

To be able to represent the effects of reversal loading (the load changes its
direction), besides the backbone curve, a number of rules that govern the unloading
and reloading behavior and other effects must be included.

Matasovic [162] proposed a modified Kondner-Zelasko (MKZ) model to
describe the hyperbolic stress–strain model with two equations, corresponding to
the stress–strain relationship in the loading (backbone curve) and unloading phases,
respectively:

sðcÞ ¼ Gmaxc
1þ bðc=crÞs

ð2:31Þ

sðcÞ ¼ 2Gmax
c�crev

2

� �
1þ bðc�crev

2cr
Þs þ srev ð2:32Þ

where c is the given shear strain; cr is the reference shear strain; b is a dimen-
sionless factor; Gmax is the maximum shear modulus; and s is a dimensionless
exponent; crev and srev are the reversal strain and stress at the hyperbolic stress–
strain curve.

Fig. 2.14 Backbone curve
showing a simple nonlinear
soil model
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Many nonlinear soil models to describe the hysteretic behavior for unloading
and reloading follow Masing’s rule [160] and extended Masing’s rules [161, 163,
164], which are adopted in conjunction with the backbone curve to describe un-
loading, reloading, and cyclic degradation behavior of soils, as shown in Fig. 2.15.
In this figure, at the initial loading stage, the stress–strain relationship follows a
backbone curve as illustrated in Fig. 2.14. The shape of the stress–strain curve
remains unchanged during the unloading and reloading stage, but with the origin
shifted to the loading reversal point and a scaling of values of curves, which is often
referred to as Masing behavior [160]. Moreover, in order to uniquely determine the
stress–strain curve in irregular cycles, Kramer [1] stated that two additional rules
are needed: (1) If the unloading and reloading curves cross the previous unloading
and reloading cycles, the curve will follow the previous one; (2) If the unloading
and reloading curves exceed the past maximum strain and intersect the backbone
curve, the curve will still follow the backbone curve until the next stress reversal.

Originally developed to describe the plasticity of metal, Masing’s rule assumes
that both the backbone curve and cyclic response are stable. However, this may not
be the case. In practice, it may be feasible to incorporate a gradual change to the
backbone curve as cyclic loading effects accumulate [112]. Furthermore, the
damping at large strain that results from the use of Masing’s rule or the extended
Masing’s rule tends to be over-estimated relative to laboratory measurements [146].

On the other hand, when adopting Masing’s rule and the extended Masing’s rule,
zero damping is implemented at small strain level, where the modulus reduction
curve is linear. Even if this is theoretically true, it contradicts laboratory test
observations, as at small soil strain conditions, energy dissipation does occur, as
aforementioned in Sect. 2.4.1. To solve this problem, one may add a viscous
damping in the form of dashpots embedded within the material elements (imple-
mented in many codes such as DMOD_2, DEEPSOIL, OpenSees, and SUMDES)
or introduce a numerical scheme that can produce nonzero damping at small strains

Fig. 2.15 Hyperbolic
nonlinear soil model with
extended Masing model to
define loading and unloading
behavior [165]
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[164], even though the soil damping is actually neither perfectly viscous nor hys-
teretic [166, 167].

By introducing a reduction factor FðcmaxÞ, Phillips and Hashash [168] presented
a formulation that modifies the loading–unloading criteria resulting from the
Masing’s rules, which provides a better agreement with the damping curves for
large shear strains:

FðcmaxÞ ¼ p1 � p2 1� GðcmaxÞ
Gmax

� �p3

ð2:33Þ

where p1, p2, and p3 are non-dimensional parameters selected to obtain the best
possible fit with the target damping curve through curve fitting; G cmaxð Þ is the shear
modulus at the maximum shear strain cmax; Gmax is the maximum shear modulus.

The reduction factor above can then be implemented into the backbone curve
and stress–strain relationship for unloading or reloading conditions:

sðcÞ ¼ Gmaxc
1þ bðc=crÞs

ð2:34Þ

sðcÞ ¼ FðcmaxÞ �
2Gmax

c�crev
2

� �
1þ bðc�crev

2cr
Þs �

Gmax c� crevð Þ
1þ bðcmax

cr
Þs

" #
þ Gmax c� crevð Þ

1þ bðcmax
cr
Þs þ srev

ð2:35Þ

Cyclic nonlinear soil models enable the determination of shear strength and
effective stress during cyclic loading, of which the latter is essential to calculate the
pore-water pressure and subsequently to evaluate the potential of soil liquefaction
(Sect. 7.2), given that the effective stress and the subsequent Gmax and smax change
when the pore-water pressure changes. Moreover, they are especially necessary
when the shear strain level is high (above 10−2) or there is permanent strain (the
shear strain is not zero when the shear stress/loading is zero). All these capabilities
make nonlinear soil models significantly advantageous compared to the equivalent
linear soil models discussed in Sect. 2.3.

More complex cyclic nonlinear soil models are proposed by various researchers
by incorporating a large number of rules to account for the effects of irregular
loading, densification, pore pressure generation, etc. Due to their complexity, they
are seldom used in engineering practice.

2.4.3 Small Strain Damping Modeling in Time-Domain
Analysis

For a convenient modeling in nonlinear time-domain wave propagation analysis,
rather than modeling damping by a complex hyperbolic nonlinear Masing model
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(Sect. 2.4.2) or an even more complicated nonlinear constitutive soil model
(Sect. 2.4.4), many time-domain site-response analysis codes include small strain
damping by implementing linear viscous Rayleigh damping. This is essentially an
extension of the equivalent damping model presented in Sect. 2.2.3, but with a
variation of damping at different frequencies. Rayleigh damping is expressed as a
linear combination of the system’s mass and stiffness, as shown in Fig. 2.16, and
the damping at frequency xi is:

ci ¼ ami þ bki ð2:36Þ

where a with the unit of s−1 and b with the unit of s are two coefficients to be
determined from two given damping ratios at two specific frequencies of vibrations.

ami and bki, namely mass proportional and stiffness proportional damping,
respectively, are the simplest way to formulate a proportional damping matrix,
because the undamped mode shapes are orthogonal with respect to each of these
[169].

a and b can be evaluated by the solution of a pair of simultaneous equations at
two separate frequencies as follows:

With the orthogonality properties of mass and stiffness matrix [123], the equa-
tion above can be rewritten as:

2xifi ¼ aþ bx2
i ð2:37Þ

Rearranging the equation above, the relationship between modal damping (fi)
and Rayleigh damping is finally expressed as (Fig. 2.16):

fi ¼
a
2xi

þ bxi

2
ð2:38Þ

For soil profiles with a constant damping ratio, coefficients a and b can be
computed using two significant eigenmodes i and j:

Fig. 2.16 Rayleigh damping
as a function of frequency
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fj


 �
¼ 1

4p
1=fi f
1=fj fj

� 	
ð2:39Þ

And the eigenfrequency of the nth mode is calculated as:

fn ¼ 2n� 1ð Þ=Tsite ð2:40Þ

where Tsite is the site period as will be presented in Sect. 3.2.
The use of a two-frequency scheme allows the model to respond to the pre-

dominant frequencies of the input motion without experiencing significant
over-damping. It is normally recommended that the two specific frequencies for
determining Rayleigh damping should ensure reasonable damping values in all the
modes significantly contributing to the soil’s dynamic response. At frequencies
outside the range of these two, the damping will dramatically increase (Fig. 2.16)
and the modal responses at the corresponding frequency range will almost be
eliminated. Practically, this can be used to damp out the high- and low-frequency
vibrations/noises that are outside the range of frequencies of interest.

The frequencies corresponding to the first-order mode of the soil column and a
higher order mode that corresponds to the predominant frequency of the input
motion are normally chosen to determine Rayleigh damping. Kwok et al. [170]
recommended using the natural frequency and five times the natural frequency of
soil columns as the two frequencies to determine Rayleigh damping. Park and
Hashash [171] presented a series of recommendations for determining these two
frequencies. Equal values of modal damping ratios are specified at each of the two
modes. Hudson, Idriss, and Beirkae [172] suggested setting the first frequency
equal to the fundamental frequency of the entire soil profile, and the second one as
the closest odd number given by the ratio of the fundamental frequency of the input
signal at the bedrock and the fundamental frequency of the entire soil profile. It is
also suggested to keep the same value of damping, typically ranging from 0.5 to
2%, at both frequencies.

If one needs to specify damping ratios at more than two eigenmodes, instead of
Rayleigh damping, an extended or more generalized form of Rayleigh damping
called Caughey damping (also called the extended Rayleigh formulation) can be
used:

c ¼ mn

XN�1

i¼0

cn m�1
n kn

� �n ð2:41Þ

where cn is a constant, and n is the number of modes one wants to specify damping;
mn and kn are the modal mass and stiffness corresponding to mode n; N is the
number of modes incorporated.

The modal damping ratio fn at modes n can then be expressed as:
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fn ¼
1
2

XN�1

n¼0

cnx
2n�1
n ð2:42Þ

Note that the equation above implies that the damping can be extended to
include any number of frequencies/modes. The resultant Caughey damping is then
numerically ill-conditioned since x�1

n ;xn;x3
n;x

5
n; . . . ;x

2n�1
n differ by orders of

magnitude.
The mass and stiffness matrices adopted in formulating Caughey damping satisfy

the mode shape orthogonality condition. However, Caughey damping normally
results in a full matrix, which is computationally demanding for solving equations
of motions.

When utilizing Caughey damping, it must be observed that using more than four
frequencies/modes can result in a singular matrix depending on xn such that cn
cannot be calculated. An increase in the frequencies/modes used in the calculation
of the damping matrix also leads to an increase in the number of diagonal bands of
the viscous damping matrix and therefore a significant time increase for solving the
wave propagation problem. In addition, one must be careful in selecting the number
of frequencies/modes to be employed so as not to obtain negative damping [87].
Incorporating an odd number of modes will result in negative damping at certain
frequencies [169].

2.4.4 Nonlinear Constitutive Soil Models

Similar to the representation of a nonlinear material stress–strain constitutive
relationship [173], a more fundamental, universal, and accurate way to describe
nonlinear soil behavior is to adopt a constitutive model of soil materials using
principles of material mechanics. This involves the modeling of initial stress con-
ditions on the basis of a wide variety of stress paths, rotating principal stress axes,
cyclic or monotonic loading, high or low strain rates, and drained or undrained
conditions [1].

Under reversal loading, yielding due to unloading normally occurs prior to the
stress reaching the yield strength, i.e., a hardening in one direction will lead to a
softening in subsequent loading in the opposite direction. To account for this early
yielding effect, the kinematic hardening rule with multiple yield surfaces/lines is
often used as a convenient way to describe the pre-failure of soils. The rule states
that the shape and size of yield surface do not change, while the center of the yield
surface changes in the stress space. This is illustrated in Fig. 2.17 for a
two-dimensional soil stress state.

The convenience of this approach lies in the fact that it gives a gradual change in
soil stiffness, as more surfaces/lines can be used to increase the smoothness of this
change. Furthermore, it can also describe the influences from the intermediate past
load history. Moreover, kinematic hardening also allows a possible implementation
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of anisotropic behavior of soils. In kinematic hardening, when the stress point
touches the yield surface as shown in Fig. 2.17, plastic strain will then occur and
can be evaluated by the flow rule. The surface is dragged by the stress point,
following a kinematic hardening rule until the surface contacts the state boundary
surface (SBS). Various formulations of SBS have been proposed, such as those by
Dafalias and Herrmann [174], the Hashiguchi model (two- and three-surface
models) proposed by Hashiguchi [175], and the MIT-E3 model proposed by
Whittle [176]. The two-surface model is adopted due to its simplicity and can
capture three types of soil behavior: (1) fully elastic: when the stress state is within
the initial elastic yield surface; (2) transitional zone: with stress state point on the
initial yield surface but inside the subsequent yield surface; (3) fully plastic: when
the initial yield and subsequent yield surface come into contact, which is the
normally consolidated state condition.

For engineering and research purposes, a large number of constitutive soil
models have been proposed, including the Mohr-Coulomb, Drucker-Prager,
Cam-Clay [177], modified Cam-Clay, modified Duncan-Chang or hyperbolic,
PLAXIS soft soil (creep), PLAXIS hardening, hyperelastic, hypoelastic, vis-
coelastic, and viscoplastic soil models. Source [178] presents a review of soil
constitutive models above. Some of those models are briefly discussed below.

The simplest soil model is to represent the soil behavior with an elastic-perfectly
plastic model, which is referred to as the Mohr-Coulomb model. It is essentially a
combination of Hooke’s and Coulomb’s laws formulated in a plasticity framework.
In general stress state, the model has a linear stress–strain relationship in the elastic
range, with two defining parameters from Hooke’s law (Young’s modulus and
Poisson’s ratio). There are two parameters that define the failure criteria (the friction
angle and cohesion) and yet another parameter to describe the flow rule: Dilatancy
anglew, which controls an amount of plastic volumetric strain developed during
plastic shearing, is assumed to be constant during plastic yielding and comes from
the use of the non-associated flow rule (the plastic potential function is the same as
the yield function that is used to model a realistic irreversible change in volume due

σ3’

σ1’

Elastic loading

Elastic unloading

Initial yield 
surface

Plastic deformation 
with hardening

Initial yield

Subsequent 
yield surface

Fig. 2.17 Kinematic
hardening rule in a
two-dimensional principal
stress space (r10 and r30 are
the maximum and minimum
principal stresses)
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to shearing) [178]. Note that the Mohr-Coulomb model does not account for any
strain-hardening or softening effects, and it can then deviate from laboratory test
results significantly because of this.

The Drucker-Prager model [179] is essentially a simplification of the
Mohr-Coulomb model, where the hexagonal shape of the failure cone is replaced by
a simple cone. It has similar pros and cons as the Mohr-Coulomb model, even
though the Mohr-Coulomb model is the most widely accepted model in the
geotechnical engineering community.

The Duncan-Chang model [180], also known as the hyperbolic model, is a
stress-dependent model and widely applied because its soil parameters can be easily
obtained directly from standard triaxial test (Sect. 1.9.3) for both clay and sand. The
stress–strain curve is a hyperbola with a high degree of accuracy. It describes three
important characteristics of soils including nonlinearity, stress dependence (using a
power law), and inelastic behavior for both cohesive and cohesionless soils. Even
though its failure criterion is defined based on Mohr-Coulomb’s two strength
parameters, it is a simple yet obvious enhancement to the Mohr-Coulomb model.
This model can capture soil behavior in a very tractable manner on the basis of only
two stiffness parameters and has been widely used by geotechnical engineers.
However, in contrast to an elasto-plastic type of model, this model cannot con-
sistently distinguish between loading and unloading, and the model is not fit for
collapse load computations in the fully plastic range. The Duncan-Chang model is
therefore not popular among geotechnical researchers [181].

The modified Cam-Clay [15, 182] is an elastic-plastic strain-hardening model,
where the nonlinear behavior is modeled by means of hardening plasticity. The
model is based on critical-state theory [183] by combining the effective soil stress
and specific volume of soil in any state, and the resulting basic assumption is a
logarithmic relationship between the mean effective stress and the void ratio. This
model is more suitable for describing deformation than failure, especially for
normally consolidated soft soils. The model also performs very well in applications
involving loading conditions associated with embankments or foundations.
However, the critical state had generally been limited to saturated clays and silts. It
is not applicable for modeling over-consolidated clays and granular materials due to
its inability to predict observed softening and dilatancy of dense sands and the
undrained response of very loose sands [184].

In the hyperelastic model, the stress is a function of the current strain rather than
of the previous strain history, i.e., soil is assumed to be Cauchy elastic material.
This type of formulation can be quite accurate for concrete and rock in proportional
loading, but the model cannot capture inelastic behaviors of concrete and rock
deformation, a shortcoming that becomes apparent when the material experiences
unloading. Moreover, the hyperelastic model often requires too many material
parameter inputs, thus limiting its wide application [114].

Based on a discussion of pros and cons of basic and practical soil constitutive
models among Hooke’s law, the Mohr-Coulomb, Drucker-Prager, modified
Duncan-Chang or hyperbolic, Cam-Clay, PLAXIS soft soil (creep), and PLAXIS
hardening soil model, Brinkgreve [185] discussed the applicability of each model
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and selection of soil parameters from correlation with laboratory testings, which can
be implemented into finite element models.

When adopting constitutive soil models, it must be observed that a good con-
stitutive model should not only be useful to its designers, but also be user-invariant
[186], i.e., different users should be able to obtain same solutions.

Compared to equivalent linear soil models and cyclic nonlinear soil models, the
nonlinear constitutive soil models require inputs of more material parameters. Some
of them are difficult to evaluate or exhibit large scatters in their values. For example,
an advanced constitutive soil model proposed by Manzari and Dafalias [187] needs
to input 16 parameters including elastic parameters, critical-state parameters, and
model parameters. Even though all 16 of these parameters have physical meanings,
some of them cannot be determined by conventional soil tests. Therefore, the
application of advanced constitutive soil models in geotechnical engineering is still
rather limited, even though it has attracted an increasing effort in research and
geotechnical engineering practice.

Note the fact that high-quality input data for stress–strain relationships of soil is
very limited due to the high expenses of soil testing. Therefore, there is no real
engineering sense in adopting complex soil models unless the required data can be
obtained conveniently or the foundation under investigation is of significant
importance. Furthermore, readers should also bear in mind that no single soil
constitutive model can provide a completely valid description of the complex
behavior of real soils under all conditions.

2.5 Strain Rate Effects Due to Seismic Loading

For sand, strain rate has little effect on soil strength, but strength may decrease due
to pore-water pressure build-up. However, similar to metal materials subject to
impact loading, clay soil strength depends on strain rate. It has long been recog-
nized that the shear strength of clay soils under seismic loading is higher than that
found in static loading tests [80, 81].

It has been observed in the laboratory triaxial compression test that, for
low-to-medium applied strain rates of 10−7–10−4/s, clay soils typically show a
rough increase in undrained shear strength (Dsu) of 5–20% per log-cycle increase in
the strain rate [82, 83]:

Dsu ¼ log10 Tstatic=Tdyn:
� �� Dsu;10 ð2:43Þ

where Tstatic is the duration of the static testing to obtain soil shear strength; Tdyn: is
the time duration for increasing variable loading from zero to the peak; Dsu;10 is the
increase in undrained shear strength (Dsu) (in percent) per tenfold increase in strain
rate, ranging from 5 to 20%.

By applying the relationship between Dsu and strain rate variation above for clay
soil subject to seismic loading, and by assuming Tstatic ¼ 500s, Tdyn: ¼ 0:3s (in case
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of seismic loading), and the shear strength increases 8% per tenfold increase in
strain rate, the equation above gives a 26% increase in undrained shear strength.

Therefore, most clay soils subjected to typical undrained seismic loading may
exhibit an increase in shear strength by 20–50% compared with the shear strength
obtained from static loading tests. The critical-state strength of clays, however,
remains largely unaffected by the rate of induced strains under low-to-medium
strain rates. Here, the critical-state concept states that soils and other granular
materials, if continuously distorted (sheared) until they flow as a frictional fluid,
will come into a well-defined critical state. At the onset of the critical state, shear
distortions occur without any further changes in mean effective stress or deviatoric
stress or void ratio. Readers may read [183] for further details.

OCR (Sect. 1.11.4) plays an important role in the rate-dependent mechanical
response of clay. For a constant OCR, the deviatoric stress attains its peak at
approximately the same strain level for different strain rates. However, the strain at
which the peak occurs increases with increasing OCR. Significant post-peak soft-
ening is observed for low OCR of 1 and 2 due to the generation of positive excess
pore pressure, while for OCR of 4 or greater, the post-peak softening is relatively
small [84].

Moreover, it is worth mentioning that soil’s shear modulus generally degrades
with a decrease in strain rate, as has been presented by several researchers [85, 86]
through laboratory tests. Matesic and Vucetic [86] presented that the initial shear
modulus increases at a rate of about 10% per log-cycle increase in the applied strain
rate. However, soil damping does not have a clear correlation with a variation in
strain rate [87].

By calculating the site response by developing a series of modified equivalent
linear analyses (Sect. 3.5.2) to characterize the effects of the rate-dependent soil
behavior, Park and Hashash [88] concluded that, compared with the response
excluding strain rate dependence, the inclusion of strain rate dependence results in
up to 20% difference in the computed response for very mild ground motions, and
within 10% for higher amplitude motions.

2.6 Differences Between Soil Properties Subjected
to Earthquake Loadings and Ocean Wave Loadings

Even if soil properties under earthquake loading and ocean wave loading can be
obtained from the same laboratory test, they can be significantly different from each
other. These differences are mainly caused by the difference in cyclic loadings’
type, duration, and frequency, as well as the level of cyclic shear strain.

During an earthquake event, the seismic wave travels from the earthquake source
to the ground surface. Not only the zone close to the foundation but the entire soil–
foundation system is influenced by the seismic wave propagation. In addition, the
soil zone near the foundation is also influenced by inertia loading due to vibrations
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of the structure and the foundation. On the other hand, under ocean wave loading,
essentially only the soil zones close to the foundation will be influenced by the
ocean wave loading and inertia loading transmitted from the structure. Therefore,
under seismic loading, the shear modulus for soils far from the foundation is
generally lower than that under ocean wave loading, as the shear modulus decreases
with an increase in cyclic shear strain level.

As aforementioned, the level of cyclic shear strain caused by seismic loading and
ocean wave loading can be significantly different. The shear modulus of the sur-
rounding soil may be quite different as it is shear strain dependent, leading to a
difference in foundation stiffness. For example, it has been reported that the cal-
culated soil spring stiffness for a typical GBS structure in the North Sea under
seismic loading is, in terms of lateral stiffness, 1.2–3.2 times that under the influ-
ence of storm wave loading, and this ratio increases to 1.3–4.0 times in terms of
rocking stiffness [67]. Obviously, this is because the seismic loading is less sig-
nificant than the storm loading in terms of inducing the soil’s cyclic shear strain in a
typical North Sea site. The opposite trend can also be found at sites with high
seismicity but mild design sea state condition.

Typical ocean wave loadings have much longer durations than seismic loadings.
The number of significant cycles may be 100 times higher in a storm than in an
earthquake, which also contributes to the difference in soil stiffness with regard to
cyclic loading.

While the dominant frequency of seismic loading is between 0.2 and 0.5 s
(Fig. 9.31), the period of ocean wave loading rises to 20 s for an extreme storm and
4–7 s for a mild sea state condition. This also indicates the importance of inertia
loading under seismic loading. Furthermore, the strain rate induced by seismic
wave transmission is significantly higher than that induced by ocean wave loading
or wave-induced foundation loading, in which the higher strain rate may affect both
the strength and shear modulus of soils, as has been presented in Sect. 2.5.
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Chapter 3
Site-Response Analysis in Geotechnical
Earthquake Engineering

3.1 General

Unlike the loads generated by the wind, waves, current, and ice, which are due to
the external forces applied on structures, earthquake loads are purely induced by the
ground accelerations transferred to the foundation of the structures. Therefore, the
determination of earthquake ground motion is an essential part of earthquake
engineering.

The rupture of faults generates seismic wave, which is the cause (or source
effect) of earthquakes. The wave is then transmitted and modified by wave scat-
tering, anelastic attenuation, and geometric spreading, known as path effects, and is
further transmitted through soil layers before it reaches the ground surface. These
effects are known as site effects. However, as the rate and duration of energy
released from the earthquake source (the source effects) are relatively random, and
the path effects are complex, it is not possible to obtain the exact excitation to which
the foundation of the structure will be subjected. Therefore, extrapolating the effects
of the energy released from sites of potential seismic activity to the location of the
structure under investigation is a rather complex process.

As shown in Fig. 3.1, four major characterizations enable the determination of
earthquake ground excitation (seismic input): the seismic source, i.e., the rupture
mechanism at the source; the transmission of the excitation from the sources to the
sites, i.e., wave propagations; local geotechnical effects on the motions of the soil;
and soil–structure interactions (SSI) during the earthquake events. Therefore, the
level of ground shaking is mainly influenced by the fault-rupture mechanism
(characteristics), source-to-site distance, and local soil effects. Moreover, seismic
loading applied on structures is strongly influenced by dynamic/vibration charac-
teristics of the structures, primarily due to the interaction between the stiffness and
the inertia of the structures affected by the seismic wave transmission. This effect
can typically be characterized by the eigenpairs (eigenfrequencies and the
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corresponding mode shapes) of the most important eigenmodes with high modal
mass participations.

The fault-rupture mechanism is rather complicated to predict and is still a topic
under further development. It generates waves in a wideband frequency range with
both high- and low-frequency contents. The high-frequency seismic waves have
high intensity but dampen out rather quickly during seismic wave propagation. The
low-frequency seismic waves possess low acceleration but large displacement
properties, and they damp out much more slowly.

When seismic waves travel away from the fault rupture, they spread out (radi-
ation damping) and are also partially absorbed by the media they travel through
(material damping). Therefore, the seismic energy will be reduced with an increase
in source-to-site distance. With the assumption of isotropically elastic characteris-
tics of the transmission media, the effects of the nature and length of the inter-
mediate path from the fault to a site at bedrock or rock outcrop can be estimated by
the attenuation relationship or ground motion prediction equations/models
(GMPEs) [188]. This is normally established using statistical regression analysis
based on observations from a large amount of ground motion observation data
collected from past earthquakes.

After arriving at bedrock or rock outcrop, the seismic wave will continue to
transmit through soil media before arriving at ground surface or structural foun-
dations, as illustrated in Fig. 3.2. The soil media work as a filter to tune both the
energy and frequency of the seismic wave. This tunation process usually eliminates
the high-frequency motion and filters the motion into a narrow frequency motion at
seabed, with an amplification at and around the resonance period of the soil column
at the site, known as the site period (Sect. 3.2). This is illustrated in Fig. 3.3. Here,
the bedrock is defined as consolidated rocks underlying the surface of a terrestrial

Seismic Loads On Structures
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Fig. 3.1 “Journey” of
seismic wave transmission
from fault rupture to seismic
loading applied on structures
[188]
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planet, usually the earth, as shown in Fig. 3.4, and there is often an area of broken
and weathered unconsolidated rock lying above the bedrock in the basal subsoil.
The rock outcrop is a visible exposure of bedrock or ancient superficial deposits on
the surface of the earth, which can be viewed as a continuation of bedrock at the
ground surface, as shown in Fig. 3.5. Readers need to distinguish the rock outcrop
from the cliffs: Outcrops have a continuous line around each area of bare rock,
while cliffs have a continuous line along the top edge with lines protruding down.

In engineering practice, due to the complexity of fault rupture and seismic wave
transmission from fault rupture to the bedrocks, their influence can normally be
assessed through a seismic hazard analysis by also accounting for various types of
uncertainties, as will be presented in Chap. 11. After the seismic motion at bedrocks

Fig. 3.2 Illustrations of seismic wave transmission from the bedrock (2) to the ground surface/
seabed (3). Courtesy of NORSAR

Fig. 3.3 Transmission of
seismic wave through soil
layers with a tunation of
seismic wave in both energy
(represented by motion
amplitude) and frequency
content. Courtesy of FEMA
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is obtained, the site effects can be assessed by using either the simple relationship
between the ground motion and the site characteristics such as soil type or site
topology (typically given in either design codes or relevant handbooks), or per-
forming a site-response analysis.

Fig. 3.4 Bedrock underneath broken and weathered unconsolidated rocks in the basal subsoil

Fig. 3.5 Appearance of rock outcrop
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In order to perform a site-response analysis (also called ground response anal-
ysis), it is necessary to establish information regarding the soil types, properties,
layering, and the depth to rock or rocklike material. This can normally be obtained
from site-specific geotechnical investigation field tests, boring for soil samples, and
laboratory soil testing as presented in Sect. 1.9 and Chap. 6.

The amplitude, frequency content, and duration of bedrock/rock outcrop motions
are important factors influencing the soil response and the subsequent seismic
motions at ground surface. High amplitude of bedrock motion tends to cause
inelasticity in the soil; i.e., the soil will absorb a certain amount of seismic wave
energy, and the ground motions are not amplified proportionally to the bedrock
motions. Compared to cases in which the soil is elastic, this will in general decrease
the ground acceleration while increasing the displacement, placing higher demand
on structures with medium and long natural periods of vibration. The process of
transmission of seismic wave from bedrock/rock outcrop through soil media to the
ground surface is typically referred to as kinematic interaction, which is an
important task in a site-response analysis. The results of a site-specific response are
design ground motions, provided that the seismic motion input in the analysis is
consistent with the bedrock or rock outcrop motion predicted from a seismic hazard
analysis (Chap. 11). Alternatively, design ground motions can also be obtained
based on the relevant seismic design code provisions, in which sites are roughly
grouped into a few classes, each representing similar soil profiles rather than the
exact soil profile as a site-response analysis does. Therefore, the design ground
motion determined from codes and standards is usually more conservative than that
developed from a site-response analysis. This difference between the site-specific
response analysis and the code-based design ground motions provides an economic
incentive for the development of site-specific design ground motions.

Moreover, soil properties for the soil surrounding the foundation may change
due to seismic excitations, which also influence the stiffness and damping of the
foundation, thus affecting structural responses. The foundation stiffness and
damping are typically referred to as subgrade impedances.

By obtaining the seismic ground motion and the foundation stiffness and
damping, a seismic structural analysis can then be performed, which is usually
referred to as inertial interaction, as will be introduced in Sect. 5.5.

In many cases, by establishing a modeling (typically using finite element
method) comprising soil media (for seismic wave transmissions), foundations, and
structures as an integrated system, it is possible to include the kinematic interaction,
subgrade impedance, and inertial interaction in one analysis. The solution is typi-
cally obtained in the time domain by direct numerical integration. This is referred to
as the direct analysis approach.

On the other hand, for improving computational efficiency, various types of
frequency-domain methods are adopted to address the influence from the soil, even
though it cannot explicitly account for the nonlinear effects of soil–structure
interactions. This method is often referred to as the substructure approach, in which
the soil–foundation–structure system is partitioned into distinct parts as soil,
foundation, and superstructure: Their responses are first obtained independently and
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then combined to satisfy compatibility of forces and displacements to formulate the
complete solution.

One-dimensional site-response analysis to model and solve the vertical propa-
gation of horizontal shear waves (SH-waves) through a horizontally layered soil
deposit is first presented in Sect. 3.5.1. Horizontal soil layer behavior can be
approximated as a Kelvin–Voigt solid, whereby elastic shear moduli and viscous
damping characterize soil properties. A solution of wave propagation equations is
performed in either the frequency (Sect. 3.5.2) or time domain (Sect. 3.5.3)
depending on how significant are the seismic motions and soil nonlinearities
exhibited.

However, there are many exceptions in engineering practice. During the trans-
mission of seismic waves, the geometric properties of sites due to topographic
irregularity (such as sloping or irregular ground surface) and subsurface irregularity
(such as sloping layer boundaries, irregular boundaries, or basins) may significantly
affect the seismic wave propagation. When their effects are significant, special
considerations of modeling, such as two-dimensional or even three-dimensional
modeling, may be required in relevant analysis. Two-dimensional or
three-dimensional modeling can also capture different types of seismic wave (body
and surface wave) propagation. As will be discussed in Sect. 3.7, the
two-dimensional or three-dimensional site-response analysis is usually performed
using finite element analysis.

It is noticed that local soil effects are one of the most significant causes of local
spatially varied ground motion, which is a variation of seismic ground motion in
magnitude, phase, and frequency at different locations, with a scale of a few
hundred meters apart. This effect can be accounted for by performing local
site-response analysis at each support location of a structure, even though other
effects such as the seismic wave passage effect are also responsible for spatially
varied ground motions.

Chapters 2–4 provide a general overview of the essential information required to
perform a practical site-response analysis. For readers who are interested in a
relatively complete coverage on this topic, Kramer [1] is recommended.

It should be noted that a future earthquake at given site can never be predicted
with great confidence [209, 210], even though the strong motion accelerograms that
are available and properly interpreted may be the closest thing to the scientific truth
in earthquake engineering [211]. Therefore, it is essential to determine a set of
ground motions. These do not need to be an accurate representation of real ground
motions at a target site in future earthquakes, but they must induce responses,
damages, and other impacts on the target infrastructure with sufficient accuracy and
levels of severity to allow for a sound assessment of risk and necessary conser-
vatism. This also requires an explicit requirement of significance of ground shaking
associated with a certain level of probability of exceedance. Because a structure
required to sustain little or no damage during any possible earthquakes may result in
a prohibitively high cost, there must be trade-offs between short-term cost of pro-
viding an earthquake-resistant design and long-term cost of earthquake-induced
damage. The latter of these, for the majority of structures, will never be realized.
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Once the ground excitations of the structure have been determined, depending
on the seismic analysis demand with respect to characteristics of excitation and
structures, and also in line with the purpose and accuracy requirements of the
analysis, the ground motions will be represented in certain formats, i.e., in time
domain, expressed as a response spectrum (different from a frequency spectrum), or
converted into frequency domain, with either deterministic or stochastic implica-
tion. They can then be applied to a structure model representing the superstructure
together with the foundation and the effects of the surrounding environment (water
and/or ice). Depending on the level of excitations accounted for, many of the
properties during structural modeling may be nonlinear in nature, such as a
degradation of foundation stiffness, yielding and large deformations of the structural
members, and fluid–structure interactions. These can lead to considerable demand
in terms of modeling and calculation. By fulfilling these requirements, the structural
response can be calculated with sufficient accuracy for a reliable demand modeling
to be established.

After the demand modeling is established, the capacity control can then be
performed. If the structural responses are still in the elastic range, demand can be
expressed as force and the capacity control in terms of strength. If the structural
members reach yielding, demand can normally be expressed with displacement, and
the capacity control is then strain based. As the strain-based control may need to
reflect cyclic degradation and strain rate effects, dynamic testing may therefore be
required to set appropriate limits. In addition to the strength and strain capacity, the
stability check should also be included in the capacity control.

The criteria of capacity control are typically provided by prescriptive design
codes based on a limit state concept (Sect. 1.13.2). However, since the prescriptive
codes include a great number of provisions, which are designed to ensure life safety
and damage control (safety check) required by regulatory authorities, they cannot
explicitly provide acceptable levels of life-cycle performance, which is an important
concern for infrastructure owners and operators as well as other relevant parties
such as insurance companies. To solve this limitation, performance-based design
can be used. Performance-based design introduces design checks at more limit
states than the ones specified by prescriptive design codes, to the probability that
the seismic action can reach the intensity required to induce the corresponding
failure modes. See Jia [188] for further details on this.

3.2 Site Period

3.2.1 General

Besides the characteristics of structures and ground motions, the characteristics of
soil between the bedrock and the structural foundations further complicate the task
of carrying out seismic assessment. The soil media act as a filter to bedrock/rock
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outcrop motions and influence both the frequency and magnitude of the ground
motions.

If the soil is stiff, e.g., the foundation rests on rock, the ground motions will
generally be short period, and if the soil is loose, the ground motions will generally
be long period. If the natural period of soil is close to the predominant period of
bedrock motions, the ground motions will be amplified compared with the bedrock
motions. Furthermore, such amplification may be further enhanced on structural
response if the natural period of the structures at the site is close to the dominant
period of ground motions. To avoid double resonances (resonance of seismic wave
in soil with bedrock motions and then resonance of ground motions with the natural
period of structures), in a preliminary design stage of a structure, engineers should
design a structure with the natural period far from (normally above) the natural
period of ground motions, which is also called the site period. A number of ana-
lytical studies confirm that the amplification of soil is more or less independent of
soil thickness [189]. Based on wave propagation energy models, the site amplifi-
cation is a function of the wave velocity (or the impedance) of the shallow soil
rather than of the thickness of the soil deposit [190, 191]. Moreover, the stiffness of
the soil layers deeper than 30 m is often well correlated with the wave velocity in
the top 30 m [192], even if there are some exceptions as will be discussed in
Sect. 3.2.2. Therefore, by assuming the soil is elastic and the bedrock displacement
is dominated by shear motions, the eigenperiod of soil layers can be calculated
based on the average shear wave velocity down to certain depths along the soil
profile (taken as 30 m by the majority of seismic design codes):

Fig. 3.6 Acceleration spectra from recorded time histories at several stations in Mexico City
during the magnitude 8.1 Mexico City earthquake of 1985 [196, 197]
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Tsite ¼ 4H=vs 1þ n=2ð Þ n ¼ 0; 1; 2; . . . ð3:1Þ

where H (in meters) is the depth of soil layers.
Normally, the most important eigenperiod of soil deposits is the first one, cor-

responding to n = 0 in the equation above, which is used as an estimation of site
period. Physically, this period is the longest time that a seismic wave can travel
within one wavelength, as shown in Fig. 3.7. As an example, for a rough estima-
tion, the shear wave velocity in soil media may be approximated as 300 m/s.
Therefore, for a soil with thickness of 30 m, the site period is 0.4 s (=(4 � 30) m/
300 m/s). At this period, the ground surface will vibrate at an amplitude much
higher than the bedrock motions. This can be clearly shown by reading the response
spectrum as presented in Chap. 10. However, for rather loose and soft soil, the shear
wave velocity can be as low as 60–80 m/s, in which case the above example gives a
site period of only 1.5–2.0 s, which is within the possible range of the natural
vibration period for an offshore platform.

By modeling a soft soil site consisting of 27 soil layers and performing a
site-response analysis, Fig. 3.17 shows a comparison of the peak ground acceler-
ation at the bedrock and ground surface (seabed) with a site period of 2.4 s. By
observing the response spectrum shown in this figure, it is noticed that the soil
layers de-amplify the acceleration response at lower period range (related to the
peak ground acceleration) while amplifying the response at medium and high
period range. It is shown that the motions at ground surface are slightly lower than
those at bedrock. On the other hand, Fig. 3.15 shows the significant magnification
of site response of the ground surface compared with the seismic excitations at the
bedrock at a relatively stiff soil site. The site is modeled with 17 soil layers with a
calculated site period of 0.48 s. Furthermore, even at the same site, the amplitude of
seismic motions at the bottom of the soil layers can influence the amplification or
de-amplification of the site-response characteristics, primarily due to the presence
of soil nonlinearity.

Site amplification can be the cause of abundant structural damages during large
earthquake events. An example of this was the massive damage in downtown
Mexico City during the 8.1 magnitude Mexico City earthquake of 1985. Although
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the downtown of Mexico City is located 390 km away from the fault-rupture area,
it is built on the soil from an ancient 37- to 60-m-thick soft layer of lake deposits
under the Mexico City Basin, which used to be a big lake and was buried naturally
and artificially over a long period of time. The soil has an average shear wave
velocity of around 75 m/s, as shown in Fig. 3.6. This gives a site period of 2.0–
3.0 s [193, 194]. A total of 412 buildings collapsed, and another 324 were seriously
damaged in Mexico City. A large percentage of the buildings that were damaged
were between 8 and 18 stories high, indicating possible resonance effects of around
2–3 s. The site amplifications during the 1994 Northridge earthquake also caused
several structural collapses [195].

Several methods are available to perform a manual calculation of site period:
Based on the weighted average of shear wave velocity:

vs ¼
Xi¼n

i¼1

vsiHi

 !
=H ð3:2Þ

where vsi and Hi are shear wave velocity and depth of the soil layer i, n is the total
layer of the soil, H ¼PHi.

Then, the site period can be calculated as:

Tsite ¼ 4H=vs ð3:3Þ

Based on the weighted average of the soil’s shear modulus and density:

Tsite ¼ 4H=
Xi¼n

i¼1

liHi

 !
=
Xi¼n

i¼1

qiHi

 !" #
ð3:4Þ

where li, qi, and Hi are shear modulus, density, and depth of the soil layer i, n is the
total layer of the soil, H ¼PHi.

Based on the sum of site period for each layer:

Tsite ¼
Xn
i¼1

ð4Hi=vsiÞ ð3:5Þ

Based on a linear approximation of fundamental mode shape

Tsite ¼ 2p=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
Xi¼n

i¼1
ðv2i HiÞ=H3

r
ð3:6Þ

For seismic design of offshore and land-based structures, based on the soil
properties in the uppermost 30 m of the soil, various seismic design codes, such as
ISO 19901-2 [289] and Eurocode 8 [198], provide the estimation value of vs.
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3.2.2 Influence of Soil Depth on the Site Period

The consideration of the top 30 m of soil layers (as in the majority of seismic design
codes) or 20 m (as in the China building code [199]) to calculate the average shear
velocity is most appropriate for rather short period content of bedrock motions. For
seismic waves with longer periods, the wavelengths are much longer than 30 or
20 m, and the site response is likely to be affected by soil characteristics at much
greater depths. Moreover, the consideration of the top 30 or 20 m depth often
assumes that the soil layers extend to a few hundred meters depth before reaching
the bedrock. The calculation may not be suitable for regions where a soil–bedrock
interface is found at even a few meters below the soil surface. Even for sites having
deep soil but a stiffness of the deeper soils well correlated with the shear wave
velocity at the top 30 m, Boore et al. [192] found that the depth over which average
shear wave velocity should be averaged is one-quarter of the wavelength associated
with the period of interest, which can be greater than 30 m. Significant soil
amplifications can be produced due to high-impedance contrasts and associated
seismic wave reflections at depths much greater than 30 m, which have almost no
correlation with the soil properties of the top 30 m. Therefore, averaging the soil
deposit characteristics over depth may result in inaccurate predictions of actual site
amplification. A better estimate can generally be obtained by performing a
site-response analysis including a more dedicated soil layering modeling of the
deposit.

Example Calculate the first and second eigenperiods of a homogeneous soil
layer due to the horizontal shaking. The soil layer has a height H = 26 m and
a shear wave velocity vs = 250 m/s.

Solution: The wavelengths corresponding to the first eigenperiod (T1) and
second eigenperiod (T2) are k1 and k2, respectively. Their relationship with
the soil layer height H is shown in Fig. 3.7 and can be expressed as:

k1 ¼ 4H ¼ vsT1 ð3:7Þ

k2 ¼ 4H=3 ¼ vsT2 ð3:8Þ

Therefore:

T1 ¼ 4H=vs ¼ 4� 26=250 ¼ 0:416 s

T2 ¼ 4H=ð3vsÞ ¼ 4� 26= 3� 250ð Þ ¼ 0:139 s

Example The shear wave velocity distribution for a site with shallow soil
layers is shown in Table 3.1. Calculate the site period and the average shear
wave velocity.
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Solution: The site period based on the average shear wave velocity of the
uppermost 30 m soil is often used to classify the type of site and estimate the
site period. Therefore, the site period for the uppermost 30 m soil can be
calculated as:

Tsite ¼
Xn
i¼1

ð4Hi=vsiÞ ¼ 4� 4m
360m/s

þ 4� 5m
575m/s

þ 4� 11m
1050m/s

þ 4� 10m
2060m/s

¼ 0:14 s

The shear wave velocity for the uppermost 30 m soil is calculated as:

vsi;30 ¼
Xn
i¼1

Hi=
Xn
i¼1

ðHi=vsiÞ ¼ 30
4
360 þ 5

575 þ 11
1050 þ 10

2060

¼ 854m/s

However, it is noticed from Table 3.1 that the site consists of a shallow
sedimentary soil, and the soil stiffness dramatically increases below soil layer
2, indicating that the impedence contrast between soil layer 2 and soil layer 3
is rather high. Therefore, in reality, soil dynamic response will be dominated
by the response of soil on the upper two layers (uppermost 9 m) rather than
the uppermost 30 m. The realistic site period for the uppermost 9 m soil can
be calculated as:

Tsite ¼
Xn
i¼1

ð4Hi=vsiÞ ¼ 4� 4m
360

þ 4� 5m
575

¼ 0:08 s

The realistic shear wave velocity for the uppermost 9 m soil is calculated
as:

vsi;9 ¼
Xn
i¼1

Hi=
Xn
i¼1

ðHi=vsiÞ ¼ 9
4

360 þ 5
575

¼ 454m/s

A significant difference can be observed between the realistic estimations
based on the uppermost 9 m (below soil layer 2, the soil stiffness increases
significantly) and the estimation based on the uppermost 30 m soil.

Table 3.1 Soil’s shear wave
velocity distribution along the
soil depth

Layer number i Thickness Hi Shear wave velocity vsi
1 4 360

2 5 575

3 11 1050

4 26 2060

5 >60.0 2400
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3.3 Non-stationary and Peak Ground Motions

3.3.1 Peak Ground Motions and Their Relationship
with Magnitude and Intensity

Compared to magnitude and intensity, peak ground acceleration (PGA) does pro-
vide more direct information for geotechnical and structural engineers and is
especially useful for constructing the design spectrum for structural analysis. It is
defined as the peak of the ground motion acceleration, as shown in Fig. 3.8.
The PGA is normally below 0.5g (g is the acceleration of gravity) for even a
destructive earthquake. However, PGA of more than 1.0 g has also been reported in
many earthquakes, such as the 1994 Northridge earthquake.

Generally, the horizontal PGA motions are higher than their vertical counter-
parts. However, at sites near the epicenter, the vertical PGA motions can be close to
the horizontal ones, as will be discussed in Sect. 3.10. For example, the accelero-
gram readings at the Pacoima Dam during the 1971 Richter magnitude 6.6 San
Fernando earthquake reached 1g in both horizontal and vertical directions, and the
one recorded at Cedar Hills Nursery (near the epicenter) in Tarzana, California,
during the Richter magnitude 6.9 Northridge earthquake of 1994 also reported a
similar phenomenon: Both the horizontal and vertical ground acceleration com-
ponents approached 2g, being the strongest ground movement recorded in the
Northridge earthquake, and most of the sites with high ratios of vertical to hori-
zontal PGA were deep soil sites, often in alluvial basins. In particular, of the nine
sites with the ratios of vertical to horizontal PGA greater than unity, only one was
located on a rock site [200], which is believed to have been caused by S- to-P-wave
conversion and wave scattering at the basin–bedrock interface, supplying energy to
vertical components of strong ground motions. In addition, this fact is also
responsible for the observed frequency content differences of the vertical and
horizontal components of the ground motions.

The conversion between the intensity level MMI and the horizontal peak ground
acceleration (PGA) a in cm/s2 may be expressed as follows [201]:
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Fig. 3.8 Recorded horizontal
ground motions at a site (the
cycle shows that the PGA is
−0.11g)
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log10 a ¼ MMI
3

� 0:5 ð3:9Þ

The equation above indicates that, if other conditions are the same, the PGA at a
magnitude 8 earthquake is around 100 times of that of a magnitude 6 earthquake.

It should be noted that, although PGA can provide a reliable measure for the relative
intensity of ground motions, it does not give any information regarding the frequency
content that influences the amplification of a structure’s dynamic response subject to
ground motions. On the other hand, the frequency content of ground motions can be
illustrated by using earthquake time histories, power spectrum or design spectrum, etc.

Furthermore, by observing Fig. 3.9, which shows the recorded horizontal ground
motion at a site expressed in acceleration, velocity, and displacement, it can be
concluded that the PGA is associated with high-frequency motions, the peak ground
velocity (PGV) with intermediate-frequency motions, and the peak ground dis-
placement (PGD) with low-frequency motions. This can be explained by the
relationship among time histories measured by acceleration, velocity, and dis-
placement: A time derivate of the displacement history gives velocity history, and a
time derivate of velocity history is the acceleration history. In the opposite way, the
acceleration history integrated with time is the velocity history, and the velocity
history integrated with time is the displacement history. This means that, if one

Fig. 3.9 Recorded horizontal ground motion at a site in acceleration, velocity, and displacement
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defines the angular frequency of the motion as x, the amplitude of the acceleration
record is x2 times that of the displacement. As this x2 ratio increases with an
increase in frequency, an acceleration record intensifies high-frequency compo-
nents, while low-frequency components of motion are more visible in a derived or
recorded displacement time history.

Furthermore, from Fig. 3.9, it is also seen that the PGA is related to motions due
to the shear wave at high-frequency range and it occurs much earlier than the PGV
and PGD. In this case, the PGV and PGD are mainly associated with the surface
wave propagation in the intermediate- and low-frequency range. Even if the PGV
and PGD sometimes occur at around the same time as the PGA, the three measures
still reflect the peak responses at different frequency ranges, as mentioned above.

In case the ground movement and deformation are of interest, the PGV is a better
measure for the ground motion intensity. For example, for the assessment of
capacity of buried structures such as pipe networks subjected to substantial ground
motions, design codes often employ PGV rather than PGA when correlating ground
motion intensity and damage to pipe networks. PGV is also much less sensitive to
the high-frequency content variability in ground motions, which is highly variable
even on small length scales due to wave scattering, and hence, it has a smaller
spatial variability than the PGA. PGD is often quite difficult to determine in an
accurate manner due to signal-processing errors and long-period noise and is less
used than PGA and PGV.

Table 3.2 shows peak values of near-source ground motion recordings for five
significant earthquakes that occurred from 1978 to 1989. It is worth mentioning that
some of the peak ground motions shown in this table are higher than what is
required in relevant seismic design codes.

The discussion above clarifies that the peak velocities and peak accelerations are
typically associated with motions at different frequencies as mentioned above. In
order to determine the significance of seismic responses and the potential damage,
the seismic excitations can be categorized based on the ratio between the peak
ground accelerations and peak ground velocities, namely a/v ratio [203]. This ratio
is interpreted as the angular frequency of the equivalent harmonic motions. It
provides a rough indication of which frequency contents of ground motions are
most significant and reflects the characteristics of sources, travel path, site condi-
tions, duration of seismic motions, and structural responses. A low a/v ratio smaller
than 0.8 g/m s−1 indicates that significant responses are contained in a few long
duration ground motion acceleration pulses, which are likely to occur at a soft soil
site. Such ground motions can amplify responses of flexible structures with high
natural period. A high a/v ratio greater than 1.2 g/m s−1 indicates that the ground
motions contain many high-frequency oscillations with large amplitude, which are
likely to occur at a rock and rather stiff soil site. A stiff structure is sensitive to
oscillations within this frequency range. Ground motions with an a/v ratio between
0.8 and 1.2 g/m s−1 have significant energy content for a wide range of frequencies
[204], and a/v ratio also has a significant effect on maximum inelastic response and
hysteretic energy dissipation of structures.
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3.3.2 Contribution of Body and Surface Wave to Ground
Motions

By further observing Fig. 3.9, we see that, in general, the records are non-stationary
in both amplitude and frequency content. The non-stationary amplitude is charac-
terized by the initial buildup of the ground acceleration after the arrival of the first
seismic waves, a period of strong motion at a roughly constant amplitude (sta-
tionary stage), and a gradual decay. The non-stationarity of frequency content is
reflected by a change in time of the frequency content of the ground motions—that
is, the relative amplitudes of the various frequency components of the ground
acceleration change with time, and the frequency contents depend on the source
mechanism, source-to-site distance, and site conditions.

Typically, the high-frequency content arrives sooner, leading to a tendency for
the ground motion frequency content to shift toward lower frequencies as time
elapses. This is partially due to seismic wave dispersion: The P-wave, S-wave, and
surface wave travel at different speeds, arriving at a given site at different time
instants, and most of the surface wave energy (dispersive energy) with low fre-
quency arrives after the body wave (non-dispersive energy wave) has subsided
(since high-frequency energy is more rapidly attenuated). In other cases, the effect

Table 3.2 Peak near-source ground motions from five significant earthquakes [202]

Earthquake Distance
(km)

Acceleration
(g)

Velocity
(cm/s)

Displacement
(cm)

Tabas (1978 Tabas, Iran, Mw

7.4)
3 0.92 125 106

El Centro
(1979
Imperial
Valley, USA,
Mw 6.5)

Array 6 1 1.74 110 55

Array 7 1 0.65 110 41

1987
Superstition,
USA, Mw 6.6

Parachute
test site

0 0.53 138 60

Superstition
mountain

0 0.91 44 16

1989 Loma
Prieta, USA,
Mw 6.9

Los Gutos
presentation
center

0 0.62 102 40

Lexington
dam

5 0.44 120 40

1988,
Langcang,
Yunnan,
China,
Ms = 6.7

Zhutang 1 0.44 46.1 13.1
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of decreasing dominant frequencies in ground motions has been attributed to site
resonance.

The relative significance of body and surface wave forms depends on various
factors such as source mechanism, source-to-site distance, direction to the source,
topography, and sediment geometry.

3.3.3 Moving Resonance

The frequency non-stationarity is sometimes responsible for collapses of structures
with natural period lower than the dominant period of ground motions. Under the
excitations due to initial buildup of ground motions, those structures only exhibit
partial damages due to the development of plasticity of structural members or
damage to secondary structures (such as windows or doors), while the partial
damages will lead to degradation in the global stiffness of the structures, causing an
increase in natural period of the structures. The increased natural period may track
the decreasing predominant frequency of the ground motion (most likely due to the
arrival of surface wave with lower dominant frequency than the initial body wave,
and sometimes also due to soil liquefaction, which decreases the natural frequency
of soil columns), leading the structures to respond in resonance. This phenomenon
is called moving resonance and is discussed by Conte [205]. Broadly, moving
resonance is defined as a type of resonance of structures subject to excitations, due
to changes in their natural period and/or in the dominant period/frequency of
non-stationary ground excitations with time. From a case study, Conte [205] stated
that, for initially stiff structures, moving resonance can lead to a significant increase
of maximum ductile response of structures, by up to 60%. Paradimitriou and Beck
[206] found that the variation in both frequency content and amplitude with time
may significantly affect the response of both linear and softening nonlinear struc-
tural systems. By studying the influence of nonlinear structural response under two
non-stationary seismic excitations, Wang and Zhou [207] found that the structural
responses under two excitations are essentially similar during the buildup of ground
motion stage (intital 25 s), while significant differences appear during the decay
stage, and structural collapse and significant damages, if they happened, often
occurred during this decay stage. By carrying out a systematic study of seismic
response using wavelet transform, Naga [208] concluded that a significant effect of
moving resonance is observed for ground motions with energy that was concen-
trated in a narrow period band, but the motions spread out in time, such as the
seismic motions recorded during the 1994 Northridge earthquake at Canyon County
and 1995 Kobe earthquake at Nishi-Asaki, and the 1940 Imperial Valley earth-
quake. Even pulse-like ground motions such as the ones that occurred during the
1999 Chi-Chi earthquake have a propensity to moving resonance.

3.3 Non-stationary and Peak Ground Motions 125



3.4 Measuring Soil Amplification or De-amplification

In a site-response analysis, the amplification or de-amplification of soil media under
particular seismic excitations can be measured in various ways, such as the ratio of
Fourier amplitude or response spectrum acceleration between the seismic excitation
and the response at each frequency/period.

The excitation can be applied at either the bedrock or rock outcrop. The
responses can be taken either at the free surface (seabed or ground surface) or at a
designated soil layer(s).

In many cases, the peak ground acceleration/velocity/displacement ratio between
soil responses at designated location(s) and seismic excitations is also used as an
indication of amplification or de-amplification. As PGA, PGV, and PGD are
associated with motions at very low, intermediate, and high period range discussed
in Sect. 3.3, the frequency-dependent characteristics of amplification or
de-amplification cannot be fully captured by only studying the peak ground motions
with one of those unit measures.

3.5 One-Dimensional Site-Response Analysis

3.5.1 One-Dimensional Seismic Wave Propagation Analysis

When the seismic wave reaches the boundary between various soil materials, both
reflection and refraction occur. Generally, the shear wave velocity in soil decreases
gradually with a decrease of depth due to overburden pressure change, sediment
age, cementation, etc., causing the oblique seismic waves to be bent by successive
refractions to a more vertical direction toward the ground surface [212], as illus-
trated in Fig. 3.27. Therefore, it is normally assumed that the seismic stress wave is
propagated vertically at the ground surface due to the multiple refractions at the
boundaries of two adjacent soil layers, bending the seismic wave to propagate in an
almost vertical direction.

One may argue that, in reality, the soil along the horizontal direction varies. For
example, the soil properties at the same depth between two boreholes even a few
meters apart are normally not identical, i.e., the soil properties change not only in
depth, but also along the horizontal directions, lending justifiability to a
two-dimensional or even three-dimensional analysis (Sect. 3.7). However, it is
practically difficult or even impossible to carry out many field tests by drilling many
boreholes to obtain the variation of soil in horizontal directions. Also, because soil
properties normally vary more rapidly in the vertical direction than in the horizontal
direction, the assumption that soils only vary with depth is often accepted in
engineering practice.

The assumption above promotes the use of one-dimensional site-response
analysis (Sects. 3.5.2 and 3.5.3), based on either the solution to the wave equation
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[213, 214, 215, 216] or a lumped mass simulation [217]. In a one-dimensional
site-response analysis, the soil and bedrock are assumed to extend infinitely in the
horizontal direction, and only the horizontal shear wave transmits vertically toward
the ground surface. In the majority of applications for seismic site-response anal-
ysis, the layered soil can be represented as a number of horizontal layers rested on
either elastic or rigid bedrock, as shown in Fig. 3.10. As aforementioned, by
assuming that the horizontal soil layers extend infinitely in the horizontal direction,
the site-response analysis can be assumed to be one-dimensional.

As will be discussed later on, if one knows the thickness, density, shear mod-
ulus, and Poisson’s ratio for each soil layer and rock, and the input of prescribed

h…
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h
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h

2

Layer 3, ρ3, G3, υ3 

h
1

Layer 1, ρ1, G1, υ1 

Layer 2, ρ2, G2, υ2 

Rock, ρr, Gr, υr

Water level

Layer n, ρn, Gn, υn

u(t)

Fig. 3.10 Layered soil is
idealized as a number of
horizontal layers (represented
by the thickness, density, shear
modulus, and Poisson’s ratio)
rested on either an elastic or
rigid bedrock subjected to
seismic motion u(t)
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seismic motions at bedrock, rock outcrop, or any soil layers, one is in a position to
perform the site-response analysis.

One-dimensional site-response analysis generally results in a conservative
evaluation of site response. Even though this analysis has a few important limita-
tions (Sect. 3.7), many structures designed based on this method sustained the
loading during major earthquake events.

Shear waves are normally the most important waves contributing to horizontal
ground accelerations, inducing forces on foundations and structures. In most cases,
ground motions caused by the horizontal shear wave dominate seismic designs of
structures and foundations, though there are exceptions, as will be discussed in
Sects. 3.6 and 3.7. The vertically propagating horizontal shear wave (SH) propa-
gation at each soil layer may then be modeled by the Kelvin–Voigt solid with a
stack of infinitesimal element as shown in Fig. 3.11. Under vertically propagating
SH-waves, a one-dimensional equation of motions is written as:

q
@2u
dt2

¼ @s
@z

ð3:10Þ

where u is the horizontal displacement; q stands for the mass density of soils; t is
the time; s is the shear stress in a horizontal plane at the top and the bottom of the
soil element under study; z is the vertical depth.

Note that as we assume that a homogeneous level ground is subjected to hori-
zontal shaking, this leads to the normal stresses on the left and right sides of the soil
element equaling and canceling each other out. Therefore, in the equation above
and in Fig. 3.11, the lateral normal stresses on the two sides of the soil element are
not included in the equation.

And the shear stress is determined as:

s ¼ Gcþ g
@c
@t

¼ G
@u
@z

þ g
@2u
@z@t

ð3:11Þ

where c is the shear strain; η = 2Gn/x is the equivalent viscosity of the soil material
that the shear wave is propagating through; n is the damping of the soil material at a
given level of shear strain.

Combining the two equations above, one obtains the wave equation as:

du τ

τ

dz
Acceleration

Fig. 3.11 Shear stress s and
shear deformation du in the
horizontal plane of a soil
element due to the
transmission of SH-wave
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q
@2u
dt2

¼ G
@2u
@z2

þ g
@3u
@z2@t

ð3:12Þ

Note that the velocity of shear wave is vs ¼
ffiffiffi
G
q

q
. By dividing both sides of the

equation above with q, one obtains:

@2u
dt2

¼ v2s
@2u
@z2

þ g
q

@3u
@z2@t

ð3:13Þ

Assume that the displacement responses are harmonic at any frequency x:

uðz; tÞ ¼ UðzÞeixt ð3:14Þ

where U(z) is the maximum amplitude of the displacement at z.
By combining the two equations above, the ordinary differential equation of

wave motions is:

ðGþ ixgÞ d
2U
dz2

¼ �qx2U ð3:15Þ

where Gþ ixg is referred to as complex shear modulus.
Under the shaking at the base, the seismic wave propagates through multiple soil

layers, and each soil layer exhibits the shearing characteristics of a Kelvin–Voigt
solid. By solving the wave equation presented above, the response at any soil layer
and soil surface can be calculated. This can be performed in either time or fre-
quency domain.

In time domain, the nonlinearity of the springs and the phase of motions among
each layer can be explicitly accounted for, but this implies a high computational
effort.

On the other hand, the solution in frequency domain requires significantly less
computational efforts but with only equivalent soil damping and stiffness of the true
nonlinear system. By using the soil properties of equivalent linear soil models
(Sect. 2.2), one may efficiently establish the motion transfer function relating the
displacement amplitude at one soil layer to that at another soil layer or bedrock/rock
outcrop. The motion in any layer can then be calculated from the motion in any
other layers where the motion is known. This is known as de-convolution, which is
not only useful for calculating site responses under predefined motions, but also
helpful in the interpretation of actual ground motions recorded on the surface of soil
deposits.

It is worth mentioning that, in history, many seismic motion records were
measured on the surface of soil deposits. More recently, more accelerometers have
been installed on rock outcrops or very stiff soils. In various computation codes to
calculate site responses, the response can be computed for a design motion given
any depth in the system. Therefore, accelerograms obtained from instruments on
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soil deposits can be used to generate new rock motions first, which, in turn, can be
used as design motions for other soil deposits. For details of solutions of the ground
motions under base excitations, source [1] is recommended.

If the rock is assumed to be elastic, the downward traveling stress wave will
partially be reflected at the soil–rock boundary and partially be further transmitted
downward to the rock. If the rock has a large thickness, seismic wave energy will be
removed from the soil layers, causing the ground motions to be smaller than that
with a rigid bedrock modeling. In this way, the elastic rock modeling introduces a
form of radiation damping when the shear wave is transmitted through it [1].
Generally, similar to the effect of soil damping, bedrock elasticity also decreases the
amplification of ground motions. By modeling a single soil layer, a transfer function
can be expressed as the ratio between the ground surface amplitude to the rock
outcrop, known as Roesset’s site-response amplification [219]:

Aðf Þ ¼ 2
1þ azð ÞeikH þ 1� azð Þe�ikHj j ð3:16Þ

where H is the thickness of the soil layer; az is the soil–rock impedance ratio as a
function of soil and rock density (qs and qr), shear wave velocity (vs and vr), and
damping ratio (ns and nr):

az ¼ qsvsð1þ nsÞ
qrvrð1þ nrÞ

ð3:17Þ

k is the wavelength, which is a function of frequency x:

k ¼ x
vsð1þ nsÞ

ð3:18Þ

If the bedrock is modeled as rigid, its motion will not be affected by motions in
or the presence of overlying soil. Any downward traveling stress wave that goes
through the soil will be completely reflected back to the ground surface due to the
rigid bedrock assumption, and thereby, all the elastic wave energy within the soil
layer will only be transmitted within the soil layers without going further downward
to the rock. The amplification can then be simplified as:

Aðf Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 xH

vs

� �r
þ xHns

vs

� �2 ð3:19Þ

If a soil profile is homogeneous or close to homogeneous, and ground motion
levels are not very high, Roesset’s approximation can be regarded as a reasonable
estimate of site-response amplification. However, in practice, for a site with mul-
tiple soil layers and which is subject to significant seismic excitations, the Roesset’s
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site-response approximation needs to be extended to consider the soil nonlinearity
and the influence from all soil layers. See source [1] for an elaboration of this topic.

By modeling an elastic half-space with the rock formation underlying soil
deposites, Fig. 3.12 shows the ratio of transfer function among soil surface, bedrock
(“Base-rock” notated in Fig. 3.12), and rock outcrop. Slight differences between the
motions in the outcrop and bedrock can be identified, with a minimum of their
motion ratio at the resonance frequency (inverse of site period) of the soil deposits.

As presented in Sect. 1.14, in a site-response analysis, the carrying out of a
sensitivity analysis is recommended by accounting for the variation in soil prop-
erties from lower-bound, average (best estimate) to upper-bound values. This may
detect some significant sensitivity impacts of soil properties on ground motions. If
ground motions are not sensitive to the variation in soil properties, typically, the
best-estimate value of soil properties can be used to compute the ground motion
time histories.

As a general recommendation, if available input motions are recorded from rock
outcrop, one may use these input motions together with an elastic base-rock
modeling. If the input motions are recorded within the bedrock, meanwhile, one
should use input motions with a rigid base modeling. However, the recordings are
more often assigned at a hypothetical bedrock outcrop (point 1 in Fig. 3.2) rather
than the base of the soil profile (point 2 in Fig. 3.2). This is because, as the rock is
generally not perfectly rigid, motions at the base of the soil profile (rock) are not
identical to those of the rock outcrop, while the stations for measuring recordings
are generally located at the rock outcrop rather than the bedrock [220].

Fig. 3.12 Ratios of transfer function among soil surface, bedrock (base-rock), and rock outcrop
[223]
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The seismic motion records to be used in a site-response analysis for a site
should generally be compatible with the geologic conditions at the bottom of the
site profile being simulated. If bedrock is reasonably shallow and its depth is
known, the profile should extend into rock. If the site consists of deep soils that
cannot reasonably be simulated in their entirety, the soil profile may then be
extended to a firm soil horizon with a strong impedance contrast with the soil layers
above. In this case, one may adopt input motions at the rock outcrop or the firm soil
[218]. In practice, to avoid too significant a response amplification of soils at high
frequencies, the rock may be modeled with a shear wave velocity of around
1000 m/s, which is lower than in reality. Figure 3.13 shows that generated design
response spectral accelerations are reduced when using the deep soil profile mod-
eling compared to when using the shallow soil profile modeling. This is achieved
by performing one-dimensional site-response analyses using the equivalent linear
soil model, applying the same time series of seismic excitations, and modeling two
clay-dominated soil profiles at the same site, one with a shallow depth (100 m) and
another extended much deeper from the shallow one for a better match of bedrock
properties at an even greater depth. This reduction is more significant in the lower
period range below 1 s, as this deep soil profile can more effectively filter out
high-frequency response of soils.

Fig. 3.13 Design response spectra based on a shallow and a much deeper soil profile modeling
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3.5.2 One-Dimensional Frequency-Domain Site-Response
Analysis Using Equivalent Linear Soil Model

3.5.2.1 Method

In a typical soil dynamic analysis using equivalent linear model, shear modulus and
damping at each soil layer are assumed to be constant within each individual
site-response time history. The equivalent linear model is combined with a har-
monic base motion to calculate the dynamic response of soils. The seismic exci-
tation time histories at a location/depth of soil profile are divided (de-convoluted)
into harmonic components through Fourier series expansion. This is followed by a
computation of each individual response to each divided harmonic component, and
these individual responses are finally combined to obtain the responses at various
depths in the soil column.

When using the equivalent linear soil models, the computational cost to solve the
dynamic equation of motions is normally reduced dramatically compared to the use
of a site-response analysis using nonlinear soil models based on the step-by-step
time integration method tracing the nonlinear soil behavior. Its merits are also
reflected in the aspects of convenience and robustness. As linear analyses give exact
solutions of the governing wave propagation equation(s), incident and reflected
waves can be separated, input wave can be specified at any point for any types of
wave (incident, composite, or reflected), and any wave type can be retrieved at any
location, which are not attainable in analyses using nonlinear soil models.

Even though shear modulus and damping level vary with the variation of strain
during a seismic event, for mild earthquakes, this variation of strain is limited, and it
would thus be convenient to assume a constant soil strain level at each soil layer, so
that a constant shear modulus and damping value will be used to compute the
dynamic response throughout the entire time history of the seismic excitations. This
is often performed by assuming an initial strain to estimate the shear modulus and
damping level, which are used to compute the dynamic soil response, from which
the effective shear strain ceff.i at soil layer i can be obtained by reducing the
maximum shear strain response cmax.i (peak shear strain) in the computed soil
response with a reduction factor Rc:

ceff:i ¼ Rc � cmax:i ð3:20Þ

Seed and Idriss [221] suggested that soil properties should be calculated for a
strain equal to 2/3 of the maximum strain level in a given soil layer. Idriss and Sun
[222] suggested that the reduction factor Rc could be calculated based on the
magnitude of an earthquake M, and this is widely used nowadays:

Rc ¼ 0:1 M � 1ð Þ ð3:21Þ
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When soils are subjected to transient motions during an earthquake, the factor Rc

is usually taken as 0.65, an approximation based on comparing measured transient
shear strain time histories during previous earthquake events with the harmonic
ones (obtained from typical laboratory tests, which normally represent more sig-
nificant loading conditions than transient ones) that have the same peak cyclic shear
strain. However, there is as yet no solid theoretical means with which to determine
the factor Rc.

Using the equivalent linear soil model, an iterative procedure has to be imple-
mented as it is not possible to determine the maximum level of strain in each layer

Fig. 3.14 Procedure of dynamic soil analysis using equivalent linear soil modeling [194]
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of the soil profile before the analysis is completed. Firstly, one needs to predefine
initial values of shear modulus and damping properties for each layer and then
perform a shear wave propagation analysis. From the calculated maximum shear
strain response cmax.i, the effective strain ceff.i can be determined by the two
equations above. Thereafter, the shear modulus and damping for layer i will be
recalculated and used to compute the dynamic responses again in the next iteration,
which is used to estimate the effective strain further. This iteration will be repeated
until the differences between the effective strain in two successive iterations is
smaller than a specified tolerance. Although a convergence of iterations is not
guaranteed, Schnabel et al. [223] stated that 3–5 iterations are normally sufficient to
achieve a tolerance level of less than 5–10%. The procedure of equivalent linear
analysis is illustrated in the flowchart shown in Fig. 3.14.

Fig. 3.15 Time history of seismic excitations at bedrock (lower) and site responses at soil surface
(upper) and their acceleration response spectra with a site modeled by 17 soil layers with a site
period of 0.48 s (relatively stiff soil). The site-response analysis is performed based on the
equivalent linear soil model to model both shear modulus and damping (Sect. 2.2)
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SHAKE [223] is thus far the most widely used code for performing
one-dimensional site-response analysis.

Based on a site-response analysis using the equivalent linear soil model for both
shear modulus and damping, Fig. 3.15 shows a significant magnification of site
response at the ground surface (seabed) compared with the seismic excitations at the
bedrock and their acceleration response spectrum. The soil is modeled with 17 soil
layers, with a calculated site period of 0.48 s. It is noticed that accelerations
increase with a decrease in depth, and they show a dramatic increase at depth close
to the ground surface as shown in Fig. 3.16. A similar trend is observed for another
site as shown in Fig. 3.17. This increase in accelerations close to the ground surface
is mainly attributed to the decrease of shear wave velocity with the decrease of
depth, the impedance contrast in surface soil, and the zero shear stress (free surface)
at the ground surface. However, the maximum shear strain reaches its peak at a
range of depth, and from there, it decreases toward both the upper and lower soil
layers, as shown in Fig. 3.16.

Readers need to bear in mind that the magnification of site-response depends on
various factors, such as the characteristics of seismic excitations at the bedrock or
rock outcrop, and soil layers’ characteristics. Figure 3.17 shows that the peak
ground acceleration at the ground surface is even less than that at bedrock at a site
with a soft soil condition and a high site period of 2.4 s, and the soil profile consists
of 27 soil layers. By observing the response spectrum in Fig. 3.17, it is noticed that
the soil layers de-amplify the acceleration response at lower period range (related to
the peak ground acceleration) while amplifying the response at medium and higher
period range.

Furthermore, even at the same site, the amplitude of seismic excitations can
influence the amplification or de-amplification of the site-response characteristics,
primarily due to the presence of soil nonlinearity. Normally, when a site is sub-
jected to significant seismic excitations with higher peak accelerations at bedrock

Fig. 3.16 Distribution of maximum acceleration (left) and maximum shear strain (middle) with
depth and the amplification ratio of the time histories in frequency domain (right)
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during a strong earthquake event than during a mild earthquake event, significant
nonlinearity and plasticity of soil can mitigate the amplification of the site response
at the ground surface [224]. This is illustrated in Fig. 3.18, with lower amplification
ratio of maximum accelerations at each soil layer for the site subjected to stronger
excitations at the bedrock than that for the same soil column subjected to smaller
excitations.

Under the seismic excitations at the bedrock and site conditions presented above,
by comparing the response between a relatively stiff soil site (Fig. 3.15) with a site
period of 0.48 s and a relatively soft soil site (Fig. 3.17) with a site period of 2.4 s,
it is found that the PGA is higher at rock or stiff soil site than that at the soft soil
site. Moreover, at the soft soil site, the ground response at low period is low, while

Fig. 3.17 Acceleration time-histories of seismic excitations at bedrock (lower) and site responses
at ground surface (upper) and their acceleration response spectra at a site modeled with 27 soil
layers with a site period of 2.4 s. The site-response analysis is performed based on the equivalent
linear soil model
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it is high at high period. On the other hand, at the stiff soil site, the response at lower
period is high, at intermediate period it is normally higher than the rock, while at
high period range it is low, indicating a strong frequency dependence of the soil
response. It should be emphasized that different conclusions can be drawn with
different site conditions and seismic excitations.

Figure 3.19 shows the variation of amplification ratio with frequency at various
soil strata subject to the excitations of the 1995 Kobe and 2011 Sikkim earthquakes.
It is observed that for the 2011 Sikkim motion the amplification ratio between the
ground surface acceleration and bedrock acceleration is 9.63 at 1.5 Hz (site period:
0.67 s) for layered soil, while for a dry dense sand site with a lower site period, this
ratio becomes 4.38 at 2.12 Hz (site period: 0.47 s).

Fig. 3.18 Maximum accelerations (left) and amplification ratio between the ground surface
acceleration and bedrock acceleration in frequency domain (right) for the same site with higher
(lower) and smaller (upper) peak acceleration excitations at the bedrock
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3.5.2.2 Applicabilities of Equivalent Linear Models

The equivalent linear model can be applied to many types of seismic site-response
analysis with various categories of soils. Because this method works in frequency
domain, compared to a time-domain analysis that computes soil responses at each
time step, it only computes the transfer function at a number of frequency points,
thus requiring significantly less computation efforts, as previously mentioned. This
merit is more significant for a two-dimensional or three-dimensional soil modeling,
which requires significantly higher computation effort than a one-dimensional soil
modeling does. Furthermore, the equation of wave propagation is rigorously solved

Fig. 3.19 Amplification ratio between the ground surface acceleration and bedrock acceleration,
subject to a 1995 Kobe and b 2011 Sikkim earthquake motions. The soil column (homogenous
soil or layers soil) has a thickness varying between 20 and 25 m and was underlain by soft
base-rock having a shear wave velocity lying between 360 and 760 m/s subject to earthquake
record excitations [225]
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mathematically, i.e., a large thickness of soil layer modeling does not cause a
serious error in the computation. This is in contrast to the finite element method in
which significant errors can be generated due to the modeling of soil layers of large
size [194]. This method has been implemented into various site-response compu-
tation codes such as SHAKE [223].

In spite of the robustness, simplicity, flexibility, and low computational cost
associated with the site-response analysis using equivalent linear soil models, there
are several important disadvantages associated with this method. Because the shear
modulus and damping are kept constant during entire seismic motion time history
regardless of how significantly the strain will vary at different time instants, the
variation in shear stiffness and effective stress during the cyclic loading cannot be
calculated, and it is not possible to determine the maximum level of strain in each
soil layer before the analysis is completed. If the peak shear strain is significantly
higher than the rest of the shear strain history, the use of the effective strain in the
equivalent linear method causes the soil layers to be modeled with unrealistically
high damping or low stiffness. Therefore, a site-response analysis using equivalent
linear soil models is still a linear method and has its essential limitations. Also,
under cyclic loading of constant stress amplitude, with an increase in the number of
cycles, the shear modulus of dry sand will increase and the damping will decrease.
Furthermore, for loose saturated sand under seismic excitations, the pore-water
pressure is likely to increase with the number of applied loading cycles, leading to a
decrease in effective stress. However, as the excess of pore-water pressure is nor-
mally limited, in many engineering analyses, the equivalent linear model can still be
utilized. This justification also renders the equivalent linear model valid in a
site-response analysis to estimate the liquefaction initiation, as will be discussed in
7.2, with approximate equivalent linear modulus and damping values able to be
assigned to liquefied soil layers based on an analysis of ground motions at vertical
array sites that liquefy [227, 228]. On the other hand, when the total stress is
completely taken by pore-water pressure under cyclic loading, the effective stress
and the shear resistance of sands are reduced to zero (or close to zero), leading to
liquefaction, which results in a significant decrease in shear modulus and shear
strain, and this cannot be analyzed using the equivalent linear model.

The equivalent linear model combined with the theory of harmonic shaking
should not be applied for loose sand under strong seismic shaking. Moreover, due
to the inherent linearity of equivalent linear analysis, the spurious resonance con-
dition may occur as a consequence of the coincidence of a strong component of the
input motion with either the site period or a higher order of eigenperiod of the soil
layers. Errors indicated by the exhibition of violating responses can also be
attributed to relatively short transients with low-frequency content followed by the
short period of rest included at the end of the input signal [554]. The previous
response period may then not be sufficiently damped out at the start of the con-
sidered response. If introduced errors are too significant, the input signal may be
elongated, or an improved Fourier method with corrective solution may need to be
applied.
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To solve the problems described above, a more computationally demanding
method using nonlinear soil models solved in time domain can be adopted, which
will be presented in Sect. 3.5.3.

3.5.2.3 Procedure for Performing One-Dimensional Analysis

The following steps illustrate typical procedures to perform one-dimensional
site-response analyses (kinematic interaction analysis) using for example compu-
tational code SHAKE [229, 230]:

1. A one-dimensional soil profile with implementations of soil layer with thick-
ness, Gmax, and the unit weight. In order to approximate the nonlinearity of soils
in an equivalent linear manner, the shear modulus reduction curve G/Gmax

(Fig. 3.20) and damping ratio (Fig. 3.21) varied with shear strain have to be
inputted, which may be based on, for example, recommendations by Darendeli
[144] for sand layers and Vucetic and Dobry [231] for clay layers

2. Ground motion histories such as acceleration time-histories representing the
bedrock or rock outcrop motions are inputted. The time histories should at least
approximately match or reasonably envelop the target design spectrum (nor-
mally given by various seismic design codes) at the bedrock/rock outcrop.
Artificial time histories can be generated by modifying the recorded ground
motion histories, see Chap. 4 for detail. The time history recordings are avail-
able from various open sources (Sect. 4.5)

3. Solve the equation of seismic wave propagation in the soil from the bedrock or
rock outcrop to ground surface/seabed by using one-dimensional site-response
computation codes such as SHAKE [229, 230]

Fig. 3.20 An example of shear stiffness of soil varied with strain, the plasticity index for clay is
25 and 20%. Courtesy of Aker Solutions and NGI
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Fig. 3.21 An example of damping ratio of soil varied with strain, the plasticity index for clay is
25 and 20%. Courtesy of Aker Solutions and NGI

Fig. 3.22 An example of a comparison between the response spectrum at bedrock and seabed.
Courtesy of Aker Solutions and NGI
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4. Post-process results such as time histories of motions, shear stress or strain in a
specified soil layer/depth, and the response spectrum at ground surface/seabed
or certain soil layers. Figure 3.22 shows response spectra at bedrock and seabed
for a site in the North Sea. Comparison of the spectra shows that, for the target
site, the soil media filter out a certain amount of response at low period range,
while magnifying the response at medium to high period range.

3.5.3 One-Dimensional Site-Response Analysis Using
Nonlinear Soil Models

The essential difference between the site-response analysis using an equivalent
linear soil model (total stress analysis, see Sects. 2.2 and 3.5.2) and a nonlinear soil
model (effective stress method, see Sect. 2.4 and the current section) arises from
consideration of dilatancy for sands (Sect. 1.9.3). Actually, in both methods, the
material properties of soils are evaluated on the basis of the effective stress. If
dilatancy does not occur or is insignificant, even though effective mean normal
stress will fluctuate during an earthquake event, the average value will be kept
nearly constant. Under this assumption, the use of material properties evaluated
from an initial selection of strain/stress state can normally be justified. The
equivalent linear soil model can then be used. However, if significant dilatancy
occurs, average effective mean normal stress changes monotonically. The material
properties must then be evaluated at each time instant following the change in the
effective stress [232]. The nonlinear soil model must then be adopted.

In a nonlinear analysis, a nonlinear constitutive relation is used to represent the
hysteretic behavior of soil during cyclic loading. The simplest of all nonlinear
constitutive relations is to model the relationship between shear stress and shear
strain, using a backbone curve (Fig. 2.4) represented by a hyperbolic function. The
dynamic equation of motions is then solved by integrating the equation of motions
in time domain.

To solve the equation, one needs to first set up the dynamic equations of
motions. Consider the system shown in Fig. 3.23 excited by prescribed motions
(absolute motions) y(t) at its base. The force on the spring is proportional to the

Fig. 3.23 An SDOF
spring-mass-damper system
under base excitations located
at the bedrock or rock outcrop
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relative displacement zðtÞ ¼ xðtÞ � yðtÞ between the base and the mass. For sim-
plicity, we assume that the bedrock or rock outcrop motion is y(t), and the soil has
only one layer that can be represented with the spring and dashpot. With the
absolute motion at the ground surface x(t), the equation of motions can then be
written as:

m€zðtÞþ c_zðtÞþ kzðtÞ ¼ �m€yðtÞ ð3:22Þ

It is worth mentioning that the equation of motions above represents a large
number of practical engineering problems, such as a structure subjected to earth-
quake loading or running vehicles subjected to ground excitations due to road
roughness.

The horizontally layered soil shown in Fig. 3.10 can be discretized into soil
layers modeled by multi-degrees-of-freedom lumped parameter model or finite
elements subjected to base excitations, which is shown in Fig. 3.24. As proposed by
Seed and Idriss [221], each layer is represented by a spring (nonlinear)-
mass-damping (dashpot) component in shear, with the spring and dashpot in par-
allel, known as the Kelvin–Voigt solid model. The mass matrix is formed by

Fig. 3.24 Horizontally layered soil can be discretized into soil layers modeled by
multi-degrees-of-freedom lumped parameter model (Kelvin–Voigt solid) subjected to base
excitations (a vertically propagating horizontal shear wave) at the base of the soil column [87]
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lumping half the mass of each two consecutive layers at their common boundary.
The stiffness and damping matrix are updated at each time increment to incorporate
the nonlinear soil behavior. The equation for the single-degree-of-freedom system
can be extended to a multi-degrees-of-freedom system as:

M½ � €uðtÞf gþ C½ � _uðtÞf gþ K½ � uðtÞf g ¼ � M½ � If g €ug
� � ð3:23Þ

where M½ � is the mass matrix; C½ � is the viscous damping matrix; K½ � is the stiffness
matrix; €uðtÞf g is the vector of nodal relative acceleration; _uðtÞf g is the vector of
nodal relative velocity; uðtÞf g is the vector of nodal relative displacement; €ug

� �
is

the acceleration at the base of the soil column; and If g is a unit vector; the mass,
damping, and stiffness matrix are normally assembled based on the response of the
soils at each time instant.

In time-domain analysis, the thickness hi of the modeled soil layer i controls the
maximum frequency fmax that a seismic wave can propagate:

fmax ¼ vsð Þi=4hi ð3:24Þ

where (vs)i is the shear wave velocity for modeled soil layer i.
As the nonlinear soil properties are modeled, the equation(s) of motions can be

solved by using a numerical step-by-step procedure for the integration of the
equation(s) of motions. The method used is called the direct integration method.

Without loss of generality, for solving the equation(s) of motions for the
single-degree-of-freedom, the Newmark time-stepping scheme is normally used for
integrating the equation(s) of motions in small time steps. It is based on the fol-
lowing assumptions:

xtþDt ¼ xt þDt _xt þ Dt2

2
ð1� 2bÞ€xt þDt2b€xtþDt ð3:25Þ

_xtþDt ¼ _xt þDt ð1� dÞ€xt þDtd€xtþDt ð3:26Þ

where Dt is the time increment; b and d are the coefficients that define the variation
of acceleration over a time step and are related to the integration accuracy and
stability. The coefficient b denotes the variation in the acceleration during the
time-incremental step from t to t + Dt. Different values of b indicate different
schemes of interpolation of the acceleration over each time step.

Note that the number of operations in the direct integration method is directly
proportional to the number of time steps in the analysis. Hence, the direct inte-
gration scheme is effective when the duration of an event to be analyzed is short
(i.e., for a few time steps).

The direct integration may be performed by either explicit (conditionally stable)
or implicit (unconditionally stable) schemes. The latter requires an updating of soil
property matrix at each time step to account for the nonlinearity of the soil behavior.
Readers may read source [123] for more details on this topic.
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Different solutions in time-domain site-response analysis have been imple-
mented into various computation codes. For example, MASH developed by Martin
and Seed [233] uses an implicit time integration scheme based on the cubic inertia
method and Martin–Davidenkov constitutive model. The response analysis code
CHARSOIL developed by Streeter et al. [234] implements a finite difference
scheme (method of characteristics) and a Ramberg–Osgood constitutive model
[235]. Lee and Finn [236] developed DESRA-2C with a hyperbolic stress–strain
relationship [180] for modeling the soil constitutive relationship, which can cal-
culate both the total and effective stress site-response analysis, allowing the mod-
eling of generation, redistribution, and eventual dissipation of pore-water pressure
in soils. Gerlymos and Gazetas [237] implemented a phenomenological constitutive
soil model and an explicit finite difference algorithm into the computation code
NL-DYAS to perform nonlinear one-dimensional site-response analyses.

It is noted that nonlinear stress–strain soil models are not as established as those
of equivalent linear models. Therefore, field or laboratory tests may be requested to
evaluate the nonlinear soil model parameters [1]. Moreover, because there are many
potential pitfalls in nonlinear analyses that users can readily identify by comparing
the results with those of equivalent linear analysis, it is expected that equivalent
linear and nonlinear analyses will provide different results. Nevertheless, a com-
parison of the two will help users quickly identify obvious errors in the analysis
methodology [87].

3.6 Surface (Topographic) and Subsurface Irregularities

3.6.1 General

Ground motions are not only influenced by the properties and thickness of soil
layers due to the filter effects of soil profile on the seismic wave propagations, but
also affected by the surface topology of the site and the subsurface’s irregular
interfaces of soil materials and rock(s). The irregular shape of surface and sub-
surface topography is often responsible for the focusing and defocusing of seismic
energy as seismic waves propagate within the irregularity, and for the generation of
surface waves due to diffraction phenomena at the lateral discontinuities, which
interfere with body waves and lead to complex compositions of seismic wave field
and consequently irregular distribution of damages [238, 239, 240, 241].

Typical examples of surface irregularities are sloping or irregular ground surface,
while typical examples of subsurface irregularities are sloping layer boundaries and
irregular boundaries or basins. Some relevant examples are illustrated in Figs. 3.34
and 3.35. The effects from both types of irregularities can be significant. Evidence
of amplification effects is available from both weak and strong motion events
worldwide.
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The relevant site-response analysis to account for the surface and subsurface
effects requires two- or even three-dimensional analyses as will be presented in
Sect. 3.7, usually through finite element analysis, which may require significant
analysis efforts. On the other hand, a preliminary evaluation of those effects is
sometimes possible based on simple hand calculation.

3.6.2 Effects of Irregular Surface Topology

It has long been recognized that infrastructures constructed at the top of hills,
ridges, and canyons suffer more intensive damage than those situated at the bases of
hills (Fig. 3.25) or on level surfaces, as have been reported in past earthquakes such
as the 1909 Lambesc earthquake in France [242], the 1976 Friuli earthquake in Italy
[243], the 1980 Irpinia earthquake in Italy [244], the 1985 Chile earthquake [245],
the 1989 Loma Prieta earthquake [246], the 1999 Chi-Chi earthquake [247], and the
1999 Athens earthquake [248]. As an example, apparent topographic effects were
observed on the abutment of Pacoima Dam in San Fernando during an earthquake
in 1971[249], and an unexpectedly high acceleration of 1.25g was recorded at the
crest of a narrow rocky ridge adjacent to the dam in Tarzana station during the
Northridge 1994 earthquake [1]. In Europe, seismic motion measurements reported
similar observations of large amplifications, almost with a ratio of 10, in a narrow
frequency band around 5 Hz [250, 251].

These effects are mainly related to three physical phenomena: (1) the sensitivity
of surface motion to the incidence angle around the critical, especially for

Fig. 3.25 U-shaped valley (by BorisFromStockdale, under license BY-SA 3.0)
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SV-waves; (2) the focusing and de-focusing of seismic waves along the topographic
relief; (3) the diffraction of body and surface waves that propagate downward and
outward from the topographic features and lead to interference patterns between
direct and diffracted waves [241].

Aki [252] has examined effects of elementary irregular surface topology with
simple exact solutions. For an idealized wedge topology subject to vertical prop-
agating SH-wave excitation, the frequency-independent amplification ratio of 2p/h
can be applied at the vertex of a wedge with angle h, as illustrated in the upper
figure in Fig. 3.26. By using this relationship, the amplification of a real topo-
graphic profile such as a ridge-valley terrain, shown in the lower figure of Fig. 3.26,
can be calculated. Provided that the crest and the trough are sufficiently far apart, as
they are in this figure, the ratio of amplification between the crest and trough can be
approximated as h2/h1. He also stated that the amplification in simple irregularities
due to incident P-SV waves, although somewhat larger on average than that for
SH-waves, is roughly of the same magnitude. Castellani et al. [253] and Bard [254]
also presented that amplifications for incoming SV-waves are slightly larger than
those of the SH-wave.

The surface topographic effects have been considered in various seismic design
codes. For example, in Eurocode 8 [198], a correction factor for both ridge and
cliff-type topographies as a function of the height and the slope angle is used. The
so-called aggravation factor gives an extra amplification of 20% to 40% compared
with the one determined based on the one-dimensional site-response estimation.
The Italian Building Code [255] introduces an amplification factor to modify the
ordinates of the acceleration response spectra referred to soil category A and hor-
izontal topographic surface for dynamic design. Such factor depends on the con-
tributions of both soil layer and irregular surface topology. However, neither code

θ1

θ

θ2

(a)

(b)
Crest

Trough

Fig. 3.26 Simple ground
surface topology irregularities
(solid line) for: a an infinite
wedge subject to plane
seismic waves in the direction
of its axis; b approximation of
actual ground surface at crest
and trough of wedges [252]
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explicitly specifies the contribution of seismic motion amplification due to sub-
surface geometric irregularities of bedrock and contacts between soil strata.

3.6.3 Effects of Subsurface Irregularity

Many urban areas are located on or near alluvial valleys. It is important to evaluate
the seismic motions influenced by the curvature of basins in which alluvial soils
have been deposited, as the lateral variation along the horizontal direction can trap
body waves and cause some incident body waves to propagate through the alluvium
and generate local surface waves [256]. This can eventually lead to increased
amplifications and longer duration of ground motions compared with those obtained
from conventional one-dimensional site-response analysis, which only considers
vertically propagating shear wave [1].

The importance of subsurface irregularity for earthquake ground motions has
been discussed by several researchers [257, 258, 259, 260]. For example, studies
have shown that lateral discontinuities in a shallow sedimentary valley at a site
located in northern Greece generate locally diffracted surface waves that affect the
frequency content and the amplification of seismic motion as well as the duration of
observed ground motions [261, 262].

In the case of deep valleys, the amplification functions from one-dimensional
and two-dimensional numerical simulations are different both at the center and at
the edges. Bard and Bouchon [263] proposed an empirical criterion that can be
applied to sine-shaped valleys in order to identify the significance of
two-dimensional effects:

h
l

� 0:65ffiffiffiffiffiffiffiffi
Cv�1

p ; two-dimensional resonance

\ 0:65ffiffiffiffiffiffiffiffi
Cv�1

p ; one-dimensional resonanceþ lateral propagation

(
ð3:27Þ

where h is the thickness of the soil deposit; l is the half width of the valley; Cv is the
soil–bedrock velocity contrast.

The equation above can be interpreted as an empirical boundary between truly
two-dimensional valley effects (when h

l � 0:65ffiffiffiffiffiffiffiffi
Cv�1

p ) and side effects that are focused at

the valley edges that are coupled to one-dimensional behavior (when h
l \

0:65ffiffiffiffiffiffiffiffi
Cv�1

p ).

However, it is noticed that the equation has been derived from numerical simula-
tions of propagation of P-waves and S-waves under simplified hypotheses on soil
behavior and valley geometry. Since the reality is much more complex, the border
between the two effects shall be considered with respect to each case studied [264].

Silva et al. [265] summarized the effects of surface and subsurface irregularities
with comments on their quantitative predictability, as presented in Table 3.3.

Even though many studies have been performed to present the importance of the
effects of subsurface topology on the ground motions, they have not been fully
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recognized by engineering communities, mainly due to a lack of measurement data
that can provide a better understanding of the effects in a simplified manner and also
due to associated complexities in the two- or three-dimensional site-response
analysis (Sect. 3.7).

3.7 Two- and Three-Dimensional Site-Response Analyses

3.7.1 Applicability of One-, Two-, and Three-Dimensional
Site-Response Analyses

For simplicity, it is normally reasonable to assume that typical soil layers are
horizontally extended to infinity with a flat ground surface, and the incident
earthquake motions are spatially uniform, horizontally polarized shear waves that
only propagate vertically. These assumptions can be justified by the fact that soil
properties normally vary more rapidly in the vertical direction than in the horizontal
direction, as previously discussed in Sect. 3.5. The stress waves from the source
propagate almost vertically when they arrive at the ground surface, and waves’
velocity normally decreases from the source toward the ground.

The wave bending phenomena above can be quantitatively explained by Snell’s
law of wave refraction: For a seismic wave traveling through media comprising
isotropic materials, the ratio of sines of wave angles (h1, h2, …, hn) relative to the
normal of the soil layer (1, 2, …,n) boundaries and the wave propagation velocities
(v1, v2, …, vn) is constant:

sin h1=v1 ¼ sin h2=v2 ¼ � � � ¼ sin hn=vn ¼ constant ð3:28Þ

Near the earth surface, upper soil layers are generally softer than the lower ones,
and seismic waves travel upward from the bedrock and through soil layers with a
trend of decreasing velocities. Therefore, if soil layers can be assumed to be hor-
izontal, according to the equation above, seismic waves traveling upward from
higher-velocity (hard soil) layers to the low-velocity (soft soil) layers will be bent/
refracted toward a vertical path, as shown in Fig. 3.27. Therefore, even though the
waves within firm ground propagate in a shallow inclined direction, they propagate
and are bent nearly vertical between the shallow soil and the ground surface by
successive refractions [212]. With this assumption, the one-dimensional wave
propagation analysis (Sects. 3.5.2 and 3.5.3) can be performed, based on either the
solution to the wave equation or a lumped mass simulation. It generally results in a
conservative evaluation for site responses, and many structures designed based on
one-dimensional analysis have sustained the loading during major earthquake
events.

However, more recent research has characterized two-dimensional site effects on
ground motions [238, 239, 266, 267]. Compared to one-dimensional effects, the
differences of two-dimensional effects are related to the propagation of locally
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generated surface waves and possible two-dimensional resonance [257, 268, 269,
270].

Theoretically, three-dimensional site-response analysis is only quantitatively
different from its two-dimensional counterpart. The third dimension can increase
ground motion amplification, and the additional lateral restriction shifts peak fre-
quencies to higher values.

Therefore, for more irregular soil deposits, two-dimensional or
three-dimensional effects may need to be accounted for. As a general rule, to
capture different types of seismic wave propagation (Sect. 3.7.2), and/or to account
for site geometric properties (Sect. 3.7.3) that may affect the seismic wave propa-
gation, two-dimensional and three-dimensional site-response analyses may be
required. These are usually performed by finite element analysis.

3.7.2 Seismic Wave Propagation Effects

The relative importance of body and surface wave depends on various factors such
as source mechanism, source-to-site distance, direction to the source, topography,
and sediment geometry. From point of view of wave propagation, one-dimensional
site-response analysis can only model one of the following waves at any one time:
SH-wave, SV-wave, or P-wave, as shown in Figs. 3.28, 3.29, and 3.30, respec-
tively. In engineering practice, one-dimensional site-response analysis is usually

v1

v2

v3

v4

v5

Fig. 3.27 Refraction of
SH-wave traveling upward
through consecutive
decreasing velocity
(v5 > v4 > v2 > v3 > v1) soil
layers
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used for calculating SH-wave propagation, due to its importance compared to
SV-wave and P-wave.

During the propagation of SH-wave, the particle motion is perpendicular to the
wave propagation direction and dominated by uncoupled SH (out of plane) wave
after it arrives at the boundary of two adjacent soil layers, although the direction of
wave propagation may change due to refraction and reflection. This is illustrated in
Fig. 3.31.

SH
SH

SH
Transmission

Reflection

Fig. 3.28 Refraction and
reflection of SH-wave in one
dimension

SV
SV

SV

Reflection

TransmissionFig. 3.29 Refraction and
reflection of SV-wave in one
dimension

P
P

P

Reflection

TransmissionFig. 3.30 Refraction and
reflection of P-wave in one
dimension

SH SH

SH
Refraction

Reflection

Fig. 3.31 Refraction and
reflection of SH-wave in two
dimensions
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SV-wave (in plane) and P-wave interact with each other during their propagation
as shown in Figs. 3.32 and 3.33. Because the particle motion associated with
SV-wave and P-wave is perpendicular to the plane of the interface between two
adjacent soil layers, when they arrive at the boundary/interface between the two soil
layers, they will each produce both P-wave and SV-wave in refracted and reflected
phases. On the other hand, the particle motion associated with SH-wave is not
perpendicular to the interface; therefore, when SH-wave arrives at the boundary,
only the SH-wave is reflected and refracted.

Because ground accelerations are usually dominated by SH-wave, and most
site-response analyses assume that each soil layer is horizontally extended,
one-dimensional site-response analysis is often valid for the calculation of ground
responses. However, for many geotechnical structures and site conditions, the
second dimension is also of significant importance, and two-dimensional analysis
must be carried out to account for SV-wave propagation as well.

Moreover, the long-period components of motions are mainly contributed by the
Rayleigh (surface) waves [188], which are the result of interaction between P-wave
and SV-wave, and therefore cannot be predicted by a normal one-dimensional
analysis. Significant amounts of surface wave energy (dispersive energy) concen-
trated in a high period range (compared to that of the body wave energy) have been
identified in ground motion records on many sedimentary basins and bowl-shaped
structures during earthquakes around the world. In addition, the spatial variation of
seismic ground motions due to the wave passage effects may also need to be
simulated using two-dimensional or three-dimensional analysis.

SV SV

SV
Refraction

Reflection

P

P

Fig. 3.32 Refraction and
reflection of SV-wave in two
dimensions

P SV

SV
Refraction

Reflection

P

P

Fig. 3.33 Refraction and
reflection of P-wave in two
dimensions
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3.7.3 Site Geometric Effects

Two-dimensional and three-dimensional analyses not only capture different types of
seismic wave propagations, but also account for the geometric properties of sites
due to surface topographic irregularity (such as sloping or irregular ground surface)
and/or subsurface irregularity (such as sloping layer boundaries, irregular bound-
aries or basins). As shown in Fig. 3.34, both topographic and subsurface irregu-
larity may significantly affect the seismic wave propagation. As presented in
Sect. 3.6, one-dimensional analysis can normally be applied for level or gently
sloping sites with soil layers in parallel. However, for geometry in which one
dimension is significantly higher than others, such as sloping or irregular ground
surface, deep and narrow basin, the presence of heavy structure or stiff, embedded

Dam

Deep, narrow basin  Retaining wall     

Tunnel

Fig. 3.34 Typical examples of geometric properties of sites that require two-dimensional
plane-strain site-response analysis
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structures, or walls and tunnels [1], one-dimensional analysis may not be applied.
Instead, these can often be treated as two-dimensional plane-strain problems. As
mentioned before, an exception is the analysis for shallow and wide basins as
shown in Fig. 3.35. At areas near the center of the basin, one-dimensional analysis
is normally valid as the geometric effects are not significant. However, near the
edges, the geometric effects become significant, and two-dimensional site-response
analysis is then required. Figure 3.36 shows an example of the use of the 2D plane

2D 1D 2D

Fig. 3.35 A wide, shallow basin may allow for one-dimensional site-response analysis in the
basin center but requires two-dimensional analysis for areas near edges

Fig. 3.36 Illustration of a computation of acceleration spectra at a given point P for a gravity dam
using a a coupled dam–reservoir finite element model and b a semi-infinite reservoir analytical
model [271]
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element to model a gravity dam in order to calculate the response spectral accel-
eration at the dam top.

By considering the sedimentary basin effects and neglecting the topographic site
effects, Chávez-Garcìa and Faccioli [257] investigated the possibility of including
provisions for the two-dimensional complex effects in a seismic design code. Their
study indicates that, compared to one-dimensional effects, two-dimensional site
effects significantly increase (with a factor of larger than 2 on the response spectra)
the ground motion amplitude in a wide period range. Owing to the additional lateral
restriction to motions of sediments, two-dimensional amplification becomes sig-
nificant for lower periods than does one-dimensional amplification. They also
showed that the most significant parameter controlling the two-dimensional basin
amplification factor is the velocity contrast between sediments and bedrock.
Therefore, not only top soil layers (used for one-dimensional site effects), but also
bedrock properties may need to be accounted for to perform a two-dimensional site
effects analysis. By using the equivalent linear method, Hudson et al. [226] pre-
sented a two-dimensional finite element solution in frequency domain, which also
accounts for the effects of topographic features.

When soil conditions or problem boundaries vary in three dimensions, or when
the response of a three-dimensional structure is important (sites where the response
of soils is influenced by structures and vice versa, or when the response of one
structure influences the response of another structure) [1], three-dimensional rather
than two-dimensional site-response analysis is required. Figure 3.37 shows a
three-dimensional finite element model of a pile–soil system with a modeling of
nonlinear properties of the surrounding soil. Figure 26.6 shows the
three-dimensional finite element model utilized to analyze the manifold and suction
pile using the FE code OpenSees [272].

As mentioned earlier, theoretically, three-dimensional site-response analysis is
only quantitatively different from two-dimensional site-response analysis. The third
dimension can increase somewhat ground motion amplification, and the additional
lateral restriction shifts peak frequencies to higher values.

In practice, 2D or 3D analysis is commonly performed using finite element
analysis. The site-response analysis using finite element analysis can be categorized
as finite element free-field site-response analysis and coupled finite element analysis
of sites and structures. Moreover, free-field site-response analysis using finite ele-
ment analysis is often performed to validate the finite element models with respect
to disturbances by model boundaries and sensitivity to mesh coarseness. The term
“free-field” refers to motions that are not affected by structural vibrations or the
scattering of waves at, and around, the foundation. It is often a preliminary step
toward coupled dynamic analysis including a modeling of both sites and structures.
When a proper dynamic free-field model is obtained, the structure can be included
in the system and the response of the coupled soil–structure system can be calcu-
lated [274].

In addition to the dynamic finite element method, other more simplified
approaches are also available, such as the shear beam approach [275, 276], layered
inelastic shear beam method [277], which allow the 2D or 3D problems to be
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solved by 1D analysis. The shear beam approach is very efficient for calculating
responses of dams under an earthquake, even though it makes quite restrictive
assumptions regarding the mode of dam responses. For more details, readers may
refer to the sources cited above.

Fig. 3.37 Three-dimensional finite element meshes to model the bridge piles and the surrounding
soils [273]
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3.8 Using Site-Response Analysis Results for Seismic
Analysis

A set of time histories of ground motions computed through a site-response analysis
can be used for calculating structural responses. As an alternative, the set of
response spectra obtained from the time histories of ground motions can also be
interpreted in some manners (e.g., taking the mean value of the all response spectra)
and be smoothed to develop one design response spectrum at seabed/ground sur-
face, which can be used for calculating structural responses using response spec-
trum analysis [188]. Figure 3.38 shows response spectra of three computed
horizontal acceleration time-histories on a seabed/ground surface for earthquake
events with a return period of 10,000 years. By smoothing the average values of the
three computed spectra, a design response spectrum can be obtained as shown in
Fig. 3.39.

3.9 Characteristics of Site Responses

3.9.1 Horizontal Ground Motions

The horizontal amplification factor Fa (ratio between peak horizontal ground
acceleration at seabed/ground surface and that at bedrock or rock outcrop) is mainly
influenced by local soil conditions, ground topology, and intensity and frequency

Fig. 3.38 Calculated seabed/ground surface acceleration response spectra (EQ4C, EQ5A, and
EQ6A and the “average” of the three) based on site-response analyses using three bedrock
horizontal ground motions matched to a target bedrock design response spectrum. Courtesy of
Aker Solutions and NGI
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content of earthquake motions [278, 279]. Figure 3.40 illustrates an example of
horizontal acceleration amplification for different soil conditions. Even though the
variation trend of amplification depends on various factors such as site conditions
and characteristics of seismic ground motions at bedrock or rock outcrop, the figure
nevertheless still provides an indication that soils can amplify or de-amplify the
ground motions. The variation in amplification for different soil conditions is large.
Within a certain frequency range, by accounting for the soil stiffness degradations

Fig. 3.39 Recommended horizontal design spectrum (solid line) at seabed/ground surface.
Courtesy of Aker Solutions and NGI

Fig. 3.40 An example of horizontal acceleration amplification at various soil sites. Courtesy of
FEMA

160 3 Site-Response Analysis in Geotechnical Earthquake Engineering



due to increased strain, the soil can amplify rock outcrop motions by a factor up to 6
at relatively low seismic intensity levels (e.g., corresponding to probability of
exceedances of 10−2) and a factor up to 5 for high intensity levels (e.g., corre-
sponding to probability of exceedances of 10−4).

In addition, the increase in sediment depth (depth of control motions) may also
lead to significant changes in response, which is the case for several offshore
regions such as the Norwegian continental shelf, where very deep unconsolidated
sediments underlain by a few kilometers of sedimentary rock are typical.

Based on a parametric study of site-response analysis at three offshore sites on
the Norwegian continental shelf [280], it has been found that the local soil con-
ditions may have rather pronounced effects on both the level and the distribution of
energy of ground motions and may be an important factor in hazard studies.

3.9.2 Vertical Ground Motions

Since a typical fixed offshore structure has a natural period (corresponding to the
first global flexural vibration) above 1.0 s, the short period range of seismic ground
motions does not have significant influence on the amplification of its lateral
structural response. However, the influence of the vertical ground motion at the
short period range would be potentially important for responses of various types of
structures with rather high vertical stiffness, such as heavily loaded deck structure
with large cantilevers, horizontal cantilever structures (e.g., cantilever beams at
module support frame or a stiff flare boom), or topside module structures installed
on offshore platforms.

The vertical ground motions are mainly contributed by P-waves and partially
contributed by S-waves. Because the P-wave velocities of the soil and the under-
lying rock differ little, i.e., high vertical stiffness, the ground motions at seab-
ed/ground surface are essentially quite similar and can in many cases be assumed to
be identical to the seismic motions at bedrock. Therefore, different from that of the
horizontal response, the amplification of vertical ground motions due to local soil
conditions is often insignificant [188].

The vertical peak ground acceleration is generally 10–50% lower than the
horizontal peak ground acceleration. The relationship between vertical and hori-
zontal components of the seismic action mainly depends on the period, the distance
between sites to relevant faults, the local site conditions, and earthquake magnitude,
while the ratio is relatively insensitive to earthquake mechanism and sediment depth
[281].

The derivation of the vertical ground motion spectrum by scaling the horizontal
motion spectrum using either a factor or different factors at different frequency
ranges, as will be presented in Sect. 3.10.2, is widely accepted. For designs of
important structures such as nuclear power plants, dedicated vertical ground motion
spectra may be directly provided. The vertical to horizontal spectral ratio is gen-
erally less than 2/3 at mid- to long periods but significantly higher at short periods,
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and at short periods, the V/H spectral ratio is sensitive to the site-to-source distance.
It is higher on soil sites than on rock sites and is higher on soft soil sites than on stiff
soil sites. Recent research by Bozorgnia and Campbell [282] presents that
V/H spectral ratio for soil sites is relatively less sensitive to magnitude than the
site-to-source distance.

In addition, water column also has effects to decrease the vertical accelerations,
as will be presented in Sect. 3.11.

3.10 Vertical Ground Motion Calculations

3.10.1 Site-Response Analysis for Calculating Vertical
Ground Motions

Compared to site-response analysis to estimate the horizontal ground motions, the
calculation of vertical ground motion has attracted much less engineering and
research effort.

However, recent field observations and studies have concluded that vertical
ground motions can be significant and cause structural and foundation failures as
well as geotechnical hazard [283, 284, 282]. In the vicinity of the epicenter, the
vertical component of motion is even larger than the horizontal components [285].
Moreover, alluvial basins enable the S- to P-wave conversion and wave scattering at
the basin–bedrock interface, supplying energy to vertical components of strong
ground motions, and this also increases the ratios of vertical to horizontal PGA. The
available data shows that the peak vertical acceleration (PVA) amplification mainly
occurs within the top 20 m of soil. At the ground surface, PVA can be amplified by
a factor of 2–3 [284].

As a universal method, the vertical ground motion can be calculated using finite
element analysis to simulate the seismic wave propagation through soil media and
on the surface, even though this requires considerable efforts in the aspects of
meshing, material modeling, and computation.

As a simpler alternative, similar to a site-response analysis to obtain horizontal
ground motions, Mok et al. [286] performed the site-response analysis by con-
trolling compressive P-wave propagation velocity instead of the shear wave
velocity in a traditional site-response analysis. Regarding the damping modeling for
vertical ground motion calculations, they recommended using average values
estimated from site-response analyses for horizontal components without exceeding
10% of the critical damping ratio in any soil layer. By following these recom-
mendations, they obtained a good agreement between the results of the
site-response analysis and measured the vertical component of ground motions at
Lotung and Port Island sites.

By using vertical seismic motion records of the Lotung down-hole vertical array,
Elgamal and He [284] examined a vertical wave propagation model based on the
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equivalent linear model employed in SHAKE91 [222], in which an optimization
procedure earlier proposed by Elgamal et al. [287] was utilized to obtain the
properties of the soil model. It is noticed that, in order to match the measured time
histories at different depths of the vertical array, high level of damping (even for
mild seismic motions) in the range of 15% and wave velocity equal to around 3/4 of
P-wave velocity must be used in their site-response analysis for calculating vertical
seismic motions.

In engineering practice, as there is usually relatively little difference in P-wave
(in most cases, the major contributor of vertical soil and ground motions) velocities
among different soil layers and underlying rock, the vertical ground motion time
histories (and response spectra) are practically very similar/identical in all soil
layers and may simply be assumed to be equal to that in the bedrock, even though a
dedicated site-response analysis described above is still regarded as more reliable.

3.10.2 V/H Spectrum

In engineering practice, a site-response analysis to calculate vertical ground motion
is rarely performed due to the complexity in the modeling, the limited research
efforts, and lack of concrete theoretical background. Furthermore, given the distinct
characteristics of frequency contents in vertical and horizontal ground motions, a
simple scaling of horizontal motions to represent vertical seismic motions should be
avoided. Therefore, the estimation of vertical ground motions makes use of the
magnitude and distance data from the deaggregation of the seismic hazard and an
appropriate ground motion prediction equation (GMPE) to develop a
period-dependent V/H (vertical to horizontal) ground motion spectrum ratio, which
can then be applied to the horizontal design spectrum to generate a target vertical
spectrum for design with an associated return period. Special attention should be
paid to characteristics of short period range of V/H spectra [188]. This method is
implemented by the majority of seismic codes for both offshore and land-based
structures, such as ISO 19901-2 [288], Eurocode 8 [198], BSSC[290], JTG/T B02
[291], GB 50011-2010 [199].

In traditional seismic design codes, the vertical component of seismic motion is
smaller than its horizontal counterpart. Based on the recent study by Bozorgnia and
Campbell [282], an updated V/H model is recommended that supersedes the pre-
vious V/H model [281] proposed by the same authors. This updated model is
applicable for shallow crustal earthquakes occurring worldwide in active tectonic
domains for magnitudes ranging from 3.3 to as large as 8.5, depending on the style
of faulting, and distances as far as 300 km from the source.

The significance of vertical ground motions has been realized by several recently
updated seismic codes. For example, the second edition of ISO offshore standard
for seismic design ISO 19901-2 [288] recommends a modification of V/H ratio
(Fig. 3.41) compared with its previous version released in 2004 [289], which uses a
unified 0.5 ratio for all period range. This update can pose a higher demand for

3.10 Vertical Ground Motion Calculations 163



topside structures, subsea structures, and equipment on the topside as the increase in
vertical spectral acceleration in the low period range of design spectrum can cause a
noticeable increase of vertical seabed motions. Note that supporting structures of
most fixed offshore platforms are generally stiff in the vertical direction, and the
increased vertical accelerations in the lower period range are likely to be transferred
to the topside through the supporting structures without significant modification in
either amplitude or frequency content (the opposite trend can be found for the
horizontal accelerations). Therefore, since topside structures rather than substruc-
tures generally have low natural periods, the low period part of acceleration
components transferred to the topside structures may then cause a response
amplification of the topside structures.

The guidelines for Seismic Design of High Bridges in China [291] also specify
that the V/H spectrum can be established depending on the site conditions:

V/H = 0.65 for rock site (3.29)

V=H ¼
1:0 for T\0:1 s

1:0� 2:5ðT � 0:1Þ for 0:1 s� T � 0:3 s

0:5 for T � 0:3 s

8><
>: for sites with other soil conditions

ð3:29Þ

where T is the vibration period of target structures.
For more details regarding V/H spectrum, see the sources cited above.

Fig. 3.41 V/H spectral ratio varied with period T recommended by the second edition of ISO in
2015 [288]
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3.11 Water Column Effects on Seismic Ground Motions

The presence of water suppresses vertical seabed motions in the frequency ranges
close to the eigenfrequency of the seawater column fn:

fn ¼ 2n� 1ð Þ � Cw= 4dð Þ ð3:30Þ

where n is the order of the eigenfrequency; d is the speed of sound in water (around
1500 m/s); and d is the depth of the water.

Smith [292] and Sleefe [293] studied the ground motion measurements for the
earthquake at Santa Barbara Island during September 1981 and compared them
with the record for an onshore location nearby that was a comparable distance from
the epicenter (85 and 98 km). They showed that, due to the presence of the water
column (which is defined as a column of water extending from the surface of a sea,
river, or lake to the bottom sediments), the vertical seismic ground motions at
seafloors are much less than those measurements onshore. This is especially
important for mat-supported structures, because they receive most of the motions
from the soils near the seabed. This statement is also confirmed by other researchers
[294, 295], who developed analyses that include the effects from the finite water
column. They indicated that, depending on the water depth, some frequencies can
be reinforced and amplified by the water column effects, while others can be
canceled. The peak vertical accelerations at the seabed can be reduced by as much
as 50%.

By studying eight offshore seismic records with magnitudes ranging from 4.7 to
6.1 during a 20-year period, and comparing them with onshore records with
comparable epicentral distance (ranging from 49.4 to 309 km) and site character-
istics, Boore and Smith [296] concluded that offshore earthquake ground motion is
in general the same as its onshore counterpart. However, similar to the prior
findings by Smith [292] and Sleefe [293], Boore and Smith also presented that the
sediment layer and the water volume over the site dampened the vertical component
of the ground motions. As a result, the V/H ratios (vertical to horizontal component
of motion) for offshore locations are smaller than those with comparable site
characteristics at onshore locations. In addition, as the amount of damping is
proportional to the period of the ground motions, the difference between the vertical
component of the onshore motions and the offshore motions decreases as the
periods become longer and increases as the periods become shorter [297].
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Chapter 4
Record Selection for Performing
Site-Specific Response Analysis

4.1 General

Compare to simplified methods using design codes, site-specific response analysis
is a more refined method to determine ground motions. Even though the P-waves
arrive first and cause the vertical shaking of the ground, it is normally the shear
waves that cause strong horizontal ground motions and possible subsequent
structural damage. Therefore, apart from the shear waves transmitted vertically
through soil (from bedrock to ground), which normally show little amplification or
de-amplification, a site-response analysis places special focus on the estimation of
the horizontal ground and soil motions due to the transmission of horizontal shear
(SH) waves propagated vertically. In addition, to capture different types of seismic
waves (body and surface waves) propagations, and also to account for the irregular
geometric properties of the sites (Sect. 3.6) that may affect the seismic wave
propagation, a two-dimensional or three-dimensional site-response analysis, usually
with the aid of finite element analysis, may need to be performed.

In a site-response analysis, it is normally required to use a minimum of three to
seven accelerogram sets for response history analysis. Each accelerogram set
selected must consist of at least two horizontal components, and in many cases, the
vertical component may also be included. It is important to select records that are
generally compatible with the earthquake magnitude and source-to-site distance
found from deaggregation (Sect. 11.1.4). If multiple magnitude–distance combi-
nations contribute significantly to the hazard, then one should select records from
each contributing earthquake as part of the total number of records. When the
hazard is controlled by faults producing moderate to large magnitude earthquakes at
locations near to the site, an appropriate number of ground motion records should
be selected to include near-fault and directivity effects, such as velocity pulses
producing relatively large spectral ordinates at long periods [218].

Obviously, the selection of time history records is essential in a site-response
analysis to calculate the design ground motions. Ideally, recorded accelerograms
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with response spectra equal to the design spectra should be used in site-response
analyses. However, this is almost impossible because the design spectra are based
on the medians of numerous response spectra, each with varying frequency content.
The resulting design spectra are therefore smoother or more uniform than any
individual spectrum derived from recorded time histories of earthquake motions.
Moreover, the equal probability of exceedance design spectra (also called uniform
hazard spectrum, as will be discussed in Chap. 11) can result from contributions
from various earthquakes with difference sources and magnitudes at different
spectra periods, with the larger magnitude seismic events contributing more to the
higher period.

Therefore, artificial accelerograms must be generated to best approximate the
design response spectrum at bedrock. This requires selection of motion recordings
and a modification of the recordings to fit into the design spectrum at bedrock. The
obtained artificial accelerograms at the bedrock are used to perform site-response
analyses in order to calculate the ground motion time histories at the selected
locations (depth), which are used to best estimate the ground motion response
spectra at the selected locations to reach a design response spectrum. The entire
procedure above is presented in Sects. 4.2, 4.3, and 4.4.

It is noted that selecting, scaling, and matching ground motions to obtain a
compatible set of records play a key role in seismic assessment with an acceptable
level of confidence. No unanimous consensus has yet been achieved on this subject.
The current book briefly introduces a few popular and general methods for selecting
and modifying ground motions recordings in order to perform a site-response
analysis. For more elaborated information on this topic, source [299], which was
developed as part of the PEER Transportation Research Program, is recommended.

Readers should bear in mind that the general rules for selecting, scaling, and
matching ground motions discussed in this chapter can also be applied for obtaining
artificial ground motion histories that are compatible with the design spectra at
ground surface of a site, which may also be used for seismic time history analyses,
even if the site effects are roughly accounted for when using a code-based design
spectrum.

4.2 Selections of Motion Recordings

The ground motion suite must include a wide range of intensity measures repre-
sentative of seismic hazard at the area of interest. Ideally, the response spectra of the
selected recordings (obtained from measured recordings at different stations) should
approximately fit or reasonably envelop the ground motion design spectra (typically
given by seismic design codes) at the bedrock or rock outcrop. However, if this is
not attainable, a modification of selected recordings or generation of artificial
bedrock seismic motions has to be performed to fulfill the requirements above, as
will be discussed in Sect. 4.3.
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4.3 Modification of the Recordings to Fit into the Design
Rock Spectrum

As mentioned in Sect. 4.2, in order to generate time histories to best approximate
the design response spectrum at bedrock, it is important to match the motion
recordings to the target design spectrum. This process to obtain the matched time
histories is typically carried out by trial and error. Note that there is no general
consensus on the best practice for the scaling/modification of the ground motion
records; it is still a subject of significant study, and the results vary with the degree
of inelastic response of structure for the chosen level of seismic hazard [300].
Generally, two methods are available for performing the matching, namely direct
scaling and spectrum matching, as will be discussed in Sects. 4.3.1 and 4.3.2.

4.3.1 Direct Scaling

Direct scaling involves applying one constant factor to individual pairs of ground
motions to make their response more closely match the target design spectrum over
a certain range of periods [301]. Because elastic response spectra correspond to
linear response of SDOF systems, the same scale factor applies to spectral accel-
erations at all periods.

4.3.2 Spectrum/Spectral Matching

Spectrum/spectral matching, also called response spectrum compatibilization, is
intended to manipulate each individual ground motion record in the time domain by
the addition of wave packets, i.e., the recordings are scaled with different factors in
different frequency ranges, using, for example, wavelets algorithm [302, 303], such
that the response spectra would approximate target design spectra at the bedrock or
rock outcrop.

A slightly different method is to scale each ground motion record so that the
average response spectrum over the periods of interests is equal to the average of
the target spectrum over the same periods.

By modifying the spectral shape of each individual ground motion record,
spectral matching essentially adjusts the frequency content of accelerograms until
the response spectrum is within user-specified limits of a target response spectrum
over a defined period range [304, 305]. One way to determine the scaling factor b
is, for example, to minimize the errors with respect to a target acceleration spectrum
at a number (Nr) of eigenperiods typically below 4 s:
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error ¼ min
XNr

i¼1

1� b � SaðTiÞrecord
SaðTiÞtarget

 ! !
ð4:1Þ

where SaðTiÞtarget and SaðTiÞrecord are the spectral accelerations for the ith eigenpe-
riod from the target spectrum and the response spectrum of the original selected
record, respectively.

Figure 4.1 shows that three original selected recordings (Kobe earthquake,
January 17, 1995; Imperial Valley of EI Centro Site earthquake, May 18, 1940;
Trinidad earthquake, March 1988) are matched to the target design spectrum with
respect to both amplitude and frequency content, and the three matched spectra are
transferred back to the time histories as shown in Fig. 4.2.

Therefore, spectral matching generally reduces spectral variability among a suite
of records and increases the pool of available ground motions with a certain shape.
It is the former point that has made this process especially appealing to practicing
engineers [306]. Moreover, the reduction in spectral variability due to spectrum
matching generally leads to a reduction in nonlinear structural response variability
[307], which essentially implies that fewer ground motions are required to obtain an
estimate of a particular response quantity [308].

Another widely adopted spectrum scaling method is based on the 5% damped
first mode spectral acceleration, which can minimize the bias of damage estimation
statistically [309]. This is because the response spectra for time histories matched
with the first mode spectral acceleration are generally less “broadband” than those
matched with uniform hazard spectra at entire periods or over a large range of
periods, even though uniform hazard spectra usually envelope the first mode
spectral acceleration. However, for many structures, the higher order of vibration
modes also makes an important contribution to seismic responses. For example,
shear forces at the upper stories of a building or floor accelerations can be more
sensitive to higher order mode excitation than that of the first eigenmode vibrations,
even if the displacement response is more dependent on the fundamental global
vibration mode response. Therefore, a scale factor that covers a larger period range
should then be adopted.

The seismic records can be obtained from several public ground motion record
databases, which are often accompanied by a number of earthquake and site
parameters, such as earthquake magnitude, source-to-site distance, and ground type
at the corresponding recording stations. Section 4.5 provides links to some such
databases.

The target spectra can be obtained using one of the following two options:
(1) the design response spectra calculated from the relevant seismic design code
procedures, which correspond roughly to uniform hazard spectra (Chap. 11) for the
site; or (2) site-specific scenario spectra that preserve realistic spectral shapes for
controlling earthquakes and match the design spectral ordinate at different periods
of interest, also known as conditional mean spectra (CMS), as will be presented in
Sect. 11.4.
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The process of spectrum matching can be carried out by several commercial
codes, such as SeismoMatch [567] or RspMatchEDT [230], through which the
response spectrum of an individual motion record can be modified to match the
target design spectrum.

Fig. 4.1 Comparison between the target design rock spectrum and the response spectrum for 5%
damping of a the three selected recordings (upper) and b the matched spectra and their average
(lower)
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Fig. 4.2 Comparison
between the original motion
recordings and the time
history calculated from the
matched spectra (Fig. 4.1)
with 5% damping
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4.3.3 Pros and Cons of Direct Scaling and Spectrum
Matching

Both direct scaling and spectrum matching have merits and drawbacks.
Both methods are inconsistent with the physical conditions and can result in

characteristics that differ from the ground motion recordings [310, 311], except for
cases in which time histories are matched to a conditional mean spectrum
(Sect. 11.4).

Direct scaling in certain senses retains the original ground motion characteristics,
including peaks and valleys in the response spectrum. However, it is questionable,
since scaling a ground motion does not account for variations in ground motion
characteristics (e.g., frequency content), which change with intensity [312], i.e.,
extreme intensity ground motions have different frequency contents than
low-intensity ground motions. This is more obvious for long-period ground
motions. Moreover, natural periods for many structures are high, while ground
motion records may not have such a long period; this hence requires a large scaling
factor, which may result in unrealistic structural responses.

The drawbacks of simple scaling can be overcome by the spectrum matching
method, which usually presents a larger number of cycles than the recorded ground
motions, indicating a stronger ground motion for a wider range of structural peri-
ods, which implies a more conservative loading scenario [313]. However, since the
spectrum matching method changes the frequency content of the original records, it
may eliminate the inherent record-to-record spectral shape variability and the
variability of the structural response. This drawback of spectrum matching has been
realized by many researchers, and recent research [310, 314–318] shows a
non-conservative bias in the median nonlinear displacement of structural models
analyzed by a suite of matched ground motions compared to a suite of unmatched
ground motions representing an equivalent scenario. Note that a time-domain
analysis requires only a few ground motions to be analyzed. This may eliminate the
variability of a structure’s dynamic response if those ground motions are obtained
from spectrum matching [319]. This bias appears to result partially from the scaled
ground motions having inappropriate values of spectral shape or the parameter e
(Sect. 11.4), which is an indirect measure of spectral shape [555]. This bias is more
apparent for uniform hazard spectra, which often represent unrealistic seismic
motions, as they combine the statistical variability of several earthquakes rather
than a single one. Therefore, a number of seismic design codes discourage the use
of this method, or only permit its use with great care by fulfilling a list of strict
criteria, or if several site-response analyses are performed, with the majority of the
seismic motion time histories obtained from the real records and the rest (the
minority) from calculation by the spectrum matching method, as recommended by
the code for seismic design of buildings in China [199]. A recently proposed
method to eliminate the bias due to the inappropriate values of spectral shape, or the
parameter e is to adopt a few conditional mean spectra conditioned at a number of
periods of interests, which will be presented in Sect. 11.4.
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Moreover, the duration of strong ground motion is dependent on magnitude and
is not explicitly represented in a spectral shape [320], though peak displacement
amplitude does tend to increase with time based on random vibration theory.
Therefore, demand parameter depending on degradation (e.g., collapse capacity)
may be biased if the duration is not included in the ground motion selection criteria.

4.4 Performing the Site-Response Analysis Using
Modified/Matched Recordings

After selecting the ground motion recordings, a modification or matching of those
recordings may be performed to fit them into the design response spectrum at
bedrock/rock outcrop as has been presented in Sects. 4.2 and 4.3. By inputting the
modified/matched motion histories at the bedrock/rock outcrop and carrying out
site-response analysis, response time histories and response spectra at seabed can
then be calculated. As mentioned before, most of the codes and standards, such as
Eurocode 8 [198], Norsok N-003 [628], and China’s building code [199], require
using at least three bedrock motion histories to compute the ground motion time
histories and the response spectra. ISO 19901-2 [289] requires a minimum of four
and recommends that seven-time history analyses be used to capture the random-
ness in a seismic event.

As discussed in Sect. 3.5.1, as rock is generally not perfectly rigid, the motions
at the base of the soil profile (rock) are not identical to that of the rock outcrop,
while stations for measuring recordings are generally located on rock outcrop (or
even soil layers) rather than the bedrock [220]. Therefore, the recordings are
preferably assigned at a hypothetical bedrock outcrop (point 1 in Fig. 3.2) rather
than the base of the soil profile (point 2 in Fig. 3.2). Moreover, it is noticed that,
historically, seismic records have been measured on a variety of soil conditions,
ranging from rock outcrop to very soft soil, but rarely at bedrock due to technical
challenges. More recently, researchers have become more careful in selecting the
locations for installing the accelerometers and tried their best to place the
accelerometers on rock outcrops or very stiff soil.

It is recommended that one performs a sensitivity analysis. Accounting for the
variation of soil properties from lower bound, average (best estimate) to
upper-bound value may detect some significant impact of soil properties on the
ground motions. If the ground motions are not sensitive to the variation of soil
properties, typically, the best-estimate value of soil properties can be used to
compute the ground motion time histories. Thereafter, a site-response analysis can
be carried out typically by either equivalent linear analysis (Sect. 2.2) or by non-
linear analysis. Various computation codes are available to perform this task, such
as SHAKE 2000 or D-MOD2000.

The set of time histories of ground motions computed through a site-response
analysis can then be directly used for calculating structural responses in time
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domain. Alternatively, the set of response spectra obtained from the time histories
of ground motions may be interpreted in some means (e.g., by taking the mean
value of the all response spectra) and smoothed to develop one design response
spectrum at seabed/ground surface, which can account for the contribution from all
individual ground motion histories of the set of time histories, and be applied for
calculating structural responses using response spectrum analysis, as will be pre-
sented in Chap. 11. Figure 3.38 shows an example of response spectra of three
computed horizontal acceleration time-histories on the seabed/ground surface for
earthquake events with a return period (Sect. 11.1.3) of 10,000 years. Using the
average values of the three computed spectra, a design response spectrum can be
obtained as shown in Fig. 3.39.

4.5 Sources of Ground Motion Recording Data

Records of seismic ground motions are essential for the development of earthquake
engineering, for purposes such as to study the attenuation relationship, to calculate
the site-specific ground motions, to develop the seismic hazard map. Fortunately,
several databases of ground motion records have been made publicly available,
accompanied by a number of earthquake and site parameters, such as earthquake
magnitude, source-to-site distance, and ground type at the recording station. The
best-known ones are listed below:

• The Pacific Earthquake Engineering Research Center, PEER (http://peer.
berkeley.edu/smcat/)

• US Geological Survey (USGS) (http://nsmp.wr.usgs.gov for time histories of
ground motion and http://earthquake.usgs.gov/eqcenter/ for earthquake data)

• SeismicPortal (http://www.seismicportal.eu/)
• The National Geophysical Data Center, NGDC (http://www.ngdc.noaa.gov/

nndc/struts/form?t=101650&s=1&d=1)
• The China Earthquake Data Centre (www.smsd-iem.net.cn)
• The Broadband Seismograph Network of Japan (www.fnet.bosai.go.jp)
• Kyoshin Network K-NET (at http://www.k-net.bosai.go.jp/)

The time history records in the databases above are normally corrected by the
standard processing techniques that remove low- and high-frequency noise from
them. This is because raw records may contain also nonstandard errors, and
therefore, uncorrected records should not be used for the analyses [321]. The
nonstandard errors include insufficient digitizer resolution, transversal wave trigger,
insufficient sampling rate, multiple baselines, spikes, multiple shocks, early ter-
mination during recording and clipping [322].
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Chapter 5
Soil–Structure Interaction

5.1 Introduction

The response of a structure under seismic excitations is affected by interactions
between three connected structural parts: the structure, the foundation, and the soil
underlying and surrounding the foundation [290]. A soil–structure interaction
(SSI) analysis estimates the collective response of the entire system to specified
ground motions by accounting for the effects of kinematic interaction (normally by
site-response analysis), soil–foundation flexibility (foundation impedance), and
inertia interaction (seismic structural analysis).

The motion of soil is different from what it would have been in the presence of
the structure. Therefore, two obvious facts emphasize the importance of SSI.
Firstly, the structural response due to ground motions for a structure on deformable
soils can be significantly different from that of a structure supported on a rigid
foundation. Secondly, the ground motion at the base of a structure and its vicinity
can also be different from what it would be were there no structure standing above.
Even for a relatively rigid structure supported on hard soils, SSI can still be
important in that the relative stiffness between the structure and the foundation can
significantly influence the energy and force transferring from the foundation to the
structure. The effects of SSI generally increase the natural period of the structure
and modify the damping ratio and seabed/ground motion with respect to amplitude,
frequency content, and duration, thus affecting the structure’s response.

Originally motivated by the design of infrastructures for which failure implies
serious consequences, such as nuclear power plants, and which therefore require
high safety measures for infrastructure and equipment, and SSI analysis is now
widely used for various types of infrastructures both onland and offshore.

In a SSI analysis, two different mechanical problems need to be treated: those of
the structures and of the surrounding soil media. In general, it is challenging or even
impossible to obtain an analytical or even semi-analytical solution. Therefore,
computational models are normally used for solving the problem. Practically, two
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types of analysis approaches are available: direct analysis approach (Sect. 5.2.1)
and substructure approach (Sect. 5.2.2). A successful implementation of SSI
analysis often involves/requires collaborations between structural and geotechnical
engineers.

5.2 Direct and Substructure Approach

5.2.1 Direct Analysis Approach

The direct analysis approach involves the direct modeling of a structure, founda-
tions, and surrounding soils (represented as a continuum or a simplified soil–
foundation interaction system) as an entire system and to compute the response at
various parts. For a complex foundation–soil system, the direct analysis is often
performed through finite element analysis. The solution is typically obtained in time
domain by direct numerical integration. The approach can consider nonlinear
behavior of soils and superstructures but requires a special consideration of the
external fictitious boundary of the soil model to eliminate wave reflections
(Sect. 5.7) and to apply seismic excitations. It is obvious that the required com-
putational cost associated with the direct analysis approach is high, especially when
the system is geometrically complex or contains significant nonlinearity in soils or
structures.

5.2.2 Substructure Approach

For improving the computational efficiency, various types of frequency domain
methods using the substructure approach can be adopted to address the influence
from soils, even though this cannot explicitly account for the nonlinear effects of
soil–structure interactions. In the substructure approach, the SSI problem is parti-
tioned into distinct parts as soil, foundation, and superstructure. Their responses are
first obtained independently and then combined to satisfy compatibility of forces
and displacements and to formulate the complete solution.

Soil motions at free-field are calculated. Due to the soil nonlinearity, the cor-
responding soil material properties are then determined based on the strain level
calculated for the free-field. This is followed by an evaluation of and converting
free-field motions into foundation input motions, after which the foundation
impedance , dealing with the coupling of soil to the lumped mass model to represent
the stiffness and damping at the soil–foundation interface, can then be implemented
to calculate responses under combined structure-impedance subjected to the foun-
dation input motions. It is obvious that the substructure approach is normally
limited to linear behavior and results in frequency-dependent equations that are
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solved by using Fourier synthesis. In this approach, the interaction effects are
typically accounted for by modeling a number of frequency-dependent springs and
dashpots representing the flexibility of the soil and the radiation of energy away
from the foundation, and they are attached to the fixed-base structural model.

From the discussion above, it is seen that obvious advantages of the substructure
approach are the convenience for both modeling and computation: The approach
requires few modifications to the fixed-base structural model and offers the possi-
bility of using well-established techniques to derive the solution. However, a certain
number of approximations (perhaps inaccuracies) appear in the aspects of foun-
dation modeling (geometry, stiffness) and the soil behavior (elastic, linear), etc.
[323].

Compared to bedrock/rock outcrop motion, seabed/ground surface motion due to
SH-wave propagation is in many cases high, while the interaction usually elimi-
nates the high-frequency motion and filters the motion to a narrow frequency
motion. Furthermore, soil properties surrounding the foundation will also influence
the stiffness of the foundation, which directly affect the structural response.
Moreover, the overall stability of the offshore installations may be dominated by the
strength of the local soil.

As discussed in Sect. 3.5.2, one-dimensional site-response analysis is normally
performed due to its computation efficiency, and strictly speaking, it is only valid if
soil layers are horizontal and extend infinitely in the horizontal direction. Even if
this assumption is not strictly satisfied, in most cases, it is sufficiently valid for
engineering purposes. Two-dimensional or three-dimensional ground response
analysis (Sect. 3.7) can take more effects associated with wave propagation and site
geometry into account, and it is normally performed by finite element analysis.

By partitioning the soil–structure system into a simpler set of soil and upper
structure, Fig. 5.1 illustrates a standard 3-step method in a substructure approach
[325] for soil–structure interaction analysis. It includes both geotechnical analysis
(kinematic interaction and subgrade impedances) and structural analysis (inertia
interaction), which will be presented in Sects. 5.3–5.5.

For linear and equivalent linear analyses, the effects of kinematic interaction and
inertia interaction can be separated. This means that one can first obtain the kine-
matic interaction and use it as input for structural analysis. By combining the results
from both analyses, the overall response can be obtained.

It should be noted that SSI analysis is not only applied in earthquake engi-
neering, but also in problems involving vibrations or impulses transmitted to soils
and wave propagating through soils that can result in vibrations of structures
nearby. An example is transmissions of soil vibrations (due to, for example, con-
struction activities) to the upper structure, which influence the inhabitant comfort
and even the safety of structures.
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5.3 Kinematic Interaction

5.3.1 Objective

The purpose of the kinematic interaction is to compute the motions (€x1 and €/1) at
soil surface or a designated location in soils for given bedrock motions €xg. This is
often referred to as site-response analysis or ground response analysis, as presented
in Chap. 3.

Ground motion induces the soil deformation known as free-field motion.
However, the foundation embedded in the soil will not follow the free-field motion.
This inability of the foundation to match the free-field motion leads to the kinematic
interaction. Practically, it calculates the motion of a rigid massless foundation at
seabed/ground surface subject to the same bedrock seismic excitation €xg as the
original structure and soil, and the modeled foundation has the identical shape as
the actual foundation. As a starting point, the conventional method based on
one-dimensional SH-wave propagation model and linear or equivalent linear soil
modeling (Sect. 2.3) may be used. However, if significant soil nonlinearities
associated with stiffness and damping are relevant, as typically is the case at high
strain levels, nonlinear soil models (Sect. 2.4) have to be implemented. Sometimes,
in a kinematic interaction analysis, the influence of foundation on soil properties
(especially shear modulus) is neglected, making the calculated motions identical to
that of the free-field motions.

The earthquake input motion should be known, either at a specific point (e.g.,
ground surface, bedrock, rock outcrop, or a soil layer) or in the form of incident
waves (e.g., oblique shear waves) propagating up from a reference depth.

Fig. 5.1 Schematic illustration of 3-step method in engineering practice to represent the actual
soil–foundation–structure interactions [324]
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For validating analysis, one may use a comparison of calculated and frequency
contents and those measured by Fourier amplitude spectrum or response spectrum.
This is because a single comparison of peak ground responses between the cal-
culated and measured one may not sufficiently reflect all aspects of differences.

5.3.2 Applications

See site-response analysis in Chap. 3.

5.4 Subgrade Impedances and Damping

5.4.1 Objective

The purpose of this step is to calculate the frequency-dependent impedance rep-
resenting the foundation stiffness and dashpots of soil media surrounding the
foundation, taking the embedment and soil layers into account.

5.4.2 Applications for Pile Foundations

For pile foundations, if the mode shape and the period range of interest for a
structure are significantly different from that of the foundation–soil system, the
frequency dependence can be neglected, and a static nonlinear pile–soil interaction
analysis (Sect. 15.2) can then be performed to determine the foundation impedance.
In this task, soil modulus compatible with strain as calculated from kinematic
interaction analysis (Sect. 5.3) can be used. Various numerical pile–soil interaction
analysis codes such as splice [326] can be used for this task.

However, if the frequency dependence cannot be neglected, in order to calculate
the dynamic stiffness matrix of a foundation, one should first compute the corre-
sponding flexibility matrix by applying unit harmonic forces and moments (at a
frequency range that is of interests) to the foundation. The inverse of the flexibility
matrix gives the stiffness matrix. In practice, dynamic analyses by modeling the soil
and piles subjected to the harmonic loadings have to be performed either by ana-
lytical methods or by finite element analyses, using numerical codes such as SASSI
[327] or PLAXIS Dynamics [328], or by DYNAN [329]. The first two of these are
FEM-based codes, while DYNAN is based on the improved Novak’s method [330],
where a non-reflective boundary is formed between the near-field and far-field to
account for the mass of soil in the boundary. Note that the codes above are suitable
to calculate the impedance for both pile and shallow foundations.
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5.4.3 Applications for Shallow Foundations

For shallow foundations, the presence of the platform will influence the maximum
shear stiffness Gmax as shown in Fig. 5.2, which can be obtained from laboratory or
in situ test results (see Chap. 6 for details of relevant seismic testing methods). It is
also shown that the effects are more significant at ground surface than at deep soils.
This influence may be significant for soils under a heavy gravity-based structure
(GBS) foundation. However, for soils around pile foundations, the effects are minor
and can normally be neglected in engineering practice.

Similar to that of the pile foundation, both analytical and FE analyses can be
utilized to calculate the subgrade impedances. Figure 5.3 illustrates an example of
modeling for calculating the foundation impedance of a GBS structure. The
foundation was replaced by a plate. The core area (corresponding to the outer
boundary of the GBS shafts) is assumed to be rigid, and the rest (representing the
caissons outside the shafts) is modeled as a flexible plate. The soil is assumed to
consist of two regions (Figs. 5.3 and 13.7): the interior region, corresponding to the
soil mass under the foundation with increased stiffness due to the overburden
pressure influenced by the platform weight, and the exterior region consisting of the
free-field surrounding the interior region. For the exterior region, the
strain-compatible shear moduli computed by the site-response analyses can often be
used. The shear modulus of each soil layer in the interior region is often reduced by

Fig. 5.2 Illustration of the
maximum shear stiffness
varied with soil depth due to
the presence of a GBS
platform and its free-field
counterpart (without the
presence of the platform)
(courtesy of Aker Solutions
and NGI)
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the same factor as the reduction of shear modulus of that layer based on the
free-field site-response analyses. For more details on the calculation of impedance
and damping, see Sect. 12.9.

Similar to that of the pile foundation, the computation of foundation impedances
and damping for shallow foundations can also be performed by commercial codes
such as the geotechnical finite element code SASSI [327], which is a 3D nonlinear
SSI analysis code based on the so-called flexible volume method. The most pow-
erful feature of this code is its transmitting boundary that makes it possible to
accurately represent infinite systems, such as soil media. In a SASSI model, the
ground is modeled by viscoelastic properties of soil layers, and the main input for
each layer is thickness, Poisson’s ratio, soil density, and shear wave velocity. The
structure can be represented by beam, plate, and solid elements or a combination of
them.

The complexity of the SSI problem can be significantly simplified if the foun-
dation of the structure can be assumed as rigid, which reduces the number of
additional degrees of freedom to account for the interaction, making it possible to
present general results that can be used for different structures (the substructure
approach for linear models).

By modeling the structure as an elastic circular wedge supported by a flexible
circular foundation embedded into a half-space and excited by incident plane
SH-wave (Fig. 5.4), Todorovska and his co-workers [331] studied the transfer
function between the displacement of the wedge and the incident wave. They
concluded that a foundation with the same mass density as the soil but 50 times
larger shear modulus can essentially be regarded as a “rigid” foundation. If the ratio
of shear moduli between the foundation and the soil is less than 16, the rigid
foundation assumption cannot be justified.

Fig. 5.3 Illustration of a simplified physical modeling for calculating the foundation impedances
for a GBS foundation

5.4 Subgrade Impedances and Damping 183



5.5 Inertial Interaction

5.5.1 Objective

Inertial interaction is used to calculate the dynamic response of a structure sup-
ported on a foundation modeled by foundation impedance (Sect. 5.4) and subjected
at the base to the excitation time histories (€x1 and €/1) obtained in kinematic
interaction analysis (Sect. 5.3).

While kinematic interaction and subgrade impedance are related to geotechnical
earthquake analysis, inertia interaction analysis is essentially a structural analysis as
illustrated in Fig. 5.1.

The major objective of seismic structural analysis is to develop a quantitative
measure or a transfer function that can convert the strong ground motions at a
structure’s foundation into loading and displacement demands of the structure,
which provides essential input for a reliable assessment of structural capacity.

Traditional methods work by accounting for various aspects of structural effects
due to nonlinearity and dynamics. With respect to ground motion characteristics,
several methods can also account for effects due to spatial variation, non-Gaussian,
and non-stationary properties. The five traditional seismic analysis methods are as
follows [188]:

Fig. 5.4 Analytical model of a circular wedge (structure) supported by a flexible circular
foundation embedded into a half-space and excited by incident plane SH-waves [331]
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• Simplified static coefficient method
• Response spectrum analysis
• Nonlinear static pushover analysis
• Random vibration analysis
• Nonlinear dynamic time-domain analysis

It should be emphasized that the engineering intention behind
earthquake-resistant design is not to make earthquake-proof structures that will not
get damaged during even the rare extremely strong earthquake as such structures
will be too robust and expensive to build. Instead, engineers should design struc-
tures to resist the effects of strong ground motions in such a way that damages to
structures can be significant in case ground motions are significant (associated with
an extremely high return period), but the system integrity of the structures shall be
maintained and structural collapse will not occur; while under minor earthquakes,
infrastructures should remain intact. Subject to ground motions at the intermediate
level (between strong and minor), local damage to infrastructures is allowable but
should be repairable. However, this latter requirement is in many senses difficult for
engineers to manage because the definition of “repairable” is not explicit.

With the advent of performance-based design (PBD) [332] for land-based
structures, which is a design philosophy for engineers to manage the cost of con-
struction as well as maintaining the safety and functionality performance of
structures in an efficient manner, various seismic analysis methods are emerging.
Note that while traditional seismic analysis methods aim for accuracy of the cal-
culated responses, the recently developed methods place more focus on the com-
patibility between the structural response calculation and the evaluation of detailed
performance demand, on revealing a structure’s intrinsic seismic response and
essential performance characteristics, and on improving the robustness of seismic
load estimation and analysis results. This is because the random nature of seismic
loading makes the satisfactory prediction of seismic response an extremely difficult
task. Therefore, it would be unwise to place too strong a focus on the accuracy of
calculated seismic response. To cope with the requirements above, the most widely
presented or researched methods are [188]:

• Incremental dynamic analysis (IDA), also named dynamic pushover analysis
• Endurance time analysis (ETA)
• Hybrid method
• Probability-based seismic design (PBSD)
• Critical excitation analysis
• Wavelet analysis

However, it is noticed that structural engineering, and especially that for designs
related to offshore structures, appears not to have kept pace with the newly
developed methods. This is mainly due to the difficulties of implementing PBD in
structural design.

Furthermore, readers need to bear in mind that regardless of the sophistication of
the numerical methods, it is not exact. Many uncertainties still exist. Therefore, in
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the development of new methods for future seismic analysis, even more attention
should be paid to the robustness of their performance.

For more details about the various types of seismic analysis methods and their
theoretical background, sources [123, 188, 169] are recommended.

5.5.2 Applications

See Chapter 15 in source [188] for the applications of seismic analysis method.

5.6 Effects of Soil–Structure Interaction

In general, the soil–structure interaction can be rather significant for stiff structures
resting on soft soil sites, while it may not be that significant for soft (flexible)
structures founded on stiff soil deposits. The natural period of the soil–structure
system is longer than that of a fixed-base structure. The ground motions due to SSI
may be amplified or de-amplified, and their estimation is important for attaining
dedicated seismic designs of structures.

The main effects of SSI on structural response are softening a structure’s
foundation, thus lengthening the natural period of the structure and increasing
damping of the foundation–structure system.

The SSI has traditionally been considered to have dominating beneficial effects
because it was believed to cause a reduction of dynamic forces (e.g., bending
moments and shear forces) applied on structures. This is mainly due to an increase
in the structures’ natural period and increased damping associated with soil
deformability. By observing a smooth design acceleration spectrum as shown in
Fig. 5.5, which has an essentially constant acceleration branch and a declining
acceleration branch, it is noticed that an increase in natural periods of structures
may lead to a decrease of accelerations in structures and foundations. The damping
involved in the SSI is generally beneficial to reduce dynamic responses of the upper
structure. Furthermore, soft soil foundations increase the flexibility of superstruc-
tures and generally reduce the responses at the superstructures.

Those beneficial effects above have been realized by various design codes by
suggesting that SSI effects in a seismic analysis can be neglected. However, this
conservative simplification is only valid for certain types of structures and soil
conditions, such as light structures in relatively stiff soils. Neglecting SSI may lead
to an unsafe design for both superstructures and foundations. From a geotechnical
earthquake engineering point of view, soft soil sediments can significantly increase
the period of seismic waves, and this is reflected in the design acceleration spectrum
with a higher period range of constant acceleration plateau up to 1 s for soft soil
than a lower period range for stiff soil. This effect can be seen in the spectra of
ground motion records of the earthquakes in Brancea 1977, Michoacan 1985, and
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Kobe 1995 [333]. From the seismological rather than geotechnical nature point of
view, the fault-rupture propagation toward a site, referred to as forward
fault-rupture directivity causes most of the seismic rupture energy to arrive in the
form of a long-period pulse of motion, which increases the spectral values of the
horizontal component normal to the fault strike at periods longer than about 0.5 s
[334]. From a structural engineering point of view, with the presence of SSI, the
natural period of a structure is increased, which may induce the resonance of the
structure when it is subjected to longer period ground motions due to SSI.
Therefore, the effects of SSI are not beneficial if the lower order eigenfrequencies of
superstructures are close to the dominant frequency of ground shaking. It is par-
ticularly important to make a dedicated accounting for the effects of SSI if the
superstructure is heavy and the soil is soft [345]. Therefore, as a result of
geotechnical, seismological, and structural factors, the effects of SSI increase the
fundamental period for both soils and structures and may even increase the struc-
tural response under certain circumstances.

5.7 Boundary Modeling in Geotechnical Analysis

In a two- and three-dimensional site-response analysis or soil–structure analysis,
one has to model the soil strata with infinite extent in the horizontal direction, and
the extent in the vertical direction needs also to be adequately represented, i.e., both

T

Sa
Fig. 5.5 A schematic
illustration of a seismic design
acceleration spectrum (linear
scale)
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concerns have to be carefully considered by a model with finite size. The far-field
soil medium is often modeled by restricting the theoretically infinite computational
domain to a finite one by using artificial boundaries so that the reduction of the
solution domain makes the analysis feasible and economical. However, the per-
formance of the artificial boundaries can influence the accuracy of the results
significantly.

There are mainly three types of artificial boundary modelings:

1. Elementary boundaries, which are commonly used for static analyses (i.e., zero
stress or zero displacement boundary conditions), and they, therefore, cannot
model the geometrical spreading of energy toward infinity. However, they are
efficient in cases where the radiation damping is not important, such as soft soil–
stiff rock interfaces

2. Consistent boundaries [335, 336], which satisfy exactly the radiation condition
at the artificial boundary using mathematically complex formulations. However,
in practice, both elementary and consistent boundaries are seldom adopted as
they are computationally expensive, frequency-dependent, and their imple-
mentation in finite element codes is often problematic

3. To solve these challenges of both boundary modelings above, local absorbing
boundary, also called energy absorbing boundary, energy transmitting bound-
ary, silent boundary, transparent boundary, or infinite boundary is used, in
which the radiation condition is satisfied approximately at the artificial bound-
ary, as the solution is local in space and time. Local boundary modeling is
widely used in engineering practice as in most cases it provides results with
acceptable accuracy while requiring much less computational effort than more
rigorous consistent boundaries

Lysmer and Kuhlemeyer [337] proposed a simple viscous local boundary
modeling, which comprises two series of dashpots oriented normal and tangential to
the boundary of FE mesh. As characteristics of viscous local boundary are inde-
pendent of frequency, the viscous boundary modeling is suitable for both harmonic
and non-harmonic waves. However, it gives exact solution only for
one-dimensional propagation of body waves, while for two- and three-dimensional
cases perfect absorption is achieved only for angles of incidence greater than 30°.
As seismic waves with large angle of incidence are less likely to develop, the
performance of the viscous local boundary improves significantly if it is placed
farther away from the source of excitation or the area of interest (i.e., foundations or
structures) of the model. Furthermore, for low-frequency excitations, this type of
boundary modeling gives permanent displacement even in an elastic system [338].
Therefore, modifications of the standard viscous boundary were proposed, such as
the boundaries using Kelvin elements [339, 340], the doubly asymptotic
multi-directional boundary [341], and the cone boundary [342]. Interested readers
may read the sources cited above.

The realization of the boundary modeling in finite element analyses is to
introduce a fictitious “box”: If the boundary of the “box” is modeled very close to
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the foundation, the seismic energy that should realistically be dissipated will
numerically reflect back into the “box,” thus distorting its dynamic characteristics
and changing responses of foundations and supported structures [343]. However,
locating the boundaries very far from the foundation requires more modeling and
computational efforts. Therefore, a local absorbing boundary to absorb the seismic
wave energy has to be introduced to account for the radiation of the energy into the
regions outside the “box,” thus reducing the infinite system into one with finite size,
as previously discussed. In finite element modeling, the boundary is often modeled
with energy absorbing meshes adopting large element size or energy absorbing
boundaries. For example, nodal damping coefficient can be modeled at lateral
exterior nodes to prevent reflections of energy back to the “box” from the lateral
surfaces. Calculations of the damping coefficient may be based on the theory of
equilibrium between the soil wave force and the damping force. The damping
coefficient is specified as force per velocity (N/(m/s)) where the velocity is the
relative motion between two nodes [344]:

Dc ¼ Anqvs ð5:1Þ

where An is the area of a node face (m
2); q is the density of the soil; vs is the seismic

wave velocity of the soil.
In finite element analyses of foundation dynamics, the element size must be

carefully selected because larger elements induce a filtering effect on stress waves in
the higher frequency range. This is particularly obvious in geotechnical earthquake
engineering as seismic waves are normally dominated by high-frequency compo-
nents. The maximum mesh size l can be selected as a function of the shear wave
propagation velocity vs and maximum frequency component of seismic motions
fmax:

l=þ vs/fmax ð5:2Þ

þ is a factor depending on the type of element (linear or quadratic) used, and it
normally ranges from 0.1 to 0.25.

5.8 Remarks on Substructure Approach

The 3-step method in the substructure approach is practically exact from a math-
ematical point of view, i.e., the response of an upper structure is not significantly
influenced by the simplification in the substructure approach (partitioning the soil–
structure system into soil and the upper structure). On the other hand, due to the fact
that the kinematic interaction is estimated based on a massless foundation model-
ing, the method gives unreliable results for conditions in which nonlinear soil
behavior is significant.

Since the method to implement impedance functions is essentially a frequency
domain approach, when performing seismic analyses in time domain, the frequency
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domain solutions for soil must be converted into an equivalent soil model in time
domain.

For structures supported on soft soils or sites under strong ground shaking, a
dedicated site-response analysis rather than a simplification is preferred.

For important structural elements, such as the base of a shear wall, massless
elastic springs can often be used to estimate the foundation stiffness. For massive
structures, such as large and heavy offshore GBS structures or gravity dams, a part
of the foundation may be modeled by three-dimensional solid elements.
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Chapter 6
Seismic Testing

6.1 Introduction

To model important dynamic properties of soils for designing of geotechnical
structures, various field and laboratory testing techniques are developed.

Even though the strength parameters are essential for assessing geotechnical
problems, deformation characteristics are also important in the performance eval-
uation of geotechnical engineering practice. Therefore, soil’s shear modulus and
damping at both small and large strain levels are important to perform site-response
analyses and seismic assessments of foundations. As discussed in Sect. 2.3.1, at
very small strain level, the soil stiffness and damping do not change or can be
assumed to be constant in the elastic range; when the strain further increases into
the small strain regime, the stiffness and the damping vary nonlinearly with the
strain, as indicated in Fig. 2.12. At both very small strain and small strain regimes,
soil properties that influence the seismic wave propagation and other low-strain
behavior should be measured, which basically comprise the shear modulus,
damping, Poisson’s ratio, and density. Among them, the shear modulus and
damping are the most important ones to influence the soil’s dynamic response.
When soil strain is further increased to high strain level, the soil is close to failure,
the soil stiffness is relatively small, and strength parameters are essential to assess
the soil behavior and foundation integrity. The measurement of strength parameters
under monotonic loading has been discussed in Sect. 1.9.

Since in many cases, soil properties due to applied monotonic loading and cyclic
loading are quite different, the measurement of soil properties due to applied cyclic
loading will be further discussed in this chapter. Relevant testing tools may
therefore be different, or at least a modified version of monotonic loading tests has
to be adopted to measure soil properties under cyclic loading.

Tests or test procedures that characterize soil behaviors may need to apply initial
stress conditions and anticipate cyclic loading as best as possible. Field or in situ
tests have the advantage that the state of stress is inherently included in the
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procedure. However, laboratory tests need to confine and consolidate the soil
sample back to the state of stress to replicate field conditions [113]. Larsson and
Mulabdic [346] stated that laboratory values of shear modulus are typically lower
than those measured in the field due to the disturbance caused by the sampling
process. For example, they proposed using a strain-based correction factor of about
10% at a shear strain level of 10−5.

6.2 Field Testing

6.2.1 General

As the soil specimen used in laboratory tests is often disturbed or subjected to errors
due to sample disturbance, field tests are a more reliable way to measure dynamic
soil properties. In field tests at low soil strain levels, seismic waves are generated
artificially at sources. Sensors/receivers (geophone or accelerometers) are used to
detect the seismic wave and to measure wave travel time. Based on the distance
corresponding to the wave traveling, seismic wave velocity, or the velocity dif-
ference between different types of waves, soil properties can be determined.

The source generating the seismic wave usually has a limited power, and the
strain amplitude in the traveling wave is very small (in an order of 10−6 as discussed
in Sect. 2.3.1); thus, the seismic wave velocity measured in tests also shows values
corresponding to this low strain level, and soil behaves almost linear-elastically.
The stiffness modulus can be assumed to be constant in the elastic range. The
relevant methods will be discussed in Sect. 6.2.2.

However, at high strain, field tests are also needed to obtain the soil strength,
normally without generating seismic waves, as presented in Sects. 6.2.3 and 1.9.

6.2.2 Low-Strain Field Test

Active low-strain field tests, sometimes called geophysical tests, are nondestructive
tests that work by applying an active source of energy to excite soil mass, thus
inducing measureable seismic waves. This type of test has the advantage of
reducing time and cost of drilling, and also avoiding the potential environmental
consequences of drilling.

Figure 6.1 shows different methods to generate P-wave, S-wave, and Rayleigh
wave. Using either (a) vertical impact or (b) shallow explosive can effectively
generate P-wave. SH-wave (c) can be generated by horizontally striking with a
sledge-hammer a horizontal wood member pressed tightly to the ground surface.
Rayleigh wave is the major component of ground vibration caused by (d) traffics
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and construction works such as pile driving. The relative amplitudes of each wave
depend on how the impulse is generated.

In case ground water is present in the soil that is of interest, it is customary to
measure S-wave rather than P-wave in order to determine the shear modulus. This is
because P-wave still propagates in water and travels at a speed of around 1500 m/s
in soft saturated soil deposits even though the velocity of P-wave is not indicative
of the soil skeleton stiffness of soft and saturated soil. Moreover, during the geo-
physical test, one should consider anisotropic stress conditions that may cause the
measured shear wave velocities to vary with directions of wave propagation and
particle movement [347, 348].

As the shear strain during the test is quite small and below 0.001%, which is
difficult or impossible to measure, elastic theory of wave propagation can be used to
relate the measured seismic wave propagation velocity with the shear modulus of
soil media.

Field measurements of seismic wave velocity include surface reflection test
(Sect. 6.2.2.1), surface refraction test (Sect. 6.2.2.2), spectral analysis of surface
waves (SASW) (Sect. 6.2.2.3), cross-hole test (CHT) (Sect. 6.2.2.4), down-hole
test (DHT) (Sect. 6.2.2.5), seismic cone penetrometer test (Sect. 6.2.2.6), and
suspension logging test (Sect. 6.2.2.7). The first three methods are nondestructive
because they require no borehole.

Each method has its limitations in terms of the testing applicability and the type
of results it can provide. Therefore, it may be preferred to combine several seismic
testing methods to enhance strengths and minimize the effects of the drawbacks of
each method. As an example, sometimes it can be necessary to obtain the distri-
bution of both strength at high strain and stiffness at low strain of soil columns.
Therefore, tests applied to each strain category must be employed, such as using
SPT and cross-hole test to measure the strength (at high strain) and stiffness (at low
strain) parameters, respectively. The data obtained from a combination of these two
tests are shown in Fig. 6.2. Another example is the operation of the seismic cone
penetrometer test, as will be presented in Sect. 6.2.2.6.

In addition to using an active source to generate the seismic wave for mea-
surement, background noise and microseismicity due to frequent minor earthquakes

P-wave front

S-wave Rayleigh wave 

(a) (b) (c) (d)

Fig. 6.1 Methods to create impulse waves: a vertical impact; b shallow explosive; c horizontal
impact; and d frequency-controlled surface waves
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or construction activities can be taken as a passive system to generate acoustic and
seismic emissions, which can also be measured to characterize soil properties.

It is noted that advanced signal-processing capabilities, mostly developed by the
petroleum industry, are increasingly adopted in geotechnical field testing.

6.2.2.1 Surface Reflection Test

As shown in Fig. 6.3, the surface reflection method basically places both the active
source (S) and receiver(s) (R) on the ground surface. The source can be mechanical
sources that are vertically oriented, or explosive sources that generate impulses

Fig. 6.2 Local soil profile at a site: a soil stratigraphy; b SPT-N values versus depth; c shear wave
velocity profile from cross-hole test [349]

P-wave front 

S 

H 

x R 

2θ

Fig. 6.3 Illustration of
surface reflection method
(adapted from [1])
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usually rich in P-wave. It is then reflected from interfaces at depth and monitored
with vertically sensitive geophones [350].

Part of the wave energy will be transmitted directly from S to R, and by mea-
suring the transmission time td and distance of the direct path x (S to R), the P-wave
velocity vp1 of the upper soil layer can be calculated as:

vp1 ¼ x=td ð6:1Þ

Another part of wave energy travels downward, strikes the horizontal layer
boundary at an angle of incidence h (Fig. 6.3), and is then reflected back to the
receiver(s) at the ground surface. The traveling time (tr) of the reflected wave is:

tr ¼
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 þ x

2

� �2q
vp1

ð6:2Þ

By knowing the vp1 (from the direct wave calculation), x, and measured tr, the
thickness of the upper layer can be calculated as:

H ¼ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2r v

2
p1 � x2

q
ð6:3Þ

In case the site’s soil layering is not horizontal, multiple measurements at dif-
ferent locations have to be performed in order to determine the profile of soil
layering.

The surface reflection test is often used for investigations of large-scale and/or
very deep stratigraphy. For example, it is an important tool in identifying and
characterizing seismogenic sources and capable (neotectonic) faults. It is rarely
used for delineation of shallow soil layers [1].

Different patterns of the source-receiver layout can be used in the surface
reflection method to optimize the measurements, which depend on the specific
application. For example, the normal moveout NMO pattern shown in Fig. 6.4 is
used to estimate the average velocity of the formation. Detection of reflectors is
usually obtained using the common offset pattern as shown in Fig. 6.5. The com-
mon depth point pattern is used to enhance the signal-to-noise ratio at a specific
location as shown in Fig. 6.6 [350].

Advanced signal-processing capabilities, mostly developed by the petroleum
industry, are available and becoming more widely used in geotechnical engineering.

Figure 6.7 shows an example of the layout of seismic reflection cross section of
24 geophone recording with 2.5 m spacing. Note that the vertical axis (times)
essentially indicates the wave traveling velocity (soil stiffness), and significant
impedance (black line) between 280 and 320-m s time can be identified, which
actually corresponds to limestone interface contrasts for this particular site.
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6.2.2.2 Surface Refraction Test

Based on the ability to detect the arrival of seismic wave energy that is critically
refracted from a higher velocity layer underling lower velocity sediment, surface
refraction test measures the travel time of P-wave and/or S-wave (practically,
P-wave is more often investigated than S-wave) from an impulse source to a linear

P-wave front

S 

H

R R R

Fig. 6.4 Normal moveout (NMO) used in surface reflection tests

H

S RS R S R Fig. 6.5 Common offset
used in surface reflection tests

S

H

RS S R RFig. 6.6 Common depth
point (CDP) used in surface
reflection tests
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array of ground surface locations at various distances from the source. It is more
widely used than the surface reflection test.

As illustrated in Fig. 6.8, during the test, the active impulsive source (vertical
mechanical sources or explosives) located at or close to ground surface generates
seismic waves. The waves then propagate into the ground and along the ground
surface. The refracted waves on the ground surface are monitored by a series of
linear array of receivers (usually vertically sensitive geophones).

As shown in Fig. 6.8, close to source with a horizontal distance x from the
source, the first arrival of ground vibration is associated with the surface

Fig. 6.7 Example of seismic reflection cross section for investigating the underground geology
profile [351]

θcrθcr

x

H

S R R R

v2> v1

v1

Fig. 6.8 Illustration of surface refraction test for a two-layered elastic half-place
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propagation in the form of a direct wave, which travels away from the source in all
directions with a hemispherical wave front. The travel time is given by:

T ¼ x=v1 ð6:4Þ

where v1 is the wave propagation velocity in the soil layer 1.
In addition to the direct wave, other waves travel toward the bottom of layer 1,

and at the boundary between layer 1 and the underlying layer 2 (normally harder
than layer 1), they are reflected and refracted. As shown in Fig. 6.9, according to
Snell’s law as presented in Sect. 3.7.1, for refracted waves traveling through media
comprising isotropic materials, the ratio of the sines between the angles of inci-
dence h1 and refraction h2 is equivalent to the ratio of phase velocities in the two
media:

sin h1 = sin h2 ¼ v1 = v2 ð6:5Þ

Therefore, when the angle of refraction h2 = 90°, i.e., the refracted wave travels
parallel to the boundary/interface and produces a head wave in its adjacent layer, the
corresponding angle of incidence wave h1 reaches a critical angle of incidence hcr:

hcr ¼ arcsin v1 = v2ð Þ ð6:6Þ

At a short distance, the direct wave generates the first arriving wave. At a
distance greater than the critical distance xcr from the source, the head wave arrives
before the direct wave, the wave propagation downward at layer 1 is critically
refracted along the harder underlying deposit (layer 2) and then critically refracted
back up to layer 1. Its travel time can be calculated as:

Fig. 6.9 Refraction of waves
between layer 1 and layer 2;
layer 2 is of a harder medium
than layer 1
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T ¼ 2H=ðv1 cos hcrÞþ ðx� 2H tan hcrÞ = v2 ð6:7Þ

It is noted that in the four equations above, H, v1, and v2 are unknowns, and hcr is
a function of v1 and v2.

Figure 6.10 schematically illustrates the relationship between x and T based on
measured data from surface refraction test. The data points are approximated by
piece-wise linear curves. The slope of each individual curve in the travel
time-distance diagram gives the value of wave velocity for each layer and the
corresponding hcr. This travel time-distance diagram can also be transformed into
wave velocity-depth curves.

For two-layer soil deposits, at a location the critical distance xcr1 from the source,
the direct wave and refracted wave reach the receiver simultaneously, which gives:

xcr1
v1

¼ xcr1
v2

þ 2H1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
v21

� 1
v22

s
ð6:8Þ

where H1 is the thickness of the upper soil layer 1.
Therefore, the thickness of soil layer 1 can be calculated as:

H1 ¼ xcr1
2

þ 2H1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 � v1
v2 þ v1

r
ð6:9Þ

For sites with multiple layers of soil, several intersection points can be found on
the piece-wise linear curves shown in Fig. 6.10. The thickness of the mth layer can
be calculated as [352]:

Hm ¼ xcrm
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vmþ 1 � vm
vmþ 1 þ vm

r
þ

Xm�1

j¼1

Hj

vj

vmþ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2m � v2j

q
� vm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2mþ 1 � v2j

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2mþ 1 � v2m

q
0
B@

1
CA ð6:10Þ

1/v31/v2

1/v1

xcr3 x

TFig. 6.10 Schematic
illustration of a travel
time-distance diagram
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Surface refraction test is appropriate to detect boundaries and dipping layers at
shallow depths with the wave velocity increasing with depth. Even though this is
the case for the majority of site conditions, exceptions do exist. A lower velocity
deposit underlying a higher velocity soil layer (velocity reversal) will not introduce
an intersection point between two continuous piece-wise linear curves as shown in
Fig. 6.10 [1]. Instead, the calculated depth of this layer boundary will be larger than
that in reality [353]. Moreover, the refraction test cannot detect very thin layers or
layers having insufficient wave velocity contrast with adjacent layers [354], which
are referred to as blind zones. The presence of blind zones can cause the calculated
depth of a deeper soil layer to be less than the actual depth [353].

Table 6.1 compares the pros and cons of the surface reflection test and surface
refraction test methods.

At sites with inclined soil layers, the refraction test can be repeated in both
positive and negative X-directions.

6.2.2.3 Surface Wave Method

The displacement at ground surface due to excitations from a vertical excitation
source nearby is mainly caused by the Rayleigh wave energy transmission. Note
that Rayleigh wave transmission produces both horizontal and vertical

Table 6.1 Pros and cons of surface reflection and surface refraction test method [355]

Reflection test method Refraction test method

Merits Drawbacks Merits Drawbacks

Observations are
collected at small
source-receiver
offsets

Many source and
receiver locations
must be used to
produce meaningful
images; expensive
to acquire

Observation
generally uses fewer
source and receiver
locations: relatively
cheap to acquire

Observation
requires relatively
large
source-receiver
offset

Method can work no
matter how the
propagation speed
varies with depth

Processing can be
expensive as it is
very computer
intensive, needing
sophisticated
hardware and a high
level of expertise

Little processing is
needed except for
trace scaling or
filtering to help pick
arrival times of the
initial ground
motion

Only works if the
wave velocity
increases with depth

Reflection
observations can be
more readily
interpreted in terms
of complex geology;
subsurface directly
imaged from
observations

Interpretations
require more
sophistication and
knowledge of the
reflection process

Modeling and
interpretation fairly
straightforward

Observation
generally interpreted
in layers that can be
dip and topography;
produces simplified
models
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displacements; at a constant loading frequency x, the ground surface will be dis-
torted as shown in Fig. 6.11. During the vertical excitation of the source S, if one
moves the receiver at various distances from the source to measure the vertical
vibrations of the ground surface, locations where vibrations are in-phase with the
source excitation can be found. Horizontal distances between the source and the
adjacent locations where the vibrations are in-phase with those of the source are
equal to the wave length of the Rayleigh wave kR. The Rayleigh wave phase
velocity vR can then be determined as:

vR ¼ xkR=2p ð6:11Þ

Based on the value of vR and the Poisson’s ratio, the shear wave velocity can be
estimated according to relative velocity among shear wave, P-wave, and Rayleigh
wave as shown in Fig. 6.12.

Based on the dispersion of Rayleigh waves in layered systems, i.e., the velocity
of the wave is frequency-dependent, spectral analysis of surface waves (SASW)
method has been proposed by plotting a Rayleigh wave dispersion curve, i.e., vR

Vertical R

λR

S

Fig. 6.11 Schematic illustrations of ground deformation induced by Rayleigh wave due to a
vertically vibrating source (S)

Fig. 6.12 Variation of wave
propagation velocity with
different Poisson’s ratios
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varies with frequency (wave length). Through the process of inversion of the dis-
persion curve, the shear wave velocity profile can then be determined.

As shown in Fig. 6.13, in a SASW, two vertical receivers were placed on the
ground at an equal distance Dd/2 (Dd is typically taken to be equal to d1) from a
fixed centerline (CL). Note that producing a dispersion curve by conducting tests at
different source excitation frequencies would be time consuming, and therefore the
source excitation is typically in the form of impulse or random loading, which
produces surface waves with a broadband frequency. With digital data acquisition
and signal-processing devices, surface motion time history is then measured by a
pair of transducers and transformed to the frequency domain using, for example,
fast Fourier transform. The phase difference u(f) for each frequency f (=x/2p),
which represents the phase difference between two receiver signals, was obtained.
The Rayleigh wave length and phase velocity can then be calculated as:

kRðf Þ ¼ vRðf Þ = f ¼ 2pDd=uðf Þ ð6:12Þ

vRðf Þ ¼ kRðf Þ f ð6:13Þ

The two equations above give an experimental dispersion curve (vR vs. kR) for
the receiver spacing. Once all experimental dispersion curves for a set of receiver
spacings are constructed, they are combined together and a composite experimental
dispersion curve of the site can then be developed.

As a result of the varying shear stiffnesses along the depth of soil column, waves
with different wave lengths travel at different phase velocities. A surface wave
dispersion curve is the variation of vR with kR or f, with an example shown in
Fig. 6.14. This characteristic of the site is sometimes called the “signature” of the
site.

As previously mentioned, the obvious advantages of SASW are that it does not
require drilling, and compared to body waves, the attenuation of Rayleigh waves is
low [188]. However, SASW has several drawbacks [350]. First, the accuracy of

CL

d/2

d (variable)

d/2

d2

d1

Vertical R
Vertical R 
(harmonic or 
random)

Vertical R

Spectral analysis

Fig. 6.13 Schematic illustrations of SASW
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SASW decreases with an increase in depth below the ground surface (SASW can
normally be used to considerable depth of more than 100 meters [1]). Secondly,
thin layers those are either much stiffer or much softer than the surrounding material
can be missed in an SASW. Moreover, a portion of each soil layer adjacent to a
large velocity contrast is difficult to resolve.

Surface wave tests have been conducted both inland and offshore [356–359].

6.2.2.4 Cross-Hole Test

As shown in Fig. 6.15, the cross-hole test (CHT) involves generating seismic waves
(P-wave, SV-wave, and SH-wave) in one borehole and measuring the wave
propagation velocity along horizontal paths by geophones in two or more adjacent
boreholes at the same depth. In order to investigate a complete profile of shear and
compression wave velocities versus depth, the test is normally repeated at multiple
depths. This method is only applied at sites on land, but is used extensively in such
contexts.

The source can be either mechanical or explosive, with the mechanical being
used more frequently. This is because, when the source is located in the borehole, it
is more difficult to induce a variation of P-wave/S-wave content than is the case in a
surface test method, and an explosive source generally produces more P-waves than
does a mechanical source. In addition, a mechanical source also enables a reversible

Fig. 6.14 SASW dispersion
points and dispersion curves
of fundamental (R-0) and
higher orders of Rayleigh
modes (R-1, R-2, and R-3)
[360]
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polarity of the impulse, which provides better measured results than do explosive
sources. Mechanical sources include the driving of a SPT test sampler, vertical
impact loading of rods connected to borehole packers or jacks, torsional impact
loading of a torque foot at the bottom of borehole, etc. [1].

During a cross-hole test, by post-processing the measured time series of the
source and the receiver(s), the times of travel from the source to the receiver(s) can
be calculated, which is called direct travel times (upper figure in Fig. 6.16). The
times of travel between receivers, called interval travel times (lower figure in
Fig. 6.16), are measured. Figure 6.16 shows that P-wave motion first appears in the
receiver’s signal measurement. However, this was not influenced by the polarity of
the impact, and it is a later time instant at which the SV-wave arrives and the
polarity is reversed due to the reversal of impact polarity. Based on the
time-of-travel measurements between source and one or more receivers, the shear
wave velocity can be determined by dividing the borehole spacings at the testing
depth by the respective travel times.

Compare to surface test methods, cross-hole test can increase the resolution of
the results for various depths of soil and it generally yields reliable results to depths
of 30–60 m. However, it requires drilling in order to place the source and the
receiver(s). Therefore, more efforts are required to carry out this test than for surface
test methods, making it more expensive to perform than a down-hole test
(Sect. 6.2.2.5). On the other hand, if three or more holes can be drilled, shear wave
propagation can be measured at various distances from the source, and the decrease/
decay in shear wave amplitude can be measured and used to directly calculate the
damping of the soils.
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Fig. 6.15 Illustrations of cross-hole test
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6.2.2.5 Down-Hole (Up-Hole) Test

As shown in Fig. 6.17, in a down-hole test, an impulsive source placed at ground
surface generates both P-wave and S-wave, and a triggering receiver located close
to the source is required to measure the motions of the source. At a borehole
adjacent to the source, a single receiver moves along various depths within the
borehole to measure the wave time series. Alternatively, one may place a string of
several receivers at predetermined depths. The time for the P-wave and S-wave to
travel between the source on ground surface and receivers placed in the borehole
can then be measured. Wave velocities are therefore calculated from the corre-
sponding travel time after travel distances have been determined. Travel distances
are typically based on assumed straight ray paths (Fig. 6.17) between the source

Fig. 6.16 Example of shear wave records measured in a cross-hole test using upward and
downward mechanical impacts to identify the initial SV-wave arrival [361] (courtesy of the
University of Texas at Austin)
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and the receivers, although the analysis may sometimes account for refracted travel
paths. Based on the measurement above, travel-time curves (Fig. 6.18) depicting
wave traveling versus depth can be plotted. And at each depth, the steepness of the
curves’ slopes indicates the wave propagation velocity at that depth.

An up-hole test does the opposite in terms of the placement of receivers and
source. In an up-hole test, a source is placed in and moves along the borehole, while
a receiver is placed on the ground surface adjacent to the borehole, as illustrated in
Fig. 6.19. However, as S-wave is more easily generated by down-hole test than
up-hole test, the up-hole test is less commonly used.

Compared to the cross-hole test, down-hole or up-hole tests require only one
borehole, thus reducing the cost. Moreover, as the seismic wave travels through all
soil media between a source and receiver(s), the down-hole test is capable of
detecting soil layers that are not identified in a surface refraction test.

However, as the wave has to travel increasingly larger distances as the depth of
testing increases, the identification of seismic wave can be difficult with a large
traveling distance primarily due to the material and radiation damping. Therefore,
depending on the energy developed by the source (various high-energy, mechanical
sources have been constructed [363]), the optimum testing depths typically range
from about 10–50 m [350]. Moreover, the disturbance of soil during borehole
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drilling and casing, and borehole fluid effects, insufficient or excessively large
impulse source, background noise effects, and water table effects, may pose further
difficulties for performing a successful down-hole (up-hole) test.

6.2.2.6 Seismic Cone Penetrometer Test

As a combination of CPT (Sect. 1.9.6) and down-hole test, seismic cone pen-
etrometer test measures shear wave velocities using a conventional cone penetration
test setup by mounting geophone or accelerometers immediately above the friction
sleeve, as illustrated in Fig. 6.20. The operation of penetration will be stopped
during different penetration stages. During this pause, a horizontal striking on each
end of a pressed beam against the ground (by outriggers of cone penetration rig or
on an embedded anvil) generates impulse, which mainly contains SH-waves at the
ground surface location near the insertion point of the cone. Travel time of the shear
wave energy, either direct or interval, is measured by the geophone or
accelerometers. After testing at a depth, the cone is penetrated further into the soil,
and the test is performed again. A curve depicting the travel time-depth can then be
plotted, which can be explained in the same way as that of the down-hole test.

Fig. 6.18 Travel-time curve
obtained from down-hole test
[362]
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An obvious benefit of seismic cone penetrometer test is that it is combined with
CPT. Therefore, no additional borehole is required. Furthermore, the test provides
data of both the strength and stiffness of the soil column.

6.2.2.7 Suspension Logging Test

As shown in Fig. 6.21, suspension logging test is performed using a 5–6-m probe to
place logging tools into an uncased borehole filled with water or drilling fluid (such
as mud), and generating sharp, impulsive compression wave in the fluid using a
horizontal reversible-polarity solenoid installed on the bottom part of the probe.
When this compression wave reaches the borehole wall, it produces both P-wave
and S-wave. The test measures arriving time of the P-wave and S-wave, which
travel through soil media and transmit energy back through the fluid to two biaxial
geophones (typically around 1 m apart) near the top of the probe. Differences in
arrival times are used to compute the average P-wave and S-wave velocities of the
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soil between the geophones. To enhance the capability of identifying P-wave and
S-wave arrivals, the procedure is repeated with an impulse of opposite polarity.

Different parameters can be estimated using borehole logging, including: den-
sity, conductivity, acoustic velocity, clay content, degree of fracturing, etc. [364–
366].

Prior to application in geotechnical engineering, the suspension logging test
method had already been extensively used in petroleum exploration. The test is
effective at a large depth, of up to 2 km [367]. To detect the thick layers of soft and
weak soil, by overlapping the measurement depths, suspension logging test can
attain a resolution of less than 1 m [1].

The main limitation of the test is associated with the effects of casing and drilling
fluids on the measured response. Moreover, the suspension logging test generally
cannot be performed in a steel or thick plastic casing at sites dominated by soft
soils, and this potentially limits its application in soft sediments.

S wave

S
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Fig. 6.20 Illustration of the
seismic cone penetrometer
test
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6.2.3 High-Strain Field Test

The high-strain field test primarily aims to obtain the soil strength. It mainly
comprises the SPT (Sect. 1.9.5), CPT (Sect. 1.9.6), vane shear test (Sect. 1.9.4),
dilatometer test (DMT), and pressuremeter test (PMT).

In a DMT [368], a stainless steel blade with a thin flat circular expandable steel
membrane is installed on the side of the dilatometer. When at rest, the external
surface of the membrane flushes with the surrounding flat surface of the blade. The
blade is then jacked into the soil using a penetrometer rig or a ballasted drilling rig.
The blade is connected to a control unit on the surface by a tube (running through
the penetrometer rod) containing an electrical wire. At a penetration interval of 10–
20 cm, the penetration is paused to allow the inflation of the membrane with
pressure gas. The pressure at which the membrane moves by 0.05 mm and the
pressure at which its center moves by 1.1 mm are recorded. When these values are
then combined with the corresponding effective overburden pressure, soil properties
can be determined by correlating these three measured data with the soil properties.
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To measure both stress–strain relationship and soil strength, a PMT [369] uses a
cylindrical device comprising a flexible membrane to apply a uniform pressure to
the borehole wall. By measuring the pressure and the deformation/volume change,
and correcting them for system compliance, elevation differences, and membrane
effects, a pressure-corrected volume curve is plotted, which can be used to deter-
mine the stress–strain relationship of the soil.

6.3 Laboratory Element Testing

The soil properties can also be determined through laboratory tests using a speci-
men of a small size or with a decreased scale. Both intact and reconstituted spec-
imens can be used in laboratory tests, with the choice often controlled by the
capability to obtain intact specimens. Since dynamic soil properties are influenced
by various factors, it is essential to prepare undisturbed soil specimen (by carefully
taking samples from fields) or specimens that represent the soil behavior at sites as
closely as possible. However, the prepared specimen for testing can in most cases
only represent the initial stress and void ratio of the original soil from the site, and
other factors such as the age, loading history, and actual soil fabric or structure are
difficult or even impossible to reflect in the prepared specimen. Therefore, it is
important to have a clear picture of how these factors can influence the testing
results compared to the actual soil behavior at sites.

Laboratory test allows a parametric study that enhances the reliability of the soil
property data. Generally, to account for the influence from the effective stress on
seismic wave propagation parameters, the specimen has to be placed within pres-
sure cells.

Similar to the filed testing, laboratory test can also be categorized as low-strain
and high-strain test, which will be presented in Sects. 6.3.1 and 6.3.2, respectively.

6.3.1 Low-Strain Element Test

6.3.1.1 Resonant Column Test

To measure important dynamic soil properties, including shear or elastic modulus
(or shear wave velocity), modulus reduction curve, and damping ratio at low shear
strain levels (typically in the range of 0.0001–0.1%), based on the theory of wave
propagation in prismatic rods, resonant column tests are widely used.

Conventionally, after resonant column specimen has been prepared and con-
solidated, by using an electromagnetic loading system to apply cyclic torque
(typically harmonic, but random noise loading and impulse loading have also been
used) on cylindrical specimen, for which the amplitude and frequency of loading
are controlled, the frequency of loading is initially set at a low value and is
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increased step-by-step until the dynamic response (strain amplitude) of the soil
specimen reaches a maximum, and the response to this loading is then measured
typically in terms of velocity and/or acceleration. While a precise measurement of
small displacement (deformation) is difficult, velocity and acceleration at a high
frequency are large enough to be measured. By varying the loading frequency, the
variation of amplification in amplitude of response is plotted against the frequency,
as shown in Fig. 6.22. The resonant frequency is then measured, from which the
velocity of the propagating wave is derived. Based on the derived velocity and the
density of the soil sample, the low strain shear modulus of the material can be
computed from the basic equation of torsional vibration. Figures 6.23 and 6.24
illustrate the test setup and typical test apparatus for performing the resonant col-
umn test.
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The soil specimen shown in Fig. 6.23 is normally fixed at the bottom (occa-
sionally tests can also be performed with a free–free boundary conditions) and
subjected to torsion at the top. By applying the idea of wave propagation to the
torsion of a solid cylinder with a rigid mass at the top, a theoretical value of
resonant (natural) frequency can be calculated. As the natural frequency of the soil
specimen is a function of shear modulus, the geometry of the soil specimen, and
some characteristics of the resonant column apparatus, by equating the theoretical
and experimental resonant frequencies (frequency corresponding to the peak
response shown in Fig. 6.22), the shear modulus can then be obtained. The
diameter of soil specimen to be tested in a resonant column test is normally less
than 100 mm.

If there is no rigid mass at the top, the natural frequency xn of the soil column
specimen in torsion shear is given by:

xn ¼ 2p vs = ð4lÞ ð6:14Þ

where vs is the shear wave velocity of the soil specimen and l is the height of the
soil column specimen.

If there is no rigid mass at the top of the specimen, the shear modulus G is
calculated by:

Fig. 6.24 Test apparatus for resonant column test (courtesy of Geocomp/GeoTesting Express)
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G ¼ qv2s ¼ qð4lxn = 2pÞ2 ð6:15Þ

where q is the density of the specimen.
If there is rigid mass at the top, the shear modulus of the testing specimen is

calculated by the equation derived using elastic theory:

I=I0 ¼ ðxnl=vsÞ tan ðxnl=vsÞ ð6:16Þ

where I is the mass polar moment of inertia of the specimen and I0 is the mass polar
moment of inertia of the system attached at the top of the specimen.

While I can be easily calculated, I0 is usually evaluated by experimental method,
which is more difficult than the determination of I. For example, by performing two
tests with different circular flanges at the top of the specimen, I0 can be calculated
by solving simultaneous equations:

Iþ I0 ¼ K=x2
n ð6:17Þ

where K is the torsional stiffness of the specimen.
Compared to the case without top rigid mass, the effect of the top rigid mass

generally results in a more linear variation of rotation and, consequently, more
uniform strain conditions over the height of the specimen [1].

The shear strain in a specimen (equal to ratio between the top displacement and
specimen height) varies in the radial direction: It is zero at the center and reaches its
maximum at the outer edge. Hence, the average value is normally used for
interpretation.

For details on the resonant column test, reader may refer to sources [370–372].
The damping can be determined from the frequency response curve (Fig. 6.22)

using, for example, the half-power/bandwidth method, from the logarithmic
decrement by placing the specimen in free vibration, or by measuring phase shift
between the input force and the output displacement. See source [123] for the
details of test methods to estimate damping.

Here, we briefly present the method of half-power/bandwidth method to cal-
culate the equivalent damping at the natural frequency xn, which is given by:

fi ¼
xh � xl

2xn
¼ Dx

2x
ð6:18Þ

where xh and xl are frequencies on either side of the natural frequency xn; and the
amplitudes of frequency response curve at xl and xh are defined as having 1=

ffiffiffi
2

p
(corresponding to 3 dB) times the amplitude at the natural frequency xn.

Therefore, the sharpness of each peak on the frequency curve indicates the value
of the loss factor ðgiÞ at each resonance frequency.
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Figure 6.25 illustrates an example of shear modulus and damping varied with
shear strain measured from a resonant column test.

While the excitation frequency of loading has unimportant effects on the low
strain shear modulus [115], it can have significant influence on damping. Therefore,
a noticeable variation of damping with loading frequency is likely to be observed
during the resonant column test [350].

There is significant engineering demand to evaluate dynamic properties of fill
materials and ballast material for foundations of nuclear power plants, dams, and
railway constructions, etc. However, these materials usually contain relatively large
gravel particles or even crushed rubbles. Even if alternative methods to estimate the
strength parameters of original coarse materials using small samples by adjusting
grain size distributions have been presented [373], the effect of this adjustment on
stiffness parameters is not clear. To measure stiffness and damping of those
materials such as gravel soils [374] and rocks [375] at low strain level,
large-diameter resonant column test apparatus is desired. A few systems designed
by various researchers [376–378] are capable of using specimens larger than
150 mm in diameter.

It is noticed that even if the effective confining pressure and strain amplitude
varying with time can be readily measured in a resonant column test, the pore-water

Fig. 6.25 Schematic illustration of shear modulus and damping varied with shear strain measured
from a resonant column test (courtesy of Geocomp/GeoTesting Express)
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pressure is difficult to measure, and the material properties are usually measured at
frequencies above dominant frequency of most seismic ground motions [1].
Moreover, note that number of torsional loading cycles in a resonance sample test is
much higher than that in a real earthquake, which may influence the closeness of
measured soil shear modulus and damping to the reality.

In recent decades, other testing devices have been developed to measure stress–
strain data at small strain amplitude with sufficient accuracy, such as a local dis-
placement transducer (shown in Fig. 6.26) which is able to record a very small
displacement of 0.25 mm [379]. This sensitivity is equivalent to a strain of
1.25 � 10−6 for a sample size of 20 cm. This development has, however, made the
resonant column test less important than before [194].

6.3.1.2 Other Low-Strain Element Tests

Other low-strain soil specimen tests are also available, such as ultrasonic pulse test
[380, 381] and piezoelectric bender element test [382]. Interested readers may refer
to the sources cited above.

Fig. 6.26 Local
displacement transducer
attached on triaxial shear
specimen [194]
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6.3.2 High-Strain Element Test

At higher strain levels due to extreme loads such as earthquakes and ocean wave
loading, the measurement of soil properties cannot be achieved by low-strain ele-
ment test, and high-strain laboratory tests have to be performed. These mainly
include cyclic direct shear test, cyclic triaxial test, and cyclic torsional shear test,
etc. The current section gives a brief introduction to these three types of high-strain
test. For more details, readers may read sources [1, 194].

6.3.2.1 Cyclic Direct Shear Test and Cyclic Triaxial Test

Cyclic direct shear test and cyclic triaxial test are very similar to their static
counterpart presented in Sects. 1.9.2 and 1.9.3, but with the loading applied
cyclically. The cyclic direct shear test is widely used for assessing liquefaction
potential (Chap. 7), and it can more accurately represent the seismic stress condition
than the cyclic triaxial test can.

6.3.2.2 Cyclic Torsional Shear Test

The cyclic torsional shear test applies torque on the cylindrical soil specimen, which
can overcome various difficulties imposed by the cyclic triaxial test and cyclic
direct shear test. A typical torsional shear device utilizes a ring-shaped soil sample
that is supported laterally by inner and outer rings as indicated. The soil is subjected
to a normal stress, and then the upper half of the box is subjected to a torque that
causes the upper surface of the sample to rotate relative to the lower surface, so that
a shearing stress is generated. The same apparatus as that used for low-strain
resonant column tests can also be used for performing cyclic torsional shear tests.

To obtain shear modulus and damping at both small and large strain levels, as
well as the shear strength, the resonant column and torsional shear tests can also be
combined together. They typically involve the following steps [383]:

1. Consolidate the soil specimen to an first stress condition.
2. Measure shear modulus and damping versus shear strain at end of primary

consolidation and at a few times during secondary consolidation.
3. Run torsional shear or triaxial compression test to measure shear strength of the

specimen.
4. Consolidate to the second stress condition.
5. Repeat the steps above to final stress condition.
6. Run torsional shear test to much larger strain levels to measure shear modulus

and damping at these higher shear strain levels.
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Figure 6.27 shows a typical example of measured damping obtained from both
resonant column tests at small strain levels and torsional shear tests at large strain
levels.

6.4 Model Testing

Model testing aims to investigate the seismic response of a small-scale physical
model of a realistic structure subject to seismic ground motions. It mainly includes
the shaking table test and centrifuge testing, which will be presented in Sects. 6.4.1
and 6.4.2, respectively. The former places the test model (typically soils held by a
designed box and sometimes also with the associated foundations and structures) on
the shaking table that is subject to designated ground motion excitations. The latter
places the test model under increased gravitational fields using a centrifuge, so that
the stress dependency matches that of the full-scale prototype.

Similitude and boundary effects are important aspects to consider for performing
both types of model testing.

6.4.1 Shaking Table Test

In a shaking table test, a scale testing model or full-scale model is mounted on a
shaking table (a flat plate), which is subject to table excitations driven by actuators

Fig. 6.27 Example of damping ratio versus shear strain at both low and high strain levels
(courtesy of Geocomp/GeoTesting Express)
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(typically of a servohydraulic type for which the capacity is determined by the
capacity of hydraulic pumps that serve the actuators).

Figure 6.28 shows a 3 � 3 m shaking table with motion frequencies ranging
from 0.4 to 50 Hz. The shaking table has a horizontal displacement, velocity, and
acceleration limit of ±127 mm, 600 mm/s, and 1.0 g, respectively. The maximum
weight of the test models applied to this particular shaking table is 60 tons.

In addition to model testing to obtain seismic responses of structures and to
validate the structural modeling, seismic model testing is also sometimes required
to validate numerical analyses of seismic site-response and foundation response.
Similar to the site-response analysis using finite element method, in such a shaking
table test, a series of scale-model shaking table tests in free-field (without foun-
dation and structure) are often first carried out to measure the responses at different
locations in the soil. This is mainly to validate that the soil in the soil container/box
is not influenced by the artificial boundary constraints at the container walls. The
free-field test is often followed by a soil–foundation (shallow or deep foundation)–
superstructure interaction testing. The response of soils, foundations, and/or
structures can be measured using, for example, strain gauges or accelerometers and
be transmitted through amplifier, which converts the response into electric signal
for post-processing.

Shaking tables were originally designed to simulate ground motions in a uniaxial
horizontal direction. In recent decades, various shaking tables capable of simulating
multiple axial directions (2D or 3D) of motions have also been constructed.
Moreover, to simulate multiple points of excitations for extended structures (e.g.,
tunnels, bridges, and pipelines), systems with multiple subarrays, in which each
array is essentially a single shaking table, have also been developed. Figure 6.29

Fig. 6.28 Shaking table test for a cable-stayed bridge model on a 3 � 3 m shaking table
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shows a nine-subarray shaking table system; each array has a dimension of
1 � 1 m.

In both free-field and interaction testings, when the soil is only under the gravity
field in a static state, the effective vertical stress rvo′ and horizontal stress rho′ at a
depth z are given by:

r0vo ¼ c0z ð6:19Þ

r0ho ¼ Kr0vo ð6:20Þ

where c′ is the effective unit weight of the soil; K = rho′/rvo′ is the lateral (at rest)
earth pressure coefficient, which may be taken with the following values: For
coarse-grained soils, K = 1−[sin /′�(OCR)sin/′], where /′ and OCR are the angle
of internal friction and over-consolidation ratio; for fine-grained soils,
K = [0.44 + (0.42Ip (%)/100)]�OCR0.5.

Under horizontal seismic excitations, the normal stresses almost remain constant
while seismic shear stresses s(z) in both vertical and horizontal planes increase due
to the cyclic seismic loading. For a soil element at a depth of z, s(z) can be
approximated as:

sðzÞ ¼ aðtÞc0z ð6:21Þ

Fig. 6.29 Nine subarray shaking table system for scale-model test of large-scale prototype
infrastructures (courtesy of Beijing Laboratory of Earthquake Engineering and Structural Retrofit,
Beijing University of Technology)
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where a(t) is the horizontal acceleration of the soil element at time t.
Different from a realistic site condition, the artificial boundary conditions of soil

containers may reflect and generate P-waves, resulting in a distortion of free-field
conditions. If the container end-walls are frictionless, vertical stresses cannot
develop and the stress field near the boundaries will be different from reality.
However, if the test model is placed in the center of the container and at a con-
siderably large distance from the end-walls, such effects may be assumed to be
negligible. Therefore, in the setup of a shaking table test under horizontal shaking
(vertical shaking is not considered), it is of great importance to make sure that the
horizontal shear deformation is realistically developed in the soil under horizontal
earthquake action and the effects of soil container (finite dimensions) boundary
constraints are not significant, i.e., to allow the replication of semi-infinite extent of
the ground in a finite dimension soil container.

To fulfill the objective above, three strategies can be employed to reduce the
reflection of waves from the container wall:

The first one (rigid wall container) is to place soft material such as conventional
foam on the internal sides of the rigid walls of a container, while the test results are
strongly dependent on the mechanical properties and thickness of the soft materials,
i.e., the soil will deform in bending rather than in shear if the soft material glued on
the container wall is too soft or too thick.

Fig. 6.30 Full-scale cylinder soil container mounted on a shaking table, with support struts, and
soil mixer/pump in background (courtesy of Pacific Earthquake Engineering Research Center and
PJ Meymand, University of California, Berkeley, and California Department of Transportation)
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The second method (flexible wall barrel) is to use rubber membrane as the
material for the soil container, to form a flexible cylinder with an integral bottom, as
was originally designed by Meymand [384]. As shown in Fig. 6.30, the cylinder is
reinforced by circular bands at a certain vertical distance interval and is attached at
the top to a ring, which is in turn supported by steel rods with universal joints at top
and bottom. A steel plate over the rubber base is bolted directly to the shaking table.
This method allows the shear deformation to develop in multiple directions in the
horizontal plane. However, if the distance between each two adjacent bands to
reinforce the container is too small, the horizontal shear deformation in the soil will
be over-constrained. On the other hand, if the distance is too large, the soil volume
will be expanded, causing an unrealistic release of the confined soil pressure, and
may also induce soil’s bending deformation [385].

Fig. 6.31 Laminar container to allow soils’ shear deformation in horizontal directions [386]
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The third method is to use laminar container, comprising multiple slices (rings)
of container wall, as shown in Fig. 6.31. The laminar container must fulfill the
requirement that the composite shear stiffness of the laminar box should be sig-
nificantly less than that of the soil deposit so that the response of the soil and
specimen (foundation) is driven by the soil and not by the laminar box itself. These
rings were used to provide flexibility and to approximate a continuous shear strain
field in the soil during shaking. Between each two adjacent rings, flexible bearings
are placed to allow horizontal slidings of the rings, so that the horizontal defor-
mation of the soil is not restricted. In recent years, this method has received an
increasing number of utilizations.

R

Fig. 6.32 Illustration of a typical centrifuge test [387]
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6.4.2 Centrifuge Test

Another important issue in a seismic model test is to properly represent soils’
overburden pressure. This is sometimes addressed by performing a centrifuge of
scale-model testing, in which a centrifuge apparatus consisting of a rotating arm
with an experiment package (such as a moderate-sized shaking table) is fixed to a
swivel at one end. The centrifugal acceleration of the rotating arm induces an
elevated gravitational field onto the model, which swivels to a position normal to
the arm as shown in Fig. 6.32.

The overburden pressure is important for sands whose stress–strain behavior is a
function of confining pressure. In clay soils, where overburden stresses are not so
significant, centrifuge tests also enable the consolidating process of the deposit
during spin-up, thereby achieving a more realistic soil strength profile [384].

Similitude is an essential factor to consider in a centrifuge testing. However,
because different aspects of response of a 1/N-scale test model are governed by
different scale factors, it is not possible to fulfill the similitude requirement for all
parameters simultaneously. Table 6.2 shows scaling factors for different types of
parameters. It is known from this table that the stresses and strains in a full-scale
prototype soil can be modeled by a 1/N-scale test model with an acceleration of N�g.
Therefore, for an 1/N-scale test model with a distance of R from the shaft (center) of
the centrifuge, a rotation speed of (N/R)1/2 would be sufficient to induce an
acceleration field that is N times the acceleration of gravity. Generally, the over-
burden pressure at any point in the test model should then represent the stress

Table 6.2 Scaling factors of different types of parameters for centrifuge modeling [389]

Type of event Quantity Model dimension/prototype dimension

All events Stress 1

Strain 1

Length 1/N

Mass 1/N3

Density 1

Force 1/N2

Gravity N

Dynamic events Time 1/N

Frequency N

Acceleration N

Strain rate N

Diffusion events Time 1/N2

Strain rate N2

Values are based on the assumption that the same soils and fluid are used in the model and the
prototype and that the soil properties are not rate-dependent
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condition at the corresponding point in the full-scale prototype [1]. It should be
noticed that the dissipation time of the pore-water pressure in a 1/N-scale model
would only be 1/N2 of the prototype model. This requires a use of higher viscosity
fluid in the test model such as silicon oil. To enhance the reliability of the centrifuge
test, results of models of different sizes at the same prototype scale can be compared
[388].
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Chapter 7
Liquefaction

7.1 Introduction to Liquefaction

7.1.1 Causes of Liquefactions

Liquefaction means the transformation of any substance into a liquid state. When
soils around structures’ foundations are subject to cyclic loading due to earthquakes
or adverse ocean storms, they may lose their shear strength, causing a catastrophe
such as local or global failures of foundations and even the collapse of entire
structures. Nowadays, liquefaction is an important soil failure mode relevant for the
geotechnical design and integrity of both offshore and land-based structures.

Under static monotonic loading, drainage helps soils to prevent excess water
pressure building up. However, under cyclic loading, especially for loose saturated
sand, it tends to densify and settle, break down the soil structure and cause a
tendency toward volumetric compression. Because the duration of the shaking is
too brief, the water does not have time to dissipate. A higher pressure load may then
be taken by the water pressure, leading to a reduction in effective stress and a
decrease in shear resistance and stiffness. This is mainly because, under repeated
loading, the loose particles in sand tend to compact more tightly, resulting in a
decrease in volume and an increase in pore-water pressure that cannot be dissipated
under undrained or partly drained conditions.

Figure 7.1 shows the development of pore-water pressure and shear stress–strain
behavior as functions of time under undrained cyclic loading with a constant cyclic
shear stress. The cyclic loading generates a pore pressure characterized by a per-
manent pore pressure component, up, and a cyclic pore pressure component, ucy.
Each load cycle gives an additional incremental pore pressure, which reduces the
effective stresses in the soil, resulting in increased average, ca, permanent, cp, and
cyclic, ccy, shear strains with time [390]. And after a number of load cycles, the
stress path reaches the failure envelope as shown in Fig. 7.2. Figure 7.3 shows the
excess pore-water pressures under different consolidation ratios (kc = r1/r3, where
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r1 and r3 are the maximum principal stress and confining pressure), measured by
the stress-controlled torsional shear test method. By observing this figure, it is also
found that, under anisotropic consolidation condition (kc = 1.5 and 2.0), the excess
pore-water pressure cannot reach the confining pressure r3, and the liquefaction
cannot occur. Furthermore, the peak value of the pore-water pressure decreases with
an increase in initial consolidation ratio. It should be mentioned that, for the cases
without liquefaction occurrence, the number of load cycles to induce liquefaction Nf

is defined as the load cycles corresponding to a deformation (i.e., strain) of 5%. In
addition, it is important to consider the simultaneous occurrence of both dynamic
shear stress and applied axial dynamic bidirectional loading. For saturated sand, the
number of loading cycles leading to liquefaction failure is highly influenced by the
ratios and phase between the axial dynamic stress and horizontal dynamic stress
[391].

Obviously, the liquefaction requires considerable “excess pore pressure.” Here,
the pore pressure is defined as the difference between the actual pore pressure and
the hydrostatic pressure for still water level. A possible scenario causing lique-
faction is a gravity-based offshore platform resting on sands as shown in Fig. 7.4:
when it is subjected to significant ocean wave loading, a large part of dynamic
loading can be taken by the water pressure change [27].

If almost all overburden pressure is taken by pore-water pressure in sandy soils
(i.e., the pore pressure is close to the maximum total stress and the effective stress
approaches zero), the sand then behaves like a liquid without noticeable shear
resistance. This failure is called partial liquefaction, indicating that the sand almost
loses both its shear modulus and shear strength, and causes a significant subsidence

Fig. 7.1 Pore pressure and
shear strain as functions of
time under undrained cyclic
loading [390]
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under even a minor load disturbance in shear. If the sand completely loses its shear
modulus and shear strength and behaves like a Newtonian fluid, the failure is called
full/complete liquefaction.

Liquefaction can cause ground surface settlement, loss of foundation bearing
capacities, and lateral movement of slopes. It is responsible for damage during
many earthquakes. For example, during the Loma Prieta earthquake on 17 October
1989, 18,306 houses were damaged, and the most severe damage occurred in areas
where infrastructures were built on loosely consolidated and saturated soils, which
are susceptible to liquefaction. During the Kobe earthquake in 1995, in the artificial
islands off Kobe, significant ground shaking caused the liquefaction of reclaimed
lands, and the quay wall built by the caisson method suffered serious damage.

Under seismic excitations, the seismic accelerations go along with horizontal
shear stresses due to vertically propagating shear waves. The shear stress in the
upper sand layers is roughly proportional to the depth below the ground surface,
just like the vertical stress, causing a relative shear stress that does not vary

Fig. 7.2 Development of
effective stress for undrained
tests in a contactant soil from
monotonic to cyclic loading.
In each load cycle, a single
amplitude shear stress scy
around a constant shear stress
sa can be defined [390]

Fig. 7.3 Excess pore-water
pressure under different
consolidation ratios (kc),
measured by the
stress-controlled torsional
shear test method. u is the
pore-water pressure, Nf is
number of load cycles to
induce soil liquefaction
(courtesy of Key Laboratory
of Urban Security and
Disaster Engineering of
Ministry of Education,
Beijing University of
Technology)
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significantly with depth [392]. As the cyclic excitations induce cyclic shear stress in
the soil, this causes the soil to undergo cyclic shear deformation, leading to a
pressure buildup, and eventually a possible liquefaction if the soil is undrained and
comprises silt, fine sand, and even medium sand [393].

Sites with soils having low plasticity index, such as sand and occasionally silt
soils, are most susceptible to liquefaction. On the other hand, for soils with high
plasticity index such as clay, even if high pore-water pressure can build up in those
soils, liquefaction is not likely to occur. However, evidence has also shown that
liquefaction can occur in cohesive soils, such as the ejection of some cohesive soil
observed at Port Island after the 1995 Kobe earthquake [394]. In certain cases,
liquefaction can even take place in gravels [395], even though the observational
data are insufficient for establishing a reliable liquefaction chart.

Because liquefaction occurs only in saturated soil, it mainly influences the
low-lying areas near water, such as oceans, rivers, lakes, and bays. It also often
occurs at sites with young alluvial planes, and human reclamations, on which
infrastructures were normally not built until the rapid urbanization that began in the
twentieth century. In this sense, liquefaction as a natural hazard is a consequence of
the spreading of urbanization into areas of unsuitable ground conditions [194].

When soils liquefy, as their stiffness generally decreases, the corresponding site
period increases. Therefore, the acceleration amplitude becomes lower while the

Fig. 7.4 A GBS structure
with a shallow foundation
directly resting on soils
(courtesy of Aker Solutions)
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displacement amplitude increases. Even though the decreased ground accelerations
can reduce the response of superstructures, as the liquefaction is not controllable
and can cause a sudden collapse of foundations. Therefore, the reduction in seismic
response of structures due to liquefaction of foundation soils is not acceptable.

With regard to foundation and superstructure stability, it is worth pointing out
that the highest excess pore pressure normally lags the highest acceleration loading.
Therefore, the time instant when foundation strength with regard to liquefaction
reaches its minimum usually does not coincide with the highest loading occurrence.

Liquefaction can be readily predicted at sites comprising sediments of either
sands or silts that are loose and saturated. Therefore, numerous hazard maps for
identifying liquefaction hazard have been established by national or international
regulatory bodies and governmental agencies.

In addition to earthquakes and ocean wave loadings, the sorts of repeated
loading that can potentially induce liquefaction are, for example, wind or even
vibrations transmitted from vibrating machinery or ground vehicles to soils.

The investigations regarding earthquake-induced liquefaction have been focused
on two aspects: liquefaction mechanism, and evaluation of liquefaction potential.
Generally, four methods are adopted to perform these studies: laboratory [407],
experience or statistical methods [408, 409], simplified analysis methods [410, 411,
412], and numerical methods [413, 414].

7.1.2 Liquefaction Damages

Lateral spreading is the downslope lateral movement occurring when cyclic inertial
loads exceed the reduced effective soil strength, as shown in Fig. 7.5. It is generally
associated with shallow surface ground slopes with a slope of less than 1%. Lateral
spreading has caused more damage than almost any other form of liquefaction-
induced ground failure [396]. It has been observed in almost all significant earth-
quakes, from the 1923 Kanto earthquake in Japan [397] to the recent 2008
Wenchuan earthquake in China [398] and 2016 Christchurch earthquake in New
Zealand [399]. During historical earthquakes, lateral spreading displacement has
pulled apart or sheared shallow and deep foundations of buildings, pipelines and
other structures and utilities, buckled bridges or other structures, and toppled
retaining walls, etc., that lie in the path of the spreading ground. Port facilities have
been particularly vulnerable to ground displacement because they are normally
located on poorly consolidated natural deposits or fills that are particularly sus-
ceptible to liquefaction and lateral spreading, as mentioned earlier [400]. For
example, lateral spreading due to liquefaction damaged over 250 bridges and
numerous embankments along the Alaskan Railroad and Highway during the 1964
Alaska earthquake.

Even if liquefaction itself does not kill people, it is responsible for many acci-
dents associated with the tilting or the collapse of structures and failure of slopes.
For example, during the Tangshan earthquake in 1976, 15 out of 18 bridge

7.1 Introduction to Liquefaction 231



collapses were caused by liquefaction, leading to the failure of foundations and
bridge piers.

Niigata in Japan lies on the banks of the Shinano River where it enters the sea.
The city is underlain by about 30 m of fine alluvial sand. The Mw 7.6 Niigata
earthquake in 1964 caused damage of more than US$1 billion, and most of those
damages were related to soil liquefaction of loose sand deposits in low-lying areas
[401]. Figure 7.6 shows collapsed buildings due to bearing capacity failure in the
liquefied ground during the Niigata earthquake, in which the building in the middle
tilted about 80°. All buildings shown in this figure tilted to some extent, some more
extremely than others. Interestingly, almost all buildings tilted in the direction of the
eccentricity of gravity caused by the eccentricity of the roof, indicating an effect due
to a resultant rotational moment generated by gravity and buoyancy on these
buildings [194]. Since liquefied sand has a density 1.7–2. One times that of water,
when the weight of a supported structure is not larger than the buoyancy force
provided by the liquefied sand, the structure will float.

The building on the upper right of Fig. 7.6 did not collapse, as it was the only
structure built on pile foundations instead of gravity-based foundations. However,
almost 20 years after the earthquake, in order to increase the building height, an
excavation beneath the building was performed to upgrade the foundations. It was
then discovered that the piles had been severely damaged during the Niigata
earthquake. Furthermore, even for the buildings that fell down completely, the
entire collapse process took a few minutes, thus providing sufficient time for the
people inside the buildings to escape. This is also the reason why none of the
buildings exhibited significant structural damages [194]. After the Niigata earth-
quake, several apartment buildings were jacked back to a vertical position and
underpinned with new foundations.

Fig. 7.5 Lateral spreading due to soil liquefaction (courtesy of USGS)
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During the Niigata earthquake, underground structures such as storage tanks,
septic tanks, sewage conduits and manholes floated upwards out of the ground.
Sand flows and mud volcanoes ejected water shortly after the earthquake and were
reported to continue for up to 20 min after shaking had stopped. Sand deposits 20–
30 cm in thickness covered much of the city [401].

Figure 7.7 shows the collapse of the Showa Bridge during the Niigata earth-
quake. From eyewitness reports, it appears that failure began 70 s following the
main (initial) shock of the earthquake but before the lateral spreading of the ground
started 83 s after the start of the initial shock [402, 403]. This observation suggests
that neither the ground motion nor the lateral spreading (caused by liquefaction)
was responsible for the bridge collapse. Nevertheless, the increased natural period
of the bridge (due to the elongation of unsupported length of the piles caused by soil
liquefaction) tuned with the period of the liquefied ground, both of which were
close to 6 s at about 70 s after the onset of the ground shaking, as shown in
Fig. 7.8. This tunning effect caused resonance between the bridge and the ground
motions with excessive deflection at the pile head, resulting in the unseating of the
bridge deck from the supporting pier and thereby initiating the collapse of the
bridge [404].

During the 1964 Anchorage Alaska earthquake, serious liquefaction and dam-
ages were also found in many sites.

The liquefaction accidents that occurred in both the Niigata and Anchorage
earthquakes challenged the previous knowledge that sand soils have high bearing
capacities and low consolidation settlements, and piles are not required for sites
with sand soils. Moreover, for infrastructures supported by pile foundations, liq-
uefaction can still be a potential threat for structural and foundation integrity,

Fig. 7.6 Inclined apartment buildings at Kawagishi-cho in Niigata due to soil liquefaction, after
the Mw 7.6 magnitude Niigata earthquake, Japan, 16 June 1964
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mainly related to pile buckling due to the reduction in lateral supporting stiffness or
pile friction (in case the end-bearing capacity is not sufficient).

Liquefaction has in past earthquakes also been an important contributor to
pipeline distress. Figure 7.9 shows the breakage of a buried water pipe due to
liquefaction. Large ground movements and deformations (in extension, compres-
sion, shear, and combined modes), including ground distortion, cracks, fissures, and
venting sinkholes, resulted from severe liquefaction and subsequent lateral
spreading, causing damage to underground pipe networks. For example, the 2010
and 2011 earthquakes in Christchurch left a 1700-km pipe network severely
damaged.

As noticed through both observation and numerical analysis of the damage
during past earthquakes, the damaging effects of liquefaction generally decrease as
the depth of the liquefiable soil layer increases. This reduction in damage is largely
attributed to decreased levels of relative displacement and the need for potential
failure surfaces to extend down to the liquefying layer. These effects are relevant to
the most damaging effects of liquefaction, such as lateral deformation and insta-
bility. Deeper liquefaction can, however, increase the magnitude and impact of
vertical movement (settlement) and loading (down-drag) on foundations [41].

Fig. 7.7 Collapse of Showa Bridge during Niigata earthquake
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Fig. 7.8 a Recorded acceleration record and its corresponding velocity and displacement time
histories [405, 406]; b Wavelet energy spectrum of NS component of the ground motions [402]
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7.2 Evaluation of Liquefaction Initiation

7.2.1 Introduction

Convenient assessment of liquefaction potential requires a screening of liquefaction
potential and detailed site-response analysis.

1. Screening the liquefaction potential:

The screening of liquefaction is normally carried out by studying the site geology,
soil types and density, depth to water table, ground surface slope and proximity to
free-face conditions as well as potential for lateral and vertical differential dis-
placement [415].

FEMA gives a quantified evaluation for liquefaction potential. Soils with the
following conditions are not vulnerable to liquefaction: granular sandy soils with
(N1)60 > 30 blows/ft ((N1)60 is described in Sect. 1.9.5), stiff clay or clayey silt with
plasticity index over 20 and a ground water table 10 m below foundation level or
15 m below ground surface.

2. Site-response analysis:

For sites found to be susceptible to liquefaction potential in the screening stage
above, a detailed site-response analysis may be performed. Various approaches
have been used to evaluate the potential for liquefaction, and the majority of them
are focused on the evaluation of initiation of liquefaction. It is desirable to incor-
porate the buildup of soils’ pore-water pressures and the consequent reduction in

Fig. 7.9 A water pipe broken due to liquefaction
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soil stiffness and strength in a nonlinear soil model (Sect. 2.4), even if this is in
many cases too complicated to be adopted in engineering design.

In practice, the most commonly used ones are the cyclic stress approach and
cyclic strain approach, which will be presented in Sects. 7.2.2 and 7.2.3.

In the cyclic stress approach, by comparing induced cyclic shear stresses
obtained from a site-response analysis with cyclic soil resistances, the likelihood of
the liquefaction can be identified.

Cyclic soil resistance can be determined based upon SPT “N-values” from soil
borings, tip resistance (qc) from CPT test, and shear wave velocity (vs) from for
example seismic down-hole test. As presented in Sect. 1.9.5, to obtain the nor-
malized, standardized (N1)60, field SPT blow-counts (“N-values”) should be
adjusted to account for various correction factors, such as overburden, delivered
energy, rod length, borehole diameter, and liners corrections. Similarly, qc and vs
should be corrected against overburden pressure to obtain the normalized qc1 and
vs1 values. Using charts found from relevant handbooks, cyclic soil resistance of
granular soil deposits can be determined based on values of normalized (N1)60, qc1,
and vs1. For more details, readers may read the NCEER chart [416].

The induced cyclic shear stresses can be calculated from either a simplified
Seed–Idriss equation [416] or a more detailed dynamic site-response analysis. The
later analysis method is recommended because a site-response analysis has more
dedicated considerations for the frequency content of ground motions, the variation
of soil layer and shear wave velocity with depth, and the depth to bedrock.
Therefore, it gives more reliable results than the simplified See-Idriss equation.

7.2.2 Cyclic Stress Approach

The cyclic stress approach is perhaps the method most widely used in the civil
engineering field to assess the liquefaction potential. It is based on converting the
irregular shear stress time history with various amplitudes into an equivalent
number of cycles of a regular time history with constant amplitude, so that this
equivalent uniform cyclic shear stress amplitude due to earthquake loading can
easily be compared with the liquefaction initiation criteria from tests (mainly by
SPT or CPT). Therefore, the evaluation is divided into three steps: (1) estimate an
equivalence of earthquake loading to calculate the cyclic stress ratio (CSR);
(2) determine cyclic resistance ratio (CRR) from charts based on tests; (3) calculate
safety factor against liquefaction based on the two steps above.
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7.2.2.1 Calculation of Cyclic Stress Ratio (CSR) Caused
by Earthquake Loading

By first adopting a rigid-block analogy to model the soil columns under horizontal
excitations as shown in Fig. 7.10, the horizontal cyclic shear stress s varied with
time t can be calculated as:

sðtÞ ¼ rv0ðzÞaðtÞ
g

¼ ctzaðtÞ
g

ð7:1Þ

where rv0(z) is the total vertical stress before the earthquake shaking; a(t) is the
horizontal acceleration of the soil element under study at time t; ct is the total weight
of the associated soil; z is the depth of the soil column; s is the shear stress at the
bottom face of the soil column as shown in Fig. 7.10.

Since in reality the soil column is deformable and does not act as a rigid body, to
account for the flexibility of the soil profile, a stress reduction factor rd(z) as a
function depth can be further applied, with rd = 1.0 at the ground surface and
rd < 1.0 below the ground surface. This factor can be obtained by checking stan-
dard charts such as the one proposed by Seed and Idriss [417] or by directly using
formulas as a function of the depth and sometimes a function of moment magnitude
Mw. Several formulas are presented as follows.

The NCEER [39] and Liao and Whitman [418] presented a stress reduction
factor rd(z) as:

rdðzÞ ¼ 1:0� 0:0765z for z� 9:15 m ð7:2Þ

rdðzÞ ¼ 1:174� 0:0267z for 9:15 m\z� 23 m ð7:3Þ

rdðzÞ ¼ 0:744� 0:08z for 23 m\z� 30 m ð7:4Þ

Fig. 7.10 Equilibrium of a
soil column under seismic
excitation accelerations
a(t) acting at the center of the
soil column
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rdðzÞ ¼ 0:5 for z[ 30 m ð7:5Þ

Idriss [419] proposed rd(z) as:

ln rdðzÞ½ � ¼ aðzÞþ bðzÞMw ð7:6Þ

where:

aðzÞ ¼ �1:012� 1:126 � sin ½5:133þðz = 11:73Þ� ð7:7Þ

bðzÞ ¼ 0:106 þ 0:118 � sin ½5:142 þ ðz = 11:28Þ� ð7:8Þ

Kayen [420] presented that:

rdðzÞ ¼ 1:0� 0:012z ð7:9Þ

After obtaining the stress reduction factor rd(z), the maximum stress smax(z) at a
depth z is calculated as:

smaxðzÞ ¼ rdðzÞ rv0ðzÞamax

g
ð7:10Þ

where amax is the maximum absolute value of the horizontal acceleration histories a
(t) at the ground surface that would occur in the absence of liquefaction, which can
be obtained from available strong motion recordings nearby, or from site-response
analyses calculated by computer codes such as SHAKE, DESRA, etc., or attenu-
ation relations [188, 416, 421]; rv0(z) is the total stress at depth z.

Because the acceleration in each soil layer during an actual earthquake is tran-
sient with unequal cyclic amplitude, leading to an irregular shear stress time history
consisting of widely different cycles of acceleration and stress, laboratory tests to
obtain the liquefaction resistance are usually performed with a constant and har-
monic amplitude of excitations. To correlate the number of uniform stress cycles
that cause the liquefaction initiation obtained from laboratory tests with the irreg-
ular shear stress time history during real earthquakes, an equivalent uniform cyclic
shear stress, with a corresponding number of equivalent cycles Neq is introduced by
multiplying the maximum shear stress in the irregular time history with a reduction
factor w [422], which would result in the same amount of increase in pore-water
pressure as the irregular stress history does. The factor w is normally taken as 65%,
and the equivalent number of cycles is related to the time duration, which is
strongly influenced by the moment magnitude of earthquake as shown in Fig. 7.11.

The equivalent uniform cyclic shear stress amplitude is then written as:

scycðzÞ ¼ WrdðzÞ rv0amax

g
ð7:11Þ
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Readers need to bear in mind that the equivalent uniform cyclic shear stress
amplitude is typically not used in the development of liquefaction resistance chart
shown in Fig. 7.12, while it is still useful to relate the chart to laboratory tests
involving uniform loading cycles.

A cyclic stress ratio (CSR) can be defined as:

CSR ¼ WrdðzÞ smaxðzÞ
r0v0ðzÞ

ð7:12Þ

where r′v0(z) is the initial vertical effective stress at depth z, which is normally equal
to the effective vertical overburden stress before an earthquake shaking.

From the two equations above, it is obvious that, based on the cyclic stress
approach, two alternative methods can be used to obtain CSR for a site: (1) from the
value of amax estimated at the ground surface; or (2) directly from smax calculated
by a site-response analysis.

It should be noticed that the establishment of the equation above implies that
smax(z) and amax are not affected by pore-water pressure buildup and liquefaction in
softening the soil during an earthquake. smax(z), amax, and CSR are more properly
engineering means of defining parameters related to liquefaction than realistic
physical measures to quantify the soil liquefaction. This makes the entire lique-
faction evaluation procedure rather simple. In the calculation of site response to
obtain smax(z) and amax, G/Gmax versus c can be kept constant throughout the entire
seismic motion histories. This allows the use of equivalent linear soil modeling
(Sect. 2.2). The calculation of smax(z) and amax is only useful when CSR is not
larger than cyclic resistance ratio (CRR), i.e., no liquefaction occurs. Moreover,
smax(z) and CSR should not be compared with results obtained from nonlinear
site-response analyses (Sect. 2.4) that use an effective stress approach and allow G/
Gmax to degrade with time (as the pore pressure increases).

Fig. 7.11 Number of
equivalent cycles Neq

dependent on earthquake
magnitude [423] (courtesy of
Earthquake Engineering
Research Institute, California)
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7.2.2.2 Determine Cyclic Resistance Ratio (CRR) from Recommended
Charts

SPT is the most widely used tool to determine the liquefaction resistance, which is
characterized by the standard penetration resistance of soils normalized to a vertical
effective overburden pressure of one atmospheric pressure, known as the corrected
standard penetration resistance (N1)60. (N1)60 is normally defined as a corrected
number of blows to a reference overburden pressure of 100 kPa, and to a 60% ratio
between the actual energy delivered by the hammer to the theoretical free-fall
energy in the last 30 cm of penetration, obtained from field SPT measurements. See
Sect. 1.9.5 for more details.

The method was successfully calibrated with recorded time histories during
earthquakes. By performing SPTs, boring is excavated and the ground water table
location can be measured in boreholes. It is well understood that well-graded dense

Fig. 7.12 CRR versus (N1)60 for earthquakes with a magnitude of 7.5, based on standard
penetration tests (courtesy of National Center for Earthquake Engineering Research)
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sands are more resistant to liquefaction and have high standard penetration value.
However, uniformly graded soil with loose or segregated soil is more susceptible to
liquefaction and has a lower N-value. For example, sand with a standard penetration
value of between 0 and 20 is highly susceptible to liquefaction.

Even if the adoption of (N1)60 has obvious advantages, the method is still not
widely adopted in practice. Empirical charts are normally used for simplified liq-
uefaction analyses, which represent field correlations between in situ measurements
and cyclic shear stresses known to have caused liquefaction during past earth-
quakes. Those charts give the relationship between the CRR and (N1)60 [416], with
an example shown in Fig. 7.12. Each curve in the chart separates sites where
liquefaction has been observed from those where liquefaction did not occur, and
these curves have been calibrated by case histories of liquefaction or no liquefaction
during actual earthquakes for which a CSR is calculated and used to plot the data
points [424]. In principle, data to the left of the line indicates liquefaction during
earthquakes, while data to the right indicates no liquefaction during earthquakes.
Sometimes, more than one curve is given, which corresponds to soils with different
fines contents or to different earthquake magnitudes.

Recently, it has been argued that the empirical graphs with the forms shown in
Fig. 7.12 are fundamentally wrong, as they ignore the initial stress level on one axis
but use a pressure normalized penetration resistance on the other axis. The implied
relationship for post-liquefaction strength is dimensionally inconsistent, and the
chart cannot possibly be useful in a predictive sense [401].

In order to be able to continue to use the chart above, the percentage of fines in
the soil sample should be determined by performing field and laboratory analysis. It
is obvious that soils with a higher percentage of fines have higher liquefaction
resistance. By knowing (N1)60 and estimated percentage of fines, CRR of soils can
be estimated by checking the chart.

The equivalent number of uniform stress cycles changes with the earthquake
magnitude due to the fact that the duration of an earthquake is strongly influenced
by its magnitude [188], with examples shown in Table 7.1 and Fig. 7.11. The
majority of the similar CRR charts available nowadays are applicable for earth-
quakes with a moment magnitude of 7.5 and corresponding uniform stress cycles of
around 20. With an increase in earthquake magnitudes, the duration of ground
shaking and hence the equivalent number of uniform stress cycles also increase
[188]. Consequently, cyclic shear strain will increase. On the other hand, if the
earthquake magnitude decreases, the number of uniform stress cycles decreases by
increasing the soil resistance. On the other hand, in the case of a smaller earthquake
including only a few stress cycles, the soil can resist a much greater stress ratio.
Practically, this change is accounted for by adjusting the CRR of soils. Therefore,
for earthquakes with a moment magnitude different from 7.5, the CRR obtained

242 7 Liquefaction



from Fig. 7.12 (also donated as CRR7.5) should be multiplied by a magnitude
scaling factor (MSF), which is originally introduced by Seed and Idriss [425] as
given in Table 7.2. This table shows a typical set of MSFs based on moment
magnitude. The MSF can also be calibrated based on surface wave magnitude, such
as the one used by Eurocode 8 [198], as shown in Table 7.3.

In addition, Idriss and Boulanger [427, 428, 423] proposed that MSF can be
calculated as follows:

MSF ¼ 6:9e�ðMw=4Þ � 0:058 � 1:8 ð7:13Þ

Andrus and Stokoe [429] proposed that:

MSF ¼ Mw=7:5ð Þ�2:56 ð7:14Þ

The calculation above is adopted in Eurocode 8 [198].
Youd and Noble [430] used a probabilistic and logistic analysis to study case

history data and defined three sets of MSFs with different moment magnitude (Mw)
ranges and probability of liquefaction occurrence (PL):

Table 7.1 Equivalent
number of uniform stress
cycles presented by Seed and
Idriss [425]

Anticipated earthquake
magnitude in Richter scale

Approximate equivalent
number of stress cycles

5.25 2–3

6 5–6

6.75 10

7.5 15

8.5 26

Table 7.2 MSF based on
moment magnitude [425]

Anticipated moment magnitude Magnitude scaling factor

5.25 1.5

6 1.32

6.75 1.13

7.5 1.00

8.5 0.89

Table 7.3 MSF based on
surface wave magnitude [426]

Anticipated surface wave
magnitude

Magnitude scaling
factor

5.5 2.86

6 2.20

6.5 1.69

7.0 1.30

8.0 0.67
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PL\20% : MSF ¼ 103:81=M4:53 for and Mw\7:0 ð7:15Þ

PL\32% : MSF ¼ 103:74=M4:33 for and Mw\7:0 ð7:16Þ

PL\50% : MSF ¼ 104:21=M4:81 for and Mw\7:0 ð7:17Þ

The NCEER workshop report [416] provides a practical recommendation for the
choice from various methods above to determine MSFs.

It is noted that at sites supporting heavy structures or with sloping ground, the
resultant high effective confining stress will increase the cyclic shear stress that
potentially leads to liquefaction. On the other hand, if the initial static shear stress is
larger than the steady-state strength, the liquefaction resistance will be reduced.
Special expertise is then required for an evaluation of liquefaction resistance with a
sloping of more than 6% [416]. Therefore, in addition to MSF, the CRR must also
be corrected for overburden pressure with an overburden correction factor Kr, and
be corrected for the initial shear stress, with a static shear stress correction factor Ka.

As the laboratory cyclic triaxial compression tests show that liquefaction resis-
tance increases with the increase in confining stress, the resistance, measured by the
stress ratio, is a nonlinear function that decreases with the increased normal stress.
Various methods to determine the overburden correction factor Kr are available to
account for this nonlinearity for overburden pressure higher than 100 kPa. Hynes
and Olsen [431] proposed that:

Kr ¼ r0v0ðzÞ
pa

� �f�1

ð7:18Þ

where r′v0(z) is the effective overburden stress at depth z; pa is the atmospheric
pressure; the parameter f is a function of site conditions, for clean and silty sands
and gravels, it can be conservatively estimated as: f = 0.7–0.8 for relative density to
water Dr ranging from 40 to 60% and f = 0.6–0.7 for Dr ranging from 60 to 80%.

Idriss and Boulanger [423] in 2008 proposed that:

Kr ¼ 1� Cr ln
r0v0ðzÞ
Pa

� �
� 1:1 ð7:19Þ

where Cr ¼ 1
ð18:9�2:55

ffiffiffiffiffiffiffiffiffi
ðN1Þ60

p
Þ � 0:3.

At sloping ground condition, initial shear stress exists. It is accounted for using
the static shear stress correction factor Ka as originally introduced by Seed [432] to
account for the effects of static shear stresses on CRR. In the 1996 NCEER
workshop [433], it was concluded that the wide ranges in Ka values developed in
past investigations indicated a lack of consensus and a need for continued research
and field verifications, and general recommendations for use of Ka by the engi-
neering professionals were not advisable at this time. Since then a few methods
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have been proposed, with the most widely accepted one being proposed by Idriss
and Boulanger [434]:

Ka ¼ CRRa=CRRa¼0 ¼ aþ b � eðf=cÞ ð7:20Þ

where a = 1267 + 636a2 − 634ea − 632e−a; b = exp[−1.11 + 12.23a2 + 1.31 ln
(a + 0.0001)]; a = sh,static/r′v0(z) � 0.35; sh,static is the static shear stress;
c = 0.138 + 0.126a + 2.56a3; f = [Q − ln(100p′/pa)]

−1 − Dr; Q is an approximate
function of grain-type-related empirical constant, it equals to 10 for quartz and
feldspar, 8 for limestone, 7 for anthracite, and 5.5 for chalk; p′ is the mean effective
normal stress; −0.6 � f � 0;

Finally, CRR can be calculated as:

CRRf ¼ CRR7:5 �MSF � Kr � Ka ð7:21Þ

Liquefaction can then be evaluated by comparing the loading and resistance at
various depths of interests, which is normally performed by calculating the factor of
safety (FS) against liquefaction:

FS ¼ CRRf =CSR ð7:22Þ

Once the factors of safety throughout soil deposits of interest are obtained, the
potential liquefaction area can be conveniently identified graphically as shown in
Fig. 7.13. From this figure, it also shows that at certain depth and below, the safety
factor is sufficient. This fact is reflected in various codes. For example, Eurocode 8
[426] specifies that, for buildings on shallow foundations, evaluation of the liq-
uefaction potential may be omitted when the saturated sandy soils are found at
depths more than 15 m below the surface.

Fig. 7.13 Potential liquefaction area at the depth with Fs < 1.0 [435]
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Theoretically, a minimum FS of at least 1.0 is required. However, soils having a
factor of safety slightly greater than unity can also liquefy. A possible relevant
scenario is that if a deeper soil layer liquefies, the upward water flow could induce
liquefaction of upper layer as well. In Eurocode 8 [426], based on the simplified
method, a FS of at least 1.25 is required.

In addition SPT, CPT can also be used to determine the liquefaction resistance.
Compared to SPT, CPT can detect thick seams of loose soils. This is why
SPT-based liquefaction criteria are normally valid only when potentially liquefiable
soils occur in layers or seams no more than a few tens of a centimeter thick.
Similarly, the resulting chart contains the relationship between CRR and a lique-
faction resistance parameter, which is the normalized static cone penetration
resistance qc1,N, with typical ones shown in Fig. 7.14 for clean sands given by
Idriss and Boulanger [428, 423]. Figure 7.15 shows a similar chart using proba-
bilistic approach to identify the liquefaction occurrence.

Originally motivated by the strain approach (Sect. 7.2.3) to identify liquefaction
[437, 438], and subsequently compared with liquefaction performance at sites
subjected to the Imperial Valley earthquake [439], the normalized shear wave
velocity vs1 has also been introduced as a liquefaction resistance parameter in the
horizontal axis of the chart, as shown in Fig. 7.16. This is obtained by correlating
the penetration resistance with shear wave velocity at potentially liquefiable sand
sites. A widely known method is proposed by Andrus and Stokoe [440] as shown in
Fig. 7.16 and expressed as:

CRR ¼ 0:22
ðvs1Þcs
100

� �
þ 2:8

ðvs1Þcs
215� ðvs1Þcs

� 1
215

� �
ð7:23Þ

Fig. 7.14 Liquefaction chart for clean and silty sands based on point resistance measured during
static CPTs by Idriss and Boulanger [428, 423]
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where the subscript cs is the abbreviation for clean sand (soils with 5% or less
fines); (vs1)cs is the overburden stress-corrected shear wave velocity to account for
the influence of the state of stress in soils, defined as:

Fig. 7.15 Probabilistic
contours for liquefaction of
sands during earthquakes with
a magnitude of 7.5 using
static CPTs [436]

Fig. 7.16 Liquefaction chart
based on measured shear
wave velocity [440]
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vs1ð Þcs ¼ Kcsvs1 ¼ Kcsvs pa=r
0
v0ðzÞ

� �0:25 ð7:24Þ

where vs1 is the overburden stress-corrected shear wave velocity of sandy soils; pa is
the reference stress of 100 kPa or about atmospheric pressure; Kcs is the correction
factor associated with fines content, which is normally measured from SPT sam-
ples, in case no measured data is available, estimation based on CPT data may also
be used, see [441]; vs is the measured shear wave velocity without considering
overburden stress.

Kcs may be calculated based on Juang et al. [442]:

Kcs ¼ 1:0 for FC� 5% ð7:25Þ

Kcs ¼ 1:0þðFC� 5ÞT for 5%\FC\35% ð7:26Þ

Kcs ¼ 1:0þ 30T for FC� 35% ð7:27Þ

where FC is the fines content; T = 0.009 − 0.0109 (vs1/100) + 0.0038 (vs1/100)
2.

However, correlations between shear wave velocity and the soil resistance to
liquefaction are still under development with limited research efforts and should
normally be used with assistance from relevant specialists.

Readers must bear in mind that the current simplified procedure is based on the
criteria for the initiation of liquefaction, which is well understood. However, the
behavior after initial liquefaction is understood with much less clarity due to its
complexity and lower accessibility of associated data.

7.2.3 Cyclic Strain Approach

As pore-water pressure is physically more associated with cyclic strains than
stresses, and also because a large number of factors influence the cyclic stresses that
lead to the soil liquefaction, a more reliable approach is to use cyclic strain rather
than stress to characterize the earthquake-induced loading and liquefaction resis-
tance [1], as originally proposed by Dorby and his co-workers [443, 444].

Similar to the cyclic stress approach, in the cyclic strain approach, the evaluation
is based on a comparison between uniform cyclic strain and the liquefaction
resistance.

Dorby and his co-workers [444] proposed a simplified method to calculate the
uniform cyclic strain:

ccycðzÞ ¼ 0:65 � rdðzÞ rvoðzÞamax

gGðccycðzÞÞ
ð7:28Þ

where G(ccyc(z)) is soils’ shear modulus when the shear strain is at the level of
ccyc(z), obviously, it must be calculated using iteration from measured G/Gmax.
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After the uniform cyclic strain is obtained, it can be compared with the threshold
shear strain ct. It is obvious that no water pressure can be generated if ccyc(z) < ct,
i.e., liquefaction initiation is not possible. However, if ccyc(z) > ct, liquefaction
initiation may occur, and further evaluation must then be performed to identify the
liquefaction resistance.

For an elaboration of liquefaction assessment, readers may read the reference by
Idriss and Boulanger [423].

7.3 Liquefaction Mitigations

The general strategy to mitigate the liquefaction hazard can be realized through the
following measures:

1. Improve the strength, density, and/or drainage characteristics of relevant soils.
This can be fulfilled by using a variety of soil improvement techniques.

2. Design foundation elements to resist liquefaction.
3. Avoid liquefaction susceptible soils.

More often, the liquefaction damage can be mitigated through a few practical
approaches, such as soil densification (such as vibro-compaction, deep soil mixing,
dynamic compaction (Fig. 7.17), or explosive compaction); increasing the over-
burden pressure so that the vertical effective stress also increases; stone columns
(dense columns of gravel) to reinforce the soil deposit and drain the water (dewater)
in soils so that the pore pressure buildup can be avoided; removal of liquefiable
soils; using piles as additional supporting foundations, etc.

Fig. 7.17 Illustration of
dynamic compaction [449]
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It is noted that soil densification has generally proven to be effective in clean
sands, but not for sands with higher fines contents. In such cases, drainage to reduce
excessive pore-water pressures during the cyclic loading can be applied. The
concept of using vertical gravel drains for liquefaction mitigation was proposed by
Seed and Booker [445], who also presented design charts to determine drain
diameter and spacing. Improved curves that account for head losses were developed
by Onoue [446]. Although the introduction of a stone column (gravel drains) of
freely draining gravel into a liquefiable soil deposit has been utilized at many sites
for liquefaction mitigations, most designers have relied on the densification pro-
vided by the stone column installation rather than the drainage. One concern has
been that the drainage may cause significant settlement [447]. In addition, inves-
tigators indicate that sand infiltration can reduce hydraulic conductivity and flow
capacity of gravel drains in practice relative to laboratory values [448]. More
recently, vertical, slotted drain pipes (often referred to as “earthquake drains”) with
diameters from 75 to 150 mm have been installed using vibrating steel mandrel.
The drains are typically placed in a triangular grid pattern at center-to-center
spacings of 1–2 m depending on the permeability of the treated soil. A 100 mm
diameter of such drain pipe can carry sufficient flow volumes (0.093 m3/s) to
relieve water pressure in sands. This flow volume is more than 10 times that
provided by a 1 m diameter stone column (6.51 � 10−3 m3/s). Filter fabric tubes
are placed around the drains to prevent infiltration of silt and sand. These vertical
drains can be installed faster than and at a fraction of the cost of stone columns and
can reduce the settlement by 20–60% compare with that in untreated sites [447].

It is obvious that, by draining the excess water in soils, potential risk associated
with the liquefaction can be greatly minimized. In many offshore gravity-based
structures, anti-liquefaction systems have been installed to minimize the excess
pore-water pressure in the skirt compartments, preventing the buildup of excessive
water pressure during storms or earthquakes. Moreover, since heavy gravity-based
structures normally induce high effective stress on soils, it is difficult for pressure
buildup to significantly decrease the effective stress to a rather low level, and this
also helps for mitigating liquefaction. However, liquefaction can also be triggered
by water flowing to the gravity-based foundation, which can dramatically increase
the pore pressure.
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Chapter 8
Slope Stability Due to Seismic Loading

8.1 General

Slope instability due to earthquakes is one of the most damaging collateral hazards.
Earthquakes are the greatest threat to the long-term stability of slopes in
earthquake-active regions. Damage from triggered landslides and other ground
failures has sometimes exceeded damage directly related to strong shaking and fault
rupture. Seismically triggered landslides damage and destroy homes and other
structures, block roads, sever pipelines and other utility lifelines, and block stream
drainages [450].

Subject to earthquake loading, the acceleration produced by the ground motions
will induce cyclically varying forces on slopes, embankments, and dams. Moreover,
the soil’s shear strength degrades to a certain extent (Sect. 2.1). Both effects are
relevant to slopes’ instability. On the other hand, due to strain rate effects (Sect. 2.5),
instant shear strength for clay soils will increase by 20–50% subject to undrained
seismic loading. This increase can offset the reduction in shear strength due to an
increase in soil strain. Therefore, in many cases, it is reasonable to neglect the
degradation in soils’ shear strength.

Four methods have been widely used to assess the slope stability subject to
earthquake loading: pseudo-static analysis approach, dynamic stress-deformation
analysis approach, Newmark sliding-block approach, and testing method.

Pseudo-static analysis approach (Sect. 8.2) was the earliest developed method
and involves simply adding a permanent body force representing the earthquake
shaking to a static limit-equilibrium analysis. It is suitable for preliminary analyses
and screening procedures that precede more sophisticated analyses [451].

Stress-deformation analysis (Sect. 8.3) involves a much more complex modeling
of slopes by using numerical methods such as finite element method (most often),
finite difference method, boundary element method, and discrete element method.
In this method, the internal stresses and strains within elements are computed
based on the applied gravity and seismic loads. With a dedicated modeling for
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stress–strain behavior of soils, this type of analysis provides a reliable prediction of
mode of failure, even though this method is much more demanding with respect to
soil data input and computation efforts required. This analysis method is applicable
for critical infrastructures such as dams and embankments or slopes adjacent to
critical lifelines or structures.

The Newmark sliding-block approach (Sect. 8.4) is much more convenient than
the stress-deformation analysis and yields more useful information than
pseudo-static analysis, even though the Newmark sliding-block approach is slightly
more complex than that of pseudo-static analysis. Subsequent modifications to
sliding-block analysis have made it applicable to a wider range of landslide types
[452].

Depending on which method presented above is adopted, tools for analyzing
stability of slopes include simple equations, charts, spreadsheet software, and slope
stability analysis codes. In many cases, more than one tool is used to evaluate the
stability for a particular slope [24].

Various testing methods (Sect. 8.5) can be used to identify more realistic weak
geological features, damage mechanisms, and stability states of slopes.

It should be noticed that both the pseudo-static analysis approach and Newmark
sliding-block approach are suitable for analyzing the inertial instability of slopes, in
which the shear strength is assumed to be unchanged during an earthquake event,
but slope instability takes place when a temporary exceedance of strength due to
cyclic stress occurs. If a shear strength reduction occurs due to, for example,
pore-water pressure generations, weakening instabilities can occur when the static
and dynamic shear stress in a slope is larger than the reduced strength of the soil.
Different approaches have to be adopted, and these are discussed in source [1].

Moreover, problems regarding post-earthquake slope instabilities have been
reported worldwide mainly due to the reduced shear strength under cyclic loading,
which should be assessed by accounting for the effects of pore-water pressure
development in soils, as will be briefly discussed in Sect. 8.6.

8.2 Pseudo-Static Analysis Approach

If the reduction in the strength of soils is not significant (typically less than 15%),
semi-empirical pseudo-static analyses [453] using the limit-equilibrium concept can
normally be adopted.

This method consists of analyzing the cross-section of the potential slide mass,
called the failure surface, as either a circular or non-circular surface as shown in
Fig. 8.1. The area enclosed between the slope face and the failure surface, known as
the failure mass or sliding soil mass, is subdivided into a series of slices that are
then analyzed for equilibrium.

The earthquake loading is simplified as static horizontal forces and in many
cases also vertical forces, applied to the potential sliding soil mass, normally rep-
resented by horizontal and vertical pseudo-static (seismic) coefficients. Typical
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horizontal pseudo-static coefficients range from 0.05 to 0.5 as given by various
seismic design codes (e.g., Eurocode 8-5 [426]). By summarizing a number of
published methods for determining an appropriate seismic coefficient, Kramer [1]
concluded that “there are no hard and fast rules for selection of a pseudo-static
coefficient for design”: a rigorously rational basis for selecting a pseudo-static
coefficient remains elusive, and engineering judgment along with standard of
practice generally is invoked in the selection process [452]. To cope with this
dilemma, based on calibrations measured by allowable displacements, in recent
years, various researchers have attempted to find rational ways to determine
pseudo-static coefficient. Stewart et al. [451] developed a screening analysis pro-
cedure based on the statistical relationship presented by Bray and Rathje [454], in
which a pseudo-static coefficient is calculated as a function of maximum horizontal
ground acceleration, earthquake magnitude, source-site distance, and two possible
levels of allowable displacement (5 and 15 cm). Bray and Travasarou [455] pro-
posed a direct approach to determine the pseudo-static coefficient as a function of
allowable displacement, earthquake magnitude, and spectral acceleration.

Since soil slopes are not rigid and the peak acceleration generated during an
earthquake lasts for only a very short duration, while the earthquake shaking in
pseudo-static analysis assumes a permanent, unidirectional body force, seismic
coefficients used in practice generally correspond to acceleration values within the
failure mass well below the anticipated peak accelerations [1], and the effects of
transient nature and duration of earthquake motion may not be captured in this
method. Shear strengths measured in cyclic loading tests are appropriate for anal-
yses of stability during earthquakes. This analysis is normally performed first to
judge the significance of the deformation due to seismic loading, and the selection
of an appropriate seismic coefficient is essential for the reliability of this type of
analysis. Unfortunately, there are no widely accepted specific rules for selecting an
appropriate seismic coefficient for design [456].

The center of gravity (CoG) of the potential sliding soil mass is normally taken
as the acting point of the equivalent forces [457]. However, strictly speaking, this

W

Fv=kv×W

Failure Surface

Fh kh×W

τ τ

σn

Fig. 8.1 Illustration of
pseudo-static analysis
approach, kh and kv are
horizontal and vertical
pseudo-static (seismic)
coefficients, respectively; W is
the weight of the potential
sliding soil mass
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assumption is only valid if the accelerations are constant over the entire soil mass,
which is in the majority cases not true. For example, peak accelerations increase
due to soil amplification from the bottom to the top of a dam. The location of the
resultant seismic force is then expected to be above the CoG of the slice. By
studying the sensitivity of the locations of the action point for Sheffield Dam, Seed
[453] showed that the location assumed for the seismic force can have a small but
noticeable effect on the computed factor of safety, a change in the location of the
pseudo-static force from the CoG to the bottom of the slice reduces the factor of
safety from 1.32 to 1.21 for a seismic coefficient of 0.1. However, the assumption
that the force is acting on the CoG is normally slightly conservative for most dams
[24].

The factor of safety in terms of total stress can be calculated as a ratio of capacity
(shear strength of soil: cþ rn tan/) to demand (shear stress induced on the
potential failure surface: s):

SF ¼ cþ rn tan/
s

ð8:1Þ

See Sect. 1.6.2 for the definition of the items in Eq. (8.1).
Similar definitions of factor of safety can be derived based on effective stress

concept.
The required factor of safety typically ranges from 1.3 to 1.6 and should always

be above unity to account for the uncertainties in assumed mechanism of failure,
soil properties, ground water conditions, slope geometry, likelihood and duration of
exposure to various types of external loading, and potential consequence of slope
failure, etc. [1].

It is noted that, to render the inherently indeterminate analysis determinate,
conventional limit-equilibrium methods generally make use of assumptions
regarding the relationship between the inter-slice forces, and it is commonly
accepted that factors of safety are identical at all points along the failure surface
because the sliding soil mass is assumed to be rigid. These assumptions may appear
to be unreasonable since the actual stresses acting along the slip surface are quite
approximate and the location of the critical slip surface depends on the shape
assumed by analysts [458], and the soil along the failure surface in actual slopes
does not fail simultaneously. As many soils exhibit a strain-softening stress–strain
behavior, in which a dramatic decrease in shear strength will occur after the soil
reaches its peak strength, stress redistribution will then take place to transfer the
difference between the peak and residual strength of the soil to the surrounding soil,
potentially causing the exceedance in the peak strength for the surrounding soil,
leading to a reduction in shear resistances to residual values for the surrounding
soil. As this process continues, a zone of failure may grow until the entire slope
becomes unstable. Therefore, even when the limit-equilibrium factor of safety
based on the peak strength is well above 1.0, progressive failure of soil may still
occur. Moreover, it is important to compare the analysis results with field
measurements.
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It should be noticed that the presence of a hard cohesive layer at the top of the
slope or the presence of a very dense granular layer at the bottom of the slope can
produce slip surfaces that are almost vertical [459]. In such cases, it is recom-
mended to adopt the modeling of tension cracks at the top of the slope to flatten the
exit angle at the lower end of the slip surface [460]. Such cases are mostly ignored
by most engineers due to a lack of engineering understanding of slope stability
analysis limitations, which may result in misleading factors of safety.

Even though in most cases, pseudo-static analysis is too conservative, Kramer
[1] stated that this approach can be unconservative for slopes composed of materials
that build up significant dynamic pore pressures during ground shaking or that lose
more than about 15% of their peak shear strength. This statement is enhanced by a
few case studies for dams that have a sufficient factor of safety through
pseudo-static analysis but exhibit instability problems during previous earthquakes
[453].

For more details of the pseudo-static analyses, readers may refer to source [24].
Readers may notice that even if pseudo-static analysis method has been termed

“pseudo-static” for many years, it is essentially a static approach and therefore may
correctly be termed “pseudo-dynamic.”

8.3 Dynamic Stress-Deformation Analysis Approach

If the reduction in the soil strength is greater than 15%, dynamic stress-deformation
analysis [461] is often employed to assess the deformation, performed using
numerical methods such as finite element method, finite difference method,
boundary element method, and discrete element method. Dedicated nonlinear soil
behaviors, with relatively simple hyperbolic soil models [462, 463], can be
implemented. Various boundary conditions, irregular slope geometries, and a
variety of construction operations can all be accounted for [1].

This method can determine much more parameters (such as magnitudes and
patterns of stresses, movements, and pore-water pressures in slopes during and after
construction/deposition) than factors of safety do in a pseudo-static analysis.

This method has been developed and implemented in 2D and 3D models (e.g.,
Ref. [464–466]). It is noted that 3D slope stability analysis is still not routinely used
by geotechnical engineers even though most slope stability problems are 3D. This
may be due to the facts that (1) it is commonly believed that 2D slope stability
analysis provides a more conservative estimate of the 3D slope stability problem
[467–469], even though the factors of safety obtained from 2D slope stability
analyses are not necessarily more conservative than 3D slope stability analyses
[459]; (2) a 3D slope stability analysis is much more demanding with regard to
computational efforts than a 2D analysis. On the hand, with the development of
computer technology, 3D slope stability analysis is more accessible to geotechnical
engineers nowadays [470].
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For real engineering applications, dynamic stress-deformation analyses are often
carried out with the aid of commercial codes such as FLAC, which uses the explicit
finite difference method to solve the full dynamic equations of motions using
lumped grid point masses derived from the surrounding finite elements. Other
programs, such as PLAXIS, QUAD-4, and FLUSH, are also available for dynamic
analysis to assess the slope stability. However, readers may observe that the finite
element analysis may not capture some important failure phenomena such as liq-
uefaction at large deformations, slipping and rolling, which do exist during the
process of realistic ground motions.

Because the stress-deformation analysis is demanding with respect to complexity
of soil data input and computational efforts (as very fine mesh is required to capture
local deformation for landslides), it is normally used only for critical projects such
as earth dams and slopes affecting critical lifelines or structures. Moreover,
stress-deformation analysis is rather site specific and cannot be applied to regional
problems, as pseudo-static analysis or Newmark sliding-block approach can.

8.4 Newmark Sliding-Block Approach

Like all approaches using the limit-equilibrium method, the pseudo-static approach
can only check whether or not slope instability will occur by judging the factor of
safety. However, the deformation associated with slope instability failure cannot be
obtained.

Therefore, based on the pseudo-static method and by utilizing Newmark’s direct
integration method, Newmark [471] considered the situation when the factor of
safety decreases to less than 1.0 and proposed a simple method to assess permanent
displacements in a slope due to seismic ground motions. As shown in Fig. 8.3, this
is referred to as the Newmark sliding-block approach, rigid-block method, or
permanent displacement analysis method. In this method, the sliding soil mass is
taken as a rigid sliding-block, which slides on a plane surface as shown in Fig. 8.2.
Analysis using the Newmark sliding-block approach has been found to agree with
both laboratory model tests [472–474] and dynamic analysis of earthquake-induced
landslides in natural slopes [475]. Permanent displacement analysis begins at
exactly the point where pseudo-static analysis ends: at the time when the critical or
yield acceleration is exceeded.

Fig. 8.2 Sliding soil mass in an actual slope (left) is taken as a rigid sliding-block (right) to
compute permanent soil displacements in a slope subjected to seismic acceleration a(t) [24]
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The Newmark sliding-block analysis can be categorized into three types of
analysis: rigid-block, decoupled, and coupled, among which the rigid-block anal-
ysis is that originally proposed by Newmark [471].

8.4.1 Rigid-Block Analysis

When the acceleration of the block exceeds ayield, the block begins to slip along the
plane, i.e., the factor of safety is below 1.0. The ayield for a soil block sliding in the
downslope direction (Fig. 8.2) can be calculated as:

ayield ¼ g tan /� að Þ ð8:2Þ

where a is the angle of the slope; g is the acceleration of gravity.
When a is small, the soil block can also slide in the uphill direction, the ayield can

then be calculated as:

ayield ¼ g tan/þ tan að Þ= 1þ tan/ tanað Þ ð8:3Þ

Based on the limit-equilibrium method, the mass experiences no permanent
displacement until the acceleration of the block exceeds the critical acceleration (a
(t) in Fig. 8.2) at ayield; velocity time history is determined by integrating the parts
of an acceleration time-history that lies above ayield, which is further integrated to
yield the cumulative displacement. The block continues to move after the accel-
eration falls below the yield acceleration. Sliding continues until the relative
velocity between the block and base reaches zero. The block will slip again if the
acceleration again exceeds the ayield. The process above continues until the accel-
erations fall below the yield acceleration, and the relative velocity drops to zero for
the last time.

In practice, an acceleration time-history (upper figure in Fig. 8.3) is selected
first, and before accelerations reaches ayield for the first time, the acceleration causes
no permanent displacement of the block. When the acceleration first exceeds ayield,
it is integrated once to obtain the velocity profile of the block (middle figure in
Fig. 8.3). A second integration is performed to obtain the cumulative displacement
history of the block (lower figure in Fig. 8.3).

By using a relatively simple limit-equilibrium model of an infinite slope in
material having both frictional and cohesive strength, the factor of safety SF can be
estimated as:

SF ¼ c0

ch sin a
þ tan/0

tan a
� mcw tan/

0

c tan a
ð8:4Þ

where /0 is the friction angle in terms of effective stress measures; c0 is the effective
cohesion; c is the unit weight of soil; cw is the unit weight of water; h is the
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slope-normal thickness of the sliding soil block; m is the proportion of the slab
thickness that is saturated, with m = 0 meaning that no pore-water pressure is
accounted for.

In the equation above, the first term on the right hand side accounts for the
cohesive strength component; the second term accounts for the frictional compo-
nent, and the third term accounts for the reduction in frictional strength due to pore
pressure.

Different from the pseudo-static method, this method depends on the limited
sliding displacement of sliding blocks rather than the minimum factor of safety.

Fig. 8.3 Permanent displacement (lower) is calculated by a double integration of relative seismic
acceleration time-history (upper) [24]
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Therefore, to carry out the analysis using the Newmark sliding-block approach in a
conservative manner, rather than searching for the slip surface that gives the
minimum factor of safety (as the pseudo-static analysis does), slip surface that gives
the minimum value of acceleration should be searched for, which is normally
different from the slip surface that gives the minimum factor of safety.

Similar to the pseudo-static analysis approach, conventional Newmark’s
sliding-block assumes rigidity–perfect plasticity of the soil block, implying a yield
acceleration that does not change with displacement, which is not realistic.
Moreover, it cannot capture the process of dynamic pore-water pressure buildup
subject to cyclic loading that can lead to initiations of liquefaction and failures other
than simple distinct slip surfaces (the method can account for the influence due to
pore-water pressure with a constant value), even though the pore pressure buildup
process can normally be neglected for compacted or over-consolidated clays and
very dense or dry sands [471, 476]. As a result, more rigorous methods, such as
finite element analysis or finite difference analysis utilizing more dedicated soil
constitutive modeling, have been utilized to overcome these shortcomings.

8.4.2 Decoupled Analysis

Subject to seismic loading, the sliding soil mass in reality deforms internally. This
effect is in many cases important for assessing slope instability. However, the
rigid-block analysis assumes a rigid sliding soil mass. To solve this, by performing
the dynamic site-response analysis and the permanent displacement calculation
independently, Makdisi and Seed [476] proposed a two-step procedure to estimate
the effect of dynamic soil response on permanent sliding, in which a dynamic
site-response analysis (Chap. 3), by neglecting the modeling of failure surface, is
first performed to calculate the seismic acceleration time-histories at several points
within the slope. The average acceleration time-history at the several points within
the slope is taken as an equivalent acceleration and used as input into a rigid-block
analysis, and the permanent displacement is finally estimated. The average accel-
eration has been referred to variously as k or horizontal equivalent acceleration
(HEA); peak values are generally referred to as kmax or maximum horizontal
equivalent acceleration (MHEA). To facilitate the decoupled analysis, design charts
are presented to estimate displacement as a function of critical acceleration, ground
motion, and earthquake magnitude [476].

Even though the decoupled analysis has been shown to accurately predict field
behavior [477], it does not account for the interaction between the sliding dis-
placement on the seismic ground motion. Lin and Whitman [478] compared the
calculated results between coupled (Sect. 8.4.3) and decoupled analyses and stated
that the assumptions of the decoupled analysis introduces errors in the estimation of
total slip.
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8.4.3 Coupled Analysis

As its name suggests, in a coupled analysis, the effect of sliding displacement on the
ground motions is accounted for by modeling the interaction between dynamic
response of the sliding mass and the permanent displacement.

By using a nonlinear, fully coupled sliding-block model to produce a
semi-empirical relationship, Bray and Travasarou [479] have developed a simpli-
fied approach to calculate the sliding-block displacement. The model typically
requires a specification of ayield, the fundamental period of the sliding mass, and the
spectral acceleration of the ground motion at a period of 1.5 times of the funda-
mental period of the sliding mass.

8.4.4 Selection of Analysis Methods

Numerical instability problem associated with coupled analysis may occur when the
period ratio (Tsite/Tm) between the site period (Sect. 3.2) and the period of the
seismic motion (as will be defined below) is less than 0.1, where landslide masses
behave rigidly.

Therefore, a general recommendation for selecting a sliding-block analysis is to
use rigid-block analysis for period ratios less than 0.1 (analysis of data from pre-
vious earthquakes in the world has indicated that the majority of
earthquake-triggered landslides have Tsite/Tm ratios less than 0.1) and coupled
analysis for period ratios greater than 0.1 [452].

Here, Tm is defined as the average period of seismic motions weighted by the
Fourier amplitude coefficients over a frequency range of 0.25–20 Hz [480]. It is
strongly dependent on the moment magnitude (Mw) and source distance (r). For
shallow crustal earthquakes, based on the seismic motion data obtained from
western North America, at rock sites, with no forward directivity, Tm can be cal-
culated as [481]:

lnðTmÞ ¼ �1 � 00þ 0 � 18ðMw � 6Þþ 0 � 0038r for Mw � 7:25 ð8:5Þ

lnðTmÞ ¼ �0 � 775þ 0 � 0038r for Mw [ 7 � 25 ð8:6Þ

In the equation above, r has a unit of kilometers.
Even though the coupled analysis presents the most reliable results of all three

methods, due to its complexity, engineers may also select decoupled or rigid-block
analysis, but with careful judgment. By comparing these two methods with the
more reliable coupled analysis as shown in Table 8.1, Jibson [452] presented that
for Tsite/Tm greater than about 2, coupled analysis should be used.

Seed [453], Marcuson et al. [482], and Duncan and Wright [24] presented
detailed and comprehensive analysis procedures based on a synergy of the
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pseudo-static analysis approach, dynamic stress-deformation analysis approach, and
Newmark sliding-block approach. In this comprehensive analysis procedure, both
undrained and drained shear strengths may be tested to determine which strengths
are most critical to induce slope instability.

8.4.5 Potential of Landslides Based on the Predicted
Displacement

An essential task is to identify the likelihood of landslide based on the predicted
displacement. There is no consensus on exact criteria about this issue globally, but a
rule of thumb is that the potential of landslide is high if the predicted displacement
is greater than 5–10 cm. This is because, for the majority of the cases, this range of
displacement causes ground cracking, and previously undeformed soils can end up
in a weakened or residual strength condition [452]. In such a case, static stability
analysis in residual strength conditions can be performed to determine the stability
after the earthquake shaking ceases [483].

Blake et al. [484] proposed a guideline for the application of Newmark
sliding-block analysis in Southern California:

1. For slip surfaces intersecting stiff improvements (buildings, pools, etc.), median
Newmark displacements should be less than 5 cm.

2. For slip surfaces occurring in ductile (non-strain-softening) soil that do not
intersect engineered improvements (landscaped areas, patios, etc.), median
Newmark displacements should be less than 15 cm.

3. In soils having significant strain softening, if the critical acceleration was cal-
culated from peak shear strengths, displacements as large as 15 cm could trigger
strength reductions, which could in turn destabilize the slope. For such cases, the
design should be performed using either residual strengths and allowing median
displacements of less than 15 cm, or using peak strengths and allowing median
displacements of less than 5 cm.

Table 8.1 Comparison of rigid-block analysis and decoupled analysis with the coupled analysis
[452]

Slide type Tsite/Tm Rigid-block analysis Decoupled analysis

Stiffer, thinner slides 0–0.1 Best results Good results

# 0.1–1.0 Unconservative Conservative to very conservative

Softer, thicker slides 1.0–2.0 Conservative Conservative

>2.0 Very conservative Conservative to unconservative
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By studying the landslide data during the Northridge earthquake with the
Newmark sliding-block method and fitting the data into a Weibull distribution
model, Jibson et al. [485, 486] proposed that the probability of failure p(f) can be
expressed as a function of predicted Newmark displacement Dnewmark for any
ground shaking conditions:

p fð Þ ¼ 0 � 335 1� exp �0 � 048D1:565
newmark

� �� � ð8:7Þ

It is noted that the model above was calibrated at regional scale using data from
Southern California, which include primarily shallow falls and slides in brittle rock
and debris. Therefore, it is only rigorously applicable to these types of landslides.
Jibson [452] stated that assigning geotechnical properties on a regional scale
introduces significant uncertainty to such a model, which accounts for the
upper-bound probability of only 33.5%; calibration at a site-specific scale with
more accurate geotechnical characterization would likely yield larger probability
estimates.

8.5 Testing Method

Various testing methods are also available to assess the slope stability, and these
can identify more realistic weak geological features, damage mechanisms, and
stability states of slopes. The most typical testing method is the shaking table test
(Sect. 6.4.1), normally limited to simple surface and small scale. For large-scale
shaking table and centrifuge tests of large-scale slopes with complex sliding sur-
faces, this method is rarely considered by using real ground motions [487].

8.6 Post-Earthquake Slope Instability Assessment

The post-earthquake slope instability may also occur even if the slope does not
collapse during the earthquake. One possible reason for this may be that the soil’s
shear strength increases with the increase in strain rate (Sect. 2.5). Therefore, the
soil has an initial gain in strength due to the seismic loading.

The post-earthquake slope stability can be analyzed using a 3-step method [24],
in which the reduction in shear strength is normally treated differently depending on
whether or not liquefaction occurs:

1. Estimate the potential occurrence of liquefaction, see Sect. 7.2 for details.
2. Assess the reduction in undrained shear strength of relevant soils. If liquefaction

is expected to occur, a reduction of undrained (short-term) residual shear
strength is estimated. Even if soil is not expected to liquefy, the pore-water
pressure may increase in the soil and consequently a reduction in shear strength
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can be expected. This evaluation can be based on the published results as
summarized by Duncan and Wright [24]. It can also be assessed by performing
laboratory tests in which specimens are consolidated to a stress level comparable
to those expected in the field before the earthquake, subjected to loads simu-
lating the earthquake, and finally, sheared to failure in a static load test.

3. Compute the slope stability using a conventional static approach. In cases where
some combinations of undrained and drained (or partially drained) shear
strengths control the stability, use the lower value of the two strengths.

8.7 Landslides

8.7.1 General

Damages from triggered landslides and other ground failures have sometimes
exceeded damages directly related to strong ground shaking and fault rupture such
as structural collapses.

As shown in Fig. 8.4, landslides can occur with five types of geology
appearances:

Fall: also shown in Fig. 8.5, is a detachment of soil or rock from steep slopes
along surface, with little or no shear displacement

Topple: a forward rotation of soil or rock about a point
Slides, also shown in Fig. 8.6, are a downslope displacement of soil or rock

masses. They include: rotational, translational, and debris slide
Flow: a continuous movement of soil masses where shear surfaces are short

lived
Spread: is a sudden movement of water-bearing rock masses

Fig. 8.4 Landslides appearances [488]
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Several sources can trigger landslides: earthquake ground shaking, volcanic
eruption, intense rainfall, change of water level, ground water flow, rapid snowmelt,
and human activities.

8.7.2 Assessment of Regional Landslide Potential by Arias
Intensity

Landslides triggered by earthquakes can roughly be classified into three types
[490]: (1) Type I is rock falls and disrupted soil slides, which are mainly found in
closely jointed or weakly cemented rocks (rock falls) or on steep slopes in loose,
residual, or colluvial materials with low cohesion (disrupted soil slides); (2) type II
is coherent deep-seated slumps, which are often found in relatively flat zones in
deposits with significant cohesion; (3) type III is lateral spreads, which are some-
times formed as a consequence of liquefaction.

To characterize landslide potential on a regional scale with landslide hazard
zonation, the Arias Intensity (IA), which is a measure of the strength of a ground
motion, can be used to identify possible occurrence of landslide and the associated
type. It has been found to be a fairly reliable parameter to describe earthquake

Fig. 8.5 Fall of a stone from the steep slope after the Wenchuan earthquake, May 12, 2008, China
[489]
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shaking necessary to trigger landslides [493]. As mentioned before, it is typically
defined as the sum of all the squared acceleration values from seismic ground
motion records. Wilson and Keefer [491] presented a calculation of the spatial
distribution of Arias Intensity as a function of earthquake moment magnitude Mw,
distance to the closest point on the surface projection of the fault rupture RJB

(Fig. 11.3), focal depth h, and probability of exceedance Pe:

log10 IA ¼ �4:1þMw � 2 log10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
JB þ h2

q
� 0:5Pe m/sð Þ ð8:8Þ

Based on this definition of Arias Intensity, Harp and Wilson [492] found a
minimum Arias Intensity of 0.11 m/s to initiate landslides of type I. The same
authors reported a minimum Arias Intensity of 0.32 m/s to be required for the
initiation of landslides of type II. Larger Arias intensities indicate that stronger and
longer duration shaking is required to trigger type II landslides. The knowledge
above can lead to a creation of seismic landslide hazard zonation map.

For more details on evaluating landslide potential and seismic landslide hazard
zonation, readers may read the sources cited above and [493].

For assessing slope stability locally due to the cyclic seismic loading, Sects. 8.2–8.5
present relevant analysis and testing methods.

Fig. 8.6 Appearance of slides after the Wenchuan earthquake, May 12, 2008, China [489]
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Chapter 9
Offshore Structures and Hydrodynamic
Modeling

9.1 Introduction to Offshore Structures

9.1.1 Offshore Platforms

Offshore structures (Fig. 9.1) with their facilities are used to drill wells, to extract
and process oil and natural gas, or to temporarily store product until it can be
brought to shore for refining and marketing. In many cases, an offshore platform
also contains facilities (e.g., living quarters) to house the workforce as well. They
are defined by either their functions or their circumstances and configurations [494].
A brief review of the different types of platforms with their structural forms and
uses, and the developments, is presented in a few literatures [495–497].

The functions of an offshore structure may be one of the following (even though
multiple functions may be possible for a structure):

1. Exploratory Drilling Structures: a Mobile Offshore Drilling Unit (MODU)
configuration is largely determined by the variable deck payload and transit
speed requirements.

2. Production Structures: a production unit can have several functions, e.g., pro-
cessing, drilling, workover, accommodation, oil storage, and riser support.

3. Storage Structures: used for storing the crude oil temporarily at the offshore site
before its transportation to the shore for processing.

Depending on the circumstances and configuration, offshore platforms may be
fixed to the ocean floor, which is typically referred to as fixed offshore platforms,
including the conventional fixed jacket platforms (shown in Fig. 9.1) for a water
depth of less than 400 m, jack-ups (shown in Fig. 9.34) being placed in relatively
shallow waters (less than 150 m), compliant piled tower (shown in Fig. 9.1) that
can be used for water depths up to 900 m, and an artificial island (Fig. 9.2).
Offshore platforms may also be floating structures, including buoyant (e.g.,
semi-submersibles shown in Fig. 9.3, FPSO, and spars shown in Fig. 9.1) and
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positively buoyant (e.g., tension leg platforms shown in Fig. 9.1). In addition,
remote subsea wells, as shown in Fig. 9.4, may also be connected to a platform by
flow lines and by umbilical connections. These subsea solutions may consist of one
or more subsea wells or of one or more manifold centers for multiple wells. It is
noted that the function, water depth, and environmental loading are essential factors
to influence the structural design concepts for offshore platforms.

For fixed offshore structures, they can be piled (Fig. 9.8) or gravity-based (GBS,
as shown in Fig. 9.9), or a compliant (number 3 in Fig. 9.1) or articulated structure.
A significant advantage of fixed platforms is that they use conventional well sys-
tems that developed along with platforms, leading to an economical design until
water depths increase to the point where the cost of the structure outweighs the
savings from the well system. These platforms use the minimum possible amount of

Fig. 9.1 Various types of offshore structures. 1 and 2 Conventional fixed jacket platforms;
3 Compliant piled tower; 4 and 5 Vertically moored tension leg and mini-tension leg platform
(TLP); 6 Single point anchor reservoir platform (SPAR); 7 and 8 Semi-submersibles; 9 Floating
production, storage, and offloading facility (FPSO); 10 Subsea completion and tie-back to host
facility (courtesy of US National Oceanic and Atmospheric Administration)

Fig. 9.2 An artificial island
(Northstar Island) for oil
drilling in the Beaufort Sea
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material and expose the least possible area to environmental loads. The most widely
used fixed offshore structures are jacket structures as shown in Fig. 9.8. They are
especially advantageous when operated at offshore sites with soft soil condition.
The pile foundations supporting the jacket structures are put in place and connected
to each leg to support the jacket. This leads to a transformation of the moment
loading at mudline caused by lateral loading due to earthquake, or ocean wave and
wind loading applied at superstructure, into axial forces in the jacket piles, as
illustrated in Fig. 9.5. Therefore, jacket piles are usually insensitive to the lateral
loads. Jacket piles can support a significant amount of load from substructure.
Moreover, jacket structures can be constructed in sections and transported, making
it more efficient for construction. Gravity-based structures, which rely on the weight
of the structure itself to resist the environmental loading, are also adopted, partic-
ularly in the North Sea. They are frequently installed at sites where driving piles

Fig. 9.3 A floating drilling
platform Aker H6e (courtesy
of Aker Solutions)

Fig. 9.4 Subsea wells (courtesy of Aker Solutions)
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becomes difficult. These structures have foundation elements that contribute sig-
nificantly to the required weight and spread over a large area of the sea floor to
prevent failure due to overturning moments caused by lateral loads. They are
capable of supporting large topside loads during towing out, thus minimizing the
hookup work during installation. Moreover, their merits also include (1) construc-
tion onshore for transport; (2) towing to the site of installation; (3) quick installation
by flooding; and (4) use of traditional methods and labor for installation [500]. GBS
is typically constructed with reinforced concrete and consists of a large cellular base
surrounding several unbraced columns that extend upward from the base to support
the deck and equipment above the water surface. Gravity-based platforms consist of
production risers as well as oil supply and discharge lines contained in one of the
columns; the corresponding piping system for exchange of water is installed in
another column, and drilling takes place through the third column [500]. This
particular type is referred to as a CONDEEP (concrete deep water) structure.
Gravity-based structures are particularly suitable to resist enormous horizontal
loading such as ice loading, in which a jacket or a jack-up structure would not offer
the required global capacity to resist ice or ice ridge loading or is forced to limit
operations (in case of a mobile jack-up structure) to a short summer season, which
may damage legs and/or unprotected conductors/risers (conductors/risers are

Fig. 9.5 Piles subjected to tensile and compressive axial loading due to the lateral wind and wave
loading transferred from the upper part of the structure
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typically installed inside the concrete shaft in a GBS). It should also be noted that
the gravity-based platform can also be constructed with steel instead of concrete,
such as the Maureen Alpha steel gravity platform in the UK. Table 9.1 lists the
water depths of typical GBS platforms operated in the North Sea, with the highest
one being Troll A platform (Fig. 9.6) with a total height of 481 m. It is operated at a
water depth of 330 m and has a bottom dimension of 160 m � 60 m and a natural
period of 4 s. Troll A is also the tallest structure that has ever been moved on earth.

As the water depth increases, bottom supported compliant structures are more
economical. As this type of structure is rather flexible, they move with the dynamic
environmental loads such as winds, waves, and currents to a limited extent, rather
than resisting them as a GBS or a jacket structure does. Therefore, the compliant
platforms resist lateral environmental loading by their relative movements instead

Fig. 9.6 Troll A platform

Fig. 9.7 Illustration of a guyed tower
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of their weight as a GBS structure does. These types of structures are attached to the
seabed by means of tension legs, guy lines, flexible members, or articulated joints.
The buoyancy force or the force of elasticity of the axially stressed legs generates
the restoring forces. As the system is not soft, the fundamental natural frequency
remains low. The designs are technically and economically feasible as they increase
the natural periods of the structure to such an extent that typical storm wave periods
are far below the natural periods of the structures. Examples of bottom supported
compliant platforms are compliant towers (3 in Fig. 9.1), guyed towers (Fig. 9.7),
buoyant towers, flexible towers, articulated towers, and hybrid compliant platforms.
Given the discussion above, it would be assumed that the load distribution and
transfer mechanism is quite different between the fixed and the compliant structures
[501]: in a fixed structure, the static and dynamic forces are almost all transmitted to
the seafloor; while for the compliant structures, the horizontal dynamic loads are
counteracted by the inertia forces. This reduces the internal forces in the structure as
well as the support reactions. The vertical dynamic loads are transferred to the
seafloor, much as with a fixed offshore structure.

As the water depth further increases and the sites are sometimes located far off
the continental shelf, floating structures are more used because they are

Table 9.1 Water depths of
representative gravity-based
platforms installed in the
North Sea

Platform Water depth (m)

Troll A 330

Gulfaks A 133

Gulfaks B 133

Gulfaks C 214

Oseberg North 100

Oseberg A 100

Ekofisk 1 70

Draugen 251

Heidrun 350

Statfjord A 145

Statfjord B 145

Statfjord C 145

Frigg TP 1 104

Frigg TP 2 103

Frigg MCP01 94

Frigg CDP1 98

Frigg TCP2 104

Brent B 140

Brent C 141

Brent D 142

Cormorant A 149

Dunlin A 153

Beryl A 118
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economically attractive for deep water sites with a reduced structural weight com-
pared to conventional fixed and bottom supported platforms. Floating structures resist
loads by undergoing large excursions when subjected to environmental loads and
thereby reducing the forces on the structures. However, as large motions are
expected, geometric nonlinearity is an important consideration in the analysis of
floating structures. Floating structures are required to be moored in place. Subject to
the environment loading, the floater remains within a specified circle of operation
from a desired mean location, which is generally achieved by mooring lines or a
dynamic positioning system [499]. Typical floating offshore structures include the
semi-submersibles shown in Fig. 9.3, FPSO, and spars shown in Fig. 9.1, tension leg
platforms (which are vertically restrained while horizontally compliant, permitting
surge, sway and yaw motions) shown in Fig. 9.10, and tension buoyant towers. As
floating structures have low stiffness, their natural periods of motions are higher than
that of the wave loading, thus avoiding the resonance with wave loading. For
example, typical natural periods of motions for a TLP are more than 100 s for surge
and sway, more than 80 s for yaw, and 3–5 s for heave, pitch, and roll.

Fig. 9.8 Fixed jacket structures (left), pile foundations of a fixed monopile (middle) and of a
jacket structure (right)

Fig. 9.9 Fixed GBS offshore structures with gravity-based foundation design (courtesy of Aker
Solutions)
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For platforms operating in deep waters, since the distance between platforms and
ports increases, deck spaces of the topside need to be designed with variable load
capacities. For example, for drilling platforms, deck space is very important
because more space is required for third-party equipment for well completion and
well testing activities, in addition to the space for drilling equipment. This typically
requires that the topside be designed with variable load capacities between 10,000
and 20,000 tons [500].

In addition to functionality, environmental loading, and water depth, dynamic
behavior and performance of each type of offshore structures also strongly influence
the selection of structural form and design concept. As shown in Fig. 9.11, the
natural periods corresponding to the global bending and global torsional vibrations
for fixed offshore structures and the period of axial leg tension vibrations of TLPs
should be below the period of ocean wave and wind loading, thus avoiding reso-
nance conditions, which would otherwise cause excessive dynamic responses. On
the other hand, to avoid resonance motion responses of floating structures due to
wave loading (normally the dominating loads for offshore structural designs), they
generally have natural periods of motions higher than the period of ocean wave
loadings, even though they may potentially reach a resonance condition due to
dynamic loading caused by wind turbulence.

Typically, the design of fixed offshore structures has to consider the impact from
earthquakes. The design of TLP also needs to consider the influence from the
seismic loading transferred to tension leg(s) and the response of connected floating
structures.

Fig. 9.10 A tension leg
drilling platform (left) and a
semi-submersible platform
(right) (courtesy of Aker
Solutions)
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9.1.2 Offshore Wind Turbine Substructures
and Foundations

Offshore sites provide a reliable source of strong winds due to the cooling and
heating effect of water and land. Moreover, wind turbulence offshore is generally
lower than that of inland sites. Therefore, due to the higher wind speed and lower
wind turbulence offshore than over adjoining land, in recent years, offshore wind
farms have rapidly developed across the world, dominated by developers in Europe
and East Asia. In the meantime, the USA is also catching up by completing its first
offshore wind farm with five steel jacket substructures (each carry a 6 MW wind
turbine), installed at the Block Island Wind Farm site in December 2015. So far,
more than 80% of the operated and currently planned offshore wind farms are
located in Europe.

A wind turbine-supporting structure system includes both rotor-nacelle assembly
and support structure. The former includes rotor (blades and hub) and nacelle
assembly (all components above tower except the rotor, including driven train, bed
plate, yaw system, and nacelle enclosure). The latter include a tower (connecting
the substructure to rotor-nacelle assembly), substructure (for fixed substructure, it
extends upwards from the seabed and connects the foundation to the tower; for

Fig. 9.11 Accounting of dynamics in the design of offshore structures (from a short course
presentation “Dynamic Analysis and Design of Offshore Structures” by Junbo Jia and Lance
Manuel at OMAE 2016, Pusan)
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floating substructure, it is the part below the tower), and foundation (transferring
various types of load acting on the structure into the seabed soil).

The substructures and foundations for offshore wind turbines (OWTs), as shown
in Fig. 9.12, can be either fixed to the seabed, bottom supported compliant struc-
tures, or floating structures.

The types of fixed offshore structures can be gravity foundation, monopile,
tripod pile, tripile, jacket (braced frame) pile, and suction bucket, as shown in
Fig. 9.13. The basic types of floating structure concepts used for offshore wind
turbines are TLP (Fig. 9.14), spar (Fig. 9.15), and semi-submersibles (Fig. 9.16).
The world’s first floating wind farm Hywind Scotland is planned to be completed
by 2017. It lies 25 km off the northeast coast of Scotland near Peterhead and

Fig. 9.12 Wind turbines with
their substructures and
electrical substation located in
the North Sea (license under
CC BY-SA 3.0, by
StekrueBe)

Fig. 9.13 Types of existing substructures and foundations for fixed offshore wind turbines [503]
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consists of five 6 MW spar-type floating turbines operating in water depths of
between 95 and 120 m. The concept designs using bottom supported compliant
structures for OWTs have not received much popularity, because the low frequency
wind turbulence may interfere with the natural frequency of the compliant structure,
potentially causing resonance. Moreover, the interaction between a compliant
structure and the wind turbine can exert significant forces on the top of the rela-
tively flexible structure, leading to significant deflections of the compliant structure.

Fig. 9.14 Schematic
illustration of a TLP used for
an OWT substructure

Fig. 9.15 Schematic
illustration of a single floating
cylindrical spar buoy moored
by catenary cables

9.1 Introduction to Offshore Structures 279



Monopile currently represents the most common substructure application for
OWT in shallow waters. It is a relatively simple design in which the tower to
supporting turbines, made up of steel pipe, is supported by the monopole, either
directly or through a transition piece. The vertical loads are transferred to the seabed
by shaft friction and tip resistance. The vertical bearing capacity is therefore largely
determined by the diameter of the monopile (typically between 2 and 6 m), which
attracts the lateral hydrodynamic loads due to wind, waves, and current. These
horizontal loads dominated by bending moments will be further transferred to the
soil. Monopile is so far a cost competitive solution and suitable for shallow waters
up to 30 m. One critical issue for the design of monopiles is the consideration of
cyclic behavior of piles with large diameter. Investigations have shown that the
horizontal deflections of large diameter monopiles are underestimated for extreme
loads. On the other hand, experiences from operating offshore wind farms sup-
ported by monopiles indicate that the foundation stiffness for small operational
loads is significantly underestimated. The installation method involves lifting or
floating the structure into position using equipment such as floating crane vessels,
drilling jack-up units, and specially constructed installation vessels before driving
the piles into the seabed.

Jacket designs are more and more utilized in the applications of OWT. As an
example, jacket structures were chosen as substructures by the Moray Offshore
Wind Farm project (1500 MW total) in the UK, with up to 8 MW for each offshore
wind turbine. The obvious benefits (compare to a monopile) are the reduction in
hydrodynamic loading and weight, and suitability for increased water depth (30 m
+). Jacket structures are less dependent on soil conditions compared to monopile
and tripod, and are more suitable for sites with soft soil conditions. They are easily
capable of supporting OWT with 6 MW or more. The smaller diameter of the piles
(typically less than 2.5 m) also means a reduction in required driving power and
less noise during piling. In addition, better precision for pile orientation and

Fig. 9.16 WindFloat, which
is a semi-submersible
structure for an OWT
operating at a rated capacity
of 2 MW approximately 5 km
offshore of Aguçadoura,
Portugal (under license CC
BY-SA 3.0 by untrakdrover)
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positioning can be ensured. By considering the financial limits, OWT using jacket
works well for water depths up to 60 m.

The main part of the tripod, shown in Fig. 9.17, consists of a tubular pole, but
the lower part consists of braces and legs. The tubular steel foundation piles are
driven through the sleeves in the three legs. As a tripod has a large base surface, it
performs well in resistance to overturning moments. Moreover, it also has more
redundancy due to three installed piles rather than one (monopile) [502].

Gravity-based foundations consist of a slender steel or concrete substructure
mounted onto a single large reinforced concrete or a ballast-filled steel shell. To
maintain stability, tensile loads between the bottom of the support structure and the
seabed are resisted by self-weight of the foundation. The gravity-based foundations
require a flat base and scour protection. A significant advantage of gravity-based
foundations is associated with their transportation, as they can be fabricated and
partially assembled in local yards, transported and completely installed at sea,
depending on the fabrication yard capacity, the available draft during their trans-
portation, and the availability of ballast materials.

Bucket foundations consist of a substructure column connected to an inverted
steel bucket through flange-reinforced shear panels. The length of the skirt is
normally in the same order as the bucket diameter, where the volume of soil inside
the foundation may act as a permanent gravity-based foundation. Bucket foundation
is therefore similar to gravity-based foundations in shape and size but differ in the
method of installation and primary mode of stability. The installation of a bucket
foundation is typically through pushing due to the weight of the foundation and its
associated mass and/or creating a negative pressure inside the foundation to gen-
erate a downward pressure. These operations enable the foundation to penetrate into
the seabed and to finally reach a desirable penetration depth. To create the negative
pressure, water and air inside the foundation are pumped out through top of bucket
when the rim of bucket seals with the seabed.

Fig. 9.17 A close look at a
tripod used as a substructure
for OWT (courtesy of Aker
Solutions)
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The dynamic characteristics of offshore wind turbine structures are slightly
different from those of traditional offshore platform structures. An offshore wind
turbine system comprises five physical components: rotor, transmission, generator,
support structure, and control system. Each of these influences the dynamic
behavior of the complete turbine system. It is noticed that the two most significant
excitations are due to the rotation of blades and wave induced forces. In order to
avoid resonance due to the excitations from wind turbine blade rotation and wave
loadings, the support structure should be designed with a natural period as far as
possible from the periods of both blade and wave excitations. This gives three
possible natural period ranges for designing the support structure as shown in
Fig. 9.18: a natural period larger than the first blade excitation period T1p (soft-soft
design), the one between the first (T1p) and the second blade excitation period T3p
(soft-stiff design), and the one below the second blade excitation period T3p
(stiff-stiff design).

Traditionally, the soft-soft design is preferred because this usually leads to an
economical design due to the need for less material and construction cost. In the
offshore wind energy industry, the general trend is that the scale of turbines is
becoming larger and larger. This would result in an increase of the blade’s diameter,
e.g., a 170 m diameter for a 7 MW wind turbine. The first and second excitation
periods are also significantly increased for those large OWTs. This motivates the
engineer to shift from a soft-soft to a soft-stiff or even to a stiff-stiff design.
Moreover, the variable tip speed of the turbine also becomes a design alternative,
which adds additional restrictions on the natural period range of the structures. In

Fig. 9.18 Period interval for stiff-stiff, soft-stiff and soft-soft design of OWT substructures
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addition, it is also possible to convert the existing/abandoned offshore rigs into
substructures for OWT systems, which can avoid/delay enormous decommissioning
costs for energy companies as well as avoid cost and pollution for constructing new
substructures for OWTs. Most of the existing fixed offshore platform structures
have natural periods below 3.5 s; after removing part of the heavy topside modules
at the top of the platforms, the natural periods will further decrease. This period
range is then relevant to the soft-stiff or even soft-soft design. For developing this
concept, one also needs to account for the cost with respect to maintenance and
power grid integration.

In addition to artificial damping devices such as tuned mass dampers (TMDs)
[188], an optimized control system and the associated control algorithm for both
generator torque and pitch angle of wind turbine blades can also mitigate dynamic
loadings applied on an OWT tower. Such a control supplies additional damping to a
generally lightly damped tower, and it normally involves a modeling of an extra
pitch demand responsible for counter-balancing the vibrations and motions of the
tower. This load reduction will allow for a more cost-effective structural design.
Experiences and measurements from offshore wind farm operations have also
indicated that an optimized control system can significantly reduce dynamic
loadings on blade root, shafts, yaw bearing, tower base, etc. And fatigue damage
accumulation on an OWT tower may even be lower if the turbine operating full
load hours per year is higher.

9.2 Dynamic Design of Structures

9.2.1 Dynamics Versus Statics

Over history, the safety and serviceability of structures have basically been mea-
sured on the basis of their static behavior, which required adequate stiffness and
strength. This was perhaps because the necessary knowledge of dynamics was less
accessible to engineers than their static counterpart. Nowadays, it is common
knowledge that all bodies possessing stiffness and mass are capable of exhibiting
dynamic behavior.

The major difference between dynamic and static responses is that dynamics
involves the inertia forces associated with the accelerations at different parts of a
structure throughout its motion. If one ignores the inertia force, the predicted
responses can be erroneous. As an example, let us consider a bottom-fixed can-
tilevered tower subjected to sea wave loadings as shown in Fig. 9.19 [504]. In
addition to the static bending moment due to wave loadings applied on the struc-
ture, as shown in Fig. 9.19b, the stiffness and mass of the structure will react to the
wave loadings and generate internal forces on both the top mass block (Qi) and the
tower (qi), shown in Fig. 9.19c. Rather than a single function of mass, the ampli-
tudes of the inertia forces are related to a ratio between stiffness and mass
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Fig. 9.19 Wave-induced static versus instantaneous dynamic forces and moments in a
bottom-fixed cantilevered tower [504]

Fig. 9.20 A GBS with a heavy topside supported by four concrete shafts (legs)
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(eigenfrequency), mass, as well as damping, thus resulting in additional dynamic
bending action (Fig. 9.19d).

As another example, consider a gravity-based structure (GBS), shown in
Fig. 9.20, that is subjected to the ground motions recorded during El Centro
earthquake, which have a high energy content at the vibration period above 0.2 s
(below 5 Hz in Fourier amplitude shown in Fig. 9.21). The dynamic responses of
the platform are investigated by varying the thickness of four shafts from half of the
reference thickness, to the reference thickness, to twice the reference thickness. It is
obvious that the GBS becomes stiff by increasing the shafts’ thickness. If a static
analysis is performed, under the same seismic excitations the stiffer structure would
have lower responses. However, the seismic responses involving dynamic effects
may not obey this rule. Figure 9.22 shows the acceleration at the shaft-topside
connection. It is clearly shown that the peak acceleration for the reference shaft
thickness case is higher than that of the half-thickness case. However, the trend of
peak acceleration response variation with the change of stiffness cannot be iden-
tified, as the peak acceleration for the double shaft thickness (the stiffest one) is

Time [sec]
50454035302520151050

Ac
ce

le
ra

tio
n 

[g
] 0.25

0.2
0.15

0.1
0.05

0
-0.05

-0.1
-0.15

Frequency [Hz] 5040302010

Fo
ur

ie
r A

m
pl

itu
de

0.24

0.22

0.2

0.18

0.16

0.14

0.12

0.1

0.08

0.06

0.04

0.02
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lower than that for other cases with lower stiffness. This indicates the effects of
inertia, which are more complex than their static counterpart. The response varia-
tion trend can be identified by relating the seismic responses to the dynamic
characteristics of both structures and excitations.

Even for dynamic insensitive structures with low periods of resonance compared
to that of the dynamic loading, dynamics does include the inertia effects due to
loading that varies with time, even if this load variation may be quite slow. The
inertia effects could lead to the fatigue failure of the materials at stress conditions
well below the breaking strength of the materials. They may also be responsible for
the discomfort of human beings. Figure 9.23 shows an offshore jacket structure
subjected to two consequent sea waves; the jacket has a resonance period of 2.5 s.
Figure 9.24 compares the calculated axial force time history at a leg C1 with and
without accounting for the dynamic inertia effects. When the dynamic effects are
ignored (right figure), the axial forces history entirely follows the variation of the
wave and has a period of wave loading (15.6 s) well above the structure’s reso-
nance period (2.5 s). However, when the dynamic effects are accounted for, fluc-
tuations (left figure) of the axial force can be clearly observed as a background
noise with the resonance period of the structure (2.5 s). Depending on the mag-
nitude of this background noise, it may influence the integrity of the structure with
regard to fatigue damage.

From another angle, the dynamic loading often has a different orientation than
the static one. For example, the static loading of a structure under the gravity of the
earth is strictly toward the earth. However, when the structure is subjected to
dynamic loading due to, for example, wind, earthquake, or sea waves, the direction
of resultant loadings change from downward to the one that is more toward a
horizontal orientation, this can result in an entirely different pattern regarding the
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load level and load path, and this obviously influences the structural design.
Therefore, structural engineers are required to have a complete picture of load path
and level, and structures designed must have corresponding load resisting systems
that form a continuous load path between different parts of the structures and the
foundation. The structure shown in Fig. 9.23 represents a typical configuration of
the jacket structure and a clear path for load transferring, i.e., the gravity and
acceleration loads from topside, the wave load applied on the upper part of the
jacket, and the jacket gravity and acceleration loads are all transferred through legs
and braces down to the pile foundation at the bottom.

Before concluding this section, it is of great importance to emphasize that
dynamics is a rather more complex process than its static counterpart. The natural
frequency of a structure can change when a change in its stiffness, mass, or damping
occurs. What makes dynamics even more complicated is that, strictly speaking,

Fig. 9.23 An offshore jacket structure subjected to a wave with a wave height of 31.5 m and a
wave peak period 15.6 s (courtesy of Aker Solutions)
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regular harmonic loadings and responses, with a sine or cosine form at a single
frequency, do not represent environmental loadings (such as earthquake loadings)
and the associated responses in the real world, even if they can be a good sim-
plification when the dynamics at a single frequency is dominating. This implies that
one should always assess whether the vibrations in various frequencies need to be
accounted for or not.

9.2.2 Characteristics of Dynamic Responses

If we take an SDOF spring-mass-damper system under forced excitation as an
example, which is illustrated in Fig. 9.25, the equation of motions for the system is
expressed as:

mxðtÞ
��

þ c xðtÞ
�

þ kxðtÞ ¼ FðtÞ ð9:1Þ

By exerting an external harmonic force (FðtÞ ¼ F0 sinðXtÞ) with an amplitude of
F0 and an angular frequency of Ω as shown in Fig. 9.25, or displacement excita-
tions in a harmonic form on the spring-mass-damper system, an SDOF
spring-mass-damper system under forced harmonic excitation is constructed. The
governing linear differential equation of motions for this system in case of harmonic
force excitations can then be written as:

mxðtÞ
��

þ c xðtÞ
�

þ kxðtÞ ¼ F0 sinðXtÞ ð9:2Þ

Dividing both sides of the equation above by m, this equation is rewritten as:

Fig. 9.24 Axial force time history on the lower part of leg C1 of the offshore jacket with and
without dynamic inertia effects. (The exact magnitude of axial forces are omitted to protect the
interests of the relevant parties)
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xðtÞ
��

þ c
m
xðtÞ
�

þx2
nxðtÞ ¼ ðF0=mÞ sinðXtÞ ð9:3Þ

It is noted that the viscous damping is very important in an oscillating system
because it helps to efficiently limit the excursion of the system in a resonance
situation. As a reference, we first define the critical damping CC, which is the lowest
damping value that gives no oscillation responses, i.e., the system does not vibrate
at all and decays to the equilibrium position within the shortest time. This represents
the dividing line between oscillatory and non-oscillatory motions:

cc ¼ 2
ffiffiffiffiffiffi
km

p
¼ 2mxn ð9:4Þ

The actual damping ratio can be specified as a percentage of critical damping:

f ¼ c
cc

ð9:5Þ

By realizing that c ¼ 2xnmf, the equation of motions for the system finally
gives:

xðtÞ
��

þ 2xnf xðtÞ
�

þx2
nxðtÞ ¼ ðF0=mÞ sinðXtÞ ð9:6Þ

As the equation above is a second-order non-homogeneous equation, the general
solution for it is the sum of the two parts: the complementary solution xC(t) to the
homogeneous (free vibrations) equation and the particular solution xP(t) to the
non-homogeneous equation:

xðtÞ ¼ xcðtÞþ xpðtÞ ð9:7Þ

The complementary solution exhibits transient vibrations at the system’s natural
frequency and only depends on the initial condition and the system’s natural fre-
quency, i.e., it represents free vibrations and does not contain any enforced
responses:

- kx

c

k

F(t)

xc
•

−
m

Fig. 9.25 An SDOF
spring-mass-damper system
under an external force F(t)
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xcðtÞ ¼ Xe�fxnt sin
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2

q
xntþu

� �
ð9:8Þ

It is noticed that this aspect of the vibration dies out due to the presence of
damping, leaving only the particular solution exhibiting steady-state harmonic
oscillation at excitation frequency X. This particular solution is also called the
steady-state solution that depends on the excitation amplitude F0, the excitation
frequency Ω as well as the natural frequency of the system, and it persists motions
for ever:

xpðtÞ ¼ E sinðXtÞþF cosðXtÞ ð9:9Þ

By substituting the equation above and its first and second derivatives into
Eq. (9.6), one obtains the coefficients E and F as:

E ¼ F0

k
1� ðX=xnÞ2

1� ðX=xnÞ2
h i2

þ 2fðX=xnÞ½ �2
ð9:10Þ

F ¼ F0

k
�2fX=xn

1� ðX=xnÞ2
h i2

þ 2fðX=xnÞ½ �2
ð9:11Þ

By inserting the expression for coefficient E and F into Eq. (9.9) and rearranging
it, one can rewrite the steady-state solution as:

Fig. 9.26 Transient and steady-state responses due to external harmonic force excitations applied
on a system with xn = 1.0, X = 0.8, f = 0.05, and u = 0.1
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xpðtÞ ¼ F0

km
sinðXt � /Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðX=xnÞ2
h i2

þ 2fðX=xnÞ½ �2
r ð9:12Þ

where / is the phase between the external input force and the response output, with
the most noticeable feature being a shift (particularly for underdamped systems) at
resonance. It can be calculated as:

/ ¼ tan�1 2fðX=xnÞ
1� ðX=xnÞ2

 !
ð9:13Þ

It is clearly shown that the steady-state solutions are mainly associated with the
excitation force and the natural frequency. Figure 9.26 shows an example of the
dynamic responses due to the contribution from both transient and steady-state
responses, with a X=xn ratio of 0.8, a damping value of 0.05 (/ = 0.21), and
u = 0.1. Phases between the two types of response can be clearly observed.

When mass m in Fig. 9.25 is subjected to harmonic excitations, the magnitude
and phase of the displacement responses strongly depend on the frequency of the
excitations, resulting in three types of steady-state responses, namely quasi-static,
resonance, and inertia dominant responses, which are illustrated in Fig. 9.27.

When the frequencies of excitations X are well below the natural frequencies of
the structure xn, both the inertia and damping term are small and the responses are
controlled by the stiffness. The displacement of the mass follows the time-varying
force almost instantaneously. Subject to environmental loading such as wind or
ocean wave loading, the majority of land-based structures and fixed offshore
structures are designed to reach this condition, as shown in Fig. 9.28. However,
earthquake loading is likely to have a dominant frequency higher than the natural
frequency of structures.

When the excitation frequencies are close to the natural frequency of the system,
the inertia term becomes larger. More importantly, the external forces are almost
overcome (controlled) by the viscous damping forces. Resonance then occurs by
producing responses that are much larger than those from quasi-static responses, as
shown in the circle in the upper figure of Fig. 9.28, and there is a dramatic change
of phase angle, i.e., by neglecting the damping, the displacement is 90° out of phase
with the force, while the velocity is in phase with the excitation force. In a typical
situation in which the damping is well below 1.0, the responses are much larger
than their quasi-static counterparts. From an energy point of view, when the fre-
quency of excitations is equal to the natural frequency, the maximum kinetic energy
is equal to the maximum potential energy. Almost all engineering structures are
designed to avoid this resonance condition. Possible scenarios of resonance con-
ditions are as follows: When the resonance period (site period) of soil layers at sites
due to shear wave transmission is close to the natural period of the structure; when
the resonance period of the surface wave is close to the natural period of the
structure; or when significant plasticity develops on structural members during a
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Fig. 9.27 Damped responses
due to harmonic excitations
with the characteristics of
a quasi-static (X/xn � 1);
b resonance (X/xn close to 1);
and c inertia dominant
responses (X/xn � 1), for a
system with xn = 1.0 and
viscous damping ratio
f = 0.03 [123]
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strong earthquake, leading to a decreased natural frequency of the structure, which
may track the decreasing predominant frequency of the ground motions, causing
resonance with ground motions (moving resonance), etc.

When the excitation frequencies are well above the natural frequency of the
system, the external forces are expected to be almost entirely overcome by the
inertia force, the excitations are so frequent that the mass cannot immediately
follow the excitations. The transient vibrations are normally more significant than
steady-state oscillations. The responses of the mass are therefore small and almost
out of phase (phase angle approaches 180°) with the excitation forces, as illustrated
in Fig. 9.28. From an energy point of view, this reflects the condition in which the

Fig. 9.28 Response of various types of offshore and land-based structures in three frequency
ranges subjected to external environmental loading with a frequency of X, the natural frequency of
the structure is denoted as xn (from an oral presentation by the author at the 11th International
Conference on Recent Advances in Structural Dynamics, Pisa, 2013)
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maximum kinetic energy is larger than the maximum potential energy [123].
Offshore compliant structures and floating structures are normally designed to
behave “softly” in their motion responses and therefore have natural frequencies of
motion xn well below the external wave loading frequency. This condition is also a
most usual scenario encountered during an earthquake event. It is noted that for
most of the engineering structures and typical site conditions, the long period of
seismic ground excitations are usually small, except for the ground motions caused
by the seismic surface (Rayleigh) waves, which can have dominating long period
components of ground motions. Therefore, subject to seismic ground excitations, a
large amount of offshore and land-based structures are likely to reach this condition.

As a structure typically has—or more precisely, has to be represented/modeled
by—a large number of degrees of freedom, in addition to the natural frequency,
which is typically the first eigenfrequency of the structure, it has more numbers/
orders of eigenfrequencies, and the total number of eigenfrequencies is equal to the
number of degrees of freedom of the structure. However, the first few eigenfre-
quencies, especially the natural frequency, normally dominate the majority of the
total modal mass participating in structural vibrations and are therefore the most
important ones contributing to the dynamic response of the structure [123]. From a
modal response point of view, the lower order eigenfrequencies of the structure are
normally separated well apart. In this frequency range, with small damping, the
modal response will generally be dominated by a single mode with frequency close
to the loading frequency and a single mode with natural frequency of the structure.
And if the loading frequency is lower than the first eigenfrequency of the structure,
then the structural response will show two peaks at the loading frequency corre-
sponding to quasi-static response and the natural frequency of the structure con-
tributing to dynamic response of the structure. As an example, Fig. 9.29 shows
ocean wave-induced frequency responses of a welded joint on an offshore jacket
structure (Fig. 9.30) in the North Sea. Generally, two peaks in this frequency
response graph can be identified: one corresponds to the wave modal frequency
(0.08 Hz); the other corresponds to the structure’s natural frequency (0.24 Hz). On
the other hand, the higher order eigenfrequencies are more closely spaced and
modal mass participation of each mode vibration is much less than that of the first
few eigenmodes. This is more obvious for highly redundant structures. With a
dynamic loading in this frequency region, multiple eigenmodes contribute in a
similar extent to the modal response, and vibration modes above the loading fre-
quency will be out of phase with those below the loading frequency, the net
vibration is likely to be less than any of the single mode vibrations in this frequency
range (dynamic cancelation).

9.2.3 Frequency Range of Dynamic Loading

If relevant, subjected to environmental loading, such as wind, earthquakes, ocean
waves, current, and ice, all engineering structures should be designed by accounting
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Fig. 9.29 Frequency responses of the axial force (Dof 1) [N], in-plane bending moments (Dof 5)
[Nm] and out-of-plane bending moments (Dof 6) [Nm] for a weld joint 10,803 (Fig. 9.30) at the
top of a jacket, and the jacket is subject to wave loading corresponding to a sea state with a
significant wave height Hs = 8.8 m, and a modal wave period Tp = 13.2 s (0.08 Hz) [505]
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for their dynamics with a special consideration on resonance, which can be relevant
to structural performances associated with ultimate strength, fatigue strength, and
serviceability limits. Each type of loading has different dominant ranges of loading
frequency as shown in Fig. 9.31. In addition, other types of dynamic loading
induced by explosion, machinery vibrations, vehicle- or human-induced excitations

Fig. 9.30 Location of the
welded joint 10,803 on the
jacket
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may also require a dedicated consideration on solving relevant dynamic problems in
the design.

It is noted that the dominant frequency of seismic ground motions is not only
dependent on the frequency of seismic waves generated at the source due to fault
fractures, but also even more influenced by site conditions associated with soil
layers and ground topology. Therefore, their peak period has a large range of up to
4 s.

Furthermore, Fig. 9.31 also indicates that the difference of dominant frequency
range for different types of environmental loading is significant. This can pose a
challenge in designing an optimized structure to resist the different types of
dynamic loading. For example, for fixed offshore structure or land-based structures,
to avoid significant dynamic amplification and/or excessive vibrations, it is usually
desirable to design a stiff structure to resist wind and ocean wave loading, so that
the natural period of the structure is far below the dominant period range of wind
and wave loading, thus avoiding resonance and limiting excessive vibrations. On
the other hand, the low-dominant period of seismic loading requires a “softer”
structure design that cherishes a higher natural period. This contradiction has been
encountered in various structural design projects. Sometimes a “balance” between

Fig. 9.31 Typical short-term environmental loading frequency/period (from an oral presentation
by the author at the 11th International Conference on Recent Advances in Structural Dynamics,
Pisa, 2013)
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the two needs to be sought, such as the design of Taipei 101. It has a natural period
of around 7 s, which is obviously above the dominant period of earthquake loading.
Even though this natural period of 7 s is also far below the period of loading due to
wind turbulence (fluctuating part of wind), it can induce significant peak acceler-
ation at the top of Taipei 101, causing both human discomfort and structural metal
fatigue. To solve this problem, a large tuned mass damper (TMD) weighing 660
tons (Fig. 9.32) was introduced to mitigate sway motion of the building, particu-
larly in major typhoons or earthquakes where movement of the top floor can exceed
1.5 m. The TMD will reduce peak acceleration of the top occupied floor from 7.9 to
5.0 mg due to wind storm with a return period of half year. For a 1000–2500 year
return period of strong earthquake, the TMD will be rather effective to mitigate the
dynamic response of the structure, and to remain in place and intact after strong
seismic ground motions cease and the vibration of the structure terminates. In
addition, another two small TMDs are designed to mitigate vibration at two tip
vibration modes at periods of around 1 s.

Slender light weight structures such as guyed steel stacks, chimneys, slender tips
of flare booms or other elevated structures, with two examples shown in Figs. 9.32

Fig. 9.32 A tuned mass
damper (upper) suspended
from the 92nd to the 87th
floor at Taipei 101 (lower)
(under licenses of CC BY-SA
3.0 by Guillom and Peellden)

298 9 Offshore Structures and Hydrodynamic Modeling



and 9.33, the structural design is governed by the wind loading rather than
the seismic loading because the structure has a high natural period (compared with
the dominant period of earthquake loading) and the wind loading increases with the
height from the ground surface. However, due to the tips of those slender structures
normally being much softer (with much lower stiffness) than the structural parts
below the tips, during earthquakes, they can exhibit significant vibrations, which
are referred to as a whipping effect. Therefore, the design of the slender tips of
structures may be governed by seismic loading and therefore requires a dedicated
consideration of their seismic resistance.

9.3 Difference Between Offshore and Land-Based
Structures

The major difference between offshore structures and their land-based counterparts
is reflected in the aspects regarding cost and consequence, possibility of evacuation,
the availability of seismic ground motion records, structural dynamic behavior and
geometry characteristics, structural and hydrodynamic damping, other accompanied
environmental and operational loads, as well as special geotechnical issues such as
site conditions and sudden subsidence. Therefore, the assessment and design
experience adopted for land-based structures must be borrowed with care before
applying them for offshore structures.

Compared to that of an infrastructure on land, evacuation during a strong
earthquake at a site offshore is almost impossible and can have very serious con-
sequences. This also leads to a higher safety requirement for structural and
non-structural elements for offshore structures than structures onshore.

The cost and consequence of structural failure or collapse of offshore structures
are normally much more significant than a typical land-based structure such as a
building. Therefore, seismic performance assessment for offshore structures is
generally associated with a higher required reliability and assessment accuracy.

Fig. 9.33 A flare boom with
a slender tip (courtesy of Aker
Solutions)
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This may limit the applicability of some simplified analysis methods and simpli-
fication in the structural modeling that are typically adopted for structural analysis
for typical land-based structures.

Offshore structures generally have a much wider range of natural period (1–
120 s, depending on the types) than typical onshore building structures (below 9 s).
This may sometimes significantly alter the dynamic response subject to earthquake
loading and other types of environmental loading.

Due to the significant environmental loading mainly induced by ocean waves,
offshore structures are generally much larger in plan than most buildings but do not
have a common foundation form to resist the overturning moment generated by the
wave and other environmental loads. Hence, subjected to seismic or ocean wave
loading, offshore structures are more likely to exhibit a combined torsion and
bending (translation) response [506].

An offshore platform generally has a heavy topside at the top of the supporting
structure. For example, for a typical jacket (Fig. 9.8) or a jack-up (Fig. 9.34)
platform, the weight of the topside is normally up to a few times higher than the
weight of the supporting structure. Elevation control is applied for onshore build-
ings or tower (Fig. 9.35) structures to avoid a global resonance associated with one
or two vibration modes due to earthquake and other dynamic loadings. This
requires that a structure should generally be designed with a pyramid shape (with a
gradually decreased stiffness and mass per unit height with the increase in its
height) to prevent the resonance amplification. This is difficult to achieve in off-
shore structural design, because a significant mass (in many cases the major mass)
is located at the top of the supporting structure. This makes the modal mass par-
ticipation corresponding to the most important global bending or torsional vibration
mode rather high, so that when the resonance occurs due to the vibration partici-
pation of the topside, a significant inertia force will be generated and applied on the
supporting structure, leading to a large vibration response.

Fig. 9.34 Two jack-ups with
supporting structures made of
tubular legs (left) or trusses
(right). The jack-ups are
towed to the site and legs are
jacked down, engaging the
seafloor raising the platforms
(courtesy of Dong Energy)
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The presence of heavy offshore foundations together with the weight of the
platform may change the soil properties, which influences both the foundation
impedance (stiffness and damping) and the foundation capacity control.

Compared to that of onshore structures, the space in an offshore platform is
generally limited, making it more difficult to place dampers and other mitigation
equipment to attain an effective reduction in dynamic response.

The presence of sea water induces additional loads due to added mass, hard
marine growth, and hydrodynamic damping. Marine growth also adds weight on
supporting structures. Therefore, in addition to inertia forces due to ground accel-
erations transferred to structures, for offshore structures, the relative motions
between the submerged structural members and their surrounding fluids also create
hydrodynamic damping forces. Furthermore, the surrounding fluids will also
enhance the inertia effects of the submerged structural members, which are referred
to as the effects of added mass. Both the added mass and the hard marine growth
can introduce significant inertia effect to the structure, leading to an increase in
natural periods.

The hydrodynamic damping induced by fluid–structure interaction will generally
slightly decrease the dynamic response, even though this effect is rather limited and
can normally be neglected in mild sea states. When a strong earthquake occurs
together with a significant storm (i.e., large wave height), the hydrodynamic
damping forces applied on offshore structures can be dramatically increased. Note
that the joint probability of occurrence of both events (significant earthquakes and
extreme storm waves) is practically extremely low and is therefore not considered
by typical offshore structural design codes.

Due to the abrasion of soil surface by the passing of current, wave, and flood, the
shear stress generated from the flowing water may exceed the threshold value of the

Fig. 9.35 320-m-high Eiffel
tower with an elevation
control design, comprising
more than 15,000
wrought-iron structural
members joined by 2.5
million rivets. The structural
weight is 7300 tons (photo
courtesy of Jing Dong)
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soil erosion resistance, removing the sediment such as sand and rocks from around
the foundation (such as piles, bridge abutments, or piers). A hole is then formed at
the upper soil surface, which is called scour as shown in Fig. 20.4. Scour leads to a
reduction in capacity for both the upper structure and the foundation. It particularly
reduces the stability of the foundation and increases the maximum design moments
in the pile, which requires a larger pile penetration depth and pile cross-sectional
area. For a small diameter subjected to monotonic horizontal load, the maximum
pile bending stress increases almost linearly with the scour depth [507]. Due to the
degrading of the foundation stiffness, the presence of scour hole also decreases
natural frequency of the structure system. In case the change in natural frequency is
significant, it can dramatically alter (decrease or increase) the seismic spectral
acceleration value corresponding to the natural frequency, thus significantly
changing the seismic force and responses in the foundation and superstructure. In
addition, geometrical variation of the mudline leads to more complicated design
requirements for the pipeline and cables at seabed.

In addition, due to the effects of water column, depending on the water depth,
vertical ground motion acceleration at seabed will be decreased by the effects of
finite water column at some frequency ranges while being amplified at other fre-
quency ranges. However, in general, the peak vertical acceleration at seafloor can
be reduced by as much as 50% [508, 509]

The variation of fluid tank levels on offshore structures also changes the mass of
the structure. This alternates the dynamic response and presents potential challenges
to perform vibration-based structural health monitoring [123], which is to detect
structural damages through the observation of changes in measured eigenfrequen-
cies and corresponding vibration mode shapes.

Compared to land-based structures, offshore structures are generally designed to
resist more significant lateral environmental loads due to the presence of wave,
current, and/or ice crushing loading. Therefore, even though the action points of
those loadings on structures may be far from that of the earthquake-induced ground
excitations, the seismic performance of offshore structures is normally better than
their land-based counterparts.

Finally, but not the least consideration, as a consequence of a special type of
earthquake, the sudden subsidence of offshore platforms, has been realized to be a
serious risk by more and more energy companies as well as authority bodies, which
needs consideration during the design.

9.4 Hydrodynamic Modeling of Offshore Structures

9.4.1 Introduction to Hydrodynamic Force Calculation

Under strong seismic ground motion, the structure may undergo large motions.
Compared to land-based structures, offshore structures are subject to unique fluid–
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structure interaction effects: the hydrodynamic forces due to the relative velocity
and acceleration between structural members and their surrounding waters. This
induces drag and inertia forces applied on offshore structures. In addition, the
hydrodynamic interaction with the offshore environment, such as waves, current,
and wind, also gives rise to additional environmental loading applied on structures.

For slender tubular members, the accelerated flow separates from the surface of
the submerged structural member, forming a wake (low-pressure region) “behind”
the member. Subject to ocean wave and current loading, the hydrodynamic forces
due to this effect include both drag and inertia forces as shown in Fig. 9.36. The
hydrodynamic forces per unit length on members along the relative motion direc-
tion between members and water are calculated by Morison’s equation [510], which
is only applicable when the diameter of the structural member d is less than 1/5 of
the ocean wave length, as is the case for typical jacket/jack-up structures:

F ¼ q � A � aw þ q � Cm � Ar � ar þ 1
2
q � CD � vr � vrj j � d ð9:14Þ

where q is the density of the fluid; A is the cross-sectional area of the body; aw is the
component of the water particle acceleration normal to the member axis; Cm is the
added mass coefficient, which is defined as the ratio between added mass of fluid
and the associated displaced fluid mass, which will be discussed in Sect. 9.4.3; Ar is
the reference area normal to the structural member axis; ar is the relative acceler-
ation between water particle and member normal to member axis; CD is the drag
coefficient; vr is the water particle velocity relative to the member normal to the
member axis; and d is diameter of the member exposed to the water.

The first item q � A � aw on the right-hand side of the equation above is the wave
potential-related Froude Krylov excitation force, which is the sum of the hydro-
dynamic pressures acting on the surface of the body, and which would exist even in
the absence of a structure (q � Cm � Ar � ar)

The pressure disturbance due to the presence of the structure modifies the flow,
which is taken into account in the second item q � Cm � Ar � ar, which is the added
mass (q � Cm � Ar) related force due to the relative acceleration (ar) between
the structure and the fluid. In general, this depends on the flow condition as well as
the location of the body. Even if, when a structure is subject to ocean wave
loading, the added mass in the vicinity of a free surface is strongly wave
frequency-dependent (it is sometimes misunderstood by people that the added mass

FL

vr F

Fig. 9.36 Direction of
hydrodynamic drag and
inertia force F and lift force
FL relative to motion between
structure member and fluid vr
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is a finite amount of water that oscillates rigidly connected to structural members),
this dependence characteristic may be disregarded for deeply submerged bodies
provided that the dimension of the body is smaller than the wave length. For
seismic analysis of offshore structures, the added mass may in most cases be simply
approximated with a constant value, which will be discussed in Sect. 9.4.3.

Note that both the Froude Krylov force and added mass force are due to the
inertia of the structures and the surrounding fluid. The viscous effects are then
accounted for in the third item (drag force) 1

2 q � CD � vr vrj j � d. This item also
indicates a nonlinear relationship between the resultant forces on structural mem-
bers and the wave particle velocity. The effect of drag force is usually to introduce
hydrodynamic damping, which can normally be conveniently estimated using
Borgman’s linearization, in which the expanded series of vr vrj j can be approximated
as the first term of the series by replacing vrj j with (8/p)0.5mr(rms) for sinusoidal
velocity of wave, where mr(rms) is the root-mean-square of mr [511]. For the case of a
sinusoidal velocity superimposed on a current flow, the drag force-induced
damping can be approximated based on a minimum average error between vr vrj j
and the linear approximation [512].

For conditions with a fixed body or in which the acceleration and velocity of
structural components are small, one has ar ¼ aw and vr ¼ v. By assuming Ar ¼ A,
the equation above can be rewritten as:

F ¼ q � CM � A � aw þ 1
2
q � CD � v � vj j � d ð9:15Þ

in which the inertia coefficient is defined as CM ¼ 1þCm, which may be deter-
mined based on a root-mean-square measured average value of inertia coefficients.

For moving structures in still water, the hydrodynamic drag and inertia force can
be calculated as:

F ¼ �q � Cm � A � as � 1
2
q � CD � vs � vsj j � d ð9:16Þ

where as and vs are acceleration and velocity of structures/members normal to its
axis.

Both CD and CM can be determined experimentally. They can also be obtained
by checking relevant handbooks and diagrams.

For circular members, the drag and inertia coefficients are a function of the
following non-dimensional parameters:

Reynolds Reð Þ number : Re ¼ vmaxd=m ð9:17Þ

Keulegan-Carpenter KCð Þ number : KC ¼ vmaxT=d ð9:18Þ
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Surface roughness : d ¼ k=d ð9:19Þ

where vmax is the maximum velocity between water particle and members; m is the
kinematic viscosity of water, typically taken as 1.1 � 10−6 m2/s; T is the period of
ocean wave loading; and k is the surface roughness height, typically ranging
between 0.004 and 0.06.

Figure 9.37 shows drag coefficients for smooth cylinders and cylinders of var-
ious roughnesses varied with Reynolds number (Re) in steady uniform flow. Note
that there is a distinct drop in the drag coefficient in a certain Reynolds number
range. This is referred to as the critical flow regime and is very pronounced for a
smooth circular cylinder. The surface roughness height can be selected based on the
material and surface condition, with one recommended by DNV [513] as listed in
Table 9.2.

Figure 9.38 shows variations of inertia coefficient with Kc number for smooth
and rough cylinders. For intermediate roughness, the values can be determined by a
linear interpolation between the curves for smooth and rough cylinders. For large
KC number, the drag force is the dominating force compared with the inertia force;
asymptotic values of inertia coefficient for smooth and rough cylinders can be taken
as 1.6 and 1.2, respectively [513].

As mentioned before, Morison’s equation is only applicable when the diameter
of structural members is less than 1/5 of the wave length, which is the case for many
offshore structures such as jacket or jack-up structures. However, for large volume
bodies with pd/k > 0.5 (where D is the dimension of structure body and k is the

Fig. 9.37 Variation of drag coefficient with Reynolds (Re) number and surface roughness
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ocean wave length), the incident waves undergo significant scattering or diffraction
surrounding the structure, the drag effects are small while the diffraction of the
waves from the surface of the structure plays a dominant role in the calculation of
hydrodynamic forces, and the structure is large enough to fall into the diffraction
wave force regimes II and IV shown in Fig. 9.40. In engineering practice,
the hydrodynamic force due to wave diffraction can be calculated by modeling
the structure as a panel model and integrating the panel pressure on each part of the
structure, together with the Morison model, the hydrodynamic forces applied on the
structure can be determined as shown in Fig. 9.39. For more details, readers may
refer to [514, 515].

On the basis of the discussion above, it can be summarized that the calculation of
hydrodynamic forces can be handled as two types of problems [514]:

1. Forces on a body when the structure is restrained from oscillating and there are
incident ocean waves. The forces are referred to as wave excitation loads,
comprising Froude-Kriloff and diffraction forces.

2. Forces on the body when the structure is forced to oscillate with the excitation
frequency in any rigid-body motion mode without interference from incident
waves, which include added mass, damping, and restoring terms.

Table 9.2 Surface roughness
recommended by DNV [513]

Structural surface exposed to fluid k (m)

Steel, new uncoated 5 � 10−5

Steel, painted 5 � 10−6

Steel, highly corroded 3 � 10−3

Concrete 3 � 10−3

Marine growth (see Sect. 9.4.5) 5 � 10−3 to 5 � 10−2

Fig. 9.38 Variations of
inertia coefficient with Kc

number for smooth (solid
line) and rough (dashed line)
cylinder
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In addition to the hydrodynamic force applied along the direction of relative
motion between a structure member and surrounding fluid, the structural member
can also receive lift force (Fig. 9.36) perpendicular to direction of the relative
motion:

FL ¼ 1
2
q � CL � vr � vrj j � d ð9:20Þ

where CL is the lift coefficient, which is a function of Reynolds number.
In the following sections, the effects of drag and added mass coefficients,

buoyance, and marine growth on seimsic responses of offshore structures will be
discussed briefly.

Fig. 9.39 Combining the Morison and panel model to calculate the hydrodynamic loads
transferred to the structural model (courtesy of Aker Solutions)
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9.4.2 Effects of Drag Forces

The drag forces applied on structures are caused by the relative velocity between
the member and the water flow. Under storm wave condition, they can cause a
significant wave loading, which is a dominant environmental load for designing the
majority of offshore structures constructed with slender members. On the other
hand, drag loading also introduces a hydrodynamic damping to mitigate the seismic
response of offshore structures [517]. This hydrodynamic damping is higher in
choppy seas than in still water and is more significant under sea states with large
wave height than under small wave height, even though this effect is generally
small [518].

However, under certain circumstances, the combination of seismic and wave
loading on offshore structures can even increase the dynamic response. By studying
the seismic responses of jacket structures under both earthquake and wave loading,
Jin et al. [519], Etemad et al. [520], and Bargi et al. [521] showed that when the
ocean waves propagate in different directions from that of seismic loading, the
structural response can even be increased.

9.4.3 Effects and Determination of Added Mass

As mentioned before, added mass accounts for the inertia of the fluid entrained by
the accelerating structure, i.e., since the structure accelerates, the fluid surrounding
the structure must also accelerate. Added mass increases the effective mass and
effective mass moment of inertia of the structure. Since the water has a comparable
density to that of the body of the marine structures, added mass plays a significant
role in the dynamic analysis of marine structures [522]. Table 9.5 shows an
example of mass distribution of a jacket among the jacket, added mass, marine
growth, and the topside. It is found that the value of added mass is in the same order
of significance as the jacket’s structural mass.

In practical analysis, the added mass can normally be accounted for by a sim-
plified modeling of an additional mass distributed on each submerged structural
member or along all surfaces of the structure that interact with surrounding water
and be effective only along direction(s) of fluid–structure relative motion direction.
For tubular members with circular cross sections, the contribution to the added mass
per unit length can be calculated as:

ma ¼ q
pd2

4
ðCM � 1Þ

� �
þ q

p
4
ðd � 2tgÞ2 � r

� �
ð1� IÞ

h i
þ qgpðdtg � t2gÞ
h i

ð9:21Þ

where q is the density of the fluid; qg and tg are the density and thickness of marine
growth (Sect. 9.4.5); d is the member diameter including marine growth; CM is the
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inertia coefficient; r is the solid area of member’s cross section; I = 0 for fully
flooded member (internal water is to be included), and I = 1 for non-flooded
member (internal water is not to be included).

The first, second, and third item on the right-hand side of the equation above
indicate, respectively, the added mass contributed from parts outside the members,
inside the members, and marine growth.

Even though the inertia coefficient CM in the equation above is frequency-dependent
(a function Kc or Re), indicating that the finite volume of fluid connected to the member
does not oscillate rigidly, for calculating the seismic responses of offshore structures
with high-frequency vibrations (typically much higher than wave loading frequency), it
may roughly be taken as 2.0. As a further simplification, the added mass of non-flooded
(buoyant) members can be modeled as the mass of water (along the direction of
structure-fluid relative motion direction) with the enclosed volume of the structure
members. For flooded members, the added mass is modeled as twice the mass of the
water with the enclosed volume of the structural members.

For the added mass for various cross sections or body shapes, readers may check
the relevant handbooks or guidelines, such as Appendix D in DNV-RP-C205 [513].
For example, depending on the relative direction between structural members and
the water particle motions, Table 9.3 shows the added mass coefficient for structural
members with square prismic shape, which can be used to calculate added mass:

ma ¼ qCmV ¼ qCmAl ð9:22Þ

where V is reference volume of the structural object in m3; A is reference area of the
object in m2; both V and A are given in Table 9.3; and l is the length of the object
affected by added mass effects, which is applicable when two-dimensional geom-
etry is assumed.

Added mass generally gives an increase in natural period of the structure due to
its contribution to the inertia of the structure. This normally results in a decrease in
spectral acceleration, but may sometimes increase local forces on the submerged
part of the structure due to a possible increase in inertia force on that part.

It is noted that in many engineering practices, for simplicity, the effects of added
mass are represented/modeled as point masses attached to the submerged part of the
offshore structures that are equivalently effective in all three translational degrees of
freedom in a dynamic analysis. This is likely to give an incorrect representation of the
added mass as it is in reality only active along the direction(s) of relative oscillatory
motion between the structural object and the water particle. This inappropriate
modeling can be non-conservative. For example, when the added masses are modeled
as real structural masses that are effective in all three translational degrees of freedom,
it can cause additional gravity loads applied throughout the structure, which artifi-
cially reduces the tensile stresses or increases/induces compressive stresses on con-
crete shafts’ cross sections for a GBS structure, or artificially decreases the uplifting
forces on pile foundations for a jacket structure. In addition, the inappropriate
modeling of added mass can also induce artificial inertia forces in the vertical
direction of the structure, which can be either conservative or non-conservative.
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9.4.4 Effects of Buoyancy

The buoyance force applied to non-flooded members or large volume submerged
structures can be rather significant. Its effects on structural and foundation capacity
can be both positive and negative. For example, for an offshore structure with
submerged concrete shafts, the buoyance force along the shafts generally decreases
the compressive stress along the longitudinal axis of the shafts. However, when
combined with horizontal earthquake or ocean wave loading, it can result in an
increase of tensile stress in the tensile side of each concrete shaft. Similarly, for an
offshore structure’s foundation constructed in the form of a pile group, when
combined with seismic or ocean wave loading, the buoyance force on the offshore
structure can decrease the compressive forces on some piles, but at the same time
also increases the tensile forces on some other piles.

Table 9.3 Analytical added mass coefficient Cm for structural objects with square prismic shape
in two and three dimensions [513]; the direction of motion for structural objects is indicated by
double-end arrow line

Section through body or body shape a/b Cm V or A

∞ 1.0 A = pa2

10 1.14

5 1.21

2 1.36

1 1.51

0.5 1.70

0.2 1.98

0.1 2.23

1 0.68 V = a2b

1/2 0.36

1/3 0.24

1/4 0.19

1/5 0.15

1/6 0.13

1/7 0.11

1/10 0.08
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9.4.5 Effects and Modeling of Marine Growth

After a certain period of installation for an offshore structure, various types of marine
fouling organism may be found on the structure’s submerged member. They are
referred to as marine growth as shown in Fig. 9.41. Their distributions on structural
members vary depending on many factors, such as geographical location, water
depth, water temperature and season, ocean current, platform design, and operation.

Marine growth can be classified into three main categories, namely hard growth,
soft growth, and long and flapping weed. Hard growth includes mussels, oysters,
barnacles, and tubeworms. Soft growth includes seaweeds, soft corals, sponges,
anemones, hydroids, sea-squirts, and algae. Long flapping weed is kelp, which
could also come under soft growth but is singled out because of its much larger size.

The major effects of marine growth can be summarized as [523]: (1) increase in
structural diameter and displaced volume; (2) increase in structural weight (nor-
mally insignificant); (3) change in hydrodynamic drag coefficient (Fig. 9.37), and
decrease in added mass coefficient due to the surface roughness (Fig. 9.38);
(4) possible increase in hydrodynamic forces; (5) increase in natural period due to
contributions from the increased added mass and structural weight; (6) coverage of
the member’s outer surface, causing difficulties for subsea inspection; (7) physical
obstruction that restricts functionality.

From the seismic response point of view, as marine growth will cause an
increase of a structure’s eigenperiod by adding more mass, it may slightly modify

Fig. 9.40 Dominant types of
wave forces at different
regimes (D is the
characteristic dimension of
structures/members, H is the
wave height, and k is the
wave length) [516]
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frequency content of the seismic response. It may also increase the hydrodynamic
forces and modify the static stability of the structure.

It is also worth mentioning that, among different types of marine growth, it is
mainly the hard marine growth that contributes to the hydrodynamic forces. Soft
marine growth hardly contributes accountable hydrodynamic forces and can
therefore normally be omitted in the hydrodynamic load calculation.

In structural design and analysis, the marine growth is typically assumed to be a
function of location. It would be preferable to measure the marine growth on
structural members. In the absence of site-specific information on the types and
thickness of marine growth, various design codes provide recommended values,
such as the one recommended by Norsok [627] as listed in Table 9.4. The density
of marine growth can typically be taken as 1325 kg/m3.

Fig. 9.41 Marine growth at
water depths of 14 m (upper)
and 41 m (lower) on an
offshore jacket structure in the
North Sea

Table 9.4 Marine growth
varied with altitude applied
for offshore design in Norway
[627]

Latitude 56–59°N Latitude 59–72°N

Water depth (m) Thickness (mm) Thickness (mm)

+2 to −40 100 60

below −40 50 30
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Table 9.5 shows an example of mass distribution of a jacket platform among the
jacket steel, added mass, marine growth, and the topside modules. It is found that
even though the value of added mass is in the same order of significance as the
jacket’s structural mass, the mass of marine growth is much less significant.

Instead of using the marine growth thickness provided by codes and standards,
such as the one given by Norsok [627] as listed in Table 9.4, it is preferred to
perform in-site measurement to reduce the uncertainties. The measured thickness is
normally less than that given by Table 9.4, thus reducing the hydrodynamic forces
and slightly increasing the natural frequency of the structure. Moreover, to reduce
the hydrodynamic forces, a cleaning of marine growth can be performed at certain
intervals. It is also a practice in some offshore jacket structures to install metal
bands around the legs and conductors that are moving up and down with the ocean
wave, which can clean the marine growth in the wave zone.

Table 9.5 An example of
mass and added mass
distribution of a jacket
structure with a water depth of
110 m located in the North
Sea

Item Mass (tons)

Structural weight of jacket 8600

Marine growth 700

Added mass 4600

Total jacket mass 13,900

Topside modules 13,000
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Chapter 10
Representation of Seismic Ground
Motions

10.1 General

It is noted that the most important parameters of an earthquake ground motions are
its maximum motion, predominant period, and effective durations [524]. However,
different from other loadings, earthquake-induced loading and ground motion have
high uncertainties in these aspects, as well as, more broadly, in respect of occur-
rence, magnitude, frequency content, and duration. The uncertainties come from
many sources: The energy suddenly released during an earthquake is built up rather
slowly through tectonic movements; historical records over a time span of a couple
of hundred years do not provide a complete picture of the seismic hazard.
Moreover, the rupture and faulting process during an earthquake is extremely
complex and affected by many parameters that are difficult to predict [525].

In the frequency domain, three types of spectra can be applied to describe the
ground motion, namely Fourier spectrum (Sect. 10.3.1) and its closely related
power spectrum (Sect. 10.3.2), and response spectrum (Sect. 10.4). The two former
ones are stochastic methods, while the latter is categorized as a deterministic one
due to the response spectra being generated from deterministic time history
responses. As will be elaborated in Sect. 10.4, the Fourier spectrum or power
spectrum combined with the phase information (through phase spectrum) can
completely describe a ground motion (provided that the ground motion is station-
ary) while the response spectrum cannot. On the other hand, the use of Fourier
spectrum and power spectrum normally requires that the seismic excitation is close
to a stationary process, which is likely to be the case for only the central (strong
motion) part of an earthquake record. The response spectrum method does not have
this restriction. Moreover, from an engineering point of view, the response spec-
trum is a more convenient and valuable tool to represent the ground motions, and it
is especially suitable for a direct assessment of the effects of ground motions on
structural response. Section 10.3 will present the power spectrum to represent the
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ground motions and how non-stationary characteristics of seismic motions can be
approximated in this method.

Time history method (Sect. 10.5) enables the application of nonlinear dynamic
structural analysis, which has the unique advantage of reducing the computational
and modeling uncertainties, accompanied by an increase in computational efforts
(compared to power spectrum and response spectrum methods).

Before the advent of computer techniques in daily engineering work, to avoid
intensive computation cost, the response spectrum was the most widely adopted
approach for defining the earthquake ground motion input regardless of types of
structural analysis (i.e., equivalent static analysis or response spectrum analysis), as
will be discussed in Sect. 10.4. From the late twentieth century, with the rapid
development of computer techniques and subsequent dramatic reduction in com-
putation cost, time history analysis became more and more popular since it can
reduce more uncertainties in the seismic loading and response calculations.
However, spectrum method is still the most widely used not only in seismic
structural analysis, but also within the context of (spectrum compatible) accelero-
gram generation (Chap. 4) and time history analysis, even though this method has
been questioned by many researchers, including one of its original promotors [526].

Since earthquake ground motion is in general non-stationary, as mentioned
above, analysis in the frequency domain loses the time-located information. To
solve this problem and also to more efficiently represent the ground motions in the
time–frequency domain, wavelet transform method [527] is also promoted as a way
to represent the time-located information [188].

10.2 Earthquake Excitations Versus Dynamic Ocean
Wave, Wind, and Ice Loading

Compared to other random environmental loadings such as ocean wave, wind, and
ice loadings, seismic loading has both similar and unique characteristics with
respect to frequency, duration, action locations, linearity of loading and response, as
well as stationarity, which is illustrated in Table 10.1.

The characteristics above are essential to determine the relevant design philos-
ophy, analysis and design methods, load representation, as well as required engi-
neering skills. For example, ocean wave, wind, and ice loadings can sometimes be
approximated as a stationary process and, being linear, the loading can be repre-
sented by power spectra. If the structures subject to those loading are also linear or
nearly linear (response is proportional to the magnitude of loading), the response
can be obtained based on stochastic dynamics and be calculated in frequency
domain rather than in time domain. This will significantly reduce the computational
efforts. However, seismic loading is non-stationary in both amplitude and frequency
content, as discussed in Sect. 3.3. Therefore, it may be challenging to directly
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represent the entire process of seismic loading with power spectra. On the other
hand, power spectra can be used to represent the strong/central motion part of the
seismic loading, and by scaling the seismic loading with different factors at different
time range, the non-stationary properties can also be approximated. As another
example, the applied loading due to seismic and ocean wave loading can normally
be defined at a single location/point or a few locations/points, while the load data
for the dynamic gust wind loading has to be defined on many points/locations in a
structure, and their correlations become stronger for closer locations [123]. Similar
issues have to be addressed for extended structures subject to earthquake loading, in
which the relative motion between structural supports or various locations cannot
be ignored.

Fig. 10.1 A monopod structure with vertical leg structure (left) during the first winter, later
modified with an ice-breaking cone (right) installed during the second winter [528]
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Table 10.1 Essential characteristics of various types of environmental loading

Item Earthquake Ocean wave Wind Ice

Loading
period

Narrow- or
wide-banded, 0.3–
30 s

Approximately
narrow-banded, 3 s
(small wave)–26 s
(storm wave)

Approximately
narrow-banded,
15 s–a few
minutes

Wide-banded for
vertical structures;
narrow-banded and
above 0.2 s for
conical structures,
see Fig. 10.1

Durations
(s)

A few second to
3 min

Hours Hours Varies significantly
depending on the
ice condition

Single
point load
data

Single point for
shallow foundation;
various points for
pile foundations;
multiple excitations
for extended
structures

Single point Multiple points
over the entire
structure exposed
to wind

Single point or a
small area during
ice–structure
interaction

Linearity
regarding
loading

Yes Theoretically
nonlinear mainly
due to the fluid–
structure interaction
and wave
nonlinearity; can be
linearized for small
amplitude of waves

Theoretically
nonlinear mainly
due to the fluid–
structure
interaction; can
normally be
linearized

Yes

Linearity
regarding
response

Linear for small
amplitude of
loading while
nonlinear for
significantly high
amplitude of
loading or loading
causing structural
resonance

The same as to the
left

The same as to the
left

The same as to the
left

Stationary
or not

Non-stationary, but
with a period of
strong motion being
stationary

Approximately
stationary

Approximately
stationary

Stationary for
homogenous level
ice sheet
continuously
crushing at a
sufficiently high
drift speed;
non-stationary for
non-homogeneous
ice sheets, pressure
ridges, open leads,
and low drift
speeds
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10.3 Power Spectrum of Seismic Ground Motions

The concept of spectrum can be attributed to Isaac Newton, who, with the aid of a
prism, discovered that sunlight can be decomposed into a spectrum of colors from red
to violet in about 1700. This indicates that any light comprises numerous components
of light of various colors (wave lengths). The earliest function most closely resembling
the spectral density function was developed by Arthur Schuster, who investigated the
presence of periodicities in meteorological [529], magnetic [530], and optical [531]
phenomena. The spectrum provides a measure of the light’s intensity varied with
respect to its wavelength. This concept has been generalized to represent many physical
phenomena by decomposing them into their individual components.

10.3.1 Introduction to Fourier and Power Spectrum

10.3.1.1 Fourier Spectrum

Invented by Baron Jean Baptiste-Joseph Fourier in 1807, but the subject of great
skepticism from his contemporaries at that time, the Fourier transform has now
become a major analysis method in the frequency domain across a wide range of
engineering applications. It states that any periodical function dðtÞ in the time
domain, not necessarily harmonic, has an equivalent counterpart in the frequency
domain, which can be represented by a convergent series of independent harmonic
functions as a Fourier series:

dðtÞ ¼ c0 þ
XN
i¼1

ci sinðxitþ ciÞ ð10:1Þ

where

c0 is the average value of dðtÞ, c0 ¼ 1
T0

R T0
0 dðtÞdt

T0 is the duration of the motions
ci is the amplitude of the nth harmonic of Fourier series,

ci ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2i þ b2i

p
ai ¼ 2

T0

R T0
0 dðtÞ cosðxitÞdt is the amplitude of cosinusoidal excitations,

bi ¼ 2
T0

R T0
0 dðtÞ sinðxitÞdt is the amplitude of sinusoidal excitations,

xi is the nth frequency of component, with the lowest one
being x0 ¼ 2p

T0
ci is the phase angle, ci ¼ tan�1 ai

bi

� �
, which defines the

stagger related to time origin, controls the times at which
the peaks of harmonic motions/loadings/responses
occur, and influences the variation of dðtÞ with time.
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Physically, the equation above is a representation of irregular records by the sum
of an N sine waves of amplitudes ci and frequency xi.

The Fourier series gives a complete description of motions since the motions can
be recovered by the inverse Fourier transform.

For most motion records, such as sea wave elevations, by judicious choice of the
datum level of the measurements, its average value (c0) can be assumed to be zero.
Equation (10.1) can then be reduced to:
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Fig. 10.2 Fourier amplitude spectrum (lower) of the strong ground motions (upper) recorded at
Imperial Valley, California
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dðtÞ ¼
XN
i¼1

ci sinðxitþ ciÞ ð10:2Þ

Total energy is proportional to the average of the squares dðtÞ, which is the sum
of the energy contents for each individual component at each frequency xi

(Parseval’s theorem).
A plot of ci versus xi from Eq. (10.2) is called a Fourier amplitude spectrum

(normally referred to as a Fourier spectrum) (Fig. 10.2). To further explain the
application of this concept, let’s take the analysis of earthquake ground motions as
an example. For a given earthquake and site, in order to obtain a complete picture of
the strength of seismic ground motions (upper figure in Fig. 10.2) in each indi-
vidual frequency or period, the Fourier spectrum is introduced as the Fourier
amplitude (ci) that varies with frequency or period, as shown in the lower figure in
Fig. 10.2. From Fourier analysis of abundant strong ground motion time histories, it
is found that the periods (inverse of frequency) of major motion contents range from
0.3 to 30 s.

Readers may bear in mind that narrow-banded time series have a dominant
frequency, and it is typically the result of resonance or near-resonance responses,
while broad-/wide-banded motions or excitations have a noticeable variety of fre-
quencies. Since the mean values of the time series are constant and do not con-
tribute to the Fourier amplitude in the frequency domain, the narrow- and
broad-banded time series can be illustrated in the frequency domain using the
Fourier amplitude spectrum as shown in Fig. 10.3.

Responses

Broad/wide-banded

Narrow-banded

Frequency

Fig. 10.3 Fourier amplitude
spectrum for a narrow-banded
and a broad-banded random
process with both of their
origins of ordinate at the mean
value of each time series
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Figure 10.4 shows the Fourier amplitude spectrum of the ground acceleration
histories (Fig. 10.5) for four earthquake events: El Centro NS (Imperial Valley
1940), Kobe University NS (Hyogoken-Nanbu 1995), SCT1 EW (Mexico
Michoacan 1985), and JMA Kobe NS (Hyogoken-Nanbu 1995). It is clearly shown
that, within the period range longer than 0.25 s, where the majority of seismic
motion energy is concentrated, spectrum peaks appear at different frequencies. The
Fourier amplitude spectrum for Mexico SCT1 EW record is comparatively
narrow-banded, with the majority of energy concentrated at a period of around
2.4 s. For the JMA Kobe NS record, the energy content is spread over a wide range
of frequencies.

The ups and downs in a Fourier spectrum can be smoothed and plotted in a
logarithmic scale. The smoothed spectrum shown in Fig. 10.6 has a standard shape
with the largest acceleration over an immediate range of frequency. This immediate
range of frequency is defined by its upper boundary frequency (cutoff frequency)
fcutoff and the lower boundary frequency (corner frequency) fcorner as shown in
Fig. 10.6.

Fig. 10.4 Fourier amplitude spectrum of strong ground motions recorded at four different
earthquake events [556]
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In earthquake engineering, if a Fourier amplitude spectrum is used to represent
ground motions, fcorner is the one above, in which earthquake radiation spectra are
inversely proportional to the cube root of the seismic moment [557, 558]. The
ground motions at corner frequency are higher for large earthquakes than for small
ones. Below fcorner, the spectra are proportional to the seismic moment. However,
the characteristics of cutoff frequency are unfortunately much less clearly

Fig. 10.5 Time history of strong ground accelerations recorded during the four different
earthquake events [556]
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understood. Hanks [559] and Papageorgiou and Aki [560] indicated that the cutoff
frequency relates to the near-site effects and source effects and can be regarded as
constant for a given geographic region.

A plot of ci versus xi from Eq. (10.2) is called a Fourier phase spectrum.
Different from the Fourier amplitude spectrum, the Fourier phase spectra from
actual earthquake records do not have any standard shape [1].

10.3.1.2 Power Spectrum Density

In most cases, engineers are only interested in the absolute value of the Fourier
amplitude, rather than whether it is part of the sine or cosine series. This is because
the absolute value provides the total amount of information contained at a given
frequency. Since the square of the absolute value is considered to be the power of
the signal, instead of the Fourier spectrum, the motions can then be expressed in
terms of power PðxiÞ, defined as:

PðxiÞ ¼ 1
2
c2i ð10:3Þ

where ci is the amplitude of the ith harmonic of the Fourier series.
Imagining that fðtÞ is voltage, the power dissipated across a 1 X resistor is then

fðtÞ½ �2, and the total power dissipated across the resistor is
R T0
0 f tð Þ½ �2dt. By

assuming that the total power of motions calculated from the sum of each individual
frequency component (Parseval’s theorem) equals that of the time domain, one
reaches:
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Fig. 10.6 Smoothed Fourier
amplitude spectrum with
corner and cutoff frequency
logarithmic space
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Xþ1

n¼1

PðxiÞ ¼
ZT0
0

f tð Þ½ �2dt ¼ 1
p

ZxN

0

c2i dx ¼ 1
p

XN
i¼1

c2i Dxi ð10:4Þ

where xN ¼ p
sample time intervalDtover the timehistory is the highest frequency in

the Fourier series, or Nyquist frequency, i.e., the frequency range beyond which the
motion content cannot be accurately represented. In such a condition, a distorted
Fourier spectrum called aliasing will be introduced. Dxi is half of the spacing
between two adjacent harmonics xiþ 1 and xi�1.

For an efficient (optimal) signal sampling, in order to extract valid frequency
information, one must bear in mind that the sampling of the motion/loading/
response signals must occur at a certain rate: (1) For a time record with the duration
of T seconds, the lowest frequency component measurable is Dxmin ¼ 2p

T or
Dfmin ¼ 1

T. (2) The maximum observable frequency is inversely proportional to the
time step, i.e., xobs ¼ 2p

sample time intervalDtover the timehistory, and the sampling

rate must be at least twice the desired frequency (xmax or fmax) to be measured, i.e.,
xobs [ 2xmax ¼ 2xN, where xN is the Nyquist frequency. With the two properties
(1) and (2) above, the sampling parameters can be expressed as:

xmax ¼ xN ¼ p
Dt

or fmax ¼ 1
2Dt

ð10:5Þ

Dt ¼ p
xmax

¼ p
xN

or Dt ¼ 1
2fmax

ð10:6Þ

The description above is often referred to as the Shannon or Nyquist sampling
theorem.

By dividing the total power in Eq. (10.4) by the duration T0, one gets the
average power intensity k0:

k0 ¼ 1
T0

ZT0
0

f tð Þ½ �2dt ¼ 1
pT0

ZxN

0

c2i dx ¼ 1
pT0

XN
i¼1

c2i Dxi ð10:7Þ

By observing this equation, it is also noticed that the average power intensity k0
is equal to the mean squared motion record (r2f ).

Numerically, time history fðtÞ contains no energy at frequencies between
adjacent sample frequencies xi. If the time duration T0 is doubled, Dx is reduced by
half, but k0 remains constant.

The power spectral density S xð Þ is therefore defined such that the following
equation can be fulfilled:
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k0 ¼
ZxN

0

S xð Þdx ð10:8Þ

It is obvious that:

S xið Þ ¼ 1
pT0

c2i ð10:9Þ

The expression above also shows the relationship between the power spectral
density S xð Þ and the Fourier amplitude ci.

The benefits of using power spectral density lie in the fact that it can characterize
many different motion records and identify their similarities, and can be used for
further computation to obtain the responses. This is especially the case for char-
acterizing stationary Gaussian-type motions. For example, for sea wave elevation or
wind velocity, even though a one-to-one wave elevation or wind velocity does not
generally exist, all records that result in identical spectral density do have the same
statistical properties, i.e., the details of records that vary greatly may have identical
spectral density.

The calculation of power spectrum can be used to estimate the statistical
properties of many records, such as wave elevations, wind velocities, ground sur-
face roughness, seismic ground motions, and these can then be further used to
compute stochastic responses using random vibration techniques. It also has the
merit of executing the computation much faster than the fast Fourier transformation
(FFT), because the computation is performed in place without allocating memory to
accommodate complex results. However, since phase information is lost and cannot
be reconstructed from the power spectrum’s output sequence, power spectrum
cannot be utilized if phase information is desired.

When using the power spectrum, various terminologies that are slightly different
from each other exist in different fields or different purposes of applications. For
example, the ordinate of the wave spectral density can be based on an amplitude

spectrum ( f
2

� �2
), an amplitude half-spectrum ( f

2

� �2
=2), a height spectrum (f2), or a

height double spectrum (2f2), etc. [532]. The abscissa can be chosen as angular
frequency, cyclic frequency, or period.

Figure 10.7 shows an example of the power spectrum density of strong ground
motions (Fig. 10.2) recorded at Imperial Valley.

In some applications, the power spectral density S xð Þ is normalized by its area
(k0), which gives:

Sf xð Þ ¼ 1
k0

S xð Þ ð10:10Þ
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Readers should bear in mind that only processes with finite variance can be
represented by spectra. Fortunately, even if theoretically the variance of a process
can be infinite, almost every process considered in engineering has a finite variance.

Fig. 10.8 The Kanai–Tajimi
power spectral density
functions for different types of
soil (ng is assumed to be 0.2
for soft soil, 0.4 for medium
soil, and 0.6 for stiff soil)
[537]
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Fig. 10.7 Power of the strong ground motion (Fig. 10.2) recorded at Imperial Valley; g represents
the acceleration of earth’s gravity
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Although using the Fourier transformation is the most common way of gener-
ating a power spectrum, other techniques such as the maximum entropy method
[533] can also be employed.

10.3.2 Power Spectrum of Seismic Ground Motions

Even though many excitations are nearly periodical and stationary, such as wave
and wind loadings on structures and ships’ propeller excitation forces, [553]
earthquakes’ ground motions are neither periodical (e.g., strong ground motions
have not repeated themselves during any earthquake event), nor stationary, i.e., the
intensity builds up to a maximum value in the early part of the motions, then
remains constant for a period of time, and finally decreases near the end of the
motions [1].

However, as a modification of the traditional power spectrum density function,
Kanai [534] and Tajimi [535] presented that, for both engineering and research
purposes, one may still assume that strong ground accelerations are a stationary
stochastic process by passing a white noise process through a filter, i.e., the actual
excitations are regarded as a function of output from a series of filters (usually a
linear second-order system) subjected to white noise input S0. In terms of accel-
eration amplitude, the Kanai–Tajimi model can be expressed as:

SgðxÞ ¼
x4

g þ 4n2gx
2
gx

2

x2
g � x2

� �2
þ 4n2gx2

gx
2
S0 ð10:11Þ

where xg and ng are characteristic ground frequency and damping ratio, respec-
tively, they are filter parameters representing the natural frequency and damping of
the soil layer, respectively; S0 is a scaling factor to define the white noise intensity
level depicting earthquake amplitude; the power spectral density is often filtered
twice in order to remove the singularities at x ¼ 0, i.e., the nonzero power spec-
trum density occurs for zero frequency.

The spectral density has its maximum value when x ¼ xg. By a proper selection
of xg and ng, the equation above can be used to represent different spectral density
shapes. Kanai [534] and Tajimi [535] reported that ng varies from 0.2 (relatively
narrow-banded) for soft soil to 0.6 (relatively wide-banded) for hard rock sites.
While many researchers and engineers tend to use ng ¼ 0:6, from a geotechnical
engineering point of view, it is reasonable to assume that the power spectra of the
horizontal ground motions have a similar shape, while the vertical motion com-
ponent is more wide-banded. Based on this assumption, Kubo and Penzien [536]
simulated the 1971 San Fernando earthquake (Mw = 6.5) with ng ¼ 0:2 and ng ¼
0:3 for two horizontal ground motion components and ng ¼ 0:6 for the vertical
component. Figure 10.8 illustrates the Kanai–Tajimi power spectral density
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functions for soft, medium, and stiff soil conditions. It is obvious that the spectrum
under soft soil conditions is more narrow-banded than that of the stiff soil condi-
tions. Therefore, resonance of structures is more likely to occur under soft soil
conditions than under stiff.

Compared to the selection of ng, the determination of xg is more important. This
is because even if the wideband power spectral density tends to over-estimate the
contribution from high frequencies, this normally does not result in a significant
change of ground motions. However, the xg determines the dominant frequency of
ground motion input. When the dominant frequency is close to the natural fre-
quency of a structure subjected to ground motions, resonance of structural
responses would occur. A typical value of xg ¼ 5p can be assigned for rock sites.

A few previously adopted values of ng and xg are listed as follows [538]: for EI
Centro 1940 N–S component, xg ¼ 12 and ng ¼ 0:6; for Kobe 1995 N–S com-
ponent, xg ¼ 12 and ng ¼ 0:3; for Uemachi, the simulated ground motion using the
fault-rupture model gives xg ¼ 3 and ng ¼ 0:3. Those selections of values are
widely used in the research of tuned mass dampers [539, 540].

Clough and Penzien [541] modified the Kanai–Tajimi model by introducing a
second filter to ensure a finite power for the ground displacement:

SgðxÞ ¼
x4

g þ 4n2gx
2
gx

2

x2
g � x2

� �2
þ 4n2gx2

gx
2

2
64

3
75 x2

x2
f � x2

� �2 þ 4n2fx
2
fx

2

" #
S0 ð10:12Þ

where xf and nf are the parameters of a second filter, for medium stiffness soil,
xg = 10.0 rad/s, ng = 0.4, xf = 1.0 rad/s, and nf = 0.6 [542].

In order to represent the non-stationary characteristics of ground motions, based
on the power spectra, the time series of ground motion can be generated first, and
then further modified by a shape function d(t) varying with time to reflect the
non-stationary characteristics of ground motions (Sect. 3.3).

It should be noted that models expressed with the power spectral density pre-
sented above can only provide the excitation information phenomenally. They give
no information on how spectra amplitudes are scaled with earthquake source and
distance (attenuation effects). This drawback may be eliminated by calibrating the
model to the measured ground motions or target response spectra. In cases when no
such data is available, an alternative is to fit them into physical power spectra
density models based on seismological description of source and wave propagation
[543]. Interested readers may read Hanks and McGuire [544], Boore [545], and
Herman [546].

Before leaving this section, readers need to make a clear distinction between the
power spectrum and response spectrum (Sect. 10.4) in earthquake engineering
applications. Even if both of them are expressed in terms of frequency and indicate
the amplification of seismic response varying with frequency, the former is of a
stochastic nature while the latter is based on a calculation of maximum responses
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under ground motion history, i.e., the response spectrum is essentially of a deter-
ministic type.

10.4 Response Spectrum

10.4.1 Background

Since earthquake ground motion is by nature of short duration, non-stationary,
transient and non-periodic, and is also broad-banded in frequency content, it can
never reach steady-state vibrations. This means that even if the structure has a zero
damping, the motion amplitude is limited to a finite value. Therefore, the
stochastic-based root of mean square response utilized by the power spectrum
method is in many cases not appropriate to represent the earthquake ground
motions, and a deterministic time history analysis is therefore desired to estimate
the response. However, a dynamic time history analysis is computationally
demanding. Moreover, to reach a design in a conservative manner, often only the
maximum amplitude of the response time history is needed for carrying out the
seismic analysis, which needs a special consideration when combining each indi-
vidual component of the response.

To solve the dilemma above, a response spectrum [547, 548], originally cal-
culated from accelerograms [549, 550], is now widely used to represent the
earthquake loading for seismic analysis. A typical response spectrum is defined as a
plot of maximum responses in terms of displacement, velocity, or acceleration of an
ensemble of linear, single-degree-of-freedom oscillators having various natural
periods, but the same value of internal damping ratio (typically 5%) to a specified
input time history of seismic motions, as is illustrated in Fig. 10.9.

The elastic response spectrum method for calculating seismic response was first
proposed in the 1940s [548], and it provides a convenient means for representing
the elastic behavior of simple structures, as will be discussed in Sect. 10.4.2.

However, it was followed by a reorganization of the fact that the forces predicted
by such spectra far exceed normal design requirements [551] if rare and significant
seismic loading associated with a high return period (Sect. 11.1.3) is applied.
Because structures having much less strength than prescribed by the elastic spectral
values were observed to have performed well in rather severe earthquakes, it
became apparent that the elastic response spectrum is not a direct and realistic
measure of behaviors of many structures during significant earthquake events, and
even moderate earthquakes may be expected to produce inelastic deformations in
typical building structures. Therefore, response spectrum was later extended to
evaluate the inelastic forces and deformation [552], leading to a ductility-modified
spectrum, as will be discussed in Sect. 10.4.3.

Before going into technical details on response spectrum, it should be empha-
sized that the response analysis using seismic response spectrum only calculates the

330 10 Representation of Seismic Ground Motions



Fig. 10.9 Schematic illustration of construction of ground motion response spectrum (Sd − Tn)
for EI Centro earthquake (Mw = 6.9) [600]
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maximum responses (typically measured by displacement) and member forces in
each vibration mode of structures without sign and phase information. However, in
reality, the members will not necessarily be designed for this maximum peak value.
Therefore, the response spectrum analysis may lead to an over-conservative design.

10.4.2 Elastic Response and Design Spectrum

10.4.2.1 Elastic Response Spectrum

In practice, a single-degree-of-freedom (SDOF) system with a constant damping
ratio of a few percent, representing target structures, is subjected to a prescribed
ground excitation time history as shown in Fig. 10.9. As the ground motion typi-
cally excites a large number of vibration modes of the structures, by varying the
natural period of the SDOF in a range of engineering interest for the structure’s
eigenperiod (e.g., 0.02–10 s), and using numerical time integration methods such as
Newmark’s method [123], the maximum calculated relative displacement magni-
tude of the SDOF at each natural period is then plotted on a response spectrum
graph. This spectrum is often referred to as the deformation/displacement response
spectrum. Figure 10.9 illustrates a schematic flowchart for constructing a ground
motion displacement response spectrum Sd varied with natural period Tn, which can
be expressed as:

Sd ¼ maxðuðtjTnÞÞ ð10:13Þ

From the equation above, it is obvious that the most important task to establish
the displacement response spectrum is to calculate the responses of the SDOF with
varied natural periods. To perform this task, let us consider an SDOF system
excited by suddenly applied excitations FðtÞ (shown in Fig. 10.10) that are neither
harmonic nor periodical. The general form of the governing equation of motions is:

mxðt��Þ þ cxðt�Þ þ kxðtÞ ¼ FðtÞ ð10:14Þ

By dividing the equation above by m and rearranging it, one obtains:

- kx

c

k

F(t)
m

Fig. 10.10 An SDOF
spring-mass-damper system
under an external force FðtÞ
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xðt��Þ þ 2fxnxðt
�Þ þx2

nxðtÞ ¼
1
m
FðtÞ ð10:15Þ

where xn and f are the natural angular frequency and ratio of critical damping for
the system, respectively.

For developing a formula for evaluating response to a general dynamic loading,
the unit impulse response procedure [123] for approximating the response of a
structure to arbitrary excitations may be used as the basis. We then consider a
system subjected to a force with a short duration as shown in Fig. 10.11. For a
general closed-form solution of the equation above, the convolution integral method
can be used to obtain the responses. This method is derived using the equilibrium of
momentum:

Zt2
t1

FðtÞdt ¼ m xðt2
� Þ � xðt1

� Þ
h i

ð10:16Þ

The time integral of force is designated by the symbol F
^^
:

F
^^ ¼

ZsþDs

s

F0dt ð10:17Þ

We hereby define an impulsive force with the amplitude of F
^^

=Ds and the time

duration of Ds. When F
^^

is equal to unity, the force in the limiting case Ds ! 0 is
called the unit impulse or Dirac delta function (dðt � sÞ), which has the following
properties:

t

F(t)

τ∆τ

F0

Fig. 10.11 Impulsive force
excitations
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Zþ1

0

dðt � sÞds ¼ 1 ð10:18Þ

dðt � sÞ ¼ 0 for t 6¼ s ð10:19Þ

Therefore, the impulsive force applied at time s is:

FðtÞ ¼ F0dðt � sÞ ð10:20Þ

The responses to a unit impulse applied at t = 0 with initial conditions equal to
zero are called impulsive responses and are denoted by hðtÞ. For any time later than
s, the impulsive responses hðt � sÞ can be obtained by shifting hðtÞ to the right
along the scale by t ¼ s.

Thereafter, at t = 0, a radical change in the system motions takes place when the
short duration and high amplitude forces excite an initial motion of the system,
followed by free vibrations. For a unit impulse at t = 0, i.e., F0 ¼ 1, the velocity
and displacement of the mass immediately after the initial impulse at t = 0+ are
therefore:

hð0þ
�
Þ ¼ 1

m
ð10:21Þ

hð0þ Þ ¼ 0 ð10:22Þ

The velocity and displacement due to an applied step force Fð0Þ are:

xð0þ
�
Þ ¼ 1

m
ð10:23Þ

xð0þ Þ ¼ 0 ð10:24Þ

By realizing the initial condition hð0Þ ¼ 0, one can derive the impulse of the
undamped system:

hðtÞ ¼
1

mxn
sinðxntÞ for t[ 0

0 for t\0

�
ð10:25Þ

or:

xðtÞ ¼
F0
mxn

sinðxntÞ ¼ F0
k 1� cosðxntÞ½ � for t[ 0

0 for t\0

�
ð10:26Þ

From the equation above, it is noticed that the maximum displacement of the
system due to the step excitations is twice the quasi-static displacement (F0

k ).
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The responses of the damped system are:

hðtÞ ¼
1

mxd
e�fxnt sinðxdtÞ for t[ 0

0 for t\0

�
ð10:27Þ

or

xðtÞ ¼
F0
mxd

e�fxnt sinðxdtÞ for t[ 0
0 for t\0

�
ð10:28Þ

Note that the entire excitation history may be considered to consist of a suc-
cession of short impulses. The derivation above can then be extended to calculate
the responses under arbitrary excitation histories as shown in Fig. 10.12. The
excitations F(t) can be regarded as a series of impulses with different amplitudes.
We here examine one impulse starting at time s. Again, in the limiting case
Ds ! 0, its contribution to the total responses at time t is:

Dxðt; sÞ ¼ FðsÞDshðt � sÞ ð10:29Þ

For a linear system, the principle of superposition is applicable. Therefore, the
response at time t is the sum of responses due to a sequence of individual impulses;
this is known as convolution integral:

xðtÞ ¼
Z t

0

FðsÞhðt � sÞds ð10:30Þ

or

xðtÞ ¼
X

FðsÞhðt � sÞDs ð10:31Þ

t
τ ∆τ

F(τ)

F (t)Fig. 10.12 Arbitrary force
histories applied on a system
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hðt � sÞ is obtained from Eq. (10.27) by replacing t by t − s. Therefore, the
damped responses in Eq. (10.27) can be rewritten as:

xðtÞ ¼ 1
mxd

Z t

0

FðsÞe�fxnðt�sÞ sin xdðt � sÞ½ �ds

¼ 1

xn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2

p Z t

0

aðsÞe�fxnðt�sÞ sin xn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2

q
ðt � sÞ

� 	
ds

ð10:32Þ

The equation above is referred to as Duhamel’s integral, which is often adopted
to calculate the responses of SDOF with varied natural periods in order to calculate
the spectral displacement responses.

The earthquake displacement response in terms of velocity response function V
(t) can be expressed as:

xðtÞ ¼ VðtÞ
x

ð10:33Þ

The effective earthquake force, or base shear, applied on a target structure can
then be approximated as:

QðtÞ ¼ mxVðtÞ ð10:34Þ

The two equations above actually describe the earthquake response at any time
t for an SDOF structure, with solutions depending upon how Eq. (10.27) is
evaluated.

As mentioned before, for design purposes, it is usually sufficient to evaluate only
the maximum responses, instead of the entire history of forces and displacements.
For each SDOF system with a designated natural period Tn (=2p/xn), the maximum
value of response velocity function V(t) is called the spectral velocity:

SV ¼ VðtÞf gmax ð10:35Þ

It is noted that the three equations above are based on the assumption that the
displacement vibrations are harmonic (in reality the seismic ground motion dis-
placement cannot be harmonic) at each undamped natural period Tn, and the cor-
responding maximum velocity response is also called pseudo-velocity values since
it is not exactly the maximum velocity of a damped system. By following this
assumption, the pseudo-relative-velocity spectrum (or pseudo-velocity spectrum),
denoted as PSV, and the pseudo-acceleration spectrum, denoted as PSA, can be
defined by the two equations below:
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PSV ¼ xSd ¼ 2p
Tn


 �
Sd ð10:36Þ

PSA ¼ x2Sd ¼ 2p
Tn


 �2

Sd ¼ x � PSV ð10:37Þ

From the three equations above, it is obvious that, if the relative spectral dis-
placement is known, the pseudo-velocity and the pseudo-acceleration can be cal-
culated. In addition, readers may bear in mind that spectrum measured by
acceleration intensifies high-frequency (higher than the natural frequency of the
SDOF system) components, and the spectrum measured by velocity intensifies
vibration components around the natural frequency of the SDOF system, while
low-frequency components are more clearly identified by a response spectrum
measured with displacement.

Special attention should be paid to the construction of the velocity and accel-
eration spectrum: As discussed above, they are derived from the “true” displace-
ment response spectrum instead of the maximum value of velocity and acceleration
time-history directly calculated from a dynamic analysis of an SDOF system. In
general, the maximum value of velocity and acceleration time-history at each
natural period Tn are not equal to the value of velocity and acceleration spectrum
derived from the displacement response spectrum. This is illustrated in Fig. 10.13
with a comparison between the “true” response spectrum and pseudo-spectrum
under the same ground motions. Generally, for a short period system, the
pseudo-velocity is higher than the “true” velocity response. This trend is more
significant when the natural period of the system becomes shorter. On the other
hand, for a long-period system, the pseudo-velocity is less than the “true” velocity
response. The differences between the two types of velocity spectra are smallest for
undamped systems and increase with an increase in damping. Similarly, the
pseudo-acceleration spectra and “true” response spectra are identical when the
damping of the system is zero. Even with damping, the difference between the two
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Fig. 10.13 Velocity response
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subject to the ground motion
documented from Chi-chi
earthquake, September 21,
1999
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Fig. 10.14 Pseudo-acceleration response spectrum (zero damping) with either a period or
frequency horizontal axis. The ground motion was documented from the Imperial Valley
earthquake
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acceleration spectra is rather small for short period systems and is of some sig-
nificance only for long-period systems with large values of damping [553].
Therefore, under earthquake excitations, within the frequency and damping ranges
that are of engineering interest, the maximum value of velocity and accelerations
can be assumed to be equal to their pseudo-counterparts, with the acceleration
equivalence being closer to the “true” one than the velocity equivalence. Moreover,
since only the displacement response is needed to calculate exact values of seismic
forces applied on a structure, displacement spectra (the basis for deriving the
pseudo-velocity and pseudo-acceleration spectra) provide sufficient information,
and there is therefore little motivation to study the “true” response spectra because
they are not required to determine the peak deformations and forces in a system. For
a clear mathematical explanation of this difference, source [553] is recommended.

It should also be noted that the acceleration spectrum indicates accelerations due
to ground motions, without accounting for a constant acceleration of gravity
g. Moreover, by reviewing the concept of acceleration, velocity, and displacement,
it should be further emphasized that the spectral acceleration is an absolute
acceleration of a structure in space, since the force causing the acceleration itself is
determined by the relative compression/extension of the spring with respect to the
ground motion, while the spectral velocity and spectral displacement are relative
values with respect to the moving ground.

As mentioned above, different from the power spectrum or Fourier spectrum
(Sect. 10.3), which are stochastic representations of motions in frequency domain,
the response spectrum is a deterministic method in frequency domain, i.e., a
time-domain quantity. This is because, for each frequency, it represents the
response of a structure from the passing of an entire seismic excitation time history.
The unit of the ordinate for response spectrum should therefore possess the same
unit as that which the spectrum stands for, i.e., the same unit of acceleration for
acceleration spectrum, velocity for velocity spectrum. The horizontal axis may be
expressed either in period or frequency (Fig. 10.14). In the pseudo-acceleration
response spectrum measured with frequency shown in Fig. 10.14, it is noticed that
the curve covers a large range of frequency, but the frequency content below 5 Hz
has many ups and downs. In order to reduce a wide range to a more manageable
size, one can use a logarithmic scale plot as shown in Fig. 10.15.

Not only the value of the spectrum but also the spectral shape strongly influences
the structural responses. If scaled ground motions have the same or very similar
spectral shapes as the target ground motions, the resulting structural responses from
scaled ground motions are statistically similar to responses from unscaled ground
motions. Earthquake magnitude, source-to-site distance, and local site condition can
affect the spectral shape of records. The normalized residual e (a constant number of
standard deviations (rlnY) measured as the difference relative to the mean predicted
ground motion f(M, R, h) and representing the observed variability in lnY, where
Y is the ground motion intensity) is also an important parameter to influence the
spectral shape [554, 667]. Large positive e values at a given period are typically
associated with a peak in the response spectrum at that period, because the e value
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indicates an extreme/rare spectral value at that period while other spectral values at
other periods are not necessarily so extreme.

Because all structures have some degrees of damping, the peaks in the response
spectra are of limited significance and are therefore smoothed out by introducing
damping for structures (in the current example shown in Fig. 10.9, the damping
ratio is 2%). This also indicates that the damping is already included and is assumed
in a design response spectrum. It is therefore important not to remodel this damping
in a structural modeling when performing the seismic response spectrum analysis.
Moreover, since the design response spectrum is usually generated based on a
constant damping ratio of 5%, for many structures, a transformation between a
spectrum with the target damping level and the one with 5% damping is needed.
This is usually performed by applying a damping correction factor relative to a
reference value of 1.0 (for 5% damping ratio), such as the one presented in ISO
19901-2 [289] and Eurocode 8 [198], as will be presented in Sect. 10.4.2.3.
Moreover, the generation of a response spectrum with zero damping is not only
physically unrealistic, but also numerically problematic because a significant
amplification of response will appear when no damping is presented.
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Fig. 10.15 Response spectrum (zero damping) of ground motion at Imperial Valley measured
with logarithmic scale
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For stiff structures, PGA is preferably used since the acceleration has a large
portion of frequency content in high-frequency range. For less stiff structures, PGV,
which cherishes a significant portion of frequency content in the intermediate fre-
quency range, is preferred for calculating structural response. It is not usual to use
PGD for seismic design.

Readers also need to bear in mind that, in a probabilistic seismic hazard analysis
as will be presented in Sect. 11.1.3, the spectra acceleration at different periods is
associated with different earthquake events. At the longer period, it normally rep-
resents the peak response accelerations of high magnitude of earthquake(s),
whereas the spectral accelerations at lower period range typically correspond to
peak response accelerations of relatively small magnitude earthquakes.

Figure 10.16 shows the ground acceleration time-history for both rigid and
flexible structures with zero and 20% critical damping values. It shows that flexible
structures can work as a filter to dramatically reduce the acceleration and therefore
forces. With zero damping, the rigid structure follows the acceleration of the ground
motion. However, the flexible structure shows a sort of harmonic vibration without

Fig. 10.16 Acceleration
response time history with a
variation in undamped
structural natural periods
(Tn = 0.5 s and Tn = 3.0 s)
and damping (zero damping
and 20% of critical damping),
subject to the ground motion
documented from Chi-chi
earthquake on September 21,
1999
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significant influences from the ground motions. The more flexible a structure is, the
closer the structure’s response is to the harmonic vibrations.

The unique relationships among the spectral displacement, pseudo-velocity, and
pseudo-acceleration make it possible to present response spectral values in a tri-
partite plot as shown in Fig. 10.17, where displacement, velocity, and acceleration
can be read on separate axes from the same curve.

Attention should also be paid to the response spectrum recorded on soft soil. As
response spectra of motions recorded on soft soil attain their maxima at different,
well-separated periods, averaging them can eliminate their peaks, resulting in a flat
shape of spectrum (analogous to that used in current seismic design codes) as
shown in Fig. 10.18. It is therefore more rational to use response spectra plotted
against the normalized periods, T/Tg (Tg is the period of spectral velocity) [631]:

Fig. 10.17 Single-degree-of-freedom response spectra (upper figure) plotted in a “tripartite”
fashion for levels of damping 0, 2, 5, 10, 20% of critical (top to bottom) subject to the seismic
acceleration recordings of the surface wave magnitude 6.0 Whittier Narrows Dam earthquake in
Los Angeles, October 1, 1987 [629]
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Sa ¼ SaðT=TgÞ ð10:38Þ

10.4.2.2 Elastic Design Spectrum

The actual response spectrum curve shown in Fig. 10.9 only represents one single
excitation and exhibits many fluctuations with peaks and valleys. For the design and
safety assessment of infrastructures, the spectrum needs to account for every pos-
sible future earthquake likely to occur in a given zone (with a certain probability of
occurrence, as will be discussed in Sect. 11.1.3). This can be fulfilled by including
information to represent ground motion characteristics of various past earthquakes
at the same site, or if this is not possible, from other sites under similar conditions.
Here, similar conditions mean similar magnitude of the earthquake, local soil
conditions, distance of site from the causative fault, fault mechanism, and geology
of the travel path of seismic waves from the source to the sites [553]. However,
Iervolino and Cornell [633] argue that magnitude and fault are not important criteria
in the selection of seismic motions.

Even though the jaggedness (peaks and valleys) indicates the sensitivity of the
response of structures to a slight variation of structures’ natural period, in engi-
neering practice, design specification should not be too sensitive to a slight varia-
tion of structures’ natural period. Therefore, the fluctuations in the actual response
spectrum must be smoothed using curve fitting techniques to reach a design
spectrum with an idealized spectrum shape, which is called design response
spectrum or design spectrum.

Based on the calculation of response spectrum for each individual ground
motion, statistical analysis shall be carried out to obtain the mean standard deviation
of the ordinate at each period of the response spectrum. By averaging several
spectra from past earthquakes, the mean or median response spectrum can be

Fig. 10.18 Average
acceleration spectra based on
24 actual motions recorded on
soft soil; the periods are
normalized before averaging
with: a period of peak spectral
acceleration (Ta); b period of
peak spectral velocity (Tg);
the assumed damping is 5%
[632]
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obtained. In addition, the mean (or median) plus one or two standard deviations
(sigma) is also of interest for engineering applications with a reliability-based
design. Both spectra are much smoother than the response spectrum of an indi-
vidual ground motion. Below, the general method to obtain design spectrum for
practical seismic design will be presented. For a more detailed presentation of
background knowledge and procedure to obtain seismic design spectrum by seismic
hazard analysis, see Chap. 11.

A design acceleration response spectrum generally has a trapezoidal shape as
shown in Fig. 10.19. Even though the idealized trapezoidal shape spectrum is not a
close approximation to the actual spectrum, it is helpful in constructing a design
spectrum representing many ground motions [553].

As an example, we hereby characterize the design spectrum by defining three
regions with the assumed boundary periods of TA = 0.03 s, TB = 0.125 s,
TC � 0.5 s, and TD � 3.0 s as shown in Fig. 10.19. Note that for a specific ground
motion, the control periods for constructing the design spectrum, i.e., TB, TC, and
TD, vary with damping. Their values depend on the soil type and earthquake
magnitude. Various design codes such as Eurocode 8 [198] specify the values for
these periods.

1. At short period range between TB and TC as shown in Fig. 10.19, the spectrum
generally has a constant acceleration. Stiff structures’ natural periods may be
within this region. Their responses are governed by the ground acceleration
motions, and the structure moves like a rigid body with significant inertia forces
due to the large acceleration. Even though the structural accelerations are rather
close to the ground accelerations, the displacements are relatively small. In
addition, the viscous damping has little effect on the response behavior of a stiff/
rigid structure. Actually, in the right portion of this period range toward TC, the
structures’ accelerations are larger than ground accelerations, with the amplifi-
cation depending on the structures’ natural periods and viscous damping values.

Fig. 10.19 Earthquake
design spectrum measured by
acceleration, velocity, and
displacement
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For simplicity, the structures’ accelerations can still be assumed to be constant
with amplification depending on damping value.

2. At rather higher periods than TD, the spectrum has a constant displacement. In a
sense its maximum deformation is controlled by the characteristics of ground
motion displacement and is insensitive to the characteristics of associated
ground velocity and acceleration. Soft structures’ natural periods are likely to be
in this regime. Their responses are governed by the ground displacement
motions, and the structure moves like a flexible body with rather small inertia
forces due to small or zero acceleration. The structural displacement rather than
acceleration is close to the ground motions, i.e., the absolute displacement is
close to zero. In addition, viscous damping has little influence on the response
behavior of a flexible structure. This phenomenon is actually the basis for the
utilization of base isolated structures [188]. Actually, in the left portion of this
period range toward TD, the structures’ displacements are larger than ground
motions, with the amplification depending on the structures’ natural periods and
viscous damping values. However, for simplicity, the structures’ displacements
can still be assumed to be constant, with amplification depending on damping
value.

3. In the intermediate period between TC and TD, strictly speaking, the structures’
velocity should be higher than ground motion velocities, while for simplicity,
the spectrum can be idealized as having a constant velocity. The responses of
structures with natural periods lying within this period range will be governed
by the ground motion velocities. In addition, viscous damping has a strong
influence to mitigate dynamic structural responses for structures with natural
periods lying within this period range.

The procedure of constructing a design spectrum, based on the amplification of
peak ground motions in different period range, can be summarized as follows:

1. Calculate the peak ground acceleration, peak ground velocity, and peak ground
displacement. The relationship between these three items can normally be based
on a statistical study of previous earthquake ground motion records, such as the
one recommended by Newmark et al. [634] as illustrated in Table 10.2. For
example, a horizontal peak ground acceleration of 0.4 g in alluvium gives a
horizontal peak ground velocity of 0.48 m/s (0.4 � 1.2 m/s) and gives a hori-
zontal peak ground displacement of 0.364 m (0.4 � 0.91 m).

2. Define the boundary of each period range of the spectrum; the following values
are recommended by Chopra [553]: TA = 0.03 s, TB = 0.125 s, TC � 0.5 s,
TD � 3.0 s, TE = 10.0 s, and TF = 33 s as shown in Figs. 10.20, 10.21, and
10.22. The spectrum can be defined completely by peak ground motions (PGA,
PGV but rarely PGA) and the amplification factor at TA, TB, TC, TD, TE, and TF,
among which TA, TB, TE, and TF are fixed values, while TC and TD vary with
damping. Without further details, they can be determined by the intersection
points of the constant acceleration, constant velocity, and constant displacement
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branches of the spectrum. In various design codes, the value of TB is also
specified depending on the soil type and earthquake amplitude.

3. Plot three dashed lines corresponding to the peak ground acceleration (between
TB and TC), peak ground velocity (between TC and TD), and peak ground
displacement (between TD and TE) as shown in Fig. 10.20 (for elastic
pseudo-velocity design spectrum), Fig. 10.21 (for elastic pseudo-acceleration
design spectrum), and Fig. 10.22 (for elastic displacement design spectrum).

4. Estimate the spectral amplification factors for three period regions of the
spectrum: aA for peak/constant acceleration region, aV for peak/constant
velocity region, and aD for peak/constant displacement region. The amplifica-
tion factors depend on both the cumulative probability level considered, e.g.,
mean (50%) or mean plus one sigma (84.1%), and the damping. Table 10.3

Table 10.2 Spectral bounds for alluvium and crystalline rock

Horizontal ground motion Vertical ground motion

Crystalline
rock

Alluvium Crystalline
rock

Alluvium

Peak ground acceleration (g) 1 2/3

Peak ground velocity (m/s) 0.71 1.2 0.43 0.74

Peak ground displacement
(m)

0.3 0.91 0.28 0.84

A B C D E F T            T             T                     T        T          T T

Sv

Peak ground velocity 

Peak ground acceleration
Peak ground displacement

Elastic design spectrum

× αA

× αV

× αD

A

C D

B
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F

Fig. 10.20 Construction of elastic pseudo-velocity design spectrum
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Fig. 10.21 Construction of elastic pseudo-acceleration design spectrum
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Fig. 10.22 Construction of elastic displacement design spectrum
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shows an example of recommended amplification factors by Newmark and his
co-workers [634] for elastic design spectra. It is based on the statistical studies
of a large number of ground motion records on firm ground (rock and competent
sediments) with different damping levels from 0.5 to 20%. The damping value is
defined as the total structural (system) and soil damping in the form of some
percentages of critical damping. It should be noted that the amplification factor
listed in Table 10.3 only applies to firm ground. In engineering practice, various
types of soil need to be considered. Therefore, most seismic design codes give
the soil-type-dependent amplification factor in the form of soil factor together
with a correction factor. In addition, various damping values are accounted for
in the design codes by a damping correction factor. See Sect. 10.4.2.3 for
details.

5. Multiply the ordinate for peak ground acceleration at the BC branch with the
factor of aA. Multiply the ordinate for peak ground velocity at the CD branch
with the factor of aV. Multiply the ordinate for peak displacement at the DE
branch with the factor of aD.

6. Draw a line Sv ¼ Sa
x ¼ Tn

2p

� �
Sa for periods shorter than TA. Draw a line Sv ¼

xSd ¼ 2p
Tn

� �
Sd at periods longer than TF.

7. Use a straight line to connect A and B as well as E and F.
8. Based on the elastic pseudo-velocity design spectrum shown in Fig. 10.20, the

construction of elastic pseudo-acceleration (Fig. 10.21) and elastic displacement
(Fig. 10.22) design spectrum can be performed using the relationships among
the pseudo-acceleration, pseudo-velocity, and displacement.

At this stage, readers should have a general picture of how to construct a
response and design spectrum and understand the differences between them.

Table 10.3 Amplification
factors for elastic design
spectra with different
damping ratio and
non-exceedance probabilities
of 84.1 and 50%, respectively

Damping
f (%)

Mean plus one sigma
(84.1%)

Median (50%)

aA aV aD aA aV aD
0.5 5.10 3.84 3.04 3.65 2.59 2.01

1 4.38 3.38 2.73 3.21 2.31 1.82

2 3.66 2.92 2.42 2.74 2.03 1.63

3 3.24 2.64 2.24 2.46 1.86 1.52

5 2.71 2.30 2.01 2.12 1.65 1.39

7 2.36 2.08 1.85 1.89 1.51 1.29

10 1.99 1.84 1.69 1.64 1.37 1.20

20 1.26 1.37 1.38 1.17 1.08 1.01
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10.4.2.3 Effects of Damping

When a structure is stiff with a low natural period below 0.5 s, it is more sensitive to
acceleration than displacement, and the structure tends to move in the same
acceleration amplitude as the ground. Viscous damping has little influence on the
structural response. When a structure is flexible with a rather high period, the
structural masses tend to remain motionless and do not generate any significant
loading. The viscous damping also has little influence on the structural responses.
However, when a structure is in between the very high and the very low period
above, i.e., at velocity sensitive region, the damping has the greatest effects.
Furthermore, if a structure’s natural period is close to the period of earthquake
ground motions, the energy is effectively fed into the structure and the structural
responses are amplified, leading to a resonance or a close-to-resonance condition.
However, in this condition, the viscous damping in the structure will efficiently
absorb the energy from the structural response and dissipate it, thus mitigating the
buildup of the resonant responses and reducing the response amplitudes. It is also
noted that the damping effects are greater for small than for high damping values,
i.e., when the damping ratio is increased from 0 to 5%, the reduction in response is
much more significant than that due to a damping increase from 15 to 30%.
Because the inherent damping for the majority of structures is low, it can be realized
that in order to reduce the dynamic response, one can either increase damping by
adding, for example, dampers or increase the structures’ natural period by using for
example a base isolation system, which is discussed in Jia [188].

Design response spectra in design codes are normally given based on an inherent
system damping of 5%. If spectral values for other damping ratios are required, then
the spectral accelerations can be adjusted using a scaling factor (correction coeffi-
cient). For example, in Norsok [635] and ISO 19901-2 [289], with a damping of f%
(f% should be between 2 and 10%), η can be calculated as:

g ¼ �ln f=100ð Þ=ln 20ð Þ ð10:39Þ

NORSAR [629] recommends:

g ¼ 1:48� 0:30ln fð Þ ð10:40Þ

Eurocode 8 [198] recommends:

g ¼
ffiffiffiffiffiffiffiffiffiffiffi
10

5þ n

r
� 0:55 ð10:41Þ
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10.4.2.4 Shear Wave Velocity Estimation with Shallow Soil Depth
or Soils and Rock Below 30 M

In the classification of soils, the average shear wave velocity (vs,30) is determined
based on the characteristics of the top 30 m [636] (or 20 m [199]) thickness of soil
layers, which is the travel time of seismic shear wave from soil surface to 30 or
20 m depth divided by 30 or 20 m. However, this is based on the assumption that
the sites have very deep soil layers, of depth much greater than 30 m thickness,
such as the recommendations made by ICC [637] and NEHRP [638], in which
regression analyses of recorded seismic ground motions in the USA are available
for sites with soil layers extended up to a few hundred meters downward before
reaching the bedrock, and the stiffness of the soil layers deeper than 30 m is often
well correlated with the wave velocity in the top 30 m.

However, as shallow bedrocks are very common in high-seismicity regions, this
classification method is under significant research scrutiny [639–643] and may not
be suitable for regions where a soil–bedrock interface is found at even a few meters
below the soil surface. Studies [644] of a large number of records at sites with soil
layers at depths from a few meters to 180 m in China, Australia, and India have
shown that when engineering rock (with shear wave velocities larger than
700 ± 60 m/s) depths are shallow, the site classification approaches adopted in the
design codes give a higher shear wave velocity (stiffer soil column) than reality.
Site response [641] also indicates that a simplified site amplification analysis by
seismic codes may be on the unconservative side.

Therefore, for sites having depths of less than 30 m, a detailed site-specific
response analysis is recommended to estimate the shear wave velocity and ampli-
fication characteristics.

In case the shear wave velocity or site class for any particular site is not
important, statistical data from many earthquake records in various stations can be
used to estimate the average shear wave velocity for sites with shallow soil depths.
Based on this assumption, Boore [645] and Atkinso and Boore [646] proposed
methods for extrapolating the velocities between site depth and 30 m of depth.

As discussed in Sect. 3.2.2, the estimation of site period and shear wave velocity
based on the top 30 or 20 meters of soil layers is most appropriate for rather short
period content of the bedrock motions. For longer periods, seismic wave lengths are
much longer, and the site response is then likely to be affected by soil characteristics
at much greater depths. Furthermore, even for deep soil for which the stiffness of
the deeper soils is well correlated with the shear wave velocity at the top 30 m,
Boore et al. [647] found that the depth over which average shear wave velocity
should be averaged is one-quarter of the wave length associated with the period of
interest, which can be greater than 30 m. Moreover, significant soil amplifications
can be produced due to high impedance contrasts and associated seismic wave
reflections at depths much greater than 30 m, which have almost no correlation with
the soil properties at the top 30 m. The soil amplification estimation based on the
top 30 or 20 m of soil layers may then be on the non-conservative side, especially
for long site period soil columns having deep and low damping deposits of soil on
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very hard rock [648]. This is suspected to have been the cause of destructive site
amplification in the magnitude 6.5 Caracas, Venezuela earthquake of 1967 [649,
650], the Loma Prieta earthquake of 1989 [651], and the Kobe earthquake of 1995
[652].

10.4.3 Ductility-Modified (Inelastic) Design Spectrum
Method

10.4.3.1 Ductility for Elastic-Perfect-Plastic Structures

Subject to extremely strong ground motions, for an economical design, most
structures are expected to deform into their inelastic range through structures’
plasticity development. Note that the elastic design spectrum assumes that struc-
tures exhibit linear-elastic behavior under ground motion. This can be justified if
ground motion is mild and the structures do not exhibit plastic deformation.
However, under strong earthquake motions, due to the fact that ductile materials
such as steel or aluminum have a significant amount of ductility to develop above
their yield strength, structural ductility promotes the following effects:

1. After yielding, accelerations are limited and therefore the forces on structures
are also limited.

2. Damping due to ductility/plasticity can dissipate a certain amount of energy.
3. Yielding increases the natural period, i.e., reduced acceleration in the response

spectrum.
4. Plastic hinges form in one direction but close in the other.

To avoid explicit inelastic structural analysis in design, the capacity of the
structure to dissipate energy, through mainly ductile behavior of its elements and/or
other mechanisms, is taken into account by performing an elastic analysis based on
a modified response spectrum reduced with respect to the elastic one [198]. This
modified spectrum is called the ductility-modified (inelastic) design spectrum. It
should be noted that the modified spectrum does not account for the change of
natural period, while this can be addressed using a dynamic time history analysis.

For a local structural member such as a steel beam or column subject to bending,
one may define the ductile characteristics as the ratio of maximum displacement
(du) over the displacement (dy) at the initial yielding of the member:

l ¼ du
dy

ð10:42Þ
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For a global ductile structure such as an offshore steel structure or a steel frame
building, this is indicated by a significant amount of plastic deformation over elastic
range. However, after the plasticity has been developed in each individual member
of a structural system, unlike that in the elastic range, the relationship between the
global load level and the deformation of each individual member may be different
among each member, i.e., the member deformation is not proportional to global
loads. In addition, due to the formation of plastic hinge, an increase in global load
may even decrease the member forces in certain members. This raises difficulties in
determining a unified ductility coefficient for a structural system that can be applied
to every member in the system. On the other hand, investigations show that the
maximum structural displacement amplitudes produced by a given ground motion
tend to be reasonably independent of the yield strength of the structure, i.e., the
maximum displacement in a typical engineering structure was found to be about the
same whether it remains elastic or yields [653–655]. For engineering purposes, by
assuming that all inelastic deformation is caused by the formation of plastic hinges
and the plastic hinges in a structure occur simultaneously [656–657], one can
express the ductile characteristics of a structure system with ductility coefficient or
ductility factor [658] as:

l ¼ Dp

Dy
ð10:43Þ

where Dp is maximum horizontal displacement of a structure with inelastic
behavior; Dy is maximum horizontal displacement of the structure when it just
reaches yielding.

Based on the relationship between elastic and inelastic response as shown in
Figs. 10.23 and 10.24, unit shape factor analysis can be used to determine the
ductility of a structure.

For structures with relatively high natural period corresponding to Fig. 10.23,
the velocity (TC < T < TD) or displacement (T > TD) in the linear-elastic spectrum
(Fig. 10.19) is constant, and the difference between the elastic (De) and inelastic
displacement (Dp) is rather small. Therefore, the “equal maximum displacement”
assumption is valid as an approximation:

De ¼ Dp ð10:44Þ

By adopting the rule of similarity of triangles, one has:

(BSe � BSy)
ðDe � Dy)

=
BSe
Dp

ð10:45Þ

where BSe is the horizontal elastic inertia force; BSy is the horizontal yield force.
By rearranging the equation above, one obtains:
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BSe
BSy

¼ Dp

Dy
¼ l ð10:46Þ

At low natural period of a structure corresponding to Fig. 10.24, the acceleration
in the linear-elastic spectrum (Fig. 10.19) is constant, and the difference between
the elastic (De) and inelastic displacement (Dp) is rather significant. Therefore, the
“equal maximum energy” can be assumed to be:

Ee ¼ Ep ð10:47Þ

The absorbed energy due to the elastic response Ee and the absorbed energy due
to the inelastic response Ep can be expressed by two equations as follows:

Ee ¼ 1
2
BSe � De ð10:48Þ

Ep ¼ 1
2
BSy � Dy þBSyðDp � DyÞ ð10:49Þ

Δy Δe Δp

BSe

BSy

Δ

Elastic

Elastic-perfect plastic

Δe ~Δp             

Peak displacement

Unloading
Residual 
displacement

BS
Fig. 10.23 Global base shear
(BSe is the horizontal elastic
inertia force, and BSy is the
horizontal yield force) and
displacement (D) relationship
for elastic and inelastic
response of a structural
system at relatively high
natural period of the structure
(i.e., velocity is constant in
the linear-elastic spectrum)
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By inputting the two equations above into Eq. (10.47), one obtains:

BSe
BSy

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Dp

Dy
� 1

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2l� 1

p
ð10:50Þ

The ratio of base shear BSe

BSy
above is known as behavior factor (R) in structural

design codes for both offshore and land-based structures.
For structures with relatively high natural period, it is obvious that R = l. For

structures with low natural period, R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2l� 1

p
.

From a comparison between Eqs. (10.46) and (10.50), it is noted that structures
with high natural period can more effectively resist the earthquake excitations than
structures with low natural period, provided the structure has sufficient ductility.

Readers should note that an important assumption in using ductility-modified
spectrum is that, whether a structure responds elastically or yields significantly, the
deformations of a structure produced by a given ground motion are essentially the
same, which is often referred to as the equal displacement rule. However, currently,
there is not enough research to examine the validity of the equal displacement rule.

The introduction of the ductility factor makes it possible to account for inelastic
effects of structures in a linear analysis by means of specific response modification
coefficients and deflection amplification factors that are dependent on the structural

Δy Δe Δp

BSe

BSy

Δ

Elastic

Elastic-perfect plastic

Δe < Δp             

Peak displacement

Unloading

BS

Residual 
displacement

Fig. 10.24 Global base shear
(BSe is the horizontal elastic
inertia force, and BSy is the
horizontal yield force) and
displacement (D) relationship
for elastic and inelastic
response of structural system
at relatively low natural
period of the structure (i.e.,
acceleration is constant in the
linear-elastic spectrum)
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and ductility class/level, which are related to both the force reduction factor
(FRF) and the deflection amplification factor (DAF). Note that US recommenda-
tions [290, 659] propose two different dedicated factors for force and deflections;
Eurocode 8 [198] uses the equal displacement rule in most cases, implicitly
assuming that DAF and FRF are equal to the behavior factor. This Eurocode 8
procedure was used to obtain a set of ductility-modified (inelastic) design spectra,
as will be presented in Sect. 10.4.3.2. In addition, it is also noted that the deflection
amplification factors proposed in US provisions are in general either equal to or
lower than the corresponding force reduction factor, depending on the structural
system and its level of inelasticity [660, 661]. As a result, the US provisions are less
conservative than Eurocode 8, since the latter approach considers the DAF-to-FRF
ratio as unity [662].

Despite the benefits of using a ductility-modified spectrum, it has many limi-
tations, which deter its applications. For example, the plastic deformations may not
be distributed similarly to the elastic deformation. Furthermore, for more complex
(redundant) structures, in which several modes of vibration may be excited sig-
nificantly due to a ground excitation history, even elastic behavior cannot be pre-
dicted precisely by elastic response spectrum method [665]. Moreover, yielding
pattern may appear as a general or an extremely localized phenomenon and may
then eliminate the vibration mode characteristics based on the elastic assumption,
which is the basis for the validation of superposition techniques used for modal
response combination in a response spectrum analysis, and the relationship between
the total inelastic energy absorption and the maximum local yield amplitudes can be
extremely complex [552].

10.4.3.2 Construction Ductility-Modified (Inelastic) Design Spectrum
Method

In Sect. 10.4.2, the construction of elastic design spectrum has been elaborated. By
recognizing boundary periods (TB, TC, and TD) of the displacement-, velocity-, and
acceleration-constant regions in Fig. 10.19, the ductility-modified design spectrum
can be obtained by dividing the elastic design spectrum with the behavior factor
R varying with period/frequency, as described in Sect. 10.4.3.1:

R ¼
1 for T\TBffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2l� 1

p
for TB\T\TC

l for TC\T\TD

8<
: ð10:51Þ

It should be emphasized that the operation of dividing spectrum applies to
different ordinates of the spectrum: At acceleration-constant region (TB < T < TC),
the acceleration design spectrum is divided by a factor of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2l� 1

p
; at

velocity-constant region (TC < T < TD), the velocity design spectrum is divided by
a factor of l; at displacement-constant region (TD < T < 10 s), the displacement
design spectrum is divided by a factor of l. Furthermore, at the lower bound of the
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spectrum (e.g., T = 0.03 s), one may set the ordinate of either displacement-,
velocity-, or acceleration design spectrum for inelastic spectrum as the same value
as that of the elastic one and then join this value with the ordinate of inelastic design
spectrum at TB with a straight line. At the upper bound of the spectrum (e.g.,
T = 33 s), divide the ordinate of elastic displacement design spectrum by the value
of l, then join this value with the ordinate of inelastic displacement design spectrum
at T = 10 s with a straight line. During this construction process, attention should
always be paid to the transformation between displacement-, velocity-, or accel-
eration design spectrum using the equations in Sect. 10.4.2. Figure 10.25 shows an
example of inelastic design spectra. It should be noted that the value of Tc is not
fixed and depends on the damping [553].

Figure 10.26 shows a comparison of inelastic spectrum according to Eurocode 8
[198] with various ductility factors. The peak ground acceleration is 0.6 g, with soil
type 1 and subsoil class B. It should be noted that the ductility factors for a structure
may be different along different horizontal directions, although the ductility clas-
sification is the same for all directions.

For the construction of vertical ground motion, readers may read Sect. 3.10.

TB TC3 TC2 TC1 TD T

Elastic μ=1

Ductility-modified μ=2

Ductility-modified μ=3

Sa

Fig. 10.25 Inelastic pseudo-acceleration design spectrum (linear scale)
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10.5 Time History Method

10.5.1 General Method

The time history method requires a set of deterministic excitation time histories to
be used as input, which account for the uncertainties and differences in frequency
characteristics, duration, and severity. Each time history takes the non-stationary
characteristics of ground motions into account. The information regarding the phase
lag of the ground motion among three translational directions and signs (com-
pression or tension) of the structural member forces is also explicitly included in the
analysis. Moreover, the duration of the time history should be sufficiently long to
capture the load sequence and hysteretic effects on the responses for structures,
foundations, and soil.

The required number of time histories varies among various seismic design
codes, with a minimum of three. For example, ISO 19901-2 [289] requires at least
four time histories, while Eurocode 8 [198] requires at least three.

Note that, as a set of recorded accelerograms in detail is only available for very
few sites in the world, simulated (usually by performing site-specific response
analyses) and artificial accelerograms are often used for dynamic analysis. These
accelerograms should be consistent with a design spectrum, i.e., their corresponding
response spectrum will be approximately equal to a prescribed or target spectrum.

In the application of the time history method for assessing structural response, there
is debate as to whether the characteristic strength or the mean strength of structural
materials should be used to assess the structural response: Modeling the structural
system using characteristic material strength could lead to unrealistic behavior, but on
the other hand, modeling the mean values may not always be representative of reality—
for example, the contractor may over-specify material strength.

Design spectrum (Eurocode) with various ductility factor 
(PGA=0.6 g)
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spectrum with various values
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10.5.2 Drift Phenomenon and Its Correction

Velocity and displacement time series are derived from corresponding accelero-
grams by single and double integrations of the acceleration record as shown in
Figs. 10.27 and 10.28. However, by observing these two figures, noticeable drifts
(gray lines) can be identified especially for displacement time series: While the
velocities oscillate around zero near and after the end of the strong ground motions,
the displacement time series reach essentially constant residual values.

This phenomenon is obviously unphysical and can lead to erroneous estimates of
peak ground displacement and structural response at long-period spectral range.
A correctly derived long-period ground motion can be used in understanding the
source- and path-related specific features of far- and near-fault ground motions
[561]. Long-period motions are also important for a reliable estimation of defor-
mation demand for structures, particularly with an increasing interest in
displacement-based design and nonlinear seismic response. Furthermore, the drift

Fig. 10.27 Horizontal acceleration (upper) recorded during the Friuli earthquake in Italy, and its
corresponding velocity (middle) and displacement (lower) time series derived from single and
double integrations of the acceleration record using SeismoSignal; the black and gray line indicates
the time series with and without baseline-correction, respectively
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also often affects a robust estimate of large-scale soil–structure interaction response,
especially for structures having large horizontal dimensions where the traveling
wave effects become significant [562].

The drift-related noise is embedded in records from both analog and digital
accelerographs, although the characteristics of the noise are usually different for the
two types of records. It is not necessarily distributed in a stationary manner
throughout the record, but can be confined to a certain short portion of time series
[563].

The source of the long-period noise seems to be variations in the acceleration
baseline. These variations could be due to true ground motion (tilting and rotation
produced by wave propagation, as well as local permanent ground failures),
instrument effects (amplitude-dependent mechanical or electrical hysteresis in the
sensor), analog-to-digital conversion [564], and the accumulation of random noise
in time series also result from the single integration and double integration.

Fig. 10.28 Horizontal acceleration (upper) recorded during the Nahanni earthquake in Canada,
and its corresponding velocity (middle) and displacement (lower) time series derived from
integrations of the acceleration record using SeismoSignal; the black and gray line indicates the
time series with and without baseline-correction, respectively
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Various methods are proposed to solve the problems of baseline-offsets, even
though there is no universal correction method for any kind of ground motion
records [565].

As mentioned before, since the unrealistic drift to be removed can be different at
different portions of time series, one popular baseline-correction method, as
implemented in SeismoSignal [566], consists of (1) determining, through regression
analysis (e.g., least-squares-fit method), the polynomial curve (typically is of a type
among linear, quadratic or cubic) that best fits the acceleration time-series;
(2) subtracting from the actual acceleration values by their corresponding coun-
terparts obtained with the regression-derived equation. By performing the two steps
above, spurious baseline trends, usually well noticeable in the displacement time
history obtained from double time integration of uncorrected acceleration records,
can normally be removed from the input motion.

In step (1) above, the polynomial curve x
��ðtÞ to fit the acceleration can normally

be assumed to be linear, quadratic, and cubic:

x
��$ðtÞ ¼ a0 þ a1t for linear curve ð10:52Þ

x
��$ðtÞ ¼ a0 þ a1tþ a2t

2 for quadratic order curve ð10:53Þ

x
��$ðtÞ ¼ a0 þ a1tþ a2t

2 þ a3t
3 for cubic order curve ð10:54Þ

where a1, a2, a3, and a4 are four constants to be determined during the curve fitting;
t is time.

The curve fitting to acceleration time-series can be obtained by, for example,
minimizing the mean square acceleration:

min
XNDt
t¼0

x
��ðtÞ � x

��$ðtÞ
� 	2( )

ð10:55Þ

where N is the total number of time steps for the baseline-correction of time series,
with each time step being Δt.

Based on the fact that the baseline of the acceleration record has random shifts
during the interval of strong shaking and the shifts could be represented by an
average baseline-correction over this interval, Iwan et al. [567] proposed that two
baselines should be removed at two portions of time series: am between times t1 and
t2, and af from time t2 to the end of the record. The value am is an average shift in
baseline that could occur during strong shaking. Strictly speaking, t2 can be any
time instant between t1 and the end of the acceleration record, which satisfies the
constraint that the average of the corrected velocity is zero near the end of the
record. Note that the degree of drift strongly depends on the value of t2 [565]. Iwan
et al. [567] proposed two specific options for determining t2: (1) t2 is the time after
which the acceleration never exceeds 0.5 m/s2; (2) t2 is chosen to minimize the final
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displacement. As a third alternative, t2 can also be chosen as a time instant at which
the line fitting to velocity series becomes zero [565]. The black lines in Figs. 10.27
and 10.28 show the baseline-corrected time series. It is clearly shown that the drift
in derived displacement time series is essentially eliminated.

In cases where undesirable long-period fluctuations still appear in the
baseline-corrected time series, a windowed filter process in frequency domain can
be carried out by applying a high-pass filter to the baseline-corrected acceleration
data, with an example equation expressed as below and shown in Fig. 10.29 [568]:

bðTÞ ¼ 1 0� T � T0
e�ðT�T0Þ=a T � T0

�
ð10:56Þ

where T is period in seconds, and a and T0 are two parameters that can be deter-
mined by using two key points A and B shown in Fig. 10.29.

Based on the data from laboratory tests, Zhou and his co-workers [569] sug-
gested that after the baseline-corrected acceleration series have been obtained, the
velocity series calculated by integrating the baseline-corrected acceleration series
may be further put through a similar baseline-correction process. By integrating the
updated baseline-corrected velocity time series, the displacement time histories can
be obtained. These obtained displacement time histories can go through a high-pass
filter to further remove the long-period oscillations.

In case a response spectrum analysis using design spectra is performed, the drift of
time history for generating the design spectra can normally be omitted as the influence
of baseline-correction on the variation of design spectrum is normally very marginal.
Similarly, the baseline-correction has minor effects on the frequency content in case a
power spectrum or a Fourier spectrum is used in the calculation of seismic responses.

However, it should be noted that the process of drift correction also eliminates
the permanent ground deformation, which can degrade the reliability of the
assessment results in case permanent ground displacement is of engineering
concern.

T0 T1

1.0

T

β
A

B

Fig. 10.29 An example of a
windowed filter
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Chapter 11
Seismic Hazard Assessment

11.1 Seismic Hazard Analysis

11.1.1 Introduction

Hazard is defined as inherent physical characteristics that pose potential threats to
people, property, or the environment. The main purpose of hazard analysis is to
quantitatively assess ground shaking level at a site, through either deterministic
analysis (as when a specific earthquake scenario is assumed, as will be introduced
in Sect. 11.1.2), or probabilistic analysis, in which various earthquake scenarios and
uncertainties are explicitly accounted for [1], as will be presented in Sect. 11.1.3.
The effects of local soil on the seismic wave transmission are often assessed sep-
arately by a site-specific response analysis, as discussed in Chap. 3.

A seismic hazard analysis normally comprises the following two tasks:

1. Identify earthquake sources: This is to identify all the possible earthquake
sources and the fault geometry associated with a specific region or site. It is
normally performed by studying the geologic evidence, tectonic evidence,
historical seismicity, and recent instrumental seismicity records. Based on this
information, the potential for future earthquakes can be evaluated. In this task, it
is important to determine the occurrence rate of earthquake activities and the
associated range of magnitude. For more detailed information on identification
and characterization of earthquake sources, readers may refer to source [1].

2. Determine the ground motions or ground motion parameters: Typically based on
selected attenuation relations, this is normally performed by carrying out either
deterministic (DSHA) or probabilistic (PSHA) seismic hazard analysis, of which
the former is based on a single earthquake scenario (a predefined earthquake
source) with a selected magnitude and single source-to-site distance, and the
latter is based on various scenarios (earthquakes on different sources); it also
accounts for the uncertainties associated with earthquake size, location, time of
earthquake occurrence, etc. For the PSHA, the median of the ground motion
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parameter or the mean of natural-log of ground motion parameter value and
standard deviation of earthquake spectral ordinates for different levels of given
magnitudes, source-to-site distance, site conditions, etc., should be established.
The resulted ground motion selection provides a necessary link between seismic
hazard and structural response [570]. Moreover, the ground motion can also be
calculated by directly modeling physical processes of earthquake source gen-
eration, seismic wave propagation, and site effects, forming an essential part of
the neo-deterministic approach, as will be presented in Sect. 11.5.

A dedicated seismic hazard analysis may help not only to increase the reliability
of structural design, but also greatly reduce the uncertainties without degrading a
required safety level, leading to a more economical design. For example, Diablo
Canyon nuclear power plant (Fig. 11.1) at the edge of the Pacific Ocean in San Luis
Obispo, California, was constructed in 1968. The original design was based on a
deterministic seismic hazard analysis to determine the ground motion from an
earthquake associated with a particular fault in the region, based on historical
records and geological evidence, then by using this information to perform the
capacity control of structures, systems, and components at the facility to ensure they
could withstand seismic ground shaking [571]. Since then, different new faults have
been identified that almost circle the plant, with the closest one, the Shoreline Fault
found in 2008, coming within only 600 m of the reactors, and Hosgri fault, found in
1971, lying 5 km away. However, with a dedicated PSHA, seismologists have
recently been able to show an even lower ground motion intensity demand than

Fig. 11.1 The Diablo Canyon Power Plant, north of Avila Beach, in San Luis Obispo County,
California (courtesy of ML Baird)
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what was required in the original design using DSHA [572, 573]. However, even if
the US Nuclear Regulatory Commission was motivated to move toward more
probabilistic approaches, the US Geological Survey recommended to follow a
deterministic one by postulating that a magnitude 7.5 earthquake may occur any-
where along the Hosgri fault zone, including the point closest to the plant.

Most of the seismic design codes rely on both DSHA and PSHA for seismic
hazard analyses. Especially for assessing seismic hazard with a high return period
but in a low seismicity area, the calculated ground motion intensity may be
unreasonably high. To solve this, seismic maps obtained from PSHA have been
complemented by the use of DSHA, as specified in FEMA P-750 [290] and ASCE
7-10 (ASCE 2010), which defines the “risk-targeted Maximum Considered
Earthquake” (MCER) as the minimum between probabilistic and deterministic
ground motions.

Note that both DSHA and PSHA rely on an excessively simplified attenuation
relationship to derive the bedrock motions. Therefore, neo-deterministic seismic
hazard assessment (NDSHA) has recently been proposed [575] to calculate the
ground motion by using the most updated seismological, geological, geophysical,
and geotechnical databases for the site of interest, as well as advanced physical
modeling to account for physical processes of earthquake source generation, wave
propagation, and site effects, which may provide a more reliable and robust
assessment as a deterministic design basis (Sect. 11.5).

Sometimes, analysis with real-time recorded ground motion amplitude time
histories at the locations of seismic (strong motion) stations can also be performed
to assess the seismic hazard. While a major problem involved in this method is that
the locations for which ground motion data is available are not likely to comply
with the sites of interests, this problem can be partially solved by seeking the
available records at stations nearby (typically less than 30 km) the sites of interest.
As most of the ground motion data available are realistic ground motion data
recorded at the ground surface, the soil amplification effects are already included in
the analysis with real-time data.

11.1.2 Deterministic Seismic Hazard Analysis (DSHA)

Prior to PSHA, DSHA was prevalent. In DSHA, by identifying the potential
earthquake sources (faults), individual earthquake scenarios in terms of magnitude
and location are developed for each relevant seismic source and a predefined
ground motion probability level.

After identifying the earthquake source location(s), the source-to-site distance
can be computed (see Sect. 11.1.3.1 for details). Given the magnitude, the distance,
and the number of standard deviations for the ground motion, the ground motion is
then computed for each earthquake scenario using a ground motion model (atten-
uation relation) that is based on either an empirical ground motion model or
numerical simulations. The largest ground motion from any of the considered
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scenarios is used for the design ground motion. The approach is “deterministic” in
that single values of parameters (magnitude, source-to-site distance, and number of
standard deviations for the ground motion) are selected for each scenario [576].

It should be noted that even if deterministic estimates of ground motion extremes
at a site are basically obtained by considering a single event of a specified mag-
nitude and source-to-site distance, if a site has several known active faults in its
proximity, a maximum magnitude is normally defined for each fault.

Practically, a DSHA can be performed by the following four steps [1]:

1. Identify all earthquake sources (e.g., known faults) capable of producing
non-negligible ground motions at a site, determine their locations relative to the
site, and specify the source models by defining source zones and the largest
amplitude (earthquake potential) that each source is capable of producing.
The source models at the target region are basically derived from the earthquake
catalogs of historical and instrumental seismicity. This data is inevitably
obtained from what are, from a geological perspective, relatively short periods.
Therefore, it may be supplemented by additional data, such as the results from
seismic monitoring, geodetic monitoring, deep geologic investigation.
The maximum magnitude is normally a function of the fault length and his-
torical knowledge of past earthquakes on that particular source and is therefore
not strictly associated with a defined return period (Sect. 11.1.3). In this step, the
probability of occurrence for potential source rupture is implicitly assumed to be
unity. As will be discussed in Sect. 11.1.3.1, this probability can be taken into
account in a PSHA.
Determining the earthquake potential (magnitude) is a rather subjective choice.
The results may be very sensitive to the background and objectives of the
decision maker. An event chosen in this manner was historically described as a
maximum credible earthquake (MCE), which is the largest earthquake that is
capable of occurring under the known tectonic framework for a specific fault or
seismic source, as based on geologic and seismologic data. There may be
several MCEs for one site, each from a different fault or seismic source.

2. For each source zone, select source-to-site distance. Typically, the shortest
distance is selected. This actually implicitly assumes that, in each source zone,
the probability of occurrence is 100% at the points closest to the site and zero
elsewhere.

3. Specify the controlling earthquake that produces the largest ground shaking
among all ground shakings and relationship that describes the attenuation of
ground motion with distance identified, i.e., it is based on the source potential
determined in step 1 and source-to-site distance obtained in step 2.

4. Determine the ground motion by the controlling earthquake.

Again, readers need to bear in mind that, by its nature, a DSHA does not
explicitly account for the likelihood of a particular earthquake scenario occurrence,
and it is not associated with a specific return period, although the particular
earthquake event used can have a return period associated with it. The return period
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for the maximum event on a given fault can vary from several hundred to several
thousand years, depending on the activity rate of the fault. Therefore, deterministic
results cannot be used for a quantitative assessment of the overall risk of an
infrastructure.

Although DSHA has the merit of being simple, the relevant conceptual problems
arise quickly and are difficult to solve. It is commonly misunderstood by engineers
that the hazard determined from the four steps above is the “worst case,” because
the largest amplitude and shortest source-to-site distance are usually used to cal-
culate the design ground motions [577]. However, this may not be the case, because
of the limitations due to the deterministic method itself, i.e., the variability/scatter of
the design event and ground motion intensity. It provides no information on the
likelihood of occurrence of the controlling earthquake and the effects of uncer-
tainties in the various steps required to calculate the ground motion characteristics.
Therefore, nowadays, DSHA should only be used to complement PSHA, as will be
discussed in Sect. 11.1.3. For example, a deterministic seismic hazard analysis
sometimes specifies a mean plus one standard deviation response spectrum (the
mean value of LnY ± rlnY), but even this response spectrum will be exceeded 16%
of the time. Because the scatter is normally distributed, there is no theoretical upper
bound on the amplitude of ground motion that might be produced at a given
magnitude and distance. Obviously, there is a true physical upper bound on ground
motion intensity caused by an inability of the earth to carry more intense seismic
waves without shattering or otherwise failing. Even though this limit can provide
information to determine extremely high ground motions used for design of rather
important structures such as nuclear waste repositories, it has almost no engineering
sense for the majority of structures such as buildings or bridges, which are analyzed
for ground motion intensities that are exceeded once every few thousand years.
Thus, the theoretical upper bound of ground motions has no practical sense for most
seismic designs [578].

As mentioned before, historically, the result obtained from a DSHA is often
referred to as maximum credible (or capable) Earthquake (MCE). More recently,
however, the acronym has been retained but taken to indicate Maximum
Considered Earthquake, as the most severe earthquake effects considered, in
recognition of the fact that larger earthquakes (and larger ground motion intensities)
than those shown by MCE can happen. The Maximum Considered Earthquake is
often quantified by MCE maps based on a combination of the results of deter-
ministic and probabilistic estimates of ground motions.

11.1.3 Probabilistic Seismic Hazard Analysis (PSHA)

Different from DSHA, which only calculates so-called “worst-case” ground motion
parameters, PSHA seeks to consider all possible earthquake scenarios to calculate
the ground motion parameters with their associated probabilities of occurrence. This
is also the primary advantage of PSHA over DSHA.
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It is obvious that a great number of uncertainties pose challenges to the quan-
tification of future earthquakes. Those uncertainties mainly relate to the earthquake
location, the magnitude, source-to-site distance, resulting shaking intensity for the
given magnitude, site condition, time of occurrence of future earthquakes, etc. All
or most of these parameters can only be characterized by probability distributions
with randomness. Moreover, the source-to-site distance is a computed parameter
that depends on the earthquake location and rupture dimension, which in turn have
randomness [576].

To quantify these uncertainties and combine them to produce a description of the
distribution of future seismic motions that may occur at a site, Cornell [579] first
explicitly described the procedure to perform a PSHA. This essentially involves
considering many scenarios (earthquakes on various sources) and accounting for
the uncertainties mentioned above, and calculating the annual rate of exceedance of
different levels of selected ground motion parameters. The uncertainties typically
include: (1) aleatory uncertainties associated with random variability and charac-
terized by probability distributions, which can be integrated in a PSHA procedure
described in the current section; (2) epistemic uncertainties due to lack of knowl-
edge with respect to earthquake source processes and wave propagation, which can
be reduced by additional data characterized by a probability distribution; the
identification, quantification, and incorporation of epistemic uncertainty require a
dedicated judgment from a number of experts and can be accounted for using logic
trees, as will be introduced in Sect. 11.1.5.

In a PSHA, when a site is selected, all the zones within a certain radius from the
site are being taken into account. For the probabilistic analysis, all scenarios from
deterministic analysis are therefore included, forming a full set of scenarios and
with all possible magnitude and location combinations for the site. For each
earthquake scenario, all possible ground motions are computed for each possible
value of standard deviations above or below the median (or mean) ground motion
[576].

Practically, a PSHA also involves four steps that are similar to that of DSHA.
The major difference between the two methods is that, in each step of a PSHA, the
uncertainties mentioned above are taken into account through probability descrip-
tions (typically using probability distribution functions), as shown in Fig. 11.2.

PSHA has been developed since the late 1960s and prevailed over DSHA in the
1990s. As many of the major potential pitfalls in executing a successful PSHA are
procedural rather than technical, a significant amount of research efforts during the
past decades have been directed at procedural guidance.

11.1.3.1 Define Earthquake Source and Geometry

The first step in a PSHA is to define source seismicity, geometry, and probability
distribution of magnitude and source-to-site distance, including: (1) Identify all
earthquake sources; (2) Characterize the probability distribution of earthquake
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magnitudes; and (3) Characterize the probability of source-to-site distances asso-
ciated with potential earthquakes.

This is similar to that of DSHA, the only difference being that the probability of
various magnitudes on all potential sources affecting the site should be considered.
Here, the potential earthquake sources can be either faults or area sources of dif-
fused seismicity not directly attributable to a known fault. Also, a maximum
magnitude is assigned to each source [289]. In many cases, the probability

Fig. 11.2 Four steps for performing a PSHA [289]
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distribution of source-to-site distance also needs to be characterized, as will be
presented in step (3).

(1) Identify all earthquake sources:

The source zones can be categorized as point, linear, or three-dimensional sources.
Earthquakes induced by volcanic activities or short fault ruptures can generally be
assumed to be point sources, as the zones are small. For shallow fault zones that have
well-defined planes in which the changes in hypocentral depth distance have
insignificant influence on hypocentral distance, the linear (areal) source is the most
suitable one to adopt. However, for areas where the fault mechanism (especially the
fault geometry) is poorly understood or defined, which typically corresponds to dis-
persed seismic activity and that not directly associated with known faults, one has to
use three-dimensional volumetric sources. In the calculation of source-to-site distances
and the associated uncertainties, the linear source and volumetric source are sometimes
simplified as a line source and area source, respectively, as will be discussed in step (3).

(2) Characterize the probability distribution of earthquake magnitudes:

The probability of source rupture is generally assumed to be uniformly/
homogeneously distributed within each seismogenic/source zone, implying that
earthquakes are equally likely to occur at any location within each seismogenic
zone. This assumption may be revised if detailed seismological studies on the local
area deviate from the homogenous zone model. By combining with source
geometry, the probability distribution of the corresponding source-to-site distance
can be calculated. It should be noted that a uniform fault-rupture distribution in
space may not result in a uniform distribution of source-to-site distance.

It is necessary to establish an annual frequency of earthquake occurrence for
each source as a function of earthquake magnitude, by specifying the average rate at
which an earthquake with a certain magnitude will be exceeded. Globally, the
earthquake occurrence varying with magnitude is usually expressed in terms of the
Gutenberg-Richter relationship (also called the Gutenberg-Richter recurrence law)
[580], which defines that the magnitude M is exponentially distributed:

log10 Nc ¼ a� bm ð11:1Þ

where Nc is the cumulative number of earthquakes of a magnitude larger than
m occurring on a seismic source per unit time, and it is also referred to as the rate of
occurrence of earthquakes of magnitudes greater than m; a and b are region con-
stant, which is estimated through curve fitting using statistical analysis of historical
earthquake observations, with additional constraining data provided by other types
of geological evidence; a is the activity rate parameter indicating the overall rate of
earthquakes in a region, it is a function of sample size and is therefore liable to vary
substantially from one seismic source to another, and the total number of earth-
quakes with magnitude larger than or equal to zero is 10a; b describes the relative
number of small and large earthquakes in the region, worldwide it is around 1.0
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with a deviation of ±0.3. For the North Sea, by using curve fitted linear regression
with a correlation coefficient of 0.99 complied with the instrumentally determined
earthquakes 1980 through 1989 [581], it is obtained that a = 4.42 and b = 0.84.
This indicates that the number of earthquakes above magnitude 4.0 that occurred
annually in the North Sea is around 2.

Note that earthquakes with smaller magnitude are not of interest for structural
designs. The Gutenberg-Richter relationship described above is normally used to
calculate the cumulative distribution function (CDF) for earthquakes within a range
of magnitude larger than mmin (mmin must be smaller than m):

FM mð Þ ¼ P M�mjM[mminð Þ

¼ 101�bmmin � 10a�bm

10a�bmmin
¼ 1� 10�b m�mminð Þ ð11:2Þ

By taking the derivative of the CDF above, one obtains the probability density
function (PDF) for M:

fM mð Þ ¼ d
dm

FM mð Þ ¼ b lnð10Þ10�b m�mminð Þ ð11:3Þ

However, since the energy that can be released by relevant fault ruptures is
limited based on the fault size, the maximum magnitude of earthquake that can
occur over that particular region is limited as well. Physically, there is an upper
limit mmax of earthquake magnitude that each source can produce. In such a case,
the linear Gutenberg–Richter relationship can still be applied but with an upper
limit of earthquake magnitude, which is normally modeled by a truncated (boun-
ded) Gutenberg–Richter relationship, with the corresponding CDF rewritten as:

FM mð Þ ¼ 1� 10�b m�mminð Þ

1� 10�b mmax�mminð Þ ð11:4Þ

And the corresponding PDF is then rewritten as:

fM mð Þ ¼ b lnð10Þ10�b m�mminð Þ

1� 10�b mmax�mminð Þ ð11:5Þ

For numerical or hand calculations, the continuous distribution of the magnitude
has to be rewritten as a discrete set of magnitudes, and the probability of occurrence
between magnitude mi and mi+1 (mi+1 > mi) is:

P M 2 ðmi;miþ 1ð Þ ¼ FM miþ 1ð Þ � FM mið Þ ð11:6Þ

The Gutenberg–Richter relationship is essentially a power law typical for fractal
sets that implies scale invariance and self-similarity. It may not be capable of
predicting earthquakes with very large magnitudes.
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More realistic than what the Gutenberg-Richter relationship can predict, statistics
and geological evidence show that annual probability of occurrence of ruptures for
specific faults has repeated occurrences with a reasonably consistent magnitude
[581]. The relationship based on this observation is normally referred to as the
characteristic earthquake model and requires a minor modification of the probability
density function [583].

(3) Characterize the probability distribution of source-to-site distances associated
with potential earthquakes:

It is normally assumed that the probability distribution of earthquakes within a
source zone is uniformly distributed, i.e., earthquakes will occur with equal prob-
ability of occurrence at any location on the relevant fault. However, sometimes,
non-uniform distribution is also possible. As the definition of source point can vary
significantly as shown in Fig. 11.3, a uniform distribution of the source zone does
not often result in a uniform distribution of source-to-site distances, as mentioned
before. The uncertainty in source-to-site distance can be characterized by a PDF or
CDF.

For a point source, the PDF is equal to 1 when the distance is equal to the
site-to-point source distance, and otherwise, it is equal to 0.

To model the faults on the boundary of two tectonic plates, a line fault source
model with a total length of 2l km is normally adopted, as shown in Fig. 11.4. By
assuming that earthquake epicenters are equally likely at all locations, the

Epicenter 

Hypocenter

Site
RJB

Repi

Rhyp

Fault 
rupture 
plane

Surface projection
Rrub

High-stressed zone Rhsz

Fig. 11.3 Schematic definition of source-to-site distance: The distance can be site-to-epicenter
(Repi), site-to-hypocenter (Rhyp), site to the high-stressed zone (Rhsz), site to the closest point on the
rupture surface (Rrub, not including sediments overlying basement rock) or to the closest point on
the surface projection of the fault rupture (RJB, also called Joyner–Boore distance)
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probability of observing a distance R less than r km is equal to the fraction of the
fault located within a radius of r, and the corresponding CDF is then calculated as:

FR rð Þ ¼
0 for r\s
P R� rð Þ ¼ 2

ffiffiffiffiffiffiffiffiffi
r2�s2

p
2l for s� r\lþ 1

1 for r� lþ 1

8<
: ð11:7Þ

The corresponding PDF is expressed as:

fR rð Þ ¼ d
dr

FR rð Þ ¼
r

l
ffiffiffiffiffiffiffiffiffi
r2�s2

p for s� r\lþ 1
0 for r� lþ 1 or r\s

�
ð11:8Þ

Note that the two equations above are based on the assumption that the fault can
be represented as a line source. By following a similar procedure, the CDF and PDF
corresponding to a plane source can be developed, which is more typical in a
seismic hazard analysis.

For earthquakes that are not produced by specific faults, a circular shape area
source (Fig. 11.5) with a radius of R (say 100 km) can be adopted. By assuming a
uniform probability distribution of earthquake epicenter within the area, the cor-
responding CDF of an epicenter that is located within a distance of less than r from
the site is equal to the ratio of the area of a circle with the radius r and the area of
the circle with the radius of R:

Site

EpicenterFault line

l km l km

r km
s km

Fault centerFig. 11.4 An illustration of
line source

Fig. 11.5 An illustration of a
circular shape area source
with a radius of R
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FR rð Þ ¼
0 if r ¼ 0
P R� rð Þ ¼ pr2

pR2 ¼ r2
R2 for 0� r\R

1 for r� 100

8<
: ð11:9Þ

The corresponding PDF is:

fR rð Þ ¼ d
dr

FR rð Þ ¼
2r
R2 for 0� r\R
0 otherwise

�
ð11:10Þ

Note that within the seismogenic zones delimited for seismic hazard analysis, the
number of strong earthquakes (whose source size becomes comparable with the
region size) generally exceeds the estimation based on the extrapolation of the
Gutenberg-Richter relationship (i.e., self-organized criticality only up to a certain
magnitude, while for the larger events, it usually exhibits an upward bend), and
hence, they can be considered abnormally strong within the given region. By
modifying the Gutenberg-Richter relationship, Kossobokov and Mazhkenov [584]
proposed that the dependence of the linearity of the Gutenberg-Richter relationship
on the dimensions of the investigated area can be illustrated considering different
regions of the world, which is often referred to as the Unified Scaling Law [585]:

log10 Nc ¼ aþ b 5� mð Þþ c log10 l ð11:11Þ

where l is the linear dimension of an area (size l � l) considered; c estimates the
fractal dimension of the earthquake-prone faults.

The equation above indicates that the distribution of rates or waiting times
between earthquakes depends only on the local value of the control parameter
10−bm � lc, which represents the average number of earthquakes per unit time, with
magnitude greater than m occurring in the area of size l � l. With increasing
magnitude, the linearity truncates with decreasing dimension of the area, as soon as
the recurrence of such earthquakes in it compares to the time span of the catalog
used [586].

11.1.3.2 Establish Attenuation Relationship

The second step in a PSHA is to calculate the ground motion intensity by specifying
the ground motion attenuation relationships as a function of earthquake magnitude,
source-to-site distance etc., with a consideration of its randomness. This requires a
probability distribution of magnitude and source-to-site distance, as mentioned
above in the previous step, to represent the uncertainty of the predicted ground
motion at a site. The attenuation relationships are normally developed based on
statistical analyses of ground motion records from past earthquakes occurring in
similar geological and tectonic conditions.

374 11 Seismic Hazard Assessment



In this step, it is assumed that the fault-rupture energy is released at the
hypocenter. However, for major earthquakes, as the area of fault rupture is so large
that parts may be much closer to the site than the hypocenter, the effects may
potentially lead to a situation in which the resultant location measured by released
energy can be closer to the site than the hypocentral distance. This is especially the
case for large earthquakes with a distant hypocenter [587].

In the modeling of ground motion attenuation relationship, the ground motion
parameter Y (i.e., PGA, PGV, modified Mercalli intensity (MMI), or peak spectral
acceleration at different periods) is normally modeled as a function of earthquake
magnitude M, source-to-site distance R (sometimes also includes h to account for
rupture mechanism, local soil conditions, as well as directivity parameters), and
uncertainty E, which can be expressed as follows:

ln Y ¼ f M;Rð ÞþE ð11:12Þ

11.1.3.3 Develop Seismic Hazard Curve

The third step in PSHA is to perform probabilistic calculation to obtain the
exceedance probability for a given ground motion (y), P[Y � y] from the ground
motion attenuation relationship selected in the previous step, i.e., to calculate the
probability that a ground motion will be exceeded during a specified time period/
duration. This is carried out by accounting for the various uncertainties in earth-
quake size, location, and ground motion intensity as mentioned above, and a
summation over individual probabilities from all sources. This finally provides the
total annual probability of exceedance for a given level of ground motions.

Note that the uncertainty E can normally be assumed to follow a normal dis-
tribution with a zero mean and a standard deviation rlnY, i.e., E = erlnY, where e is a
constant number of standard deviations (rlnY) measured as the difference relative to
the median or mean ground motion f(M, R). One can then compute the probability
of exceeding any y level of ground motion intensity level:

P Y [ yjm; rð Þ ¼ 1� U
ln y� ln Y

rln Y

� �
ð11:13Þ

where U() is the standard normal cumulative distribution function, which can be
checked from various mathematical handbooks; lnY and rlnY can be calculated from
the statistical calculation of data observed from historical earthquakes (with an
example shown in Fig. 11.6).

The equation above can be expressed by incorporating the probability density
function fY(u) of the ground motion parameter Y (given m and r) without checking
the U() value, i.e., fY(u) can be written out analytically [578]. An integral form of
expression can then be used, calculated either analytically or numerically:
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P Y [ yjm; rð Þ ¼
Z1
y

1ffiffiffiffiffiffi
2p

p
rlnY

e
�1

2
ln u�lnY
rln Y

� �2

du ð11:14Þ

Based on the equation above, which can be evaluated numerically using a PSHA
software, Fig. 11.7 shows the peak ground acceleration versus annual probability of
exceedance for various sites in the USA. This type of curve is often referred to as a
seismic hazard curve.

The majority of design codes use design spectrum to characterize the ground
motion intensity. For each spectral period (dominant period) Ti and the selected
target probability of exceedance Pe, one can plot a site-specific hazard curve with a
log10-log10 basis. This shows the probability distribution of the spectral parameters
(such as spectral acceleration Sa;PeðTiÞ). Figure 11.8 shows the peak ground

PG
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1 

0.1

Probability Density Function at 
Different source-to-site distance

Fig. 11.6 An illustration of
observed PGA at various sites
during an earthquake event
with a measured magnitude;
the solid line indicates the
mean value of LnY (Y is the
observed PGA), and the two
dashed lines indicate
LnY ± rlnY. Each round dot
indicates the PGA obtained
from a recorded ground
motion

Fig. 11.7 Seismic hazard
curve showing the peak
ground acceleration versus
annual probability of
exceedance for various sites
in the USA (courtesy of
USGS)
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acceleration (Ti = 0 s) versus annual probability of exceedance for an offshore site
on the Norwegian continental shelf. It is noticed that the slope of the curve is steep,
and the peak ground acceleration with a return period of 10,000 years (with an
annual probability of exceedance of 0.0001) is around 2.5 times of that for a return
period of 1000 years (with an annual probability of exceedance of 0.001).

It is worth mentioning that, as an alternative to PSHA, one may directly utilize
the ground motion attenuation and earthquake occurrence frequency relationships
to derive a hazard curve that can be used for seismic risk assessment. In this
method, M is expressed as a function of R, lnY, and E. This approach is referred to
as seismic hazard assessment (SHA). For more details, readers may read Wang
[589, 590].

For each target annual probability of exceedance Pe, it is required to construct a
uniform hazard spectrum (UHS) such that at each period, the spectral acceleration at
that period corresponds to the target annual probability of exceedance. UHS is not
only the PSHA-based design spectrum [591], but also the state of the practice and
the basis for the definition of design seismic actions on structures in the most
advanced seismic codes.

Since in PSHA the probabilities associated with ground motion values are cal-
culated by combining the probabilities of ground motion from various sources, the
ground motion probabilities are not associated with a specific fault or event. In fact,
while it seems conservative to use the expected ground motion from the largest
possible earthquake occurring at the closest location on the nearest fault, those
values can be significantly smaller than ground motions calculated from a proba-
bilistic method. This outcome becomes increasingly likely if the largest earthquake
on the nearest fault is associated with a shorter return period than that being

Fig. 11.8 Seismic hazard
curve showing the peak
ground acceleration for
different levels of confidence
versus annual probability of
exceedance for a site on the
Norwegian continental shelf
[588]
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considered in a probabilistic method, or if the site is affected by several faults, each
contributing to the overall probability of exceedance. The opposite outcome is also
possible when the return period of the largest earthquake on the nearest fault is
much greater than the desired return period of the ground motion [289]. This can be
studied through deaggregation analyses, as will be presented in Sect. 11.1.4.

To find a probability of exceedance, one needs to know the distribution of
earthquakes in time. By assuming that the earthquake occurrence in time has a
constant rate, and time to the next earthquake is independent of time to the last
earthquake, the relationship between the average return period (or inverse of the
average recurrence rate) and the target annual probability of exceedance can be
described by the Poisson model, which defines the probability of at least one
exceedance (N � 1) of an earthquake with a specific ground motion level in a
period of t years:

Pe N� 1½ � ¼ 1� e�kt ð11:15Þ

where k is the average recurrence rate (also called the average rate of annual
occurrence, annual rate of exceedance, or annual frequency of exceedance) of the
event with considered earthquake magnitude. This model is adopted by the majority
of current seismic design codes.

If the average recurrence rate is small, say less than 0.05, there is a convenient
approximation of the exceedance probability for small probability:

1� e�k�t ¼ kt ð11:16Þ

If one sets time period of interest t = 1 year, the annual probability of excee-
dance can be calculated as:

q ¼ 1� e�k�1 ¼ 1� e�
1
R ð11:17Þ

where R is called return period, or recurrence interval, which is defined as the
average time between the design conditions being exceeded.

It should be emphasized that return period is the average time span between
shaking intensity that is equal to or greater than a specified value. It does not mean
that a certain event associated with a return period must necessarily occur in the
return period time, and it is simply used as an estimate of the likelihood of an event.
For example, a 100-year earthquake may not regularly happen every 100 years.
Therefore, PSHA presents earthquake occurrence only implicitly.

Readers need to bear in mind that the Poisson process is a memoryless model, in
that it is independent of elapsed time. In addition, it is also independent of size or
location of any previous events. Therefore, this model is only applicable for a large
area with many tectonic faults [592].
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Example: Based on Poisson process, calculate the average rate of annual
occurrence k and return period of at least one event that has 10% probability
of being exceeded in the next 50 years (time span).

Solution: With Pe N� 1½ � ¼ 10%, t ¼ 50, one then has: 10% ¼ 1� e�k�50,
and the average rate of annual occurrence k is 0.0021; and the return period
R = 1/k = 475 years.

Obviously, a structure and/or its foundation shall be designed and constructed to
withstand a seismic action having a lower probability of occurrence than the design
seismic action. However, if it is required to sustain unrealistically/impossibly high
seismic loading within its service life without damage and the associated limitations
of use, the costs would be extraordinarily high. Therefore, the seismic action to be
considered for a “damage limitation requirement” at component level and a
“non-collapse limitation level” at the system level should have reasonable proba-
bility of exceedances. Therefore, for the design of critical structures, such as nuclear
power plants, offshore platforms, dams, bridges, smaller values of the reference
probability of exceedance, or longer reference return periods would be selected.
Table 11.1 shows the interrelation of these two parameters.

Sometimes, it is more desirable to use a certain ground motion having a Pf

probability of exceedance in Tf years, to determine the probability PQ, which is the
same ground motion that is exceeded at least once in Q years. Since the level of
ground motion (defined by its annual exceedance rate or return period) remains
constant, working with the above equations, it can easily be derived that the sought
probability is:

Table 11.1 Typical values and relationships of reference probabilities of exceedance and
corresponding return periods

Probability of exceedance (%) Time span (years) Return period (years)

50 50 72

50 100 144

20 10 45

10 10 95

20 50 224

10 50 475

5 50 975

10 100 949

5 100 1950

2 50 2475

1 50 4975
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PQ ¼ 1� 1� Pfð ÞQ=Tf ð11:18Þ

Based on the equation above, Table 11.2 shows relationships among typical
exceedance probabilities and associated time spans for a certain level of ground motion.
If we take the peak ground acceleration (event) that has 10% probability of being
exceeded in the next 50 years as a reference, it is noticed that the probability of
exceeding this reference peak ground acceleration is reduced to 1/5 for a 10-year span,
while the probability for a 1000-year span becomes almost 9 times that of the reference.

By combining the Gutenberg-Richter occurrence model with Poisson distribution,
Ritsema [593] applied the theory of extremes from the Gumbel model [594] to
calculate the extreme value of earthquake magnitude for the whole North Sea region,
which is presented in Table 11.3. One fact that needs to be mentioned is that the
largest North Sea earthquake during the last century was the Oslofjord earthquake of
1904, with a magnitudeMs of around 5.4. Further, it is also noticed that the seismicity
in the Norwegian part of the North Sea is in general greater than that in the UK part
[595]. Figure 11.9 shows that the probability for at least one earthquake of more than
magnitude 6.7 to occur in the USA between 2003 and 2032 is 62%.

It should be mentioned that more complicated models for calculating earthquake
occurrence have been developed over recent decades, including time-dependent
models [596], renewal models [597, 598], and time-predictable models [599]. For
example, with sufficient data available, more time-dependent models were used for
the estimation of seismic hazard for San Francisco Bay Area by the US Geological
Survey [600].

So far, we have learned how to calculate the probability distribution of earth-
quake magnitude (Gutenberg-Richter relationship) and source-to-site distance,

Table 11.2 Relationships among typical exceedance probabilities and associated time spans for a
certain level of ground motion

If a ground
motion has a
probability of
exceedance in
50 years (%)

In 10 years,
this ground
motion will
have a
probability
of
exceedance
(%)

In
100 years,
this ground
motion will
have a
probability
of
exceedance
(%)

In
1000 years,
this ground
motion will
have a
probability
of
exceedance
(%)

In
3000 years,
this ground
motion will
have a
probability
of
exceedance
(%)

In
10,000 years,
this ground
motion will
have a
probability of
exceedance
(%)

20 4 36 99 100 100

10
(corresponding
to a return
period of
475 years)

2 19 88 100 100

5 1 10 64 95 100

2 0.4 4 33 70 98
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denoted as fM(m) and fR(r), respectively. We have also learned how to compute the
probability of exceeding any y level of ground motion intensity level P(Y > y| m, r).
Each of the parameters above can be determined through scientific studies of his-
torical earthquakes and processing of observed data. In addition, by understanding
how to correlate the average rate of annual occurrence k with the annual probability
of exceedance P, one can then assess the annual occurrence rate k(Y > y) for ground
intensity level Y > y. By assuming that for each source the probability of occur-
rence for magnitude and source-to-site distance is independent, the annual

Table 11.3 Extreme value of
earthquake magnitudes with
various levels of return period
in the whole of the North Sea

Return period
(years)

Magnitude Uncertainty in
magnitude

5 4.6 ±0.4

10 5.1 ±0.2

15 5.4 ±0.2

25 5.6 ±0.2

50 5.9 ±0.2

75 6.0 ±0.3

100 6.1 ±0.4

200 6.3 ±0.6

500 6.5 ±0.9

1000 6.6 ±1.1

5000 6.7 ±1.6

7000 6.7 ±1.7

10,000 6.8 ±1.8

Fig. 11.9 History and probability of earthquakes in the USA (courtesy of USGS)
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occurrence rate for all n sources is equal to the sum of annual occurrence rate
k(Mi > mmin) for each individual source i:

k Y [ yð Þ ¼
Xn
i¼1

k Mi [mminð Þ
Zmmax

mmin

Zrmax

0

P Y [ yjm; rð ÞfMiðmÞfRiðrÞdrdm ð11:19Þ

where k(M > mmin) is the rate of occurrence of earthquakes greater than mmin from
the source.

Strictly speaking, magnitude and source-to-site distance are dependent on each
other with a joint distribution. One may thus use a joint distribution for magnitude
and source-to-site distance fM,R(m, r), but the independence assumption above
allows a significant simplification of the expression.

For numerical calculation, the integral in the equation above has to be converted
into discrete summation of occurrence rate with nM and nR intervals (for a range of
possible Mi and Ri combinations):

k Y [ yð Þ ¼
Xn
i¼1

k Mi [mminð Þ
XnM
j¼1

XnR
k¼1

P Y [ yjmj; rk
� 	

PðMi ¼ mjÞPðRi ¼ rkÞ

ð11:20Þ

The above results can easily be converted into a seismic hazard curve as illus-
trated in Figs. 11.7, 11.8, and 11.10, which show the annual occurrence rate
(Pe N� 1½ � ¼ 1� e�kt) versus the ground motion intensities.

For uncertainties that are not reflected in the seismic hazard curve, a correction
factor Cc above unity may then be adopted to account for those uncertainties, as
implemented in ISO 19901-2 [288]. The value of Cc is strongly dependent on the
slope of the seismic hazard curve. For regions with low seismic ground motion
levels, correction factors are normally close to unity.

11.1.3.4 Construction of Spectra Acceleration at Discrete Periods

As mentioned above, several ground motion parameters can be accounted for, such
as PGA, PGV, PGD, spectral accelerations at various periods, with the method-
ology of PSHA remaining essentially the same for all cases [602]. For example, a
typical objective of a PSHA is to generate design response spectra for structural
design. Therefore, one has to first perform the PSHA for spectral accelerations at
various periods of interests, and then, based on the target probability of exceedance
Pe, one can find the spectral value at each individual period (T1, T2, …, TN). The
uniform hazard spectrum (UHS) used for design can finally be generated, as shown
in Fig. 11.11.

Obviously, every ordinate in a UHS has an equal rate of being exceeded (the
reason why it is called “uniform hazard”). However, a UHS is an envelope of
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Fig. 11.10 Seismic hazard curve showing the relationship between various levels of ground
motion intensity [peak ground acceleration (PGA) or spectrum acceleration at a period T:Sa (T)]
and the corresponding annual probability of exceedances (Pe)

Fig. 11.11 Illustrations of generation of spectra acceleration at each individual period from the
seismic hazard curve (left) to generate the UHS (right)
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separate spectral acceleration values at different periods, each of which may have
come from a different earthquake event. This mixing of events to create a spectrum
has sometimes been used to criticize the entire PSHA procedure: UHS conserva-
tively implies that large amplitude spectral values will occur at all periods within a
single ground motion time history. Therefore, it is important to recognize that a
UHS is only one way to use the output of PSHA [578], as the concept of a design
earthquake is lost, i.e., there is no single event (specified in simplest terms, by a
magnitude and source-to-site distance) that represents a realistic earthquake threat
at, for example, a 3000-year return period of ground motion level (so-called “target
ground motion”). This disadvantage results directly from the integrative nature of
PSHA, and it means that other characteristics of the ground motion (e.g., the
duration or non-stationarity characteristics of motion) must be estimated in an ad
hoc fashion if these characteristics are important for analysis or design [603]. It also
creates a barrier to the use of UHS, identified by the AKI committee in 1988 PSHA
[604], who recommended that a “recursive” PSHA be performed to determine the
dominant earthquake at any particular hazard level. The earthquake and attenuation
models can then be revised to reasonably reflect the realistic characteristics of this
dominant earthquake, and the hazard analysis can be repeated using these more
reasonable models. Another method to solve the problem associated with the uti-
lization of the UHS is to replace the UHS with conditional mean spectrum
(CMS) for the design, which will be discussed in Sect. 11.4.

Various software are available to perform seismic hazard analysis such as
EZ-FRISK [605], Deqas-R [606], or SELENA [607]. With an implementation of
various attenuation equations for various regions, those codes can calculate the
probability of earthquake ground shaking in the bedrock/rock outcrop based on the
location of surrounding faults. Some of these software may even calculate the
response spectra at ground surface if a site-response analysis package accounting
for the local site condition is also implemented, or if site correction factors
dependent on site condition are given (which is used to scale the spectral ordinates
at the bedrock to the appropriate values corresponding to the spectral values at
ground surface).

In seismic design of infrastructures, the risk involved strongly depends on the
ground shaking level of the earthquake. Figure 11.12 shows a typical relationship
between the expected damage to building and ground shaking levels. It is obvious
that under an earthquake that has only a 50% chance of being exceeded in a 50-year
period, no damage is expected. On the other hand, in an extremely large earthquake,
with a chance of only 2% of being exceeded in a 50-year period, serious damages
without structural collapse can be expected.

384 11 Seismic Hazard Assessment



11.1.4 Deaggregation (Disaggregation) in PSHA
for Multiple Sources

During the process of a PSHA, for a site with multiple earthquake sources, it is
necessary to assess the probability of occurrence for Y > y from all earthquake
sources. As discussed previously, since the annual occurrence rate for all n sources
is equal to the sum of annual occurrence rate k(Mi > mmin) from each individual
source i, the relative contribution from each source can be identified. The process
for this identification is called deaggregation [603] or disaggregation [609], which
is essentially a part of the results obtained from PSHA.

Seismic hazard can be deaggregated to show the contribution by magnitude M,
distance R, and e. Any uncertainties in seismicity parameters can be incorporated
and represented in this deaggregation. As an example, we examine the method to
characterize the contribution of the earthquake magnitude. Given that a ground
motion Y > y has occurred, the probability that an earthquake’s magnitude will
equal to m can be expressed as:

P M ¼ mjY [ yð Þ ¼ k Y [ y;M ¼ mð Þ
k Y [ yð Þ ð11:21Þ

In Sect. 11.1.3.3, we learned that the annual occurrence rate for all n sources is
equal to the sum of annual occurrence rate k(Mi > mmin) for each source i. This is
exactly the solution for the denominator of the equation above. The numerator can
also be calculated in a similar manner:

Fig. 11.12 Expected damage of a building versus probability of exceedance [608]
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k Y [ y;M ¼ mð Þ ¼
Xn
i¼1

k Mi [mminð Þ
XnRi
k¼1

P Y [ yjm; rkð ÞPðMi ¼ mÞPðRi ¼ rkÞ

ð11:22Þ

Figures 11.13, 11.14, and 11.15 show an example of deaggregation for PGA,
spectral acceleration at 1.0 and 5.0 s, during a process of PSHA, for a site at the
University of California, Berkeley (Fig. 11.16), with return periods of 2475 years
(an exceedance probability of 2% in 50 years) and 475 years (an exceedance
probability of 10% in 50 years). It is clearly shown that for the longer return period
of 2475 years with higher acceleration levels, sources nearby (1.5–3.5 km from the
site) and magnitudes ranging from 5.5 to 7.5 contribute most to the seismic hazard.
For the lower return period of 475 years with lower acceleration levels, there is an
additional contribution from sources around 28 km away from the site with mag-
nitudes of more than 8.0. This is more obvious for longer periods of spectral
acceleration than for shorter periods. In addition, even with the same return period,
the contribution from various magnitudes and source-to-site distances also depends
on which spectral period of the spectral acceleration is under study.

Note that compared to UHS, the disaggregation of seismic hazard identifies
values of some earthquake characteristics providing the largest contributions to the
hazard in terms of exceeding a specified spectral ordinate threshold. These events
are essentially the earthquakes dominating the seismic hazard in a probabilistic
sense and may be used as design earthquakes (DEs) as originally introduced by
McGuire [610]. If the contribution from a single seismic source dominates the
hazard at all period ranges that are of interest, one may use a single design
earthquake to represent the entire response spectrum. However, if the contribution
from several seismic sources dominates the hazard at different period ranges, the
single design earthquake is not appropriate. Then, values of M, R, and e derived at
different periods, for example, at T = 0.1 and 1 s, by weighting earthquakes for
each GMPE, can be used to represent design earthquakes for short and long periods,
respectively [603].
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Fig. 11.13 PSHA deaggregation for the PGA at the University of California, Berkeley (courtesy
of US Geological Survey 2008 Interactive Deaggregation), with return periods of 2475 years
(upper) and 475 years (lower)
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Fig. 11.14 PSHA deaggregation for the spectral acceleration at 1.0 s at the University of
California, Berkeley (courtesy of Geological Survey 2008 Interactive Deaggregation), with return
periods of 2475 years (upper) and 475 years (lower)
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Fig. 11.15 PSHA deaggregation for the spectral acceleration at 5.0 s at the University of
California, Berkeley (courtesy of US Geological Survey 2008 Interactive Deaggregation), with
return periods of 2475 years (upper) and 475 years (lower)
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11.1.5 Logic Tree Method

The PSHA requires, either fully or partially probabilistically, extensive treatments of
uncertainties in many aspects in a systematic and rational way. To perform this task, a
logic tree [611, 612] is often employed to address the statistical uncertainties in the
major elements of seismicity. This is because the best choices for elements of the
seismic hazard model itself may not be clear, where various alternatives for the input
parameters can be used, and each is assigned different weights that are interpreted as the
relative likelihood of that particular model being correct and based on expert judgment,
etc. [600]. There is still an ongoing debate on how logic tree should be interpreted [601].
This is more important for earthquakes that occur off known faults and with magnitudes
smaller than a certain magnitude limit, say 6.5, so that they do not need to be modeled
on faults. The seismicity may then be assumed as a random seismicity-derived source
accounting for earthquakes that occur off known faults, and for moderate-size earth-
quakes that are not modeled on faults; the seismicity can also be modeled by gridded
seismicity models based on historical earthquakes to account for the observation that
larger earthquakes occur at or near clusters of previous smaller earthquakes [613, 614];
or modeled as uniform background zones to account for the future random seismicity in
areas without historical seismicity documentation; or as special zones allowing for local
variability in seismicity characteristics within a zone (e.g., changes in b-value in
Gutenberg-Richter relationship as presented in Sect. 11.1.3, changes in maximum
magnitude, and variations of uniform seismicity characteristics) [615]. The complexity

Fig. 11.16 Location of University of California, Berkeley (generated from Google Maps)
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of the logic tree is a function of several factors such as the scientific knowledge of the
causes of earthquakes, the association of seismicity with geologic structure, the under-
standing of the geological behavior of individual seismic sources, the adequacy of the
historical seismicity database [611].

An example of a logic tree is shown in Fig. 11.17. The nodes in the logic trees are
sequenced to provide for the conditional aspect or dependencies of the seismic
parameters and a logical development to determine the ground motions statistically.
A series of branches represent various models. Each of those branches (models or
values) is assigned a weighting factor, reflecting relative degree of belief in each model
or value. And the weights are in practice treated as (subjective) probabilities. The
branches follow a hierarchy from the left to the right, comprising five columns for this
particular example, each of which represents various model categories to model the
uncertainties in the aspects of source, magnitude, maximum magnitude, and attenuation
model (ground motion models in Fig. 11.17). The relative likelihood of a combination
of models along a complete hierarchy (from left to the right) is the product of the relative
likelihood of each model (branch) in this combination, and the sum of the probability of
all branches under each column is equal to 100%. Compared to a convenient PSHA
procedure, the logic tree method requires a significantly higher computation effort, and
this effort is dramatically increased with an increase in the number of branches.

It should be noted that PSHA is simple in principle, but complex in practice. During
the process of performing a PSHA, even experts tend to adopt what is familiar to them, to
prefer certain models for unclear reasons, and to have pre-conceived opinions on which
results to expect. The results, such as seismic hazard curves, calculated from PSHA by
different experts can be significantly different. This creates a significant problem on the
reliability of the entire PSHA and greatly diminishes the advantages of PSHA over

Fig. 11.17 An example of a logic tree for seismicity-derived hazard component in the Central and
Eastern USA (courtesy of USGS)
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DSHA. Therefore, in performing a PSHA, people need to be wary of dismissing any data,
models, or methods [601].

11.2 Seismic Hazard Map

Seismic hazard studies are a common task for an engineering project relevant to
seismic design. As discussed previously, based on a reduction (attenuation rela-
tionship) in ground motion mainly due to the distance from the fault rupture, and
dividing the territory into regions of approximately equal peak ground motion, it
uses contour lines to illustrate the ground motion parameters such as PGA or
spectral values at specific period(s). Site ground motions are estimated for specific
probability of ground motion exceedance within a design time period or for selected
values of annual frequency or return period for ground motion exceedance.

A typical hazard map for designing building structures commonly specifies PGA
that a site can expect during, for example, the next 50 years with 10% probability
(of exceedance), corresponding to a return period of 475 years, and this return
period is selected rather arbitrarily. Figure 11.18 shows the global seismic hazard
map for sites onshore measured with PGA for a return period of 475 years. This
map is especially useful for constructing the design spectra for structural analysis.
Figure 11.19 shows an example of a rather rough seismic hazard map for offshore
areas worldwide with a return period of 475 years. The PGA for return periods
other than the one specified in the hazard map can be calculated based on the
relationship between the ground motion intensities at two different return periods.
This is typically reflected in a seismic hazard curve, as presented in Fig. 11.10.

Fig. 11.18 Global seismic hazard map for sites onshore with a return period of 475 years
(courtesy of GSHAP)
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In many seismic hazard maps, only the PGA at a single period is defined. By
using this PGA to scale a normalized response spectral shape for each portion of the
spectrum, a design response spectrum can be obtained. However, note that the
response spectrum is period/frequency-dependent: It is a combination of contri-
butions of various earthquake magnitudes at varying site-to-source distances, the
ground motions of which attenuate differently at different period, and this is likely
to result in a response spectrum having inconsistent or even unknown probabilities
of exceedance at different periods [600]. As mentioned above, to have a constant
probability of exceedance with various periods, PSHA at a number of periods/
frequencies needs to be performed. Through ground motion attenuation functions,
the spectral acceleration varied with period can be obtained. This results in a
uniform hazard spectrum (UHS) [616]. For example, for seismic design of offshore
structures, ISO 19901-2 [289] presents a coarse seismic hazard map for bedrock
outcrop with a return period of 1000 years for each region, at spectral periods of
both 0.2 and 1.0 s.

In the uniform hazard map, the short period end typically represents the rock
motions attributed to moderate nearby earthquakes, while the long-period end

Fig. 11.19 Seismic hazard map for offshore areas worldwide with return period of 475 years
[618]
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reflects the hazard from larger and more distant events. Again, readers need to bear
in mind that the map typically does not resemble the response spectrum from any
specific earthquake magnitude and distance. This method is already implemented in
many seismic design codes. The ground attenuation functions are normally valid
only within the period range below 4 s and occasionally below 10 s. Therefore, for
periods larger than 4 s, the spectral acceleration is assumed to be inversely pro-
portional to period and anchoring spectral demand at a period of 3 or 4 s. However,
this assumption can be erroneous for near-fault sites as the effects of near-fault can
significantly alter the spectral demand in longer period range.

Typically, it is assumed by the mappers that the structure at a site is on solid rock
and the ground shaking is relatively fast (e.g., at 0.2 s period). The influence from
different soil conditions within 20–50 m below ground surface is important in
determining the exact seismic risk for a particular structure, and this can be
accounted for in a site-response analysis or simplified selection of site coefficient.
Different parts of the world use different techniques to develop seismic hazard maps
[617]. Since this subject is more related to the science of seismology, it is not
elaborated in the current text.

The US Geological Survey (USGS) National Hazard Mapping Project supported by
NEHRP provides the latest peer reviewed and published seismic hazard data for the
USA. These data are provided in probabilistic hazard maps and interactive Web-based
query for certain ground motion parameters. The hazard maps are available at the USGS
Web site for downloading or viewing, which correspond to PGA values, 0.2 and 1.0 s
spectral acceleration values for probabilities of exceedance of 10% in 50 years and 2%
in 50 years, corresponding to approximate return periods of 500 and 2500 years,
respectively. Figure 11.20 shows the probabilistic maps for the 0.2 and 1.0 s spectral
accelerations corresponding to a probability of exceedance of 2% in 50 years. The Web
site also provides an interactive menu, where the user can obtain the mapped values for a
given location specified by latitude/longitude. Ground motion values for the 48 states
have been calculated for a grid spacing of 0.05°. Interpolated values are typically
calculated using the four surrounding corner points. For guidance, 0.1° latitude is about
10.9 km; the 0.1° longitude varies, but for the 48 states is in the order of 9.0 km. It
should be mentioned that the development of a global seismic map is a rather chal-
lenging task, mostly due to both the inconsistencies in the state of knowledge around the
world, and social and political sensitivity on the part of various nations [619].

Unlike for areas onland, the seismic hazards in many offshore areas around the
world remain unmapped. For example, in California, only approximately 50% of
the coastline is mapped at resolution to permit hazard evaluations, but for the other
regions the situation is even worse [622]. For example, in ISO 19901-2 [289], the
seismic hazard maps in offshore areas are rather coarse for each region, as men-
tioned before. Therefore, extensive efforts are required to develop the seismic
hazard maps for offshore areas.

Based on continuously updated knowledge in many aspects, such as newly
discovered faults, updated GMPEs/attenuation models, seismic design codes in
some countries such as USA and Canada regularly update the seismic hazard maps,
often at 5-year intervals.
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11.3 Apply PSHA for Engineering Design

For practical structural design purposes, there are two approaches to utilizing the
seismic hazard curve shown in Fig. 11.10.

In the first approach, based on the design ground motions with a specified mean
annual frequency of exceedance, e.g., 0.002, a linear analysis is performed to
calculate the responses of target structures, which is followed by checks with regard
to an allowable stress design (Sect. 1.13.1) process to a set of forces reduced by
factors that reflect the implicit member ultimate-strength/allowable-strength ratios,
implicit nonlinear static over-strength ratios, and implicit nonlinear dynamic factors

Fig. 11.20 0.2 s (upper) and 1.0 s (lower) spectral accelerations with 2% probability of
exceedance in 50 years [620, 621] (courtesy of USGS)
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that represent the system’s ability to sustain nonlinear deformations without
life-threatening behavior [623, 624]. Based on this method, the net effect of these
conventional design criteria is to produce a frequency of collapse that is approxi-
mately half that for the design ground motions [625], i.e., a mean annual frequency
of exceedance of 0.002 produces a mean annual frequency of collapse of about
0.001.

The second approach is to adopt checks in multiple levels of limit states [626].
Normally, two limit states are used. One corresponds to a lower linear design (to
ensure little or no damage to a target infrastructure), which is associated with
ground motion intensity having a minimum return period to ensure economic
viability of a design as a function of the exposure level of a target structure,
typically in the range of 50–200 years for offshore structures (e.g., 100 years for
ultimate limit state required by Norsok N-003 [627] and 50–200 years for extreme
level earthquake required by ISO 19901-2 [288, 289]; they mainly aim to perform
checks for structures and foundations at component level). Another, more inter-
estingly, corresponds to a system ductility level check (to ensure that no global
failure modes or collapses, which can potentially lead to significant consequences
such as loss of life or major environmental impact, occur) of an extreme rare event
(abnormal level earthquake with a probability of exceedance PALE depending on the
exposure level in ISO 19901-2 [288, 289] or an annual probability of exceedance of
0.0001 in Norsok N-003 [627], which mainly aims to perform checks for structures
and foundations at a system level) associated with a target probability of excee-
dance Pe. The value of the target probability of exceedance depends on the structure
exposure level, which is related to the life safety and consequence (which may be
determined by the owner prior to the design of a new structure or the assessment of
an existing structure, and must be agreed upon or given by the regulators where
applicable), and the randomness and the uncertainties in seismic actions and
structural resistance. The ground motion intensity in certain forms of expression
(e.g., PGA or spectral acceleration etc.) at the target probability of exceedance Pe is
normally given in seismic hazard curves (Fig. 11.10) or seismic hazard maps
(Figs. 11.20 and 11.22). It should be noticed that, when selecting a decent exposure
level, different from that of other environmental loadings such as ocean wave or
wind loading that can be predicted in advance, it is not possible to predict a
destructive earthquake with great certainty (earthquake prediction). Therefore, the
relevant exposure level associated with evacuation (such as L2 exposure level in
ISO 19900 offshore standard [288, 289]) is not feasible for a seismic event.

It is noted that the randomness and uncertainties in seismic actions and structural
resistance are not captured in a seismic hazard curve and invariably increase the
probability of failure, but they can affect the reliability of a structure, which is
related to the uncertainty in structural resistance to earthquake actions. Therefore, in
the second approach, the final annual probability of exceedance PALE should be
lower than the target annual probability of failure Pf as shown in Fig. 11.21. The
associated decrease of probability of occurrence (corresponding to an increase in
the return period) primarily depends on two factors: the relative importance of these
additional uncertainties and the local slope aR of the seismic hazard curve at Pf
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[626]. The local slope aR is defined as the ratio of the spectral accelerations cor-
responding to two probability levels P1 and P3 as shown in Fig. 11.10, one either
side of Pf (P2 in Fig. 11.10), and they are typically one order of magnitude apart,
while P1 should preferably be close to Pf. The local slope (tangent) aR of the
seismic hazard curve depends on sites, structural period, and the target failure
probability Pf (P2 in Fig. 11.10). Therefore, in practice, an additional factor Cc

(Fig. 11.21) can be used to determine the final annual probability of exceedance
PALE, which would guarantee a failure probability Pf for the design of a structure
fulfilling the abnormal level earthquake requirement. Table 11.4 lists the value of
Cc given in ISO 19901-2 [288, 289], which is a function of the aR. For example, a
target Pf of 1/2500 defined for exposure L1 structures is an upper-bound value that
structures will survive. In high seismic areas such as Japan and California, typical
structural failures designed on this basis occur with an equivalent return period of
4000–5300 years, while in areas with less seismicity such as the Gulf of Mexico,
the North Sea, and the Caspian Sea, these seismic events do not control the design
and there is consequently no cost penalty for designs to meet a 10,000-year return
period seismic event [628].

Fig. 11.21 Derivation of the ALE (abnormal level earthquake) and ELE (extreme level
earthquake) spectral accelerations with associated probabilities of occurrence [289]

Table 11.4 Correction factor Cc (Fig. 11.21) in ISO 19901-2 [288, 289] to cover the randomness
and uncertainties in seismic actions and structure resistance, which are not captured in the seismic
hazard curve and invariably increase the probability of failure

aR 1.75 2.0 2.5 3.0 3.5

Cc 1.20 1.15 1.12 1.10 1.10
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Cr in Fig. 11.21 is a seismic reserve capacity factor for structural systems that
consider the static reserve strength and the ability to sustain large nonlinear
deformations of each structure type (e.g., steel versus reinforced concrete). The Cr

factor represents the ratio of spectral acceleration causing catastrophic system
failure of the structure, to the extreme level earthquake (ELE) spectral acceleration.
Its value can be estimated prior to the design of a structure in order to achieve an
economic design that will resist damage due to an ELE and is at the same time

Fig. 11.22 Norwegian seismic zonation maps for 100-year (upper) and 10,000-year (lower) return
periods of earthquake events in terms of PGA contour lines [629]
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likely to meet the abnormal level earthquake (ALE) performance requirements.
Values of Cr may be justified by prior detailed assessment of similar structures
[288, 289]. In ISO offshore structural design codes, Cr ranges from 2.0 to 2.8
depending on the exposure level of the target structure, and the higher the exposure
level, the higher the Cr factor will be. However, as mentioned before, it should be
observed that Cr should lead to a return period for the ELE earthquake that is higher
than the minimum ELE return period that is given to ensure economic viability of a
design as a function of the exposure level of a target structure (e.g., 50–200 years
depending on the exposure level of a target structure as required by ISO 19901-2
[288, 289]).

For infrastructures with low seismic risk, rather than performing a complicated
PSHA to determine the seismic hazard curve, one may use the seismic hazard maps
with one or a few given return periods (e.g., 1000 years in ISO 19901-2 [288, 289])
given by various design codes and standards. The final ground motion intensity
(PGA or spectral accelerations at various periods) corresponding to the target
probability of failure Pf can simply be derived from the ground motion intensity at
the return period of what the given seismic hazard map implies to a return period 1/
Pf. This task can be carried out by multiplying the ground motion intensity given by
the seismic hazard map with a scale factor, which is the ratio between the ground
motion intensity corresponding to the target probability of failure Pf and the one
implied by the seismic hazard map. This ratio is dependent on both the exposure
level of the target structure and the slope of the seismic hazard curve in the target
area (area dependent). If one compares the different seismic hazard curves for
various locations in the USA as shown in Fig. 11.7, it is obvious that the slope of
the seismic hazard curves for various locations can be quite different.

As mentioned before, with the same Pf, the seismic action in high-seismicity
areas may be the dominant action for the structural and foundation design, while in
low seismic regions, loads other than the seismic loads are governing loads for the
structural and foundation design. This has a great influence on the structural and
foundation concept selection and detailing.

11.4 Conditional Mean Spectrum

Ground motion selection is often associated with a target response spectrum.
Traditionally, design target spectra for selection are often based on the uniform
hazard spectrum (UHS) as discussed in Sect. 11.1.3. Readers may bear in mind that
UHS is a combination of different magnitude of earthquakes with different sources
and source-to-site distances. Each portion within UHS may represent a particular
earthquake magnitude and a source-to-site distance. Therefore, UHS does not
provide the probability of simultaneous occurrence of these parameters, i.e., UHS is
significantly limited in its ability to reproduce any realistic single earthquake
ground motion record. As an example, the left figure in Fig. 11.23 shows a
smoothed curve being the predicted median spectral acceleration [which equals the
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exponential of the mean lnSa(T)]. However, the curve does not represent the re-
sponse spectrum of any actual (individual) ground motion. Instead, individual re-
sponse spectrum shows variability in spectral amplitudes over different periods
[666].

To solve this dilemma, the conditional mean spectrum (CMS) is proposed by
Baker [591], which is essentially intended to calculate the joint distribution of
ground motion intensity parameters. The resulting CMS has gradually come to be
recommended by various PSHA tools and seismic design guidelines in the USA for
land-based structures.

As a starting point to calculate the CMS, one may study the PSHA deaggre-
gation for the spectral acceleration at 1.0 s with a return period of 475 years shown
in the lower figure of Fig. 11.14, which indicates that the mean value of causal
magnitude (M), source-to-site distance (R), and e (e is the number of standard
deviations(rlnY) measured as the difference relative to the mean predicted ground
motion f(M, R, h), and it represents the observed variability in lnY) are 4.2 km, 6.84,
and 0.75. Note that e(T) in this example is used to characterize the difference
between the median of spectral acceleration at 1.0 s and 0.55 g amplitude associ-
ated with this deaggregation, and also by recognizing that Sa(T) can be well rep-
resented by lognormal distribution. e(T) can then be expressed in terms of lnSa(T):

eðTÞ ¼ ln SaðTÞ � lln SaðM;R; TÞ
rln SaðTÞ

ð11:23Þ

where lln SaðM;R; TÞ and rln SaðTÞ are the mean and standard deviation of lnSa(T),
which can be determined from attenuation models; lnSa(T) is the natural-log of the
spectral acceleration at period T.

Fig. 11.23 An example of response spectrum variability and correlation with spectral acceleration
variability (left) and correlation coefficient of spectral accelerations (right) [666]
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It is obvious that e(T) varies at different periods T, i.e., individual spectra are not
all equally above the average of the spectral acceleration at all periods.

The predicted ground motion is typically quantified in terms of a median value if
non-log of ground motion parameter is used, or mean value if natural-log of ground
motion parameter lnY is used.

Since the joint distribution follows a normal distribution, conditional distribu-
tions of one intensity measure parameter, given the other, are also normally dis-
tributed as shown in Fig. 11.24. Therefore, the conditional mean value of e(T) at a
period Ti: e(Ti), given e(T*), can be computed using only a linear correlation
coefficient q(Ti, T*) between the two parameters:

le Tið Þje T�ð Þ ¼ q Ti; T
�ð Þ � e T�ð Þ ð11:24Þ

where T* is often taken to be equal to the most important eigenperiod of a target
structure.

The correlation between the spectral values of different periods is found to be an
intrinsic property of ground motions [667]. In Fig. 11.24, it is noticed that the slope
of the solid line represents the correlation coefficient q(Ti, T*). The coefficient q(Ti,
T*) can be determined in a manner similar to the way ground motion prediction
models are calibrated. One may notice that q(Ti, T*) for different pairs of (Ti, T*)
may have different values, and practically, no q(Ti, T*) is equal to 1.0 (full cor-
relation), even if q(Ti, T*) may be in the range of strong correlation, e.g., q(Ti,
T*) > 0.7. For a set of response spectra with N seismic ground motion records, the
correlation can be calculated as:

qðTi; T�Þ ¼
PN

k¼1 ln S kð Þ
a ðTiÞ � ln SaðTiÞ

h i
ln S kð Þ

a ðT�Þ � ln SaðT�Þ
h i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1 ln S kð Þ

a ðTiÞ � ln SaðTiÞ
h i2r PN

k¼1 ln S kð Þ
a ðT�Þ � ln SaðT�Þ

h i2
ð11:25Þ

where ln S kð Þ
a ðTiÞ is the ln SaðTiÞ obtained from the kth seismic ground motion

record, and ln SaðTiÞ is the mean value of ln SaðTiÞ for all N records.
For spectral period ranging from 0.05 to 5 s, Baker [591] recommended that:

qðTlow; ThighÞ ¼ 1� cos
p
2
� 0:359þ 0:163IðTlow\0:189Þ ln

Tlow
0:189

� �
ln
Thigh
Tlow


 �
ð11:26Þ

where Tlow and Thigh are the lower and higher of the two periods of interests,
respectively [668]. The indicator function IðTlow\0:189Þ is equal to 1 if Tlow < 0.189 s
and equal to 0 otherwise.
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For a wider spectral period ranging from 0.01 to 10 s, a more complicated
expression can be adopted as proposed by Baker and Jayaram [669]:

qðTlow; ThighÞ ¼
if Thigh\0:109 s C2

else if Tlow [ 0:109 s C1

else if Thigh\0:2 s min C2;C4ð Þ
else C4

8>><
>>: ð11:27Þ

where C1 ¼ 1� cos p
2 � 0:366 ln

� Thigh
maxðTlow;0:109 sÞ
h io

;

C2 ¼ 1� 0:105 1� 1
1þ e100Thigh�5

� �
Thigh�Tlow

Thigh�0:0099 s

� �h i
if Thigh\0:2 s

0 otherwise

(
;

C3 ¼ C2 if Thigh\0:109 s
C1 otherwise

�
, C4 ¼ C1 � 0:5

ffiffiffiffiffiffi
C3

p � C3
� 	

1þ cos pTlow
0:109 s
� 	 �� �

.

The right figure in Fig. 11.23 graphically represents the equations above. It is
observed that the resulting covariance matrix is a symmetric positive definite
matrix, allowing for a random sample generation, which is an important property
for the proposed ground motion selection procedure [666].

Finally, the CMS can be computed by utilizing correlation across periods to
estimate the expected spectral acceleration values at all periods Ti . Given the target
spectral acceleration value at the period of interest T*, i.e., based on the predicted
mean llnSa(M, R, Ti), the predicted standard deviation rlnSa(Ti), e(T*), as well as
the correlation q(Ti, T*), given lnSa(T*), the CMS can then be calculated as:

ε(
T=

1.
0 

s)

-4                -2                0      1        2                  4             
ε(T=0.2 s)

4

2 

0 

-2 

-4 

Probability distribution of 
ε(T=1.0 s)|ε(T=0.2 s)=1

με(T=1.0 s)|ε(T=0.2 s)

Fig. 11.24 A scatter plot of
e(T) values from a large
number of measured ground
motions with e(T = 0.2 s)
versus e(T = 1.0 s). Each dot
represents the e (T = 1.0 s)
given e(T = 0.2 s) values
observed from a single
ground motion measurement
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llnSa Tið ÞjlnSa T�ð Þ ¼ lln Sa M;R; Tið Þþ q Ti; T
�ð Þ � e T�ð ÞrlnSa Tið Þ ð11:28Þ

where llnSa(M, R, Ti) and rlnSa(Ti) at period Ti can be calculated from the
attenuation models, M, R, and e(T*) can be calculated by performing a PSHA
deaggregation as shown in Figs. 11.13, 11.14, and 11.15. Commercial or free
software (such as “Interactive Deaggregation” provided by USGS online) is
available to perform such tasks.

The left figure in Fig. 11.25 shows an example of CMS given occurrence of
Sa(0.8 s) values exceeded with 2, 10, and 50% probabilities in 50 years. The right
figure shows the CMS conditioned at 0.2, 0.8, and 2 s together with their corre-
sponding UHS. All have a 10% probability of exceedance in 50 years. By
observing the figure, it is noted that the UHS has spectral accelerations higher than
any conditional mean spectra. It has a peak value at the target period and decays
toward the median spectrum in other periods. The decreasing process is based on a
correlation model between the spectral acceleration values for all periods. This is
because UHS is basically an envelope of spectral values associated with multiple
earthquake scenarios rather than a single one, while the CMS acceleration values at
their respective conditioning periods equal those of the UHS, and the CMS provides
the information of the mean spectral shape only associated with the Sa(T*). The
characteristics of CMS above remind readers that a single CMS conditional at a
period T* only reflects realistic ground motions being conditioned at this particular
spectral period of T*.

Because under strong ground motions, many structures are designed to have a
degraded stiffness due to the development of plasticity, the natural period may be
increased significantly. Furthermore, the natural period may not be the only period
that dominates the seismic response of a structure. Therefore, to appropriately
represent the response of the structure across the full period range to which it is
sensitive and thoroughly assess the response, it is usually necessary to develop

Fig. 11.25 Examples of conditional mean spectra, considering e, for a site in Los Angeles, given
occurrence of Sa(0.8 s) values exceeded with 2, 10, and 50% probabilities in 50 years (left) and
CMS with Sa values at T* = 0.2, 0.8, and 2 s together with their corresponding UHS, all have a
10% probability of exceedance in 50 years (right) [670] (courtesy of USGS)
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several CMSs at different periods. In such cases, it is not necessary that any of the
selected periods represent the first mode period of the structure. Moreover, for some
structures, there may not be any clearly defined first mode period, but this does not
preclude the use of CMS to develop target spectra [671].

As recommended by Baker [591], four steps are necessary to compute a CMS
that is likely to represent realistic earthquake records:

1. Determination of the targeted Sa at a given period, and the associated M, R, and
e. T* is often taken as the most important eigenperiod(s) of the target structure.
In practice, several T* that are of interest should be used to generate several
CMSs as mentioned above, so that the sensitivity of seismic response of the
target structure can be identified.

2. Compute the mean and standard deviation of the response spectrum, given
M and R.

3. Compute e at other periods, given e(T٭).
4. Compute CMS.

Similar to the record selection to match a UHS, the ground motion matching a
CMS can be performed by simply scaling the ground motion with a factor of Sc, so
that the ground motion spectrum Sa-record(T*) at the single period T* is matched to
that of the CMS Sa (T*) [591]:

Sc ¼ Sa T�ð Þ=Sa�record T�ð Þ ð11:29Þ

Alternatively, one may scale each ground motion so that the average response
spectrum over the periods (T1…TN) of interest is equal to the average of the target
spectrum over the same periods [591]:

SC ¼
PN

j¼1 SaðTjÞPN
j¼1 Sa�recordðTjÞ

ð11:30Þ

Structural responses from ground motions matching the CMS may be signifi-
cantly smaller than the responses from ground motions matching the UHS having
the same Sa(T*) level, even though occasionally the opposite trend may also be the
case.

It is obvious that the establishment of a CMS is less demanding in terms of
analysis efforts than deriving a UHS, even if the latter is much more widely adopted
in earthquake engineering. However, because CMS is a newer concept than UHS—
and also because, quite often, seismic criteria are defined before structures/facilities
are designed, without the involvement of seismologists—most structural and
geotechnical engineers are not capable of calculating a complete series of CMS with
varied conditioning periods. This obstacle actually deters the application of CMS
despite its obvious advantages over the UHS, and the majority of concurrent
seismic design codes do not specify the requirement of using CMS.
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In conclusion, it can be summarized that the advantages of using CMS is that it
gives a more realistic and normally less conservative spectrum than UHS, and it
utilizes deaggregation information such as magnitude, distance, and e to predict
spectral shape, and the spectrum changes in shape as one increases in amplitude.
The drawbacks of CMS are that it is less widely available than UHS, and it requires
a re-selection of ground motions as each case changes, the spectrum changes with
increasing amplitude, requiring multiple ground motion sets.

Based on the concept of CMS, Mousavi et al. [672] proposed an E-CMS by
modifying e with a so-called Eta indicator as a control parameter to determine the
spectral shape. They claimed that compared to a traditional CMS, the E-CMS is a
more reliable predictor of nonlinear response of structures because the correlation
of Eta and the structural response is stronger than the correlation between the
conventional e and the structural response [673]. Interested readers may read the
sources cited above.

11.5 The Neo-deterministic Approach

Even though most seismic hazard analyses are based on PSHA, it is noticed that
PSHA has several critical drawbacks [586]:

1. It is strongly dependent on available observations, which are too limited to
constrain the probabilities associated with their occurrence and related shaking,
due to long timescales involved in geological processes leading to the occur-
rence of a strong earthquake; therefore, the calculated seismic hazard maps
resulting from extrapolations with data support may turn out to be poor
approximation of reality.

2. It does not adequately consider the source and site effects, all implying some
forms of physically unsound linear convolutive techniques using empirical
GMPE [674], which cannot be applied when dealing with complex geological
structures, because the ground motion generated by an earthquake can be for-
mally described as the tensor product of the earthquake source tensor with the
Green function of the medium [675].

3. It does not properly consider the temporal properties of seismicity, being based
on the assumption of memoryless random occurrence of earthquakes [676],
typically using a homogeneous Poisson distribution of earthquakes.

4. The traditional PSHA formulation involves a mathematical error that leads to
equating the annual probability of exceedance (a dimensionless quantity) to the
annual frequency or rate of exceedance (a dimensional quantity with the unit of
1/year). Even though the numbers are equivalent, 1% (0.01) in one year is not
equal to 1% (0.01) per year because the dimensions are not equal. The reciprocal
of 0.01 is 100 and means that the chance of occurrence is 1 in 100, not average
recurrence time in years [677].
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5. There is a lack of reliable data when treating strong earthquakes. For example,
systematic comparisons of documented seismicity activities on the global scale
indicate statistics contradictory to 10% of exceedance in 50 years, i.e., 50%
difference for strong earthquakes about magnitude 6 and 90% for major events
above magnitude 7.

6. A significant increase of mean return period often results in unrealistically high
values of ground motion, especially in areas with low seismicity. This leads
regulators or other authorities to promote the use of DSHA to complement the
ground motion intensities obtained from PSHA.

Most of the drawbacks above have also been discussed by Geller et al. [678] and
Mulargia et al. [679], who called for a new paradigm (different from PSHA) to
evaluate seismic hazard.

To solve the limitations above, a scenario-based method for seismic hazard
analysis, namely neo-deterministic seismic hazard assessment (NDSHA), is pro-
posed by Panza [681]. In NDSHA, realistic and duly validated synthetic time series,
accounting for physical processes of earthquake source generation, seismic wave
propagation, and site effects, are used to construct earthquake scenarios in realistic
three-dimensional media. In such a way, it is not necessary to resort to attenuation
relations or any similar convolutive procedures, since NDSHA strongly relies on
much more information than traditional PSHA studies do.

The method integrates the available information provided by the most updated
seismological, geological, geophysical, and geotechnical databases for the site of
interest, as well as advanced physical modeling techniques, to provide reliable and
robust background for the development of a deterministic design basis. The
uncertainties in earthquake scenario modeling are treated by systematically varying
(within the range of related uncertainties) the modeling parameters associated with
seismic sources and structural models, i.e., to perform a parametric study for
assessing the effects of the parameters describing the mechanical properties of the
propagation medium and of the earthquake focal mechanism (i.e., strike, dip, rake,
depth). Therefore, the obtained hazard levels supplied by NDSHA are given as
ranges over areas, whose values are consistent with the information content of the
basic data. In regional/national studies, typical grid mesh has a density of about 25–
50 km [680]; smaller uncertainties can be achieved in local studies [681, 682].

NDSHA starts from the available information on earth’s structure, seismic
sources, and the level of seismicity of the investigated area, thus addressing
important issues that are largely omitted in the traditional PSHA or DSHA, such as
how crustal properties affect attenuation. Therefore, ground motions in NDSHA are
not calculated from excessively simplified GMPEs, but rather from complete
synthetic seismograms, generating the related estimates PGA, PGV, and PGD or
any other parameters relevant to seismic engineering (such as design ground
acceleration), which can be extracted from the computed theoretical signals.

NDSHA defines the hazard from the envelope of the values of ground motion
parameters determined considering a wide set of scenario earthquakes; accordingly,
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the simplest product of this method is a map, where the maximum of a given
seismic parameter is associated with each site [683].

The NDSHA procedure provides strong ground motion parameters based on the
seismic wave propagation modeling at different scales: regional, national, and
metropolitan—accounting for a wide set of possible seismic sources and for the
available information about structural models. This scenario-based methodology
relies on observable data being complemented by physical modeling techniques,
which can be submitted to a formalized validation process.

PSHA was intended to estimate the probability that ground motion exceeds a
given level from all earthquakes, whereas NDSHA estimates the ground motion
from one or a set of scenario earthquakes. In other words, PSHA emphasizes the
probability, which depends on the statistical models, whereas NDSHA emphasizes
the ground motion, which depends on the physical models [683].

Figure 11.26 compares the PGA calculated from PSHA (return period is
475 years) and DSHA. The PSHA map, forming the basis for the Italian building
code, predicts PGA to be less than 0.175 g, whereas the NDSHA map predicts
values in the range 0.20–0.35 g, in good agreement with the observed motion that
exceeded 0.25 g during the 6.1 magnitude of Emilia earthquake that occurred on
May 20, 2012. Comparison between PSHA and NDSHA estimates in terms of
macroseismic intensity [684] indicates that the epicentral area of the Emilia
earthquake is in a zone, where PSHA predicted an intensity (as low as VIII on the
modified Mercalli scale) at least one unit less than the NDSHA prediction, the latter

Fig. 11.26 Seismic hazard maps of Italy, developed using a PSHA with a return period of
475 years (figure from Gruppo di Lavoro, Redazione della mappa di pericolosità sismica, rapporto
conclusivo, 2004) and b NDSHA, where design ground acceleration is equivalent to PGA [684]
(the epicenter of the Emilia earthquake is marked with a dot in the left figure and a circle in the
right figure)
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of which is closer to the actual intensity of the earthquake. The underestimation of
the PGA associated with PSHA is caused by the fact that the PSHA map in this
figure gives a PGA with a return period of 475 years. If the return period is
increased to 700 years, the PSHA can result in a PGA matching the observed PGA
during the Emilia earthquake. This feature has made PSHA the subject of
long-standing debate [685, 686], pointing to errors in the mathematics and
assumptions of PSHA [687].

Figure 11.27 compares the differences of basic steps between classical DSHA
and NDSHA. Obviously, NDSHA distinguishes itself from the classical DSHA by
modeling seismic wave propagation rather than empirical attenuation relationship.
NDSHA derives earthquake ground motions as a tensor product (of earthquake
source tensor with Green function for the medium), and it avoids using an
approximate scalar quantity implied in the GMPEs and/or attenuation relationships
[586]:

The standard NDSHA provides the seismic hazard as the maximum ground
shaking at a site, computed considering a large set of scenario earthquakes,
including the maximum credible earthquake, i.e., it is not associated with the fre-
quency of occurrence of the calculated ground motions. Recent research on
NDSHA also proposes to account for the earthquake recurrence, which provides
seismic hazard at specified return period(s), permitting a direct comparison with the
seismic hazard generated by PSHA [683].

Fig. 11.27 Basic steps of a classical DSHA and b NDSHA [586]
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11.6 Forecasting “Unpredictable” Extremes

Most physical, natural, and social phenomena can be characterized by power law
statistics, which is a functional relationship between two quantities, where one
quantity varies as a power of another. This is usually used to model data of an
event, whose frequency varies as a power of some attribute of that event, as
illustrated in Fig. 11.28. This is based on the assumption that small, large, and
extreme events belong to the same population, the same distribution, and reflect the
same underlying mechanisms.

Figure 11.29 shows the earthquake magnitude distribution for the region of
Southern California, which is measured as the number of earthquakes per year with
magnitude (M > m). Two portions of distributions that occurred deviate from the
Gutenberg-Richter rule: at low magnitudes and at very high magnitudes range, as

Fig. 11.28 Illustration of power law that assumes that both small and extreme value events follow
the power law (courtesy of Didier Sornette, ETH Zurich)

Fig. 11.29 Earthquake magnitude distribution showing a power law behavior over six decades;
the solid line in the graph follows the Gutenberg-Richter model: Log10Nc(M > m) = a − bm,
where b = 1; the dots represent the earthquake statistics based on the actual occurrence (courtesy
of Didier Sornette, ETH Zurich, Switzerland)
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shown in the figure. The mismatch at the low magnitude portion is caused by the
fact that many small-scale earthquakes cannot be detected. However, it is difficult to
find a convincing explanation of the mismatch at large magnitude of earthquakes.
The major school of thought considers this mismatch to be the result of exceptions
(such as “black swans”) that are therefore not predictable, which is often called
“self-organized criticality” introduced by Bak [688]. Therefore, major catastrophes
are considered unpredictable as they are regarded as events that start small and do
not stop growing to develop into large or extreme sizes [688, 689].

This view is particularly pessimistic, and alarming if true, as it casts a strong
doubt on possibilities of precise hazard prediction, with all the societal conse-
quences of this. As stated by Sornette and Ouillon [689], this view is dangerous as it
promotes an attitude of irresponsibility: In a world where catastrophes (in
human-controlled activities, for instance) are pure surprises, no one can be
responsible. In response to this challenge, they proposed the concept of
dragon-kings, which are defined as extreme events that do not belong to the same
population as other events, in a precise quantitative and mechanistic sense that will
be developed. The notion “dragon-king” stems from a combination of the super-
natural powers of dragons and the anomaly of a king’s wealth relative to that of his
subjects. Essentially, dragon-kings appear as a result of amplifying mechanisms that
are not necessarily fully active for the rest of the population [690]. By following
this thought, dragon-kings are defined with specific properties and signatures
having unique characteristics close to a regime transition, where a system bifurcates
through the variation of a single or a few control parameters.

The concept of dragon-kings is widely used in various fields of applications,
such as financial economics, geophysics, materials science, population geography,
hydrodynamics, and even brain medicine.

In parallel to the development of the concept of dragon-kings, based on the idea
of “filling in” a heavy/fat tailed (scaling) distribution, Rundle et al. [691] also
proposed the Natural-Time-Weibull (NTW) model to predict extreme earthquake
magnitude distribution.
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Shallow Foundations



Chapter 12
Bearing Capacity of Shallow Foundations

12.1 Introduction

Foundations are critical components for ensuring stability, transferring loads from
structures to base soils or rocks. There are typically two types of foundations,
shallow and deep foundations, as shown in Fig. 12.1.

Deep foundations include piles, piers, and drilled shafts, among which piles are
the most extensively used. Piles are generally driven into the ground in situ or put in
place using drilling or excavation; recently, piles have also been hydraulically
jacked into the ground. Deep foundations can be made out of timber, steel, rein-
forced concrete and prestressed concrete. See Chap. 14 for details.

Different from deep foundations that transfer loads to a subsurface layer or a
range of depths inside soils, shallow foundations transfer structural loads to soils
close to the ground surface. The embedment depth for shallow foundations is less
than the minimum lateral dimension of the foundation element, though recent
research has suggested that foundations with a depth, measured from the ground
surface, of less than 3–4 times their minimum lateral dimension may also be defined
as shallow foundations [692]. Shallow foundations include spread footing foun-
dations, mat-slab foundations, slab-on-grade foundations, pad foundations, rubble
trench foundations (which uses loose stone or rubble to minimize the use of con-
crete and improve drainage [693]), and earth-bag foundations.

In shallow foundations, there are mainly three types of footing: strip (wall)
footing, spread (pad) footing, and combined footing. As shown in Fig. 12.2, strip
footing is laid along the length of the wall. Usually, they cantilever on either side of
the wall. A spread footing foundation has a wider bottom portion than the
load-bearing foundation walls as shown in Fig. 12.2. This wider part “spreads” the
weight of the structure over larger areas for greater stability. As an extension of
spread footing, a combined footing is a large continuous thick slab provided to
support rows of column and walls above, as shown in Fig. 21.12. Quite often, a
combined footing is designed to support columns with unequal loads, and the
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resultant applied loads do not coincide with the centroid of the footing. The con-
sequent soil pressure would then be non-uniform. Another situation in which a
combined footing can become a rather efficient solution is when there are two
columns that are close to each other and the two isolated footings’ stress zones in
the soil areas overlap. Combined footing can be constructed in the form of rect-
angular footing, trapezoidal footing, and cantilever footing. For an economical
design, it is preferred to have square footing for vertical loads and rectangular

Fig. 12.1 A GBS structure with a shallow foundation directly resting on soils (left, courtesy of
Aker Solutions) and a pile as a type of deep foundation penetrating into soils (right)

Fig. 12.2 Examples of strip footing (left) and spread footing (right)
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footing for columns carrying moment. When more than one line of columns is
supported by a combined footing, it is called a mat or raft foundation. If the total
area of the spread footing exceeds half of the building (structure horizontal) area,
mat footing is economical. It is also often used for soils having low bearing
capacities.

The modeling of shallow foundation accounting for its dynamics will be dis-
cussed in Chap. 13.

12.2 Failure of Shallow Foundations

Shallow foundations can fail due to (1) instability, including failure due to bearing,
overturning, sliding, or a combination of these; (2) static foundation deformations,
including potential damages to the foundation itself, its supported structures or
attached facilities; (3) dynamic foundation characteristics, including structural
responses due to the influence of foundations subjected to dynamic loading;
(4) damage to foundation or its supported structure caused by scour or piping
actions due to wave pressures (Sect. 12.9) [791].

Figure 12.3 shows a calculated failure mode of a GBS foundation due to the
seismic loading (P and M) associated with a return period of 10,000 years. The soil
below the foundation is dominated by clays. Finite element analyses are performed
using two-dimensional plane-strain elements with added side shear, which is cali-
brated against three-dimensional finite element analysis. The GBS foundation
(Fig. 12.4) is modeled with an equivalent circular area of 11,000 m2.
Load-displacement curves of the foundation due to two seismic load cases are
plotted in Fig. 12.5, which indicate that the maximum load scaling factors when the
foundation fails are 1.43 and 1.50 for the two load cases.

Fig. 12.3 Illustration of a
typical failure mode for a
GBS foundation subject to
inclined loading P and
overturning moment
M determined by
two-dimensional finite
element analysis (courtesy of
Aker Solutions and NGI)
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Failure modes of bearing capacity for shallow foundations can be one of the
following types: general shear, local shear, or punching shear failure. In general,
which failure mode occurs depends on the relative compressibility of soils, footing
embedment, loading conditions, and drainage, etc.

Fig. 12.4 Foundation plan of the GBS (courtesy of Aker Solutions)

Fig. 12.5 Load-horizontal displacement for the GBS foundation due to two seismic load cases
(Fv, Fh, and OTM are vertical forces, horizontal forces, and overturning moment applied on the
GBS, respectively) (courtesy of Aker Solutions and NGI)
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As shown in Figs. 12.6 and 12.7, general shear failure has a well-defined rupture
pattern of total soil from below the footing to the ground surface, consisting of three
zones: zone I is also called the active zone or elastic zone, and is normally located
just below the foundation; zone II is also called the transition zone or radial shear
zone, located between the active and passive zone, in zone II the rupture lines ad
and ad’ are arcs of a logarithmic spiral; and zone III is also called the passive zone,
it is near the ground surface and located just beside the foundation, in zone III the
lines de and d′e′ are straight. Both lines ca and ba form an angle / with the
horizontal. Lines bd, cd′, de, d′e′ form angles of ±(90° + /)/2 with the horizontal.
Each zone has a simplified force path on its boundary, and the failure is assumed to
occur when slips occur at the boundary (slip surface) of each shape; the normal and
tangent (friction) forces can then be calculated. In general failure mode, under the
vertical load P, the foundation settles, pushing a triangular wedge-shape soil zone
(zone I) down, followed by a subsequent movement of zones II and III sideways
and then upward. A clear slip surface is then formed at the ultimate distributed
pressure level of qu (also called the ultimate bearing capacity), and the soil passes
into a state of plastic equilibrium and failure occurs by sliding. The soil on one or
both sides of the foundation bulges, causing slip surfaces to be extended to the
ground surface.

The failure pattern in local shear failure, however, consists of only clearly
defined rupture surfaces beneath the footing (zones I and II) without a clearly
defined failure pattern on the sides of the footing (zone III), i.e., the slip surface
ends inside the soil, even if some signs of soil bulging can be observed. Actually,
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Fig. 12.6 A general shear failure scenario with slip surfaces at the boundary of a “Prandtl’s
wedges” due to the vertical loading P
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local shear failure can be considered as a transitional phase between general shear
and punching shear and is often associated with loose to medium dense sand.

Figure 12.8 shows a typical load-settlement relationship for a rectangular footing
with a vertical distributed load pressure q applied on the soil. Initially, both the
general and local shear failure curve show a dramatic increase in settlement.
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However, when the general shear failure occurs corresponding to an ultimate load
level qgu, the foundation experiences a significant settlement without any increase of
loading. When the local shear failure occurs corresponding to an ultimate local shear
strength load level of qlu \qgu

� �
; the settlement-load curve suddenly becomes steep,

exhibiting a significant increase in settlement but still a slight increase in load q.
Punching shear failure only shows a clear rupture pattern within zone I, as

shown in Fig. 12.9. It is usually associated with a large settlement and does not
mobilize shear stresses in zones II and III [694]. Soils outside the loaded area
remain relatively uninvolved, and there is minimal movement of soils on both sides
of the footing.

As presented previously, shear failure occurs when both friction (for sand and
clay) and cohesive (for clay) resistance together are insufficient to resist the shear
loading.

Based on the general shear failure scenario shown in Fig. 12.6, the failure may
occur with normal stresses at ±(90° + /)/2 to the maximum compressive principal
stress, i.e., a slip plane at ±(90° − /)/2 to the maximum principal stress. Here, / is
defined as:

sinu ¼ r1 � r2
r1 þ r2

ð12:1Þ

where r1 and r2 are the maximum and minimum principal stress, respectively.
This enables a quick estimation by using the passive and active wedges as shown

in Fig. 12.10.
Actually, when a shallow foundation is deeply embedded into soils, with an

increase in overburden pressure, the failure mode changes from general to local or
punch shear, regardless of soil compressibility [695]. This increases the complexity of
the assessment of the ultimate capacity of shallow foundations. By performing a
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I

Fig. 12.9 Punching failure
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series of load tests, Vesic [697, 698] and De Beer [698] suggested that the ultimate
load occurs on footings at the breakpoint of the load-settlement curve. Even though it
is possible/convenient to formulate a general bearing capacity equation for a loaded
footing failing in the general shear mode, it is difficult to formulate the equations for
the other two failure modes because of their poorly defined rupture surfaces.
Section 12.3.2 presents simple methods to approximate the bearing capacity due to
local and punching shear failure. Furthermore, it is important to know the magnitude
of settlements of footings required to mobilize the ultimate load.

In practice, the formulation of bearing capacity of shallow foundations can be
established by setting up and solving the equilibrium of soils under foundation
pressures, as will be discussed in Sects. 12.3 and 12.4, and the soil’s constitutive
relationship can normally be assumed to follow a rigid-plastic behavior [699, 700].
Consequently, only approximate methods are used in engineering practice, even
though a more complex elastic-plastic constitutive relationship represents more
realistic soil behavior.

Subject to seismic loading, shallow foundations shall be designed for both the
inertia forces transferred from superstructures into the foundations in the form of
axial and horizontal forces and moments (inertia loads), and soil deformations
arising from the passage of seismic waves (kinematic loads). However, subjected to
significant ocean storm loading, foundations are designed to resist wave loads and
inertia loads transferred from superstructures.

Table 12.1 provides a list of soil data required and testing considerations for the
design of shallow foundations.

To avoid uneconomical designs, the ultimate bearing capacity for a shallow
foundation should not be very high compared with the net loading intensity.

It should also be mentioned that the construction of shallow foundations should
neither overload the adjacent foundations and structures, nor render any instability

(90˚-ϕ)/2 

P

h
(90˚-ϕ)/2

Fig. 12.10 A simplified
bearing capacity failure
scenario with passive and
active wedges (passive
wedge: ; active

wedge: )

420 12 Bearing Capacity of Shallow Foundations



to any hillside or slope, nor interfere with any drain, nullah (open channel), sewer,
or other services in its vicinity.

12.3 Bearing Capacity of Drained Soil

12.3.1 Bearing Capacity Due to General Shear Failure

For fully drained conditions, based on the method presented by Prandtl [702] to
study the penetration of hard bodies into softer materials, Terzaghi [703] proposed
that the bearing capacity of shallow foundations at a depth of h measured from the
ground surface can be determined as an ultimate effective pressure qu′, reflecting the
general shear failure mode shown in Fig. 12.6:

q0u ¼ cNcscdcic þ c0hNqsqdqiq þ c0B0

2
Ncscdcic ð12:2Þ

where the ultimate bearing capacity qu′ is defined as the bearing stress that causes a
sudden catastrophic failure of the foundation; c is the soil attraction calculated as
the effective cohesion intercept of Mohr’s envelope, and for cohesionless soil,
c = 0; B′ is the effective width of a rectangular foundation; c0 is the effective unit
weight of the soil (in the second term in the right-hand side of the equation above, c0

Table 12.1 Soil data required and testing considerations for shallow foundations [41, 701]

Engineering
evaluations

Required information
for analyses

Field testing Laboratory testing

Bearing capacity
Settlement
(magnitude and
rate)
Shrink/swell of
foundation soils
(natural soils or
embankment
fill)
Overall slope
stability
Scour
Liquefaction
Frost heave

Subsurface profile (soil,
groundwater, rock)
Shear strength
parameters
Compressibility
parameters (including
consolidation, shrink/
swell potential, and
elastic modulus)
Frost depth
Stress history (present
and past vertical
effective stresses)
Depth of seasonal
moisture change
Unit weights
Geologic mapping
including orientation
and characteristics of
rock discontinuities

• SPT
(granular soils)
• CPT
• PMT
• Dilatometer
• Rock coring (RQD)
• Plate load testing
• Geophysical testing

• 1D Oedometer tests
• Soil/rock shear tests
• Grain size
distribution

• Atterberg limits
• Specific gravity
• Moisture content
• Unit weight
• Organic content
• Collapse/swell
potential tests

• Intact rock modulus
• Point load strength
test
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is the effective unit weight for soils located above the bottom of the footing; while
for the third term, c0 is defined as the effective unit weight for soils located below
the footing), see Sect. 1.4 for the definition of the effective unit weight; Nc, Nq, and
Nc are bearing capacity factors, representing the influence from unit weight,
overburden pressure, and cohesion, respectively, and they are functions of friction
angle of sands and can be checked from relevant geotechnical handbooks,
Fig. 12.11 presents recommended values by NAVFAC DM-7.2 [705]; sc, sq, and sc
are shape factors, for rectangular footings, with a width of B and length of L,
sc = 0.8, sq = 1.0, and sc = [1 + 0.3(B/L)]; dc, dq, and dc are depth factors; ic, iq, and
ic are load inclination factors; all the factors above can be found from relevant
geotechnical handbooks; h is the depth of embedment of the foundation.

In the right-hand side of the equation above, the first term cNcscdcic accounts for
the cohesive shear strength of the soil located below the strip footing; if the soil
below the footing is cohesionless (i.e., c = 0), this term is zero. The second term
c0hNqsqdqiq accounts for the soil located above the bottom of the footing. The value
of c0h indicates a beneficial surcharge pressure to increase the bearing capacity of
the footing. If the footing is constructed at ground surface (i.e., h = 0), this term is
then zero. This term indicates that the deeper the footing, the greater the ultimate
bearing capacity of the footing. The third term c0B0

2 Ncscdcic accounts for the fric-
tional shear strength of the soil located below the strip footing. The friction angle is
accounted for by the bearing capacity factor Nc.

For calculating the second and the third term, the highest anticipated ground
water table should normally be used to calculate the effective unit weight. If the
ground water table is at a depth D below the bottom of the foundation, the effective
unit weight c0 of the soil in the third term may be replaced by a weighted average
unit weight cavg:

cavg ¼
1
B csdDþ c0ðB� DÞ½ � for D�B
csd for D[B

�
ð12:3Þ

where csd is the unit weight of the dry soil, see Sect. 1.4 for its definition; B is the
width of the foundation.

The bearing capacity according to the equation above is based on the following
assumptions [704]:

1. The footing base is rough and the soil beneath the base is incompressible,
implying that the wedge abc (zone I in Fig. 12.6) is no longer an active Rankine
zone but is in an elastic state. Consequently, zone I must move together with the
footing base.

2. Zone II (Fig. 12.6) is an immediate zone lying on a log spiral arc ad.
3. Zone III (Fig. 12.6) is a passive Rankine zone in a plastic state bounded by a

straight line ed.
4. The shear resistance along bd is neglected because the equation is applied for

footings where h < B.

422 12 Bearing Capacity of Shallow Foundations



Fig. 12.11 Values of bearing capacity factors Nc, Nq, and Nc for shallow footings with concentric
loads given by NAVFAC DM-7.2 [705] (courtesy of Naval Facilities Engineering Command)
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The bearing capacity equation above can be simplified as:

q0u ¼ cNcKc þ c0hNqKq þ c0B0

2
NcKc ð12:4Þ

where Kc, Kq, and Kc are correction factors accounting for various effects associated
with both loading and foundation form, such as load inclination, footing shape,
depth of embedment, inclination of base, and inclination of ground surface, and
they can also be checked from various geotechnical engineering handbooks. The
subscripts c, q, and c refer to the particular terms in the equation.

For a detailed elaboration to determine the parameters in the equation above,
readers may refer to sources [692, 694] and API standard [791].

Load eccentricity decreases the ultimate vertical load that a footing can with-
stand. This effect is accounted for by a reduction in the effective area of the footing.
To calculate the effective area, the effective width B′ and the effective length L′ of a
rectangular foundation dependent on the load eccentricity can be calculated as:

B0 ¼ B� 2e1 ð12:5Þ

L0 ¼ L� 2e2 ð12:6Þ

where B and L is the width (minimum lateral foundation dimension as shown in
Fig. 12.6) and length of a rectangular foundation, respectively; e1 and e2 are the
eccentricity along the width and length.

In case c = 0 (usually for sand condition), and the foundation is subjected to a
vertical, centric load applied at ground level where both foundation base and
ground are horizontal, two typical cases are frequently encountered in design:

1 For square footing:

q0u ¼ 1:3cNc þ 0:4c0BNc þ c0hNq ð12:7Þ

B is the width of the foundation.
2 For circular footing:

q0u ¼ 1:3cNc þ 0:3c0BNc þ c0hNq ð12:8Þ

B is the minimum lateral dimension of the foundation.
3 For strip footing:

q0u ¼ cNc þ 0:5c0BNc þ c0hNq ð12:9Þ

B is width of the foundation.
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For drained condition, the maximum net load that a footing can carry is then:

Q0 ¼ q0uA
0 ð12:10Þ

where A′ is the effective area (effective length � effective width) depending on the
load eccentricity.

It should be noticed that the ultimate effective pressure qu′ is the stress including
both the applied load from the foundation and the overburden pressure. In case an
excavation is carried out for the foundation, stresses in excess of original over-
burden stress at the foundation level contribute to failure. The net bearing capacity
qnetu can then be calculated as:

qnetu ¼ q0u � qob ð12:11Þ

where qob is the total overburden stress removed at the foundation level.
The bearing capacity will be sufficient if the applied load at the foundation level

is equal to that of the excavated soil, which motivates the design of floating
(full-compensated) foundation.

It is worth mentioning that in a working stress design (WSD) approach
(Sect. 1.13.1), all uncertainties (load and resistance) are included in a single safety
factor FS, which should not be measured with respect to the ultimate effective
pressure qu′. Instead, FS should also be associated with the net bearing capacity
qnetu, and the allowable bearing capacity should then be determined as follows:

qallowable ¼ qnetu=FSð Þþ qob ð12:12Þ

While in a load and resistance factor design (LRFD, see Sect. 1.13.2), uncer-
tainties for load and resistance are addressed separately by using adequate factors
(partial safety factors) to increase the live and permanent loads (load factors) and a
reduction factor (material factor) to reduce the ultimate bearing capacity.

12.3.2 Bearing Capacity Due to Local and Punching Shear
Failure

Terzaghi [703] presented a simple method to approximate the bearing capacity due
to local and punching shear failure by reducing the soil attraction c and the angle of
internal friction u0 to new ones:

cnew ¼ 0:67c for soft to firm clay ð12:13Þ

unew ¼ tan�1 0 � 67 tanu0ð Þfor loose sandswithu0\28� ð12:14Þ
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The bearing capacity factors due to the local and punching shear failure will then
be changed by using the cnew and unew.

Vesic [697] recommended a less conservative method to calculate the bearing
capacity due to local and punching shear failure based on a reduction of u0 varied
with relative density of soils Dr:

unew ¼ tan�1 0 � 67þDr � 0 � 75D2
r

� �
tanu0� �

for 0\;Dr\; 0 � 67 ð12:15Þ

12.3.3 Bearing Capacity for Layered Soil

It should be noticed that the bearing equations discussed above are based on the
assumption that the ultimate shear strength of soils are reached in all plastic zones.
However, the shear strength may not be fully mobilized everywhere in the plastic
zones and the local or punching shear failure may occur at a level significantly
lower than what is given in the bearing capacity equations.

The ultimate and allowable bearing capacities of shallow foundations on weaker
(loose) sands and soft clays can be increased by placing a layer of compact (dense)
sand over it. If the strong soil layer is rather thick, the failure surface will then lie
entirely inside the sand layer. However, if the thickness of the strong soil layer is
relatively thin, the failure in soil would occur by punching in the dense sand layer
followed by a general shear failure in the weaker sand layer, or the failure surface
can be extended to soft clay layer. For an elaboration of this topic, readers may read
sources [33, 706].

12.4 Bearing Capacity for Undrained Clay

The bearing capacity for undrained clay (with a zero internal friction angle) can be
estimated in terms of total pressure qu rather than the effective pressure q0u:

qu ¼ suNcKc þ ch ð12:16Þ

where su is undrained shear strength; Nc is the bearing capacity, which may be taken
as 5.14 for soils having a zero angle of internal friction; c is the total unit weight of
soils; h is the depth of embedment of foundations; Kc is a correction factor
accounting for load inclination, footing shape, depth of embedment, inclination of
base, and inclination of the ground surface.

426 12 Bearing Capacity of Shallow Foundations



For infinitely long strip footing, the bearing capacity is:

Q ¼ 5 � 14suA0 ð12:17Þ

where Q is the maximum vertical load per unit length of footing at failure; A0 is the
actual foundation area per unit length.

For circular or square footing:

Q ¼ 6 � 17suA ð12:18Þ

where Q is the maximum vertical load at failure; A is the actual foundation area.

12.5 Bearing Capacity of Unliquefiable Soil Subjected
to Seismic Loading

Due to inertial forces applied on foundations and in the soil mass, the bearing
capacity due to seismic loading is generally lower than that of static bearing
capacity even if liquefaction does not occur. Rather than performing a complicated
full dynamic analysis, for a simple evaluation of this reduction, a pseudo-static
approach (Sect. 8.2) may be adopted.

In a pseudo-static model, a reduction in bearing capacity due to earthquake
loading is examined. In this model, the loading condition consists of normal and
tangential forces applied on the foundation and inertial forces transferred into soils.
An upper-bound solution of the limit load of the shallow foundation is found.
Reductions in bearing capacity are given in terms of ratios between seismic and
static bearing capacity factors Nc

*/Nc, Nq
*/Nq, and Nc

*/Nc, which are dependent on
seismic loading, angle of internal friction, the h/B ratio, etc.

In the pseudo-static approach, the failure mechanism of the shallow foundation
subjected to seismic loading can be assumed as a circular surface from which the
foundation propagates until the ground surface is reached, as shown in Fig. 12.12.
The seismic forces are considered as pseudo-static forces acting on both the footing
and the soil below the footing. The ultimate load can be found by the moment
equilibrium with respect to the center of the circular surface, which is called the
equilibrium approach [707].

Figure 12.13 shows a comparison of the reduction in bearing capacity among
different proposed methods [708–710].

For an elaboration of the pseudo-static approach applied for assessing the
bearing capacity, readers may read reference [708].
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12.6 Bearing Capacity Control of Soils with Liquefaction
Potential Subjected to Seismic Loading

Subject to seismic loading, there are mainly three factors influencing soil failures:
soils’ shear strength (such as liquefaction), structural loads (such as excessive
overturning moments transferred from an upper structures downward to founda-
tions), and changes in site conditions (such as the rise of ground water level).

Liquefaction is more relevant to shallow foundations than deep ones, because
during installation, deep foundations are often penetrated into all soil layers that are
potentially liquefiable under seismic loading (even if the liquefaction has also
caused failures of deep foundations during historical earthquakes as discussed in

Fig. 12.12 Schematic
illustration of failure
mechanism for shallow
foundations subjected to
seismic loading [708]

Fig. 12.13 A comparison of
different methods proposed to
calculate the reduction of
bearing capacity as a function
of soil mass inertia loading
due to the kinematic seismic
wave effects (kh2 is the
horizontal seismic coefficient
of the soil mass) [708]
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Sect. 7.1). For liquefactions associated with shallow foundations, the depth of soil
involvement could exceed the footing width. For structures supported by numerous
spread footings that occupy a large portion of the footing area, the individual
pressure bulbs from each footing may combine and thus the entire width of the
building/structure could be involved in a bearing capacity failure [711].

Figure 12.14 schematically illustrates the earthquake-induced punching shear
scenario. By assuming that load P will cause the foundation to punch through the
upper unliquefiable soil layer (with shear strength s) into the liquefied soil layer (no
shear strength), the foundation (strip or spread footing illustrated in Fig. 12.2) will
not punch through if the following criteria are fulfilled:

P�FS � 2L � H � s for strip footings ð12:19Þ

P�FS � 2 Bþ Lð ÞH � s for spread footings ð12:20Þ

where FS is a safety factor, for seismic analysis, it is often taken as a value above 5
for earthquake-induced punching shear check, and above 3 for non-earthquake
bearing capacity check; P is the footing load; L is the footing length; H is the
vertical distance from the bottom of the footing to the top of the liquefied soil layer;
B is the width of the footing.

For non-liquefiable clay layer, an effective stress analysis can be adopted to
calculate the shear stress, the shear strength of the soil layer is:

sclay ¼ c0 þ r0n tanðu0Þ or sclay ¼ su ð12:21Þ

Liquefied 
Soil Layer

Unliquefied 
Soil Layer

ττ

PFig. 12.14 Punching shear of
a footing that will punch
vertically into the liquefied
soil layer, the foundation is
subjected to a vertically
downward force P
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For non-liquefiable sand layer, a total stress analysis can be adopted to calculate
the shear stress, the shear strength of the soil layer is:

ssand ¼ r0n tanðu0Þ ð12:22Þ

where r0n is the effective stress normal to the slip plane, i.e., the horizontal effective
stress; u0 is the angle of shear resistance measured with normal effective stress.

12.7 Sliding Stability of Shallow Foundations

To ensure that sliding of foundations will not occur, a simple method is to assess the
maximum horizontal load H at sliding failure:

H ¼ suA for undrained condition ð12:23Þ

H ¼ cAþQ0tan/0 for drained condition ð12:24Þ

where su is undrained shear strength; A is the actual foundation area; c is the soil
attraction calculated as the effective cohesion intercept of Mohr’s envelope; Q′ is
the bearing capacity for drained condition, as presented in Sect. 12.3; u0 is the angle
of internal friction.

12.8 Effects of Cyclic Loading on Shallow Foundations

Cyclic loadings for shallow foundations are caused by ocean wave and wind
loadings (for offshore wind turbine substructures) applied on and transferred from
structures above the foundations and also by seismic loading.

Cyclic loadings can induce an increase in pore pressure in soils beneath shallow
foundations, leading to reduced effective stresses. For example, during a 24-hour
storm with significant wave heights up to 11 m, the observed soil responses [713]
of the Ekofisk oil storage tank foundation showed that the pore pressure in the sand
under the center of the tank rose in the order of 20 kPa. The data also showed
dissipations of pore pressures during the storm. Together with the cyclic variation
of strain, the stiffness and strength of soils can change significantly. The effects of
the reduced effective normal stress can be represented by a reduction in static
strength, which depends on the average shear stress, the cyclic shear stress
amplitude, and the number of load cycles. Furthermore, different parts of foundation
soils experience cyclic loads with different magnitudes and phases, and the behavior
of foundations can change gradually over time [112]. It is noticed that, even though
the stress cycles in soils may be small, they occur in a large number during the
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lifetime of the offshore installation. Therefore, the cumulative effect may be
significant.

Contrary to the degradation of soil properties due to cyclic loading effects, strain
rate effects (Sect. 2.5) can increase the soil strength. For example, for clay soils
subject to seismic loadings, the increase in soils’ shear strength due to rate effects
can be more significant than the decrease in soils’ strength due to cyclic loading.

A very efficient way to trace the foundation soil’s state under cyclic loadings is
to use the so-called stress path method, proposed by Bonin et al. [713] and Foss
et al. [714]. In this method, based on soil analyses, the locations of trace points in
foundation soils are first selected, often related to potential failure surfaces in the
soil as shown in Fig. 12.15. DNV Classification Notes 30.4 [715] presents several
methods for estimating the stress path.

The design process based on the stress path method is normally carried out by an
iterative process. For example, to perform the capacity control of shallow foun-
dations subject to wave loadings, analyses are performed for all sea states that can
potentially affect foundation soils during the design lifetime of offshore structures,
stress paths at each trace point are calculated from the analyses, and the laboratory
tests are then carried out to determine the response of the soils along those stress
paths. The laboratory results are used to extract engineering parameters, which are
further used in a re-analysis of all relevant events. The process above is repeated
until a satisfied convergence is reached between the predicted and the measured
responses [112]. Under mild ocean wave condition, in which the soil nonlinearity is
insignificant, the soil may be modeled using linear-elastic material with either

A
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F

Fig. 12.15 Trace points
(A–F) on a stress path under
cyclic wave loading
P transferred from the upper
structure
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isotropic or anisotropic properties. This requires an estimate of shear modulus and
Poisson’s ratio, and one or more anisotropic moduli in case anisotropic elasticity
needs to be modeled.

Dynamics of GBS foundations can involve a significant soil–structure interac-
tion. This is more obvious for foundations subjected to seismic loading. The
presence of heavy GBS can influence soil motions, and in turn, it has certain
influences on the soil stiffness and damping, which also influence the seismic
motions transmitted to the foundations. Chapter 13 discusses the modeling of
shallow foundations subject to dynamic loadings.

12.9 Piping Actions and Scour for Shallow Foundations

Piping actions are a type of hydraulic instability due to changes of water wave
action, which changes the water pressure caused by the undrained cyclic loading
(due to storm loading). This can lead to a significant dynamic compressive pressure
and hydraulic gradients with high flow velocities in the soil around the perimeter of
a gravity structure. As shown in Fig. 12.16, if this pressure gradient in the pore
water (between the bottom of the foundation edge and the seabed surface) exceeds
the buoyant weight of the soil, the soil will be floated up by water pressure,
potentially causing foundation failure. The possibility of piping is increased dra-
matically if the vertical stress at foundation edges reaches zero during the cyclic
loading process [735]. In practice, piping action can be minimized by increasing
the depth of the foundation so that the pressure gradient can be decreased. However,
the foundation capacity control due to piping action is normally not relevant to the
seismic loading.

Along edges of an offshore shallow foundation, because the foundation forces
water flow (due to the combined wave and current) to increase in speed as it passes

Fig. 12.16 Illustration of piping action [27]
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around the foundation, some sediment such as sands and rocks from around the
foundation will be removed in both depth and area, causing scour (Sect. 20.1),
especially near the corners of the foundation. In the North Sea, scour holes of 5–
10 m can easily develop depending on the loading conditions. Proper seabed
protection to ensure the stability of the foundation is required. An efficient method
is to install a thick layer of small-sized rock that extends up to a certain distance out
of the side walls of the foundation. This is based on the assumption that, in prin-
ciple, scouring of the rock is allowed as long as the full thickness of the layer is not
eroded [736]. Other methods such as sandbags can also be installed around the
foundations as scour protections. For more details of scour, see Chap. 20.
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Chapter 13
Modeling of Shallow Foundation
Dynamics

13.1 Foundation Impedance

Under dynamic loading, elastic waves are generated in soils and the energy is
radiated away from the footing. When analyzing a gravity-based foundation
structure, it should be noticed that essential differences exist between earthquake
and ocean wave loading in that only a small volume of soils close to the foundation
is excited under the wave loading, while under significant earthquake loading all
surrounding soils are excited, possibly resulting in a softer soil response than that
under wave loading. The direction of dynamic loading depends on the mechanism
of sources that generate the dynamic loading. For example, during earthquakes, the
dynamic loading of a foundation is mainly along horizontal directions. Under ocean
wave loading, the loading transferred from the upper structure is also mainly
horizontal. Some other dynamic loading may be treated as vertical loading relative
to ground surface, such as blast loadings considered in designs of nuclear power
plants.

To examine the influence of a shallow foundation and surrounding soils, they
can normally be modeled as a rigid massless plate on an elastic half-space (char-
acterized by shear modulus, Poisson’s ratio, and density) using, for example,
continuum mechanics, leading to closed-form solutions.

As shown in Fig. 13.1, the energy radiation occurs when a foundation vibrates
against the soil. Stress waves originate at the contact surface and propagate outward
in the form of body and surface waves, which carry away part of the energy
transmitted by the foundation onto the soil, as if a viscous damper is implemented
in the soil to absorb energy [343]. As the wave moves further away from the source,
the volume available for dissipating the energy increases. In addition, the soil
exhibits hysteretic cyclic behavior, which also contributes to the loss of energy and
is practically frequency independent.
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Both the stiffness and the energy radiation (loss) can be simplified by replacing
the soil mass with linear spring and dashpot elements, both of which are
frequency-dependent.

A viscously damped system can be represented conveniently in a different but
equivalent way for a class of techniques known as complex response analysis. If a
single-degree-of-freedom (SDOF) system shown in Fig. 13.2 is excited with an
external harmonic complex force (FðtÞ ¼ F0eixt) with an amplitude of F0 and an
angular frequency of x, the governing linear differential equation of motions for
this system subjected to the harmonic force can be written as:

m€xðtÞ þ c _xðtÞ þ k0xðtÞ ¼ FðtÞ ð13:1Þ

Assuming that the response is harmonic, a trial solution of particular solution
(steady-state response) of the mass m is:

xðtÞ ¼ x0eixt ð13:2Þ

where x0 is the initial displacement.
By combining the two equations above, one obtains:

ðk0 � mx2Þþ icx ¼ FðtÞ
xðtÞ ¼ kðxÞ ð13:3Þ

Fig. 13.1 Illustration of
geometric effects generating
radiation damping [717]

- kx

c

k0

F(t) m

Fig. 13.2 SDOF
spring-mass-damper system
under an external force FðtÞ
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where, at each degree of freedom among three translational and three rotational
degrees of freedom, kðxÞ denotes the complex-valued impedance function, c rep-
resents the effects of damping associated with soil–foundation interaction.

The frequency (x)-dependent spring (k(x)) and dashpot (c) elements can then be
represented by a foundation impedance matrix KðxÞ. Each diagonal term in the
impedance matrix is a frequency-dependent complex number with a real part,
representing the combined effect of stiffness and soil inertia, and an imaginary part,
representing the radiation and hysteretic damping [718, 719]:

KðxÞ ¼ ReðKðxÞÞþ iImðKðxÞÞ ð13:4Þ

where i is the imaginary unit.
Therefore, the frequency-dependent real and imaginary part of the impedance for

an SDOF system can be obtained as:

ReðkðxÞÞ ¼ k0 � mx2 ð13:5Þ

ImðkðxÞÞ ¼ cx ð13:6Þ

At each degree of freedom, the modal damping of the foundation at frequency x
can then be calculated as:

fðxÞ ¼ ImðkðxÞÞ
2k0

ð13:7Þ

where k0 (Fig. 13.2) is the initial stiffness (often referred to as static stiffness
because the initial stiffness also has other definitions in geotechnical engineering) at
x = 0 at each degree of freedom.

It is worth mentioning that the system damping (sum of the material and
structural damping) [123] of an upper structure is normally much lower (a few
percent) than the radiation damping due to soil–structure interaction.

From the three equations above, it is obvious that at zero frequency, the dynamic
part becomes a real number, and the impedance coincides with the static (initial)
stiffness.

Actually, the soil properties are essentially frequency independent, and the real
part of the impedance reflects the influence of stiffness and frequency on the inertia.
Therefore, this frequency (x) dependency of impedance can also be modeled by a
lumped parameter system, which consists of a fictitious added soil (inertia) mass
m with different values in each degree of freedom so that k0 − mx2

fits the
frequency-dependent stiffness function for each degree of freedom, typically using a
second-order parabola shape equation.

Similarly, the frequency (x) dependency of damping of the system also consists
of an equivalent dashpot c with different values in each degree of freedom so that
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cx fits the imaginary part in the same frequency range, typically using a linear
equation.

Note that the location on a shallow foundation receiving seismic kinematic input
energy (along all directions) can generally be assumed to be at a level close to the
ground surface, the superstructure is modeled in the system, and the system is
excited through the foundation by displacing the ends of the springs and dashpots in
each degree of freedom, as shown in Fig. 13.3. Therefore, the effect of soil’s
radiation damping due to soil–structure interactions is more significant for stiff
structures with lower natural period than for soft structures with long natural period.
As many soft structures such as high-rise building or high-rise offshore structures
have not only a long natural period but also a high static foundation stiffness, the
effects of radiation damping can even be further minimized by either neglecting the
soil damping or modeling it together with the superstructure using an equivalent
viscous damping ratio. This makes response spectrum analysis (widely used for
seismic structural analysis) easier to perform as the dashpot cannot be directly
applied in a traditional response spectrum analysis that is based on the linear modal
superposition technique, where non-proportional damping cannot be modeled
[123]. Note that in Fig. 13.3, the directional lumped mass is modeled using an
intermediate link element rather than to connect the mass directly to soil springs and
damping. This is used for extracting the foundation reaction forces for foundation
capacity check, because the fictitious added soil mass is only used to simulate the

Fig. 13.3 Under seismic
loading, the frequency (x)
dependency of stiffness can be
modeled by an equivalent
directional added soil mass
matrix m (directional lumped
mass) and the static stiffness
k0 at x = 0; the frequency
dependency of damping can
be modeled by an equivalent
dashpot c with different
values in different degrees of
freedom. The figure only
illustrates the spring and
damping modeling in three
translational degrees of
freedom (x, y, and z)
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effects of frequency dependence of foundation stiffness. If the foundation reaction
forces are not of interest, the fictitious added soil mass can directly connect to the
springs and damping, as shown in Fig. 13.4. This frequency dependence can also
be observed by analyzing Fig. 13.5, which shows that the imaginary part of the
foundation impedance (related to radiation damping as discussed in the previous
equation) of a high-rise offshore GBS structure increases with the increase in
frequency.

Note that the inertia mass m does not represent any corresponding physical soil
mass moving in-phase with the foundation but is used mainly due to the fact that the
stiffness decreases with increasing frequency (hidden mass effects), instead of the
stiffness remaining constant and being equal to the static stiffness. However, fre-
quency dependence would disappear for massless soil as the soil’s shear wave
velocity approaches infinity. An example of frequency-dependent impedance is
shown in Fig. 13.5, which illustrates the computed foundation impedance of the
GBS and its equivalent impedance in horizontal and rocking directions. It is worth
mentioning that, normally, the damping values are more frequency-dependent than
the stiffness values.

In cases in which the dynamic responses of both foundations and structures are
dominated by a specific vibration mode, only the foundation stiffness and damping
corresponding to the frequency of that vibration mode may be used for modeling
the foundation, without including the fictitious added soil mass. Moreover, rota-
tional stiffness generally changes more significantly with frequency changes than
translational stiffness does.

Fig. 13.4 Modeling of
lumped mass parameters in
case the foundation reaction
forces are not of interests
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Many closed-form solutions of impedance function are available for rigid cir-
cular or rectangular foundations located on the surface of, or embedded within, a
uniform, elastic, or viscoelastic half-space [720]. Based on the work by Richart and
Whitman [721], Richart and his co-workers [722], and Whitman [723], a
closed-form solution of the foundation impedance has been derived from the
half-space theory as shown in Table 13.1 for circular foundations. These solutions
are regarded as accurate, especially for low-frequency excitation on hard soils, and
have been widely used among geotechnical and structural engineers. In many cases,
only stiffnesses are needed for a rough estimation of foundations’ dynamic behavior
as shown in Fig. 13.6. From Table 13.1, it is also noticed that an increase in shear
modulus of soil (e.g., a firmer soil) or the radius (more obvious for rocking and
torsional degree of freedom) of circular foundation will increase the stiffness and the
resonance frequency of the foundation. Here, readers should bear in mind that the
soil’s shear modulus is highly dependent on the magnitude of strain, for example, a
tenfold variation in stiffness in the strain range between 10−4 and 1%. Further, an
increase of the weight of the foundation will have similar effects as increasing the
fictitious added soil mass, thus decreasing the resonance frequency.

Fig. 13.5 Computed
foundation impedance of a
GBS foundation and its single
degree of freedom equivalent
impedance (by using the static
stiffness k0x = 4.32 � 1010

(N/m), k0rr = 2.4 � 1014

(Nm/rad), mass
mx = 7.5 � 107 (kg),
mrr = 1.2 � 1012 (kgm2/rad)
and fitting them to k0 − mx2

to match the real part of the
computed impedance, and
using damping
cx = 5.7 � 109 (Ns/m),
crr = 1.8 � 1013 (Nms/rad)
and fitting them to imaginary
part of the computed
impedance cx) in horizontal
(upper) and rocking (lower)
direction (courtesy of Aker
Solutions and NGI)
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Table 13.1 Equivalent lumped mass parameters for analyzing a circular foundation (regarded as a
rigid plate) on an elastic half-space (G soil’s shear modulus; R radius of foundation; q soil density;
t soil’s Poisson’s ratio)

Mode Initial (static)
stiffness k0 (N/m)

Fictitious added soil mass
m (kg or kgm2/rad)

Damping coefficient
c (Ns/m or Nms/rad)

Vertical 4GR
1�m

1:08qR3

1�m
3:4R2

1�m

ffiffiffiffiffiffiffi
qG

p

Horizontal 8GR
2�m

0:76qR3

2�m
4:6R2

2�m

ffiffiffiffiffiffiffi
qG

p

Rocking
(rotation)

8GR3

3 1�mð Þ
0:64qR5

1�m
0:65R4

1�m

ffiffiffiffiffiffiffi
qG

p

Torsional 16GR3

3
0:24qR5 1:32R4 ffiffiffiffiffiffiffi

qG
p

Fig. 13.6 Modeling of a
non-uniform beam to
represent a superstructure
with horizontal, vertical, and
rocking stiffness at its bottom
to resemble the foundation
stiffness
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Solutions for the equivalent lumped mass parameters of a rectangular foundation
do exist. For simplicity, they can roughly be approximated by converting the
dimensions (L � B) of the rectangular foundation into an equivalent radius R0 for a
circular foundation, and then by using the simple formulation such as the one
illustrated in Table 13.1. Equivalent lumped mass parameters can be conveniently
calculated by using the equivalent circular area or moment of inertia solution for the
rectangular footing.

For translational degree of freedom, one can use an equivalent area as:

R0 ¼
ffiffiffiffiffiffiffiffi
4BL
p

r
ð13:8Þ

For rocking degree of freedom, one can use an equivalent moment of inertia as:

R0 ¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffi
16BL3

3p

r
ð13:9Þ

where the axis of the rocking is in parallel with the direction of B.
For torsional degree of freedom, an equivalent polar moment of inertia can be

used as:

R0 ¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16BLðB2 þ L2Þ

6p

r
ð13:10Þ

The embedment of a shallow foundation below the ground surface generally
increases the initial/static stiffness of the foundation. Based on an elastic and
homogeneous half-space foundation model, and by assuming that the embedment
of a foundation has a constant depth of embedment, a rigid foundation basemat, and
a solid basement shape (rings and other annular shapes are excluded), Gazetas [724]
presented algebraic formulas and dimensionless charts for computing the impe-
dance (springs and dashpots) of embedded foundations, with arbitrary basement
shape and any degree of contact of the vertical sidewalls with surrounding soils
(from a complete contact over the whole embedment depth to no contact at all). The
results of two numerical examples using the formulas are also supported by
experimental evidence from model tests [724]. The study by Gazetas and his
co-workers shows that the embedment can lead to substantial changes for all
springs and dashpots, and increasing the embedment (in size and quality) can be a
rather effective way to reduce the vibration amplitude of foundations. This effect is
more pronounced in rocking and torsional degrees of freedom.

A practical question arises on how to decide a depth across which to compute an
effective shear wave velocity by matching half-space static stiffness to those of
non-uniform profiles. Stewart [725] studied this issue and recommended computing
effective profile velocity as the ratio of depth interval (zp) to shear wave travel time
through the depth interval. The depth interval is measured from the base of the
foundation footing to the depth zp.
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For horizontal translations, this depth is determined as:

zp ¼ 0:75

ffiffiffi
A
p

r
ð13:11Þ

where A is the foundation area;
ffiffiffi
A
p

q
is essentially an equivalent foundation radius

that matches the foundation area.
For rocking, this depth is determined as:

zp ¼ 0:75
ffiffiffi
4

p 4I
p

ð13:12Þ

where I is the foundation moment of inertia; 4
ffiffiffi
4I
p

q
is essentially an equivalent

foundation radius that matches the moment of inertia of the foundation in the
direction of excitations.

The presence of a stiff layer at depth in the soil profile can impede radiation
damping. If a site consists of a relatively uniform layer of depth overlying a very
stiff layer, which has a shear wave velocity more than twice that of the surface layer,
damping values should be reduced; see BSSC [290] for details.

The half-space solutions based on the continuum mechanics with analytical or
semi-analytical formulations provide a convenient and realistic model for founda-
tion dynamic analysis and give closed-form solutions. As mentioned previously,
these solutions are regarded as especially accurate for low-frequency excitation of
hard soil. Gazetas and Roesset [726] demonstrated that small errors in modeling
different soil layers are not important for heavy foundations with a high mass ratio;
therefore, the solutions by half-space theory or analytical type computer programs
are efficient.

However, light foundations are quite sensitive to the existence of rock at a
shallow depth and of different soil layers beneath foundation footings. Moreover,
the half-space theory cannot model an arbitrary foundation shape rather than cir-
cular, strip, or rectangular shapes; it cannot account for the flexibility of shallow
foundations rather than a rigid plate foundation; it cannot model the inclined lay-
ering in soil deposits and has difficulty in modeling the nonlinear soil stiffness,
embedment, and spatial variation of strain on soil properties.

To conquer the challenges above, a “discrete” approach, essentially finite ele-
ment modeling, is recommended. Different from applications of finite element
method in other engineering areas, finite element analyses applied in foundation
dynamics need to model the soil strata with infinite extent in the horizontal direction
and the extent in the vertical direction needs also to be adequately represented. This
requires a dedicated consideration of the boundary modeling (see Sect. 5.7 for more
details on this topic).

It should also be mentioned that, if correctly understood and implemented,
half-space solutions and the finite element modeling yield similar results [727, 728].
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Figure 13.7 illustrates an example of modeling for calculating the foundation
impedance. The foundation was replaced by a rigid plate. The soil is assumed to
consist of two regions: the interior region, corresponding to the soil mass under the
foundation, can be modeled with increased stiffness (Fig. 13.8) due to the increased
shear wave velocity by the overburden pressure caused by the platform weight, and
the exterior region consisting of the free-field surrounding the interior region.

In the exterior region, the strain-compatible soil shear modulus (Fig. 13.8) and
damping (Fig. 13.9) computed by site-response analyses can normally be used. The
soil shear modulus and damping of each soil layer in the interior region can also be
reduced by the same reduction factor as that of the shear modulus of the same soil

Fig. 13.7 Illustration of a
soil–foundation model for
calculating the foundation
impedance for a GBS
foundation (courtesy of Aker
Solutions and NGI)

Fig. 13.8 Gmax and
strain-compatible modulus in
free-field and below platform
used in a computation of
foundation impedance
(courtesy of Aker Solutions
and NGI)
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layer, based on the site-response analyses (Chap. 3). For seismic applications, this
reduction factor can even be less than 0.25. For machine vibration applications, this
factor normally ranges from 0.25 to 0.5. In the meantime, the damping of the soil
can be twice that of the original damping [329].

As shown in Fig. 13.8, the overburden pressure due to the presence of the
foundation and superstructure weight will generally increase the maximum dynamic
shear stiffness Gmax, which can be obtained from laboratory and in situ seismic cone
tests. The effects are more significant at ground surface neighborhood (approximately
0.5–1 times of the foundation dimension) than at deep soils. The influence may be
significant for soils under a heavy foundation. However, for soils around pile foun-
dation, the effects are minor and can often be neglected in engineering practice.

Example A GBS foundation has an equivalent foundation radius of 74 m.
From a seismic site-response analysis using equivalent linear soil models
(Sect. 2.2), the equivalent shear wave velocity for the top layers is determined
as 372 m/s. The soil has a mass density of 2060 kg/m3 and a Poisson’s ratio
of 0.5. Calculate the equivalent lumped mass parameters according to
Table 13.1.

Solution: The shear modulus can be calculated as:
G = qms

2 = 2060 kg/m3 � (372 m/s)2 = 285 MPa (upper-bound value)

Fig. 13.9 Strain-compatible
soil damping (courtesy of
Aker Solutions and NGI)
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The calculated equivalent lumped mass parameters according to
Table 13.1 are listed in Table 13.2.

A more dedicated foundation impedance calculation was performed based
on frequency-domain solutions that use transmitting boundaries for repre-
senting the infinite lateral extent of the layered soil medium [730–732]. The
foundation was replaced by a rigid circular plate with a diameter of 74 m. As
mentioned previously, the soil is assumed to consist of two regions
(Fig. 13.7): the interior region, corresponding to the soil mass under the
foundation with increased stiffness (Fig. 13.8) due to the increased shear
wave velocity, and the exterior region consisting of the free-field surrounding
the interior region. For the exterior region, the strain-compatible soil shear
modulus (Fig. 13.8) and damping (Fig. 13.9) computed by the site-response
analyses using SHAKE [733] were used. The soil shear modulus and
damping of each soil layer in the interior region are also reduced by the same
reduction factor as the shear modulus of the same layer at the exterior region.
The frequency-dependent foundation impedances in four degrees of freedom
are shown in Fig. 13.10. By using the curve fitting so that k0 − mx2

fits the
frequency-dependent stiffness function for each degree of freedom, the static
stiffness and fictitious added soil mass can be approximated as given in
Table 13.3. Similarly, the frequency (x) dependency of damping of the
system consists of an equivalent dashpot c with different values in each
degree of freedom so that cx fits the imaginary part in the same frequency
range; this is also shown in Table 13.3.

By comparing the difference between the computed results and hand
calculation shown in Table 13.3, it is shown that the hand calculation gives
approximately similar results to the computed one for horizontal static stiff-
ness, horizontal fictitious added soil mass, and rocking static stiffness.

In addition, at each degree of freedom, based on the equation mentioned
above and the calculation shown in Table 13.4, the modal damping repre-
senting the soil radiation damping according to the computed impedance
(Fig. 13.10) of the foundation at each frequency x is also calculated by:

f ¼ ImðkðxÞÞ
2k0

Table 13.2 Equivalent lumped mass parameters according to Table 13.1

Mode Initial (static) stiffness
k0 (N/m or Nm/rad)

Fictitious added soil
mass m (kg or kgm2/rad)

Damping coefficient
c (Ns/m or Nms/rad)

Vertical 1.69E+11 1.80E+09 2.85E+10

Horizontal 1.12E+11 4.23E+08 1.29E+10

Rocking 6.16E+14 5.85E+12 2.99E+13

Torsional 6.16E+14 1.10E+12 3.03E+13
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By observing Table 13.4, it is shown that the modal damping due to soil
radiation damping is generally less than 7% at a frequency range below
0.75 Hz. If the natural frequency of a GBS structure is around 0.5 Hz, the
modal damping for all degrees of freedom at 0.5 Hz is small and close to 6%.

A spring-to-ground element can be placed at the bottom of the GBS
caisson (at mudline level) to model the soil stiffness. Since the platform has a
very long natural period of around 4.0 s, by observing Fig. 13.10, it is noted
that the damping of the soil is very marginal. The dashpot element to rep-
resent the soil damping is modeled. Because the foundation reaction forces
are not of interest in the current example, the fictitious added soil mass is
directly connected to the spring-to-ground element. Moreover, the mass of the
caisson (made of steel and concrete) and contents inside the caisson may be
modeled as a caisson mass shown in Fig. 13.11. Moreover, the hydrodynamic
inertia effects of submerged structure due to the presence of surrounding
water can be modeled as directional inertia mass(es) that is only active along
the direction of the structure’s oscillations due to seismic ground excitations.

The merit of using impedance to represent the foundation lies in the fact that the
viscously damped system to model the foundation can be simplified as an
undamped system with complex stiffness. For problems in which loading is

Fig. 13.10 Computed (solid dotted line) and single degree of freedom equivalent (dashed line)
impedance function of a foundation (courtesy of Aker Solutions and NGI)
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characterized as periodic (and therefore as the sum of a series of harmonic loads),
the use of complex stiffness significantly simplifies the foundation modeling [1].
However, readers should bear in mind that, strictly speaking, the use of this method
is restricted to cases of harmonic motions.

Table 13.4 Modal damping due to soil radiation damping according to the computed impedance
(Fig. 13.10) of the foundation

Frequency
(Hz)

Modal damping
in horizontal
direction (%)

Modal damping
in vertical
direction (%)

Modal damping
in rocking
direction (%)

Modal damping
in torsional
direction (%)

0 6.36 5.62 5.90 6.51

0.25 6.36 5.62 5.90 6.51

0.5 6.31 5.61 5.89 6.50

0.75 6.98 5.68 5.88 6.55

1 22.15 7.61 5.96 8.61

1.25 31.67 10.92 6.41 12.49

1.5 37.47 14.41 8.00 16.86

1.75 34.11 20.20 13.09 21.55

2.01 32.23 30.23 19.59 26.69

2.24 45.47 42.80 24.39 31.67

2.5 58.55 54.24 28.62 37.10

2.75 80.96 62.99 32.93 44.13

3 98.27 65.40 37.15 52.79

Fig. 13.11 Modeling of caisson and lumped mass (fictitious added soil mass, spring, and
damping) placed at the bottom of the GBS caisson (at mudline level)
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If the dynamic response is dominated by vibrations at a structure’s eigenfre-
quency (typically it is the structure’s natural frequency xn), the foundation stiffness
may be simply represented by springs with constant stiffness k0 − mxn

2 at the
structure’s natural frequency. This is typically applied to cases where the inertia
loading effects from superstructures are much more significant than those of the
kinematic seismic loading. In certain cases, a constant foundation stiffness may also
be calculated corresponding to the predominant frequency of site period or seismic
wave transmissions. Of these, the former is preferred if the seismic motion has its
components concentrated around the site period/frequency, and the latter is more
relevant if the kinematic seismic loading on either shallow or deep foundations is
wide-banded (not concentrated at the site period) and more influential than the
inertia loading. However, since this predominant frequency may change for dif-
ferent seismic motion histories, several models need to be prepared with different
foundation stiffnesses. A similar discussion applied to pile foundations is presented
in Sect. 19.5.

13.2 Combination of Damping for Foundations
and Superstructures

In a response spectrum analysis to obtain seismic responses, the modeling of
damping can be accounted for either in the response spectrum or directly as modal
damping of each modal response, which is used to compute the dynamic responses
by performing modal combination. In either case, the damping is a type of pro-
portional damping in which the corresponding damping matrices can be diago-
nalized in the modal matrix [734]. This provides computational convenience but
only applies for lightly damped structures with uniformly distributed damping
mechanism, where off-diagonal terms in the damping matrix can be neglected
[123].

For many structures, the energy dissipation mechanisms in different parts vary.
Under dynamic seismic excitations, the damping of a soil–foundation system is
normally much higher than that of the superstructure, and the use of proportional
damping such as modal damping or Rayleigh damping cannot be justified.
Therefore, both analytical and FE models must account for the effect of combined
damping in a more dedicated manner. A general approach to obtain the global
damping matrix is to divide the entire structure into several substructures, each of
which has a similar damping level; by assembling the damping matrix of all sub-
structures together, the global damping matrix can be calculated [123].

As engineers involved in dynamic analyses are normally familiar with modal
analysis and can give a proper interpretation of the calculated results, it would be
very desirable to model the entire foundation–superstructure with an equivalent
modal damping, even if it lacks mathematical rigor due to the reasons: (1) the
foundations’ damping level in different degrees of freedom is different; (2) the
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damping associated with the horizontal foundation motion is essentially viscous and
normally has a more dominated effect on the foundation response than that in other
degrees of freedom and in the superstructure; (3) the damping associated with the
foundation’s rocking motions and vibrations of the superstructure is primarily
hysteretic. Roesset, Whitman and Dobry [735] stated that, by assuming that the
energy ratio in each vibration mode at resonance is a weighted average of energy
ratios in each individual component at the same frequency, the equivalent modal
damping can be calculated. They concluded that this approximation is sound even if
the damping values are rather different at different parts of the foundation–super-
structure system. Furthermore, since the use of a constant modal damping for all
vibration modes in soil–structure interaction studies will distort the effect of the
horizontal stiffness and produce unrealistic amplification of foundation motions, a
weighted modal damping reproduces a more realistic dynamic behavior.
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Part IV
Pile Foundations



Chapter 14
Introduction to Deep Foundations

A deep foundation is a type of foundation that transfers loads from superstructures
to the earth a greater depths from the surface than a shallow foundation does to a
subsurface layer or a range of depths. Compared to shallow foundations, deep
foundations have the merits of being suitable for more adverse soil conditions and
less site constraints.

Different terms are used to describe different types of deep foundations,
including the pile (which is analogous to a pole), the pier (which is analogous to a
column), drilled shafts, and caissons. The use of these terms is not entirely con-
sistent, and more than one will sometimes be used to refer to the same thing.

As shown in Fig. 14.1, the most commonly used type of deep foundation is the
pile foundation, which comprises relatively long, slender, column-like members
penetrating into soils and in some cases with its bottom (tip) in contact with hard
rock. The pile foundation has been used for thousands of years.

The advantage of pile foundations is obvious when they are used in soft soil sites
to support heavy structures, such as high-rise buildings, fixed offshore platforms,
nuclear power plants, dams and bridges. Because a pile’s capacity is strongly
dependent on the contact area between the pile wall and the surrounding soils, and
the near-surface soil is relatively soft and weak and also more erodible than the soil
at a greater depth, pile foundations are often deeply embedded in soils to increase
the foundation capacity and reliability.

Piles can normally be driven or cast-in-place (bored). In pile driving, piles are
generally driven into the ground in situ, using a pile hammer resting on or clamped
to the pile butt, and a cap block assembly is fitted between the hammer and the pile.
Alignment of the pile with the hammer is provided by leads suspended by a crane.
The hammer is lifted high into the air and dropped onto the pile as shown in
Fig. 14.2, thus forcing the pile into the ground. Several types of hammers are
available depending on the energy requirement. The lifting of the hammer may
involve the use of hydraulics, steam, diesel, or manual labor. Piles can also be
driven into the ground by using vibratory hammers for applications at locations
both onshore (Fig. 14.3) and offshore (Fig. 14.4), in which vibratory hammers

© Springer International Publishing AG 2018
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drive the pile into the ground by a push and pull action of counter-rotating weights.
The pile hammers are normally powered by hydraulic motors and designed in such
a way that horizontal vibrations cancel out, while vertical vibrations are transmitted
into the pile. Vibratory actions of the driver cause soils adjacent to the pile to act as
a viscous fluid with little or no skin friction. Driven piles are efficiently manufac-
tured at steel mill, prestressed yard, or wood yard under factory controlled condition
with a consistent quality and are therefore generally less expensive than bored piles.
Moreover, driven piles are normally delivered to construction sites free of defects,
even though they can be damaged during or after installation. While the damage is
typically easily detectable, since driven piles in the meantime serve as tested piles
with driving records documented, the repair often requires adding new pile(s) for
both offshore and onshore applications. A typical method of pile installation for
fixed offshore structures is to float the structure into position and then to drive piles
into the seabed. The noise generated during pile driving in offshore environments
may cause a short-term adverse impact to aquatic life. However, generally, these
adverse impacts are only short-term and relatively minor [737].

Similar to pile driving, recently, pile jacking techniques have also been utilized,
in which preformed piles (e.g., prestressed spun piles, precast reinforced concrete
piles, H-piles, steel pipe piles) are hydraulically jacked into the ground as

Fig. 14.1 A vertical pile
embedded in soils
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displacement piles, as shown in Fig. 14.5. During the operation of pile jacking, a
pile is jacked into the ground with a jack-in force adjusted in steps up to between
1.8 times and 2.5 times working load. The jacking operation will continue until
practical refusal where jack-in force is released and reapplied twice. Pile jacking has
the advantages of generating low levels of vibrations and noise during execution
[738], minimal spoils disposal, ability to achieve desirable pile verticality, small
installation equipment, and good axial bearing capacity performance (has even
higher bearing capacity than driving piles) [739, 740].

Bored/drilled piles are put in place using drilling/excavation as shown in
Fig. 14.6, which derive their capacities mainly from end-bearing (Sect. 17.1).
Compared to driven piles, drilled piles have significant advantages in terms of the

Fig. 14.2 Pile driving
operations in the Port of
Tampa, Florida

Fig. 14.3 A vibratory pile
driver on a steel H-pile
powered by a diesel engine
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Fig. 14.4 Installation of steel
piles at sea using large
vibratory pile drivers, upper
figure: CAPE Vibro 320
Vibro Lifting Tool—upend
for installing piles with a
diameter of 2.1 m and a
length of 45 m in the North
Sea; lower figure: 8xAPE
600B for installing piles with
a diameter of 22 m and a
length of 50 m for Macau
bridge. (Courtesy of L. de
Neef, P. Middendorp and
J. Bakker, Netherland, photo
by L. de Neef, CAPE
Holland)

Fig. 14.5 Operation of pile
jacking. (Courtesy of
Geotechnical Society of
Singapore)
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noise and vibration issues associated with pile driving, making them more suitable
for application in urban areas. However, drilled piles can be more expensive to
construct than driven piles. Defects of drilled piles may occur during construction,
and there are not easily quantified. Moreover, damage after construction rarely
occurs but is generally rather expensive and complex to repair.

It is worth mentioning that, in recent decades, there has been a substantial
increase in the range of engineering applications of drilled shafts socketed into rock
as a foundation to support significant loads. This is due to the realization of their
performance benefits: the resistance to the applied loads is increased and the dis-
placements under the applied loads are decreased. The major challenges in the use
of rock-socketed drilled shafts are in characterizing the nature of rocks and deter-
mining axial and lateral load capacity. For more details on rock-socketed piles,
readers may read sources [741, 742].

At offshore sites, piles can also be guided and directly dropped from the water
surface into a designated location at seabed under their self-weight and penetrate
into the soil at a desirable depth. This operation can be aided by hydraulic suction
pump (Chap. 26) or pile hammer operated by remotely operated underwater vehicle
(ROV) in case full penetration is not achieved. Drilled shafts are manufactured
on-site and in-place. This requires a complex construction process during excava-
tion, a significant quality control requirement in the field, and usually a specialty
foundation subcontractor.

Fig. 14.6 Drilling operation
in order to install a pile
in-place
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Driven piles with solid sections tend to displace a large volume of soil within the
adjoining soil mass during the driving process, which are often referred to as
full-displacement piles. Piles with hollow sections such as open-ended tubular
cross-section piles displace a relatively small amount of soil during the driving
process, which are called partial displacement piles. Cast-in-place/drilled/bored
piles do not cause any soil displacement since no pile driving is carried out, and the
excavation may or may not be supported (i.e., soils are removed). Therefore, they
are called non-displacement piles or replacement piles as existing materials, usually
soils, are removed as part of the process. If soil plugs (Sect. 17.12) do not form
inside an open-ended pile, the pile will behave as a non-displacement pile, with
heave and lateral displacement being minimized.

Different from piles, other deep foundations are typically put in place using
excavation or drilling.

Piles can be made of timber, concrete, steel, or a combination of these materials.
Timber piles are less common but comparatively inexpensive and most suitable for
long cohesion piling and piling beneath embankment. Generally, they should not be
driven into firm ground as this can easily damage timber piles by stones and
boulders. To protect the timber against decay and putrefaction, it is recommended
to keep the timber pile below the ground water level. Moreover, timber piles are
difficult to splice and can be attacked by marine borers in salt water. Concrete piles
are normally precasted or prefabricated in segments with short length between 3
mand 15 m, so that they can easily be connected together to form a complete pile
with full length. Reinforcement steel can be used in concrete piles to sustain high
driving loadings. Recently, prestressed piles have come to be preferred in engi-
neering as they can reduce the amount of reinforcement steel used in a pile. Steel
piles have higher strength than their timber or concrete counterparts, leading to a
decrease in cross-section area and consequently a comparatively easy penetration
into soil during pile driving. They are widely applied in offshore installations and
sometimes for infrastructures onshore as well.

Piles are used to support reinforced-concrete pile caps, mat foundations, or to
directly connect upper structures (such as legs of offshore structures) through pile
sleeves (Fig. 21.3). In addition, piles are used as anchors (Chap. 25), which are
widely utilized for stationkeeping of the floating vessels in offshore industry.

When the support capacity is predominantly provided by the resistance of soils/
materials on which a pile tip rests, the pile is of an end-bearing type. On the other
hand, if the support capacity is provided through the pile wall-soil friction and/or
adhesion mobilized along the side of the pile, the pile is called a friction pile. In
many cases, piles derive their support capacity from a combined end-bearing
resistance and friction and/or adhesion resistance. The load carried by a pile’s
end-bearing component alone is often considered the safe load-carrying capacity of
the pile, in order to avoid any settlement in the end-bearing-friction combinations.
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The carrying capacity of piles mainly depends on the pile dimensions, soil
conditions, and pile installation method. Two widely used methods for calculating
pile capacity are available: a-method and b-method. a-method [743] is often called
total stress method and used to calculate the short-term load capacity of piles in
cohesive soils, as it is based on the undrained shear strength su of cohesive soils. b-
method can be adopted to calculate both short-term and long-term load capacity of
piles in both cohesive and cohesionless soils, as it is based on effective stress
analysis. Yet another method called k-method was proposed by Vijayvergiya and
Focht [744]. It is based on back-calculated 47 load test results performed on pipe
piles with different diameters to incorporate the skin friction resistance with both
undrained strength and vertical effective stress.

Corrosion may occur on steel piles at soils with low pH value. However, a slight
over-dimensioning of the cross-section area is normally sufficient to account for this
corrosion. In addition, coating or cathodic protection can also be employed for
mitigating corrosion; for details, see sources [745, 746, 747].

Piles can be oriented vertically (Fig. 14.1) or inclined/battered (installed at an
angle to the vertical direction as shown in Fig. 14.7). Because a pile’s axial stiffness
is generally higher than its lateral stiffness, battered piles normally have higher
stiffness along the horizontal direction than that of vertical piles. However, as the
beneficial or detrimental role of battered piles on the seismic response of structures
and the foundation itself is still not well identified, battered piles should be used
with great caution, as will be discussed in Chap. 23.

In the design of pile foundations, it is essential to have a good estimation for the
embedment of piles in order to predetermine the pile capacity. For driving piles, this
can usually be fulfilled based on an anticipated level of driving resistance (the piles
shall be driven to a certain blow-count) or based on an analysis of soil conditions
and soil properties combined with information regarding pile bearing area and the
perimeter surface area [748]. However, the former procedure may have limitations
due to the fact that the required pile length cannot be predetermined with sufficient
accuracy. Therefore, an adequate soil investigation and laboratory testing program
are required to increase the accuracy.

Fig. 14.7 Battered piles
support a precast segmented
skyway of the San
Francisco-Oakland Bay
Bridge where upper soil
layers are weak muds
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When several piles are spaced far from each other (more than 8 times the pile
diameter [790]), the interaction effects among piles is insignificant. However, for
closely spaced piles in a pile group, the interaction effects can be significant and
therefore need to be accounted for, as will be discussed in Chap. 21.

Pile foundations are widely used for offshore structures. Driven steel tubular
piles provide the most common form of offshore foundation. The associated
manufacture and installation technologies are relatively mature. A review by Overy
[749] of Shell UK’s North Sea piling operations shows a trend that, for platforms
designed since 1996 employing mid-sized piles (0.660–2.134 m diameter, with
penetration ranging from 26 to 87 m), the axial compressive capacities fall between
14 MN and 100 MN. However, diameters greater than 5 m have been specified for
wind turbine structures in the North Sea, where piles with diameters of up to 2.5 m
have also been driven for oil and gas platforms with penetrations of 100 m or
greater, in a variety of geotechnical settings. Table 14.1 compares the construction
and installation constraints between offshore shallow foundations (with GBS
foundation as a representative example) and pile foundations, which indicate the
flexibility of pile installations. Moreover, piles used offshore generally have larger
diameters and higher length than those onshore, and the offshore piles are normally
steel pipes, as previously mentioned.

As will be discussed in Chap. 19 and shown in Fig. 19.1, under seismic exci-
tations, piles are subjected to both inertial forces transferred from the
superstructure/substructure and kinematic forces arising from the deformation of
surrounding soils due to the passage of seismic waves. Loads can also be induced
due to liquefaction at the relevant soil layers.

For offshore structures, ocean environments due to wave, current and wind, as
shown in Fig. 14.8, can induce significant cyclic loading on pile foundations, which
has been the cause of various engineering failures of both pile foundations and
substructures.

Table 14.1 Comparison of construction and installation constraints between offshore GBS and
pile foundation

Construction
phase

Shallow (GBS)
foundations

Pile foundations

Onshore
construction

Local to site No constraints

Transport
offshore

More complex Lift onto barge

Pre-placement
activities

Seabed preparation None

Placement Lift or float-over Lift

Fixing Grouting Pile driving, pile drilling, pile dropping or
suction pile (Chap. 26)

Installation of
topside

Potential obstacle to
lift

Less obstacle to lift
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Fig. 14.8 Offshore structures subjected to ocean environmental loadings. (Courtesy of Aker
Solutions)

Table 14.2 Soil data required and testing considerations for driving pile foundations [41, 701]

Engineering
evaluations

Required information for
analyzes

Field testing Laboratory
testing

End-bearing
Skin friction
Settlement
Down-drag on piles
Lateral earth
pressures
Chemical
compatibility of soil
and pile
Drivability
Presence of
boulders/very hard layers
Scour (for offshore
structures and water
crossing bridges)
Vibration/heave damage
to nearby structures
Liquefaction
Overall slope stability

Subsurface profile (soil, ground
water, rock)
Shear strength parameters
Horizontal earth pressure
coefficients
Interface friction parameters (soil
and pile)
Compressibility parameters
Chemical composition of soil/
rock (e.g., potential corrosion
issues)
Unit weights
Presence of shrink/swell soils
(limits skin friction)
Geologic mapping including
orientation and characteristics of
rock discontinuities

SPT(granular
soils)
Pile load test
CPT
Pressuremeter
test (PMT)
Vane shear
test
Dilatometer
Piezometers
Rock coring
(RQD)
Geophysical
testing

Soil/rock
shear tests
Interface
friction tests
Grain size
distribution
1-D
oedometer
tests
pH,
resistivity
tests
Atterberg
limits
Specific
gravity
Organic
content
Moisture
content
Unit weight
Collapse/
swell
potential
tests
Intact rock
modulus
Point load
strength test
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Tables 14.2 and 14.3 summarize the soil data required and testing considerations
for the design of driving and drilling pile foundations.

Before concluding this chapter, it is worth mentioning that the stiffness and
strength of both piles and surrounding soils are normally known: extensive previous
research and engineering efforts have been devoted to the study of the combined
behavior at the soil–pile interface, known as soil–pile interactions, as will be
elaborated from Chaps. 15 to 18.

Table 14.3 Soil data required and testing considerations for drilling pile foundations [41, 701]

Engineering
evaluations

Required information for analyses Field testing Laboratory
testing

Shaft end-bearing
Shaft skin friction
Constructability
Down-drag on shaft
Quality of rock socket
Lateral earth pressures
Settlement (magnitude
& rate)
Groundwater seepage/
dewatering/ potential
for caving
Presence of boulders/
very hard layers
Scour (for offshore and
water crossing
foundations)
Liquefaction
Overall slope stability

Subsurface profile (soil, ground
water, rock)
Shear strength parameters
Interface shear strength friction
parameters (soil and shaft)
Compressibility parameters
Horizontal earth pressure coefficients
Chemical composition of soil/rock
Unit weights
Permeability of water-bearing soils
Presence of artesian conditions
Presence of shrink/swell soils (limits
skin friction)
Geologic mapping including
orientation and characteristics of rock
discontinuities
Degradation of soft rock in presence
of water and/or air (e.g., rock sockets
in shales)

Installation
technique
test shaft
Shaft load
test
Vane shear
test
CPT
SPT
(granular
soils)
PMT
Dilatometer
Piezometers
Rock coring
(RQD)
Geophysical
testing

1-D
oedometer
Soil/rock
shear tests
Grain size
distribution
Interface
friction tests
pH,
resistivity
tests
Permeability
tests
Atterberg
limits
Specific
gravity
Moisture
content
Unit weight
Organic
content
Collapse/
swell
Potential
tests
Intact rock
modulus
Point load
strength test
Slake
durability
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Chapter 15
Capacity Control, Modeling of Pile Head
Stiffness, and Mitigation Measures
to Increase Pile Capacity

15.1 Capacity Control of Pile Foundations

The capacity of a pile foundation should be considered in all phases of its lifetime,
including transportation, lifting, installation (e.g., pile driving), in-place perfor-
mance, and even removal phase. The pile foundation should be checked with
respect to the pile strength (yielding and buckling), axial and lateral capacity (both
static and cyclic), deflections and rotations, as well as capacity of pile–structure
connections (e.g., strength of pile sleeves and grout between sleeves and piles, pile
grout capacity, etc.).

Obviously, the most important phase among the above is the in-place perfor-
mance, i.e., the performance during the service of pile foundations carrying super-
structures. In this phase, pile foundation designs should consider the following issues:

1. Piles should, in general, penetrate all soil layers that can potentially liquefy
during a design earthquake event or under ocean wave loading. If soil layers
having liquefaction potential are below the foundation tip (bottom), a punching
shear analysis should be performed to check the possible penetration of the
foundation into the liquefiable soil. In the application of end-bearing piles, it is
important to know the shear strength of unliquefiable soil below the bottom of
piles as well as vertical distance from pile tip to liquefiable soil layer(s).

2. The lateral resistance capacity (Chap. 16), the axial capacity (Chap. 17), and the
torsional resistance capacity (Chap. 18) along piles should be sufficient with an
adequate margin of safety against failure.

3. If soils at some depths around piles (relevant to pile–soil capacity control) reach
their ultimate load-carrying capacity, the soil plasticity should be kept localized
and not be developed into a large portion of piles.

4. The strength and stiffness of piles themselves should be sufficient.
5. The deflection of piles subject to design loads should not be larger than the

tolerable deflection.

© Springer International Publishing AG 2018
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For a single pile, the consideration of bending moments and deflections often
governs design, because the ultimate load-carrying capacity of the soil is reached
only at very large deflections. For pile groups such as the one typically used for
offshore jacket structures, axial pile–soil interaction forces are in many cases the
governing forces in designs.

When sizing a pile foundation, the following items should be determined based
on the basic capacity control requirements above: diameter, pile wall thickness,
penetration (to provide adequate capacity due to soil–pile interaction), type of pile
tips, pile spacing in a pile group, number of piles, geometry, location, mudline
restraint, material strength, installation method, and other parameters as may be
considered appropriate [791].

Pile diameter to wall thickness ratios (D/t) between 15 and 45 (with an average
around 27) are typically used in offshore structures in the North Sea, although larger
ratios have been used elsewhere. Adopting high wall thicknesses may necessitate
special stress relieving treatment for the pile welds, making diameters significantly
greater than 2 m potentially less attractive and economical when working with D/
t ratios lower than around 40 [750]. However, thin wall piles may lead to other
problems. For example, the primary piles that experienced buckling failures during
installation in hard calcareous layers at the Goodwyn field (NW Australia)
employed a D/t ratio of 60 [751]. Buckling took place during driving in very dense
sands in other major projects, which may have been exacerbated by chamfered pile
tip details and/or complex stepped pile specifications.

Furthermore, the corrosion allowance for piles made of steel must be accounted
for, which is normally considered by assuming reduced wall thicknesses of piles in
the assessment. In addition, piles should have a cathodic protection system to
provide the required design life. All internal and external surfaces (submerged or
buried) can be protected by galvanic anodes.

Moreover, effects of cyclic loading in both short-term (a few cycles) and
long-term (around a million load cycles or more) should be fully recognized and
accounted for in pile designs, which certainly influence the pile capacity and sta-
bility. For piles subject to frequent cyclic loading during their lifetime, the fatigue
damage of piles should be considered. For example, for piles supporting offshore
structures, the total fatigue damage times a safety factor (normally around 10 as
recommended by several offshore design guidelines) should be less than unity for
the design life of the platform. For a review of relevant fatigue calculation and
analysis methodologies; see Jia [123].

Jardine [750] stated that understanding of the ground’s reaction to driven pile
installation, and loading has lagged behind industry’s practical capabilities, and
design approaches are still in an imperfect state of evolution. In addition to
expensive offshore pile installation failures as demonstrated by Alm and his
co-workers [752], considerable mismatches have been found in other cases where it
has proved possible to check the industry-standard API/ISO recommendations in
tests on large offshore piles [753–755], even though those tests are expensive to
perform.
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The probability of failure of pile foundations is strongly dependent on how the
failure criterion is defined: it can differ significantly if the failure is defined as a full
mobilization of soil plasticity surrounding piles compared to that if the failure is
defined as the occurrence of local soil plasticity. For pile groups, the probability of
failure can also differ significantly if the failure is defined as the single pile failure
compared to that when the full capacity of the pile system is reached, which can
result in a few hundred times relative differences regarding the probability of
failure, and this relative difference is logically highest for the methods that predict
the lowest probability of failure. It is then important to know that this effect strongly
depends on the pile system and loading types. For example, the difference is higher
when more piles are involved. The relative difference may also be smaller when
piles are only subject to static loading. In this respect, analysis to verify the
development of soil–structure failure at various stages reflecting each failure cri-
terion and the associated probability of occurrence are desirable, which can be
carried out by a conventional static pushover analysis or more advanced analysis
such as incremental dynamic analysis or endurance time analysis [188].

Different from that of the in-place condition, the capacity control for pile driving
often requires an adoption of upper-bound values of soil properties. Moreover, the
driving fatigue to piles is an important task to perform. However, abundant offshore
pile foundations installed before 1990s were only checked against fatigue due to
environmental loading without a sufficient consideration of driving fatigue damage
to piles.

It is worth emphasizing that piles are not only used to carry the load of super-
structures but also to satisfy the serviceability limit on deformation. However, even
nowadays, the common engineering practice in pile design still focuses on
capacity-based design by providing sufficient capacity to carry loads, and the
estimation of deflections and settlement is often regarded as a secondary design
issue. This may partially be due to the common belief that it is more unreliable and
difficult to estimate deflection than capacity, even if the opposite may, in fact, be the
case [775, 776].

15.2 Representation of Piles, Surrounding Soils,
and Soil–Pile Interactions

Soil–pile–structure interaction is an important consideration in evaluating responses
of pile-supported structures, particularly in soft clays or liquefiable sands.
Figure 15.1 illustrates loads applied on piles due to soil–pile–structure interactions.

Several levels of methods are available to incorporate the influence of pile
foundations into the structural analyses, all of which belong to either a global
approach or a substructure approach.

The global approach models soils, foundations, structures, and soil–pile inter-
actions together. They can be either full 3D, or mixed 2D and 1D, or even 1D,

15.1 Capacity Control of Pile Foundations 467



whereas the substructuring approach analyzes soil foundations and structures sep-
arately. In the application of geotechnical earthquake engineering, there is a sig-
nificant difference between responses of shallow foundations and responses of piles
(and cap systems) due to the presence of soil–pile interactions, mainly attributed to
the varied kinematic seismic motions along the length of piles.

Depending on the method of modeling and the extent of modeling details,
various levels of soil–pile modeling are available:

1. Level 1 is to calculate the stiffness of a pile foundation at its interface with its
superstructure under anticipated level of external loading, followed by modeling
the stiffness (equivalent linear foundation model) directly at the superstructure’s
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Fig. 15.1 Forces applied on the piles due to soil–pile–superstructure interactions (Courtesy of the
College of Architecture and Civil Engineering, Beijing University of Technology)
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interface with the pile. Therefore, there is no need to establish a dedicated model
for the pile foundation. In practice, the stiffness in each degrees of freedom is
normally calculated by either assuming that piles are fixed at a depth (depends
on the soil and pile properties; see Sect. 15.4) and then calculating the stiffness
at the pile head by hand, or by applying a small change of displacement and
moment at the pile head and then calculating the pile stiffness numerically. This
method normally assumes linear spring stiffness and cannot be justified when
the pile is subjected to significant dynamic forces. However, under mild to
medium level loadings such as frequent mild ocean wave loadings that dominate
fatigue design of structures, linear stiffness foundation modeling is still most
widely used for structural analysis and recommended by various design codes or
recommended practices.

2. Level 2 is to use the substructure technique by cutting the pile at its top and
replacing it with nonlinear springs and dashpots. The essential part of level 2
modeling is to combine a linear or nonlinear analysis of superstructure with a
nonlinear analysis of the pile foundation modeling subjected to the forces
obtained from the analysis of superstructure using an iterative algorithm in three
phases: (1) reduction phase: the calculated load vectors and stiffness matrix at
superstructures are applied to pile heads; (2) solution phase: load vectors and
stiffness matrix in the reduction phase can be used to determine the responses
(forces or displacements, with displacements being more typical) in piles that
can be further applied on superstructures at their interface with piles;
(3) re-tracking phase: the displacement applied on superstructures enables a
re-tracking and calculation of the responses on superstructures based on the
displacements applied from the piles. The forces obtained at the top of the pile
model should be equal (with a tolerance error) but opposite to the calculated
forces in the superstructure model. Substructure modeling provides exact
solution for a linear system and can iterate to approximate the nonlinear effects
using equivalent linearization.

3. Similar to level 2 but being a type of global approach, level 3 is to model each
pile as a beam composed of a number of finite element beam elements and to
represent soil–pile interaction using nonlinear springs. This model is often
referred to as Beam on A Nonlinear Winkler Foundation (BNWF), which will
be elaborated in Chaps. 16 and 17. Moreover, modeling of superstructures is
included with the pile and pile–soil interaction modeling in the same analysis,
which is a type of direct analysis, normally adopted in a time history analysis.
The most distinguishing feature of the level 3 model lies in the fact that instead
of modeling real soil, the soil, and soil–pile interaction are represented by
mechanical components such as springs and/or dampers, thus reducing the
efforts required for modeling and analysis. With its advantages of being con-
venience and versatility in the modeling of pile foundations, level 3 modeling is
widely used in industry practice. However, it has several major drawbacks:
(1) the subgrade reaction is governed only by the pile displacement at the depth
where the soil reaction is considered, and the shear transfer between each two
adjacent layers of soil is ignored; (2) the support ends (reference stops shown in
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Fig. 15.2) of Winkler springs excited by seismic motions are based on free-field
response analyses, which ignore the coupled response between piles and sur-
rounding soils overlying bedrock subjected to bedrock excitations; (3) the
three-dimensional displacement pattern of the soil as the pile pushes into the soil
is ignored; (4) the spring stiffness values are foundation size dependent and
difficult to determine [756]. Despite the disadvantages listed above, level 3
modeling can well represent the nonlinearity of soil media and the
non-continuous contact (slippage and gap) between piles and surrounding soils.
More dedicated analyses (levels 4 and 5) to calculate soil–pile–structure inter-
actions include two-dimensional and three-dimensional modeling of piles and
soil continuum using finite element or finite difference methods. They can also
be categorized as a type of direct approach. Figures 3.37 and 19.9 show two
examples of three-dimensional modeling of pile–soil systems. Obviously, those
dedicated models are considerably more complex than that of the first three
levels of analyses. In levels 4 and 5 analyses, an accurate modeling of the pile–
soil interface is a key issue for many geotechnical problems. This is particularly
important for axially loaded piles, where one part of the pile’s total resistance is
provided by frictional resistance between the pile and the soil. The interface is
sometimes modeled by contact elements with friction angle and adhesion that
are different from the internal friction angle and cohesion of the soils, or by
interface elements with normal and tangential stiffness. For example, the
interface elements can be based on elements with pairs of nodes, where one

Fig. 15.2 Modeling of pile–soil interactions [757]
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node belongs to the pile element and one to the soil element, as illustrated in
Fig. 15.3. In many cases, the soil is also directly tied to the pile’s outer surface
at their interface by sharing the same node numbers at the same locations, with
an example shown in Fig. 15.4.

4. Level 4 is to model soils surrounding piles as a homogeneous elastic continuum,
and each pile is represented as an infinitely thin linearly elastic strip embedded
in an elastic medium [760–762].

Fig. 15.3 Ilustration of interface elements based on elements with pairs of nodes, where one node
(black nodes in the figure) belongs to the pile element and one (blank gray circles) to the soil
element [758]

Fig. 15.4 Soil is directly tied
to the pile’s outer surface at
their interface [759]
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5. Level 5 modeling often models the soil continuum surrounding piles by finite
element method and piles by beam or solid finite elements. The method can
account for the three-dimensional interaction, and both elastic and nonlinear
soils can be modeled by giving inputs of elastic constants (e.g., Young’s
modulus and Poisson’s ratio) or by adopting adequate nonlinear constitutive
relationships. This model has the advantages of being capable of performing
soil–pile–superstructure analysis in a fully coupled manner, without reverting to
independent calculation of sites or superstructure responses, or applications of
pile group interaction factors, as have been demonstrated by different
researchers [763–765].

Levels 4 and 5 modelings reflect the state of the art in treating soil–pile–structure
analysis. However, because of their complexity, in practice, levels 2 and 3, i.e.,
discrete models, where the soil and the soil–structure interface are idealized as
beams and Winkler springs, respectively, are relatively inexpensive and can easily
include inelasticity [766], and therefore reflect the state of the practice.

15.3 Winkler Foundation Modeling

In the modeling of levels 2 and 3, regardless of how complex the pile loading is, to
carry out an analysis to assess the pile foundation behavior and integrity, one must
reduce the soil behavior at each representative depth with simple load–deflection
curves, known as Winkler foundation modeling. A rational model for the pile–soil
system is shown in Fig. 15.2, in which the pile and surrounding soils are subdivided
into a number of discrete layers, the pile–soil interaction system is represented by a
series of nonlinear springs attached to the pile, and the springs transfer loads
between piles and surrounding soils. The characteristics of those springs can be
represented by the p-y, t-z, and Q-z curves, which are presented in various codes
and standards such as API RP2A [791] and ISO 19902 [91]. In a typical static
analysis or dynamic analysis other than the seismic analysis, the reference stops in
this figure are considered to be fixed. However, in a dynamic seismic analysis in
time domain, these stops are considered to follow the seismic excitations along the
depths of piles, which are normally determined by a separate site-response analysis.
This modeling is also adopted in finite element analysis as shown in Fig. 15.5, in
which the disks represent soil layers modeled by a series of springs attached to the
pile. The stiffness of springs not only vary with depth due to varied soil charac-
teristics but also vary with a variation in relative movement between soils and the
pile, i.e., the springs are nonlinear. Pile response is traced independently at nodal
points of the pile segments within each layer. In addition, the soil damping can be
accounted for by adding dashpots normally in parallel with the nonlinear springs.

It should be noted that the change in pile foundation stiffness due to the change
in pile–soil interaction stiffness can influence deflections and dynamics of super-
structures. By employing the modeling corresponding to level 2 or levels above
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level 2, a sensitivity study of dynamics (or even static responses) of superstructures
can then be performed to conservatively determine values of pile foundation
stiffness, which can be used in a structural analysis utilizing linear foundation
model (level 1).

The understanding of soil–pile–structure interaction in geotechnical engineering
is essential, even though it is far from matured [767, 768]. For example, many pile
damages have been observed in the Kobe earthquake in 1995 [769–771], as well as
in other earthquakes. The main difficulties in predicting the response of the soil–
pile–structure system arise from the highly nonlinear interactions of soil–pile, pile–
soil–pile, and soil–pile–structure [772]. This is mainly because dynamic behaviors
of soils, piles, and structures are coupled together through the pile cap.

Figure 15.6 shows a pile group foundation supporting a jacket subjected to two
subsequent ocean wave loadings, with the second wave having 93% of the
amplitude of the first wave. The time instants at the two peak wave loadings are
marked as points 2 and 5 in the left figure of Fig. 15.7, the points 4 and 6 indicate
two time instants with close to zero wave loading after the two peak wave loadings,
and point 1 is the time instant before the wave loading is applied on the jacket. The
right figure in Fig. 15.7 shows the global base shear–horizontal displacement

Fig. 15.5 Piles and surrounding soils visualized with disks representing soil layers modeled by a
series of springs attached to the piles. The relative size of the disks reflects the relative strength of
the soil weighting the soil capacity
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relationship. By comparing the three subsequent instants with close to zero loading
(points 1, 4, and 6), a non-reversible displacement of 0.06 m can be identified in
point 6 compared with point 1. Since during the entire wave loading process, the
jacket has only a slight local plastic deformation, and the pile itself remains elastic,
the non-reversible displacement is mainly attributed to the nonlinear soil–pile
interaction due to the occurrence of soil plasticity.

Under strong seismic excitations or other significant loadings, piles themselves
can develop significant inelastic deformations. In order to consider the inelastic
behavior of the piles, a modeling using plastic hinge or the fiber approach can be
adopted [773].

Under cyclic loading, the stiffness of piles decreases due to the excitation
intensity and contact conditions between the piles and the surrounding soils and
between the cap and soil surface, so that the resonant frequency decreases and
resonant displacement increases [774]. However, for piles with large diameters (>
2.5 m), the cyclic behavior of piles is different though it is not fully understood yet.

It should be noticed that in order to simulate a realistic nonlinear soil behavior,
the material (resistance) factor for soil–structure interaction analysis is often applied

Fig. 15.6 Piles supporting a jacket are subjected to two subsequent ocean wave loadings Courtesy
of Aker Solutions
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on the load side by defining target level(s) that accounts for both the load and
resistance associated uncertainty, even though this operation contradicts with the
theoretical background implied by the LRFD method (Sect. 1.13.2). Moreover,
because parameters associated with a lower pile–soil resistance are usually adopted,
p-y, t-z, and Q-z curves (Fig. 15.2) used for the modeling of pile–soil interaction are
often design curves, implying that the curves will generally lead to a lower estimate
of lateral and axial pile–soil resistance. In certain circumstances, a higher resistance
is more unfavorable (e.g., pile driving design) and therefore needs to be considered
in the relevant design.

It is noticed that the development of soil–pile–structure interaction analysis
under dynamic loading was mainly driven by the demands of the offshore energy
and nuclear power industries, and to a lesser extent by the demand from other
industry sectors.

15.4 Simplified Calculation of Pile Stiffness and Natural
Frequency for Pile–Structure System

15.4.1 Stiffness of Pile–Structure System

As a level 1 modeling presented in Sect. 15.2, for a preliminary estimation, the
bending stiffness at the pile head can simply be calculated as:

k0 ¼ 3EI
h3e

ð15:1Þ

Fig. 15.7 Global base shear–horizontal jacket top displacement (right) relationship of the jacket
(Fig. 15.6) at six different time instants shown in the left figure Courtesy of Aker Solutions
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in which he is called equivalent length (height) of pile–structure system. As shown
in Fig. 15.8, it is a hypothetical pile fully fixed at the base (as a cantilever, without
surrounding soils), which gives the same horizontal deflection x under the same
horizontal force Fx as the pile is inserted into flexible soils.

By assuming that each soil layer is homogeneous, isotropic, and linearly elastic,
and the pile behaves as a linear-elastic semi-infinite beam, he can be approximated
as [778]:

he ¼ hu 0:4þ 1:353
h
hu

� �
þ 1:875

h
hu

� �2

þ h
hu

� �3
" #1

3

ð15:2Þ

where hu ¼ 102:9EpIp
k

� �1
5
; Ep and Ip are the Young’s modulus and second moment of

inertia for the pile; k is horizontal subgrade reaction constant [779]; see Table 16.5
for its values.

Similar to the method presented above, for a simplified modeling of pile foun-
dation, in order to model the pile–structure system, the pile foundation can be
modeled as fixed at a distance ha (often called effective or apparent fixity length)

Fx

x

EI

ha

Fx

x

h

hu

EI
he

Fig. 15.8 Modeling of pile–soil stiffness from foundation–soil system (left) to its equivalent
counterpart with a full fixity at the pile’s bottom (right)
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below the mudline as shown in the right figure of Fig. 15.8. For stiff clays, this
apparent fixity length is around 3.5–4.5d; for very soft silts, it is 7–9d; and for a
general calculation without knowing the soil condition, an apparent fixity depth of
6d may be employed, where d is the diameter of the pipe pile.

More information regarding the equivalent length (height) can be found in [777].

15.4.2 Pile Head Stiffness

For long flexible piles loaded by a lateral load H and bending moment M at pile
head, Hetenyi [780] derived the deflection u and rotation h at the pile head as:

u ¼
ffiffiffi
2

p H
k

lc
4

� ��1

þ M
k

lc
4

� ��2

ð15:3Þ

h ¼ H
k

lc
4

� ��2

þ
ffiffiffi
2

p M
k

lc
4

� ��3

ð15:4Þ

In the two equations above, the subgrade reaction analysis of the pile with
bending rigidity EI embedded in soils with the subgrade reaction constant k yields a
critical length of pile lc ’ 4 [EI/k]1/4, beyond which the pile behaves as if infinitely
long and then the length of the pile does not influence the deformation at the pile
head [781, 782].

15.4.3 Natural Frequency of Non-uniform Beams

In engineering practice, non-uniform beams, such as monopile structures support-
ing offshore wind turbines shown in Fig. 15.9, are sometimes constructed in the
form of a stepped beam, for which the mass ðmiÞ and stiffness ðEiIiÞ within each
constant cross-sectional segment can be assumed to be constant. A concentrated
mass M is located at the tip of the beam.

Consider the physical realization of a monopile structure with varied stiffness
and mass as shown in Fig. 15.10. By assuming an approximate vibration mode
shape XðzÞ, the deflection of the beam at position z and time t can be written as:

XðzÞ ¼ 1� cos
p z
2H

� �� �
ð15:5Þ
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Fig. 15.9 Monopile structures supporting offshore wind turbines

Fig. 15.10 Physical
modeling of a cantilever
stepped beam (E(i)Ii, li, mi are
the bending stiffness, weight
per unit length and mass at zi,
respectively)
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By using the Rayleigh energy method [123], the natural frequency of the stepped
beam can be calculated as:

x2
n ¼

p4

16H4

PN
i¼1 EiIili cos2 pzi

2H

� �
PN

i¼1 mili 1� cos pzi
2H

� �	 
2n o
þM

ð15:6Þ

where li is the length for segment i.
Furthermore, the monopile structure has foundation stiffness at its base, which

can be modeled as rotational and translational coupled springs at mudline to rep-
resent pile head stiffness, as shown in Fig. 13.6. The natural frequency of the rigid
beam with only foundation’s rotation stiffness kr and tip mass M presented is:

x2
r
¼ krRH

0 qðzÞAðzÞz2dzþM
� � ð15:7Þ

The natural frequency of the rigid beam (bending stiffness is infinitely high) with
only foundation’s lateral stiffness kh and tip mass M presented is:

x2
h
¼ klRH

0 qðzÞAðzÞdzþM
� � ð15:8Þ

The stiffness of the system by including the flexibility of the beam and foun-
dation can be taken as the individual beam stiffness (kb), the foundation’s lateral
stiffness (kh) and rotation stiffness (kr) working in series. The natural frequency is
[783]:

xtotal ¼ resultant stiffness of the entire system
sum of the equivalent stiffness for springs in series

¼ 3
PN

i¼1 EiIili cos2 pzi
2H

� �
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where ðEIÞeq ¼
PN
i¼1

EiIili cos2 pzi
2H

� �
=H

meq ¼
XN
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mili 1� cos
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2H

� �h i2 �
=H
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Cfoundation ¼ 3ðEIÞeq
KeqH

Keq ¼ krkhH2

kr þ khH2

The term Cfoundation reflects the flexibility of the foundation, which varies
between 0, for a very stiff foundation, and 0.5 for a reasonably flexible foundation.

In many cases, the simplified methods are not applicable because there is no
information on lateral deflections [784]. Moreover, the simplified method cannot be
used for analyzing pile groups. In these cases, numerical methods are preferred.

15.5 Increasing Existing Pile Foundation Capacity
for Offshore Structures

There are several measures to increase the capacity for existing pile foundations,
such as the installation of pile plugs to increase end-bearing capacity, infilling of
scour pits to re-establish overburden pressure and to provide scour protection,
inserting piles, “piggyback” piles, belled footings at pile tip, ballasting of piles to
reduce critical tension loads and use of mudmats.

Jardine [750] and Price [785] discussed the drawbacks of those mitigation
measures and pointed out that the mudmats may not be efficient to increase the pile
foundation capacity due to creep and relative rates of mobilization of soil resistance
between pile and mudmat, problems with scour, and uncertainties of connection to
piles. Moreover, there is no agreement regarding whether pile plugs should be
installed at the pile tip or at the top of the soil plug. Inserting piles and belled
footings may only be effective on existing platforms with skirt piles unless work is
done soon after pile installation before heavy topside modules are placed.
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Chapter 16
Lateral Force–Displacement
of Piles—p-y Curve

16.1 Introduction to p-y Curve

Many types of loading such as those induced from earthquakes, wind, ocean waves,
traffic (bridges), thermal movement, water pressures (dams), and blast loads can
generate lateral forces on vertical piles with a direction perpendicular to the axial
direction of piles.

Piles resist lateral loads via shear, bending, and earth passive resistance. Thus,
their resistance to lateral loads depends on pile stiffness and strength (pile config-
uration, in particular the pile length to diameter ratio, plays an important role in
determining pile stiffness, hence its ability to resist shear and bending moments),
soil type, soil stiffness, soil strength, and end conditions (e.g., fixed end versus free
end) [31].

It is noted that, subject to lateral loading, the soil’s lateral resistance and lateral
pile stiffness are dominated by the characteristics of soils near the applied lateral
loading, i.e., typically near the surface of soils. The soils below a certain depth do
not significantly contribute to the lateral resistance and lateral pile stiffness, which is
due to the pile’s lateral deformation profile as shown in Fig. 16.1. This is different
from the case when piles are subject to axial loading, in which soils along the entire
effective length of piles contribute to axial resistance and axial pile stiffness as
shown in Fig. 17.3.

Three methods are available to estimate the response of laterally loaded piles:
elastic method, ultimate load method, and finite element method.

In the elastic method, the response of piles is calculated based on the assumption
that the soil and the pile behave as elastic materials. Obviously, the ultimate pile
resistance cannot be calculated based on the elastic method.

As a type of ultimate load method, by omitting the shear transfer between
adjacent soil layers, the lateral resistance can be modeled with a series of uncoupled
horizontal springs, known as Winkler springs, shown in Fig. 15.2. Each Winkler
spring is represented with a lateral load–displacement curve to simulate the
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mobilization of resistance from surrounding soils when the pile deflects, this load–
displacement curve is normally referred to as p-y curve. The method of modeling
the nonlinear soil springs using p-y curve is generally known as the p-y curve
method, originally developed by Reese and his co-workers in 1970s [786, 787].
Semiempirical methods are normally used to estimate the p-y curves. The p-y curve
can be used to solve problems including different soil types, layered soils, nonlinear
soil behavior, different pile materials, cross sections, and different pile head con-
nection conditions.

Subjected to horizontal loading, a pile embedded in soils can be modeled by the
equilibrium equation:

EI
d4y
dz4

� N
d2y
dz2

þ pþ q ¼ 0 ð16:1Þ

where y is the lateral deflection at a depth z along the pile; EI is the bending stiffness
or flexural rigidity of the pile; N is the axial force in the pile; p = −Esy is the soil
reaction per unit length; Es is the secant modulus of soil reaction; q is the lateral
distributed loads; the ratio p/y at any deflection represents the secant soil stiffness
corresponding to that deflection.

To solve the equation above, boundary conditions for bending moments, shear
forces, and rotations of the pile have to be defined:

Fig. 16.1 Deformation of a
pile subject to lateral loading,
soil resistance, and pile
stiffness is mainly contributed
by soils close to soil surface
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M ¼ �EI
d4y
dz4

ð16:2Þ

Q ¼ � dM
dz

þN
dy
dz

ð16:3Þ

h ¼ dy
dz

ð16:4Þ

Figure 16.2 gives an example of deformation profiles, rotations, and the corre-
sponding shear force and bending moment distribution along a pile’s length. The pile
has a diameter of 5 m and wall thicknesses varying from 0.12 m at top 10 m, 0.1 m
from 10 to 20 m, and 0.08 m from 20 to 30 m. The pile is embedded in a sandy soil
site. If one changes the pile diameter to 2.134 m and wall thickness into half of the
original one, the deformation profiles, rotations, and corresponding shear force and
bending moment distribution along the pile’s length are illustrated in Fig. 16.3. It is
observed that the pile’s lateral/horizontal displacement increases significantly, while it
reaches almost zero at a depth of 20 m below the soil surface. This is different from
the original case (Fig. 16.2) with a pile diameter of 5 m, which shows that the lateral
displacement at the pile tip (30 m below soil surface) is −0.01 m, indicating that the
entire pile length is effective to contribute to the lateral resistance and stiffness. The
maximum bending moment occurs at around 20 m depth for both cases, while for the
case with smaller pile diameter, the value of the maximum bending moment is
slightly lower due to the flexibility of the smaller diameter pile.

It is noticed that, for both clay and sand, the establishment of the p-y curves
requires the determination of the ultimate lateral resistance pu. The methods pro-
posed by Matlock [788] for soft clays, by Reese et al. [789] for stiff clays, and by
Reese et al. [786] and O’Neill and Murchison [789] for sands are often adopted to
determine the p-y relationship.

The spacing between each two adjacent Winkler springs can be determined
based on criteria that at least seven springs should be modeled in the natural
deflection wavelength of a pile on elastic foundation. The wavelength can be simply
calculated as:

l ¼ 2p4

ffiffiffiffiffiffiffiffiffiffi
4EpI
pld

s
ð16:5Þ

where Ep is the Young’s modulus of a pile under study; I is the second moment of
inertia of the pile’s cross section; d is the pile diameter; and pl is the soil pressure
per unit deflection per unit length of the pile.

For piles with diameters of up to 2.5 m, the lateral force–displacement rela-
tionship using p-y curves gives a good estimation of pile deflection. The soil is
herein simulated by a number of uncoupled spring elements along the pile shaft.
The corresponding p-y curves are usually taken from offshore guidelines by, for
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example, the American Petroleum Institute [790–793] or Det Norske Veritas [794].
These guidelines recommend p-y approaches for different types of soils to reflect
the respective load–displacement characteristic. Sand soils are often modeled by
using the p-y approach originally developed by Murchison and O’Neill [795]. DNV
describes the response of soft clays by the p-y relationship of Matlock [788]. In
contrast, API uses approximated curves following the approach by Matlock [788].

Fig. 16.2 Deformation profiles, rotations, and the corresponding shear force and bending moment
distribution along the pile’s length, for a 5-m-diameter steel monopile, subject to a lateral/
horizontal loading of 10,000 kN and a bending moment of 50,000 kNm at the pile head. The
calculation is performed using IGtHPile (Institute of Geotechnical Engineering, Leibniz University
Hannover)
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The corresponding original approaches are based on field tests with diameters
smaller than 0.61 m for sands and equivalent to 0.32 m for soft clay. The
experiment-derived p-y curves were extrapolated to arbitrary pile dimensions and
soil conditions by means of theoretical analysis. As p-y curves such as the ones
recommended by API were originally developed for small diameter and flexible

Fig. 16.3 Deformation profiles, rotations, and the corresponding shear force and bending moment
distribution along the pile’s length, for a 2.134-m-diameter steel pile, subject to a lateral/horizontal
loading of 10,000 kN and a bending moment of 50,000 kNm at the pile head. The calculation is
performed using IGtHPile (Institute of Geotechnical Engineering, Leibniz University Hannover)

16.1 Introduction to p-y Curve 485



piles, they generally yield a stiffness excessively high for large-diameter piles under
significant lateral loading [796–798] and excessively low under small magnitude of
loading, as will be discussed in Sect. 16.8.

Despite this limitation, p-y curves are still the predominant design and analysis
method for calculating lateral responses of many pile foundations. For example,
they are the method recommended by the offshore wind turbine design guideline
DNV-OS-J101 [794]. This is because even if higher accuracy finite element models
are available, they lead to a significant increase in modeling complexity. Also,
experimental pile testings for large-diameter piles are rare because they are rather
expensive to perform.

It should be noticed that, within a certain pile length determined by the pile
cross-sectional dimension and soil condition, the embedded length has a domi-
nating influence on controlling lateral displacements and rotations, as illustrated in
Fig. 16.4, which shows that the calculated lateral pile head displacements and
rotations of a large-diameter pile subject to a combined lateral force and bending
moment at its head.

Even though in this book only p-y curves for clay and sand will be presented,
readers need to bear in mind that the p-y curves for rock can also be established in a
similar way, by using the basic rock and rock mass properties such as compressive
strength of intact rock, rock quality designation, and initial modulus of rock. For
details on this topic, Reese [800] is recommended.

Before leaving this section, it is worth mentioning that the calculation of ultimate
lateral resistance of a pile almost always involves a consideration of plastic failure
in both the pile and the soil, which is different from the determination of axial pile
capacity, as will be discussed in Chap. 17. Sections 16.2 and 16.3 will present the
method to calculate the ultimate resistance of clay and sand, respectively.

16.2 Calculation of pu for Clays

Subject to pile loading, the ultimate resistance of clay pu is generally related to the
lowest value of two possible failure mechanisms: a wedge failure mechanism
(Fig. 16.5) at shallow depths and a flow failure (Fig. 16.6) around the pile at greater
depths. This dual approach is implemented in most of the proposed p-y curve
expressions.

For the wedge failure mechanism at shallow depth, it is also accompanied by the
failure of ground (Fig. 16.5) in front of the laterally loaded pile, which can extend
for several pile diameters in front of the pile. In addition, the soil is pushed around
the sides of the pile, leading to an active failure or a gap beside the pile.

For the flow failure at greater depth, the soil has to move around the pile but
stays in the same horizontal plane through the motion because the overburden
pressure is capable of restraining the ability of the soil to move vertically.
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Fig. 16.4 Lateral displacement (upper) and rotations (lower) of a pile head varied with the
embedded length. The pile head is subject to a lateral load of 10,000 kN and a bending moment of
50,000 kNm, the circular pile cross section has a diameter of 4 m and wall thickness varying from
0.08 to 0.12 m, and the pile is embedded in sand soils; the calculation is performed using IGtHPile
(Institute of Geotechnical Engineering, Leibniz University Hannover) and the p-y curve formulated
by Thieken et al. [799]
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For clays, below a certain depth (typically 1.5 times the pile diameter), they are
confined so that plastic flow around a pile occurs only in horizontal planes as shown
in Fig. 16.6. The ultimate resistance per unit length of pile may be expressed as:

pu ¼ Npsu ð16:6Þ

where su is the undrained shear strength of clays; Np is a non-dimensional ultimate
resistance coefficient, which is increased to up to 9 [781] with depth. However,
using 9su to calculate the ultimate resistance is a largely empirical method and has
no solid theoretical justification.

Fig. 16.5 Near ground
surface, a pile will fail by
shearing forward, i.e., pushing
a passive wedge of soils up in
front of it

Pile movement

Fig. 16.6 At depth, plastic
flow around a pile occurs only
in horizontal planes
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Because, at locations close to soil surface, the pile will fail by shearing forward
as shown in Fig. 16.5, the failure mode is a type of three-dimensional wedge
failure. The corresponding Np using the equation above can be taken in the range of
2–4, depending on whether the pile segment is considered as a plate with only
frontal resistance or if it is a square cross section with soil shear acting along the
sides, with its value being equal to 3 for cylindrical pile [788]. This value is based
on limiting equilibrium solution for a smooth pile–soil interface.

The ultimate resistance of clay per unit length along the pile not only increases
with the increase of depth z measured from soil surface downward, but also
increases with the increase in overburden pressure rz, which can be expressed
empirically by the following two equations [801]:

pu ¼ 3su þ rz þ Jsu zj j=d
¼ 3su þ c0 zj j þ Jsu zj j=d

ð16:7Þ

pu � 9su ð16:8Þ

where J is a dimensionless empirical constant depending on the consistency of the
clay and can be taken as 0.25 for stiff clay (e.g., often encountered in the North Sea)
and 0.5 for soft clay (e.g., often encountered in the Gulf of Mexico and offshore
areas in East Asia); c′ is the effective density of soils (see Sect. 1.4 for its defini-
tion); and d is the pile diameter.

In the first of the two equations above, readers may notice that the units between
Jsu zj j=d and c0 zj j are not consistent. Therefore, the item Jsu zj j=d may be replaced by
Jsu zj j=ðd � s2Þ to make the units between the two items consistent, where s is
second.

The first item in the right-hand side of the first of the two equations above
indicates the lateral resistance at soil surface with a value of 3su, the second term
indicates the contribution from the overburden pressure, and the third item can be
taken as a geometrically related restraint that even a weightless soil around a pile
would provide against upward flow of the soil [788]. Moreover, due to rapid
deterioration under cyclic loadings, the ultimate static resistance should also be
reduced for cyclic design considerations [790].

It is noticed that in any case, pu should be lower than 9su; i.e., at certain depth XR

and below, the strength of soil is constant and does not increase with depth. This
depth is called depth of transition, which can be determined as the point of first
intersection of the two equations above:

XR ¼ 6d
c0d
su

þ J
ð16:9Þ

Since su varies with depth, the solution of the equation above may be obtained
numerically or graphically. XR should normally not be less than 2.5 times the
average diameter of the pile as recommended by API [790].
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Again, in the equation above, the item c0d
su

may be replaced by c0d
sus2

to make the

unit between the item c0d
su

and J consistent.
Note that the equations above only apply to soft clay. For stiff clay with

su > 96 kPa (some studies define this limit as 100 kPa), the lateral resistance varies
between 8su and 12su.

It is worth mentioning that in a later study to analytically derive the ultimate
lateral soil resistance, Randolph and Houlsby [802] presented that the ultimate
lateral soil resistance is strongly dependent on the pile–soil interface, which
develops in front of a laterally loaded rigid circular disk, the ultimate lateral soil
resistance is 11.94su for a completely rough pile–soil interface, and this value
changes to 9.14su for a smooth interface.

16.3 Calculation of pu for Sands

Similar to clays, two major failure modes occur at depth and near the soil surface:
Below a certain depth, they are confined so that plastic flow around a pile occurs
only in horizontal planes; near the soil surface, the resisting force is assumed to be a
three-dimensional wedge, but active soil pressures are also assumed to act with the
pile displacement and so reduce the ultimate pressure [27]. The ultimate lateral soil
strength/resistance of sand has been empirically found to vary with depth.

Based on a study by O’Neill and Murchison [789], at shallow soil depth, the
soil’s ultimate lateral strength per unit length can be calculated as:

pus ¼ ðC1 zj j þC2dÞc0 zj j ð16:10Þ

At deeper depth, the lateral ultimate strength per unit length can be calculated as:

pud ¼ C3dc
0 zj j ð16:11Þ

where C1, C2, C3 are the lateral resistance coefficients dependent on the effective
internal friction angle of sands, which are given in Table 16.1 according to API
[790]; c′ is the effective density of soil; d is the pile diameter.

In practice, at a given depth, the smallest value calculated from the two equations
above should be used as the ultimate bearing capacity [790]:

pu ¼ minðpus; pudÞ ð16:12Þ
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16.4 Constructing p-y Curves for Clays

The establishment of p-y curves is influenced by the type of soils, the type of
loading, the remolding due to pile installation, the effect of scour, and the effect of
mud slide forces.

The basic method to construct p-y was initially proposed for soft clays with a
parabolic curve shape as shown in Fig. 16.7, based on the establishment of non-
linear load–deflection curves from lateral resistance pu, and a strain level ec, being
the strain value that occurs at 50% of the maximum principal stress in laboratory
undrained compression tests of undisturbed soil samples. If no values of ec are
available, the ones proposed by Skempton (Table 16.2) [803] may be used.

In numerical analysis, p-y curves for clays are discretized and represented at a
number of discrete points. For example, in the p-y curve for clay adopted by API
[790], the first discrete point is at half of the ultimate lateral resistance pu as shown
in Tables 16.3 and 16.4. In these tables, p is the actual lateral resistance in kN/m;
y is the actual lateral deflection.

Theoretically, the initial tangent modulus for a parabolic curve assumed for a
clay p-y curve is infinite at zero deflection. Even though this is not realistic, since
pile deflection at significant soil–structure interaction zone (e.g., at upper 8 pile

Table 16.1 Values of C1,
C2, C3 as a function of angle
of internal friction /0 [790]

Angle of internal friction /0 (°) C1 C2 C3

20 0.6 1.5 8.5

21 0.7 1.6 9.6

22 0.8 1.7 10.8

23 0.9 1.8 12.2

24 1.0 1.9 13.8

25 1.1 2.0 15.6

26 1.2 2.1 17.6

27 1.3 2.2 19.9

28 1.4 2.3 22.5

29 1.6 2.5 25.4

30 1.7 2.6 28.7

31 1.9 2.7 32.4

32 2.1 2.9 36.6

33 2.3 3.0 41.4

34 2.5 3.2 46.7

35 2.8 3.4 52.8

36 3.1 3.6 59.6

37 3.4 3.8 67.4

38 3.8 4.0 76.1

39 4.2 4.2 86.0

40 4.6 4.4 101.5
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diameter from the pile head downward) is well above the deflection range valid for
using initial tangent modulus, the infinite value of initial tangent modulus rarely
causes real problems when pile foundations are subjected to design ocean wave
loading or earthquake loading.

To convert from strains measured in laboratory triaxial tests (Sect. 1.9.3) into
pile deflections, the following relationship is used to calculate the reference dis-
placement yc, which is taken as the displacement of pile that occurs at 50% of the

Fig. 16.7 Establishment of
p-y curves for soft clays [788]

Table 16.2 Typical values
of ec [803]

Consistency of clay ec
Soft 0.02

Medium 0.01

Stiff 0.005

Table 16.3 p-y curve for soft
clays under short-term static
loading [790, 791]

p/pu y/yc Point marked in Fig. 16.7

0 0 o

0.50 1.0 a

0.72 3.0 b

1.00 8.0 c

1.00 ∞

Table 16.4 p-y curve for soft
clays under cyclic loading
[791]

z > XR Z < XR Point marked in Fig. 16.7

p/pu y/yc p/pu y/yc
0 0 0 0 o

0.5 1.0 0.5 1.0 a

0.72 3.0 0.72 3.0 b

0.72 ∞ 0.72ˑz/XR 15.0 c/d

0.72ˑz/XR ∞
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ultimate soil resistance. When the ultimate soil resistance is reached, the clay is
assumed to remain ideally plastic:

yc ¼ A ecd ð16:13Þ

A is a constant that varies from 0.35 to 3.0 and is often taken as 2.5 (the value
adopted in API).

The part of the pre-plastic portion under static loading can be approximated with
a parabola:

p
pu

¼ 0:5
y
yc

� �1=3

for y � 8yc ð16:14Þ

When the lateral displacement reaches yc, no post-peak degradation is assumed:

p
pu

¼ 1:0 for y[ 8yc ð16:15Þ

Based on full-scale lateral load tests on a 0.3-m-diameter instrumented steel pipe
pile embedded in soft clay deposit at Lake Austin, Texas, Matlock [788]
back-computed p-y curves from the test results. Table 16.3 shows the characteristic
shape of the soft clay p-y curves under static loading case. For the case where
equilibrium has been reached and piles are subjected to cyclic loading, the p-y curve
can be established as shown in Table 16.4. The p-y curves for soft clays under both
static and cyclic loadings are summarized and compared in Fig. 16.7, which
comprise three segments.

In API 2007 [792], two additional points are added between point O and point A
for soft clays under short-term static loading, with p/pu = 0.23 when y/yc = 0.1 and
p/pu = 0.33 when y/yc = 0.3, regardless of whether z > XR or z < XR. The two
additional points are indicated by bold points in the left figure in Fig. 16.8, which
give a smoother curve at the low level of lateral loading.

Even though in engineering practice, p-y curves characterized by the API rec-
ommendations essentially describe an approximation of the Matlock curve by four
[790, 791] or six points [53] on the p-y curves that are connected linearly, compared
to the original Matlock curve [788], the curves defined by API can be significantly
different. This difference is illustrated in the right figure in Fig. 16.8, which shows
that the initial stiffness between the Matlock curve and the curves defined by API is
not close to each other. This can severely affect the foundation stiffness and
dynamic characteristics of the superstructure, even though it is not fully recognized
by many geotechnical engineers.

For stiff clays with su > 96 kPa (some literatures use 100 kPa), the stiffness and
strength under cyclic loadings are greatly degraded, as shown in Fig. 16.9, which
can be used for modeling piles under quasi-static loading. By comparing Figs. 16.7
and 16.9, it is noticed that, due to the more brittle behavior of stiff clay than that of
the soft clay, particularly the post-peak portion of p-y curves has to be modified by
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accounting for the stiffness degradation; i.e., stiff clay may experience more severe
cyclic degradation. The degree of this degradation strongly depends on the specific
stiff clay soil condition. For example, in fully saturated stiff clays at a deepwater
site, a significant degradation in the post-peak portion may be considered [804].

Apart from a normal cyclic loading condition, after a significant cyclic loading
process, gaps (cavities) may appear between the upper part of a pile and its sur-
rounding soils, together with remolding, leading to a decrease in soil stiffness.
Therefore, in case of reloading after the previous (more intensive) cyclic loading, a
modification of the p-y curve by accounting for the previous loading is needed,
which is shown in Fig. 16.10. At greater depths, overburden pressure will prevent
gapping and may fill up the gaps, but remolding may still cause softening.
However, the modification of the p-y curves may not be necessary because the
lateral deflection at depth is small.

Practically, for offshore structures, a storm condition with 3–20-year return
period of wave loading may be used to calculate the maximum lateral deflection,
followed by the modeling of p-y curve as shown in Fig. 16.10.

Moreover, it is worth mentioning that, with time, gaps created due to intensive
loading may be filled with soils. If the filling material is clay, the increase in the

Fig. 16.8 Illustration of p-y curve according to Matlock [788] and approximation of the Matlock
curve by API recommendations. The two additional points defined by API [792] compared to API
[791] are emphasized by bold font in the left figure [849]

0.21 y/yc

p/pu

0.5

1.0 15

Cyclic resistance where z>XR

Cyclic resistance where z<XR

0.5(z/XR)

o

Cyclic resistance where z=0

0.3

Fig. 16.9 Establishment of
p-y curves for stiff clays
(modified Matlock approach)

494 16 Lateral Force–Displacement of Piles—p-y Curve



lateral resistance is negligible, while if the filling material is sand (e.g., with a sand
layer on top of a clay layer), there will normally be a significant improvement of
lateral resistance.

Based on centrifuge tests [805] and finite element analyses [806], Jeanjean [805]
proposed p-y curves as:

p
pu

¼ tanh
Gmax

100su

y
d

� �1=2� �
for y� 8yc ð16:16Þ

where Gmax and su are the initial shear modulus and undrained shear strength,
respectively.

Note that in the equation above, Gmax/su is the only parameter that controls the
shape of p-y curves, and the effects of stress–strain response beyond the initial shear
modulus stage are not accounted for.

For a review of p-y curves for clays, O’Neill and Gazioglu [807] is recom-
mended, which summarizes the Matlock soft clay p-y curve [788] along with other
available stiff clay p-y curves and also reconciles the so-called pile diameter effects,
and eventually recommends an alternative p-y curve for clays.

16.5 Constructing p-y Curves for Sands

Based on a study including both theoretical and field test of lateral loaded piles with
a diameter of 610 mm in sands, Fig. 16.11 shows a schematic p-y curve for sands,
which comprises an initial portion of a straight line with a constant slope repre-
senting the elastic behavior, followed by a hyperbolic (nonlinear) curve until it
reaches the soil resistance pu, after which the p-y curve becomes flat and extends to
certain extent.

API RP2A [792] recommends that, in case no more information is available, the
Reese’s sand p-y curve [786] at depth z may be determined by (Fig. 16.11):

Fig. 16.10 Modified p-y
curve to account for the
previous more intensive
loading
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p ¼ puA tanh
kz
Apu

y

� �
ð16:17Þ

where pu with the unit of kN/m is the ultimate resistance of the sand at depth z; the
factor A accounts for cyclic or static loading, which is determined by fitting the
theoretical value of pu (Sect. 16.3) to field test results: under static loading
A = (3.0 − 0.8z/d) � 0.9 and under cyclic loading A = 0.9 at all depths, which is
based on measurements; for static loading, the multiplier A is such that the lateral
resistance at large displacement in sand can be as much as three times the repre-
sentative resistance, but A reduces rapidly with z and is 0.9 for depths greater than
2.625d; d is the diameter of piles; k is the initial modulus of subgrade reaction
measured in force per volume unit (kN/m3), and it increases linearly with depth and
is determined as a function of the internal angle of friction /′ and the relative
density as shown in Table 16.5, but is assumed to be independent of pile properties;

Fig. 16.11 Schematic
representation of p-y curve for
sands

Table 16.5 Initial modulus of subgrade reaction k varied with the angle of internal friction /0 and
the relative density for sands below water table [791]

Sand condition /0 (°) Relative density (%) Subgrade reaction k (kN/m3)

Very loose <29 20 265.7

Loose 29–30 25 426.3

30 553.6

35 744.6

40 996.4

Medium dense 30–36 45 1356.3

50 1716.1

55 2026.1

60 2491.1

Dense 36–40 65 2850.9

70 3293.8

75 3792.0

80 4262.6
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kz is called subgrade modulus (which is the initial slope of the p-y curve as shown
in Fig. 16.11, also called initial bedding stiffness Epy); y is the lateral deflection.

From the equation above, it is noticed that p-y curves for sands are essentially
controlled by the initial stiffness of the soil kz and the ultimate resistance pu. Even if
kz is assumed to be independent of pile diameter, the entire Reese’s p-y curve is
essentially pile diameter-dependent due to the influence of pu (Sect. 16.3).
Therefore, the equation to calculate p-y curve that is independent of pile diameter is
only true for initial tangent modulus of the p-y curve. At any nonzero deflection
values, the secant stiffness will be dependent on both the initial tangent modulus
and pu that is strongly dependent on pile diameter. Moreover, for piles with
diameters larger than 2.5 m, k is also dependent on the pile diameter, as will be
discussed in Sect. 16.8.2.

For soil below the water table, Augustesen et al. [808] proposed that k can be
calculated as:

k½MN=m3� ¼ 0:008085/0 2:45 � 26:09 for 29\/0\45� ð16:18Þ

As aforementioned, different from that of clays, the gaps created due to intensive
loading in sands will normally be filled. Therefore, the effects of gaps for sands are
normally neglected.

It should be noticed that the hyperbolic p-y curve described above is based on
the testing of two identical, instrumented piles installed at Mustang Island [844].
The tests included a total of seven load cases, but were conducted for only one pile
diameter, one type of sand, and circular pipe piles. A change in any of these factors
might affect the behavior of a laterally loaded pile. For example, the slenderness
ratio (the embedded length/pile diameter) of the Mustang Island test piles is 34.4,
which is considered as flexible, while the slenderness ratios for many piles for
offshore applications (such as monopiles used for offshore wind turbine founda-
tions) are much less than 30. Therefore, validations of p-y curve used for stiff piles
are needed.

Furthermore, modern offshore wind turbine foundations only allow small pile
head rotations and have strict requirements on the foundation stiffness due to res-
onance sensitivity in the serviceability, while the initial bedding stiffness kz is
independent of pile properties. Carter [859] and Ling [860] postulated that Es

(associated with the initial bedding stiffness) increases for larger-diameter piles
(Sect. 16.8.3.5). By studying the results obtained from both testings and numerical
analyses, Sørensen et al. [835] also concluded that initial bedding stiffness is highly
affected by the pile diameter. On the other hand, Terzaghi [779], Ashford and
Juirnarongrit [837], and Fan and Long [838] stated that effects of pile diameter on
the initial bedding stiffness are insignificant.

Moreover, initial bedding stiffness kz is proportional to depth z. Researchers
[835, 836] argued that this assumption is non-conservative at large depth, and a
nonlinear stiffness should be used in such contexts instead.
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16.6 Effects of Cyclic Loading on p-y Curves
and Structural Dynamic Response

Compared to land-based structures, offshore environments pose additional chal-
lenges due to large numbers of ocean environmental load cycles. Cyclic loadings,
either static or dynamic, acting on the foundations of offshore structures are likely
to cause major changes to the bearing capacity of the foundations. Lateral cyclic
loading of pile foundations can lead to deflections of the pile head which, if large
enough, place considerable stress on the soil close to the pile head, with pile
deflections being increased with an increase in number of load cycles. Furthermore,
transient changes/accumulation of pore-water excess pressure around piles may
reduce the soil resistance. Moreover, in cohesive soils underwater, permanent soil
deformation may cause the formation of gaps between piles and soils, and a
de-stabilization of the near-surface area, which reduce the bearing capacity of lat-
erally loaded piles.

Cyclic loading effects are more significant for offshore wind turbine supporting
structures as the static loads are relatively small compared to usual offshore oil and
gas platforms, and the number of cyclic loadings is significantly higher than that of
offshore platforms. For example, in the service life of an offshore structure, the
number of cyclic loadings due to environmental loading is around a few million
cycles (mainly due to waves) for an offshore platform, but this number is increased
by more than 10 times (due to wave-, wind-, and turbine blade-induced loading) for
an offshore wind turbine supporting structure. Therefore, cyclic loading due to wind
and wave actions becomes more important. This can cause a change in the natural
frequency of the offshore wind turbine–foundation system, posing additional
challenges for the design of wind turbine foundations as they are sensitive to
changes in natural frequency.

Therefore, even though these issues are still not fully understood, the effect of
cyclic loading in both short term (a few cycles) and long term (around a million
load cycles or more) should be fully recognized and accounted for in pile designs.

In saturated soils, extreme short-term cyclic loading often involves a
pore-pressure buildup that can result in liquefaction and foundation failure. This is
more apparent for large-diameter pile foundations, such as monopiles commonly
used in offshore wind farms as shown in Fig. 16.12, which usually comprise a
foundation pile with a diameter of a few meters. This is due to the progressive
reduction of pore volume as the sand contracts under cyclic loading and the
inability of soils to completely dissipate the overpressure between consecutive
cycles. The advancing accumulation of excess of pore-water pressure has the
consequence of a gradual decrease of effective stress in soils and the shift of the
stress paths toward regions of lower confining pressures, which for the case of
dense sands can lead to local phenomena such as cyclic mobility and considerable
plastic deformations. Therefore, even if liquefaction does not take place, the
foundation can still experience a softening and the appearance of residual
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displacements. On the other hand, the effects of the long-term cyclic loading on the
pile’s embedment and progressive inclination must also be fully recognized [809].

It is well known from various experimental investigations that the deflection of a
horizontally loaded pile generally increases under cyclic loading. The deterioration
in soil resistance due to cyclic loading is most significant at shallow depths with
large lateral pile deflections. By applying cyclic loading on flexible piles in
homogeneous sands, Hettler [810] showed how the horizontal displacement of pile
head increases with the increase in the number of load cycles, as illustrated in
Fig. 16.13.

The increase in lateral head deflection has been found to be influenced primarily
by the number of load cycles and is normally assumed to be independent of the load
amplitude. Furthermore, as long as the cyclic load amplitude is well below the
ultimate pile capacity, sedation behavior can be expected, which means that the
deflection rate decreases with increasing number of load cycles. Little and Briaud

Fig. 16.12 A monopile used
as offshore wind turbine
foundation

Fig. 16.13 Horizontal pile
head displacement (yHead)
increases with the increased
number of applied load cycles
[810, 811]
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[812] proposed an equation to estimate the lateral displacement yN of pile heads due
to N load cycles, which fits the cyclic displacement curves of piles [813]:

yN ¼ y1 � Nm ð16:19Þ

where m is an empirical degradation parameter, which ranges from 0.10 to 0.25 for
rigid piles [814], 0.04–0.09 for flexible piles [812], and 0.136 for driven piles in
dense sand; y1 are the horizontal pile head deflections after the first loading cycle.

Hettler [810] proposed a logarithmic type equation, which is regarded as a better
formula to estimate cyclic displacement curves of flexible piles:

yN ¼ y1 þðy1 � t � lnNÞ ð16:20Þ

where t is an empirical degradation parameter, which is besides others a function of
soil properties and loading type (one-way or two-way loading). For one-way
loading, t is around 0.20, which means that 1000 load cycles induce an increase in
the pile head displacement of about 140%.

Note that the equation above can only calculate the displacement of cyclic
loading with constant amplitude. A realistic loading history comprises load cycles
with variable amplitudes. To solve this dilemma, Lin and Liao [815] extended this
method by proposing a formulation to calculate equivalent number of loading
cycles N*:

N	
k ¼ e

y1;k
y1;1

ð1þ t lnNkÞ�1

� �
=t ð16:21Þ

where y1,1 is the static displacement under design load; y1,k is the static displace-
ment under the load of different amplitude; and Nk is the number of load cycles.

By summing overall loads of different amplitudes, the resulting cyclic dis-
placement can be calculated as:

yGes ¼ k1;1 1þ t ln N1 þ
Xn
k¼2

N	
k

 !" #
ð16:22Þ

Based on the two equations [815] above, Achmus et al. [816] performed a
response calculation for a monopile with a diameter of 7.5 m and a penetration
depth of 30 m embedded in dense sand soil, subject to wave loading associated
with various sea states, and at a site with a water depth of around 30 m in the
German part of the North Sea. During the service life of the target structure, it will
be subjected to wave loading associated with more than 100 million waves from all
directions, with a maximum wave height of 18.5 m. The calculated resulting cyclic
displacement under the maximum design load is 43% higher than the static dis-
placement due to only a single design wave load. The influence of sea states with
mild wave condition on the cyclic loading effects is negligible.
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Based on a combination of a pile–soil interaction analysis using finite element
simulation and an evaluation of drained cyclic triaxial tests, Achmus [811, 854] also
developed the Stiffness Degradation Method (SDM) to account for the cyclic
loading effects.

As presented previously, essentially, cyclic load effects are included by softening
p-y response near soil surface and by reducing peak lateral pressures as recom-
mended by the API [791] or ISO 19902 [91] to modify the p-y curves for clays
shown in Figs. 16.7, 16.9, and 16.10, and by using multiplier factor A for sand
(Sect. 16.5). The cyclic behavior of soft clay is less significant than that for sand
soil as the cyclic reduction for soft clay is limited for rather large deformations.

Deficiency in static curves not only affects the deformations and ultimate
resistances considered for serviceability limit state (SLS) and ultimate limit state
(ULS) design, but also influences the foundation stiffness for the dynamic analysis.
For example, in API, subject to cyclic loading, the multiplier A to reduce the lateral
resistance for sand, due to the cyclic effects, is set to 0.9. This treatment is normally
regarded as conservative because the stiffness and ultimate resistance strength are
degraded, thus decreasing the foundation stiffness by making the piles behave
“softer.” In the meantime, this also leads to an increase in the natural period of the
foundation–superstructure system. For fixed offshore structures subjected to wave
loading, this normally results in a higher dynamic response as the structures’ natural
period becomes closer to the wave period after accounting for the cyclic effects due
to foundation stiffness degradation. Note that the cyclic degrading effects are cal-
ibrated for a large number of wind and wave loading cycles with long period in
sensitive soils. For structures subject to dynamic seismic loading which is of
transient type with short duration, this may lead to a non-conservative calculation of
the structural responses. This is because an increase in natural period of structures
generally reduces the calculated acceleration, as can easily be checked by reading
the corresponding spectral acceleration level in an earthquake response spectrum
[188]. Moreover, because earthquake loading has a large variation with regard to
both frequency content and amplitude, procedures to modify the static loading p-y
curves into a dynamic one, as proposed by Matlock [788], may be inaccurate to
account for cyclic effects.

Furthermore, the A-factor approach used by API to account for cyclic loading
effects is based on obtained data from in situ tests, in which different load levels
were applied and these load cycles were not more than 100, mostly less than 50
[786, 817]. It was believed that with subsequent load cycles no significant further
displacement accumulation occurs, even though several researchers [810, 817]
disagreed with this assumption by arguing that although the accumulation rate
decreases with an increase in the number of load cycles (shakedown behavior), it
does not reach zero. They also proposed formulations to calculate the lateral pile
head displacement mainly as a function of number of load cycles, as presented
previously in this section.

In addition, the p-y curve expressions as discussed in the previous sections are
mainly developed for static loading. Where cyclic effects are only accounted by
reducing stiffness in a simplified manner, the resulting nonlinear p-y curves are in
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fact hypoelastic models as the unloading occurs along the loading path. However,
to estimate the pile–soil interaction responses, it is sometimes necessary to ignore
hysteretic behavior and possible residual displacements as observed for real soils.
The hysteretic behavior is also vital to calculate a reasonable damping level for
pile–soil interaction modeling. Even if an artificial damping modeling by intro-
ducing equivalent viscous dampers is efficient and in most cases leads to a rea-
sonably accurate assessment of pile–soil interaction responses, it cannot calculate
possible residual displacements. In order to overcome this problem, a time-domain
analysis is recommended by adopting the p-y loops with an example shown in
Fig. 16.14, which can adequately account for the hysteretic behavior of soils. By
observing Fig. 16.14, it is also realized that the implementation of p-y loops
requires many different parameter inputs. This essentially deters the engineering
application of the p-y loops’ model.

For offshore wind turbine with monopile foundations, the serviceability of
predominantly laterally loaded pile foundations can be assessed by applying the
methods proposed by Grabe and Dührkop [819] and Achmus [820]. Additional
information on calculations for assessing permanent deformation of piles subject to
cyclic lateral loading is available in Hettler [810] and Long and Vanneste [814].

For closely spaced piles in a pile group, the dynamic p-y curve for pile group
analysis can be established by a reduction of lateral pile resistance pu with factors
influenced by pile spacing, lateral pile displacement, the angle of loading, and the
dominant frequency of excitation. See Sect. 21.5 for a discussion of this issue.

Recent studies show that the lateral stiffness of piles embedded in sand may even
be increased due to cyclic pile loading. Baek et al. [821] performed a series of
cyclic lateral model tests of piles in sands with relative density (Dr) of 40, 70, and
90%, respectively. Both monotonic and cyclic loading tests were performed.
A comparison showed that the initial horizontal subgrade modulus increased for
model piles installed in sandy soil with Dr = 40%, while it decreased in relative
densities of 70 and 90%. This finding can be explained by the fact that the cyclic
lateral loads densified the surrounding soil in relatively loose sands (Dr = 40%),
while the surrounding soil was disturbed in relatively dense sands (Dr = 70, 90%).
Through small-scale experimental study, Bhattacharya et al. [822] presented that
pile foundations embedded in both dry and saturated sands may exhibit near-field

Fig. 16.14 Modeling of p-y
loops proposed by Allotey
and El Naggar [274, 818]
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soil stiffening. This phenomenon is also observed by Leblanc et al. [823], who
reported that the stiffness of cyclically loaded stiff piles embedded in sands
increased due to cyclic loadings.

16.7 Effects of Dynamic Loading on p-y Curves

Under dynamic loading, the pile–soil interaction along lateral directions is a
function of loading frequency and rate dependence, as has been observed in
fine-grained soils, implying a frequency dependence in dynamic stiffness. Compare
to the stiffness degradation due to the cyclic loading, the response under dynamic
loading generally exhibits a stiffener behavior than its static counterpart. The
dynamic loading may induce a 5–20% increase in stiffness/strength for tenfold
increase in strain rate (Sect. 2.5).

Different methods have been proposed to include this variation of dynamic
loading rate effects with frequency. Most of them attempt to develop dynamic
stiffness relations to be used for pseudo-static analysis. Based on tests of a pile with
a diameter of 0.25 m subjected to dynamic excitations for a frequency range up to
10 Hz, El Naggar and Bentley [824] proposed a closed-form empirical formulation
for dynamic single pile p-y curve, which uses a dynamic modifier as a function of a
static single pile nonlinear p-y curve, soil type, and loading frequency. Essentially,
this dynamic p-y curve contains a nonlinear spring coefficient and a nonlinear
dashpot coefficient, as originally proposed by Naggar and Novak [825]:

faðaÞ ¼ pdyn=pstat ¼ aþ i½ba20 þ ka0ðxy=dÞn� ð16:23Þ

where pdyn is the dynamic value of p on the p-y curve at depth z; pstat is the static
value of p on the p-y curve at depth z; y is the lateral deflection of pile at depth z; x
is the angular frequency of loading; d is the pile diameter; a, b, k, and n are
empirical constants related to soil type (from soft to stiff clay and loose to dense
sand) as presented in Table 16.6; a0 is the dimensionless frequency of loading,
determined by:

a0 ¼ xd=ð2vsÞ ð16:24Þ

where vs is the shear wave velocity of the corresponding soil.
El Naggar and Bentley [824] concluded that the resulted responses based on the

proposed dynamic p-y curves are in good agreement with predictions based on a
two-dimensional analysis. However, it was noted that the accuracy is low under
very stiff soil conditions. The accuracy increases for frequencies greater than 4 Hz,
since the plane-strain dynamic stiffness assumption tends to become less accurate
when the condition approaches the static limit case.

As an indication of the effects of the dynamics varying with soil type and lateral
displacement, at a frequency of 5 Hz, and lateral displacements ranging from 0.01
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to 0.1 m, the dynamic modifier function is approximately 2–8, 3–6, and 1–3 for soft
clay, stiff clay, and dense sand, respectively [274].

By realizing that the seismic excitations are of transient types and cover a large
range of frequencies, for a dynamic seismic analysis in time domain, the dynamic
modifier function and p-y curve may be established by using only a predominant
frequency. This predominant frequency can be taken as the predominant seismic
wave frequency if the kinematic pile responses due to the forced seismic excitations
are more important than the pile responses due to the inertia forces exerted from
superstructures. However, the main disadvantage of using predominant frequency
to determine dynamic modifier function lies in the fact that the frequency of seismic
motions can vary at different depths and is different for different seismic motions.
Therefore, in cases when the influence from the superstructure’s inertia forces is
dominant on piles’ lateral response, the superstructure’s natural frequency rather
than the dominant frequency of seismic excitations should be used to calculate the
dynamic modifier function.

The soil–pile–structure interaction accounting for cyclic and dynamic p-y curves
has its research and applications in seismic and ocean wave dynamic analysis
problems for both land-based and offshore structures [827–831], and the dynamic
p-y curves have been implemented into a number of computational codes. Wang
et al. [832] compared several implementations of the dynamic p-y curves and
showed that calculations can be sensitive to the details of nonlinear springs and
dashpots, but different codes did produce similar results when similar modeling
details were used.

Similar to that of shallow foundations (Sect. 13.1), piles’ foundation impedance
can also be represented by the complex-valued impedance function, with a real part,
representing the combined effect of stiffness and soil inertia, and an imaginary part,

Table 16.6 Dynamic p-y curve parameters for different soil types [824, 826]

Soil type Typical parameters ab b k n

a0 < 0.025 a0 > 0.025

Soft clay su < 50 kPa, vs < 125 m/s 1 −180 −200 80 0.18

Medium clay 50 kPa < su < 100 kPa,
125 m/s < vs < 175 m/s

−120 −360 84 0.19

Stiff clay su > 100 kPa,
vs > 175 m/s

−2900 −828 100 0.19

Medium dense
sand (saturated)a

50% < Dr < 85%,
125 m/s < vs < 175 m/s

3320 1640 −100 0.1

Medium dense
sand
(unsaturated)a

50% < Dr < 85%,
125 m/s < vs < 175 m/s

1960 960 −20 0.1

Dense sand
(saturated)a

Dr > 85%,
vs > 175 m/s

6000 1876 −100 0.15

aDr is the relative density to water
ba = 1.0 to ensure that the dynamic stiffness is equal to static stiffness at zero frequency
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representing the radiation and hysteretic damping. However, even for the idealized
assumptions with linear-elastic or viscoelastic homogeneous soils and the piles
being bonded to the soil, the interaction between the piles and surrounding soils is
still complex to analyze. Therefore, approximations are often made for solving this
problem. Readers may refer to source [774] for a discussion of this topic.

Different from that of shallow foundations, for soils around pile foundations, the
influence of overburden pressure on the maximum dynamic shear stiffness Gmax is
minor and can normally be neglected in engineering practice.

16.8 Effects of Pile Diameter on Lateral Load–
Displacement Behavior

16.8.1 Introduction

Compared to a pile group with smaller pile diameters, a large-diameter monopile
provides a significantly higher horizontal/lateral stiffness with a lower construction
cost. Therefore, it is the preferred foundation form for offshore wind turbines at
shallow water depth of less than 30 m, which are subject to both wind- and
wave-induced loading simultaneously, and can be analyzed using the p-y curve to
simulate the occurring lateral soil resistance as shown in Fig. 16.15.

However, designs for large fixed offshore wind turbines installed in deeper
waters require enormous monopile dimensions that are widely out of range with
regard to common experience for pile foundations. Pile diameters up to 8 m are
already installed, and even larger diameters are currently planned. Moreover,
large-diameter piles have also been used to support bridges. For example, in the
New East Span San Francisco-Oakland Bay Bridge shown in Fig. 14.7, piles of up
to 2.5 m in diameter have been designed with penetration depths between 60 and
100 m, which are designed to resist tension loads of up to 90 MN and compression
loads of up to 140 MN (due to design earthquakes) [833].

Terzaghi and Peck [68] suggested that the low-strain elastic soil stiffness against
lateral movement of the pile should be independent of the pile diameter. They
explained the influence of pile diameter on the coefficient of subgrade reaction by
using the concept of a stress bulb to show that the larger pile diameter has a deeper
stress influence than the smaller one [779]. Therefore, with an equivalent applied
pressure, a pile with larger diameter encounters greater displacement with a simple
proportion to the pile diameter, resulting in a lower coefficient of subgrade reaction:

kn ¼ p=yn ¼ p=ny1 ¼ k1=u ð16:25Þ

where kn and k1 are the coefficient of subgrade reaction for pile diameter d and d1,
respectively; y is soil displacement at the specific point; p is the soil pressure (F/L2);
u = d/d1; and p/y1 = k1.
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From the equation above, it can be seen that the coefficient of subgrade reaction
is linearly proportional to the inverse of pile diameter; i.e., the modulus of the
subgrade reaction is independent of pile diameter. Ashford and Juirnarongrit [837]
also supported this conclusion based on the full-scale pile load test results.

However, for piles with larger diameters, such as monopile foundations exten-
sively used in recent offshore wind farm development, noticeable differences have
been presented and must be addressed in the design, installation, and operation
stages, especially for conditions in which those large-diameter piles are subjected to
excessive cyclic loading. For example, the ratio of pile’s end effects to side effects is
different between large- and small-diameter piles, which affects the axial and lateral
capacity and performance, and pile driveability. For the latter, a special follower
may be required in order to use an available offshore hammer to drive
large-diameter piles. The mass and stiffness characteristics of the follower can
significantly affect the pile driveability.

Due to cost considerations, lateral force resistance in a large-diameter pile is
complex and usually derived from three-dimensional FE analysis under monotonic
or cyclic loading rather than testing, due to the high expenses of large-diameter pile
testing (e.g., Chen and Kulhawy [839], Abdel-Rahman and Achmus [840], Leblanc
et al. [823], Achmus et al. [841], and Bourgeois et al. [842]). These processes

Fig. 16.15 Schematic
illustration for the modeling
of monopile foundation
subject to both wind and
ocean wave loading [834]
(courtesy of ISOPE)
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include (1) passive lateral soil resistance along the leading face of piles; (2) shearing
along the toe of the shaft and around the shaft perimeter. In addition, axial forces
can affect the lateral behavior. A thorough analysis of such a force system requires
sophisticated 3D numerical methods [843].

The application of nonlinear springs modeled by p-y curves, as recommended by
API [792] and elaborated in previous sections, is used extensively in offshore pile
foundation design, whereby the collected experiences only apply for piles with
diameters of up to 2.5 m. This is because the method is based on semiempirical
concepts developed for long slender piles and calibrated for piles with diameters
ranging from 0.15 to 1.83 m [786–789, 844]. The validity of these semiempirical
curves has been questioned for pile diameters outside the range of the original test
piles.

Back calculations of instrumented monopile foundations for offshore wind tur-
bines indicate that the foundation stiffness is underestimated when using the orig-
inal p-y curves to represent the soil [845]. Achmus [846] presented that the
horizontal deflections of large-diameter monopiles are underestimated under
extreme lateral loads but are over-estimated for small operational loads. Achmus
[811] also performed a numerical analysis of piles by establishing
three-dimensional finite element modeling using ABAQUS, with a nonlinear soil
stiffness modeled as stress dependent (Sect. 1.10) and a constant Poisson’s ratio. An
elasto-plastic material law with Mohr–Coulomb failure criterion was used. The
interaction behavior between the monopile and the sand soil is simulated using
contact elements, and the piles are subject to typical levels of design loads. The
maximum shear stress in the contact area is determined by a friction coefficient. It
was found that for a pile with a diameter of 4 m, the deviation between a p-y curve
modeling and the 3D finite element modeling is 27% with respect to pile head
deflection. For a pile with a diameter of 7.5 m, this deviation increases to 38%.
Similarly, Kallehave et al. [845] stated that experience from operating offshore
wind farms supported by monopiles indicated that the foundation stiffnesses for
small operational loads are significantly underestimated.

In conclusion, for sand soil, subject to significant loading, the initial modulus of
subgrade reaction for large-diameter piles calculated by API method (as presented
in previous sections) is likely be over-estimated; i.e., under extreme loading, the
deflections of large-diameter piles are underestimated by API method [840, 847].
Subject to small lateral loading, the initial modulus of subgrade reaction for
large-diameter piles calculated by API method may be underestimated. An incorrect
estimation of the foundation stiffness would result in an increase of uncertainties
regarding the structural loading and response estimation [845], which can lead to
either an over-estimation or an underestimation of the foundation stiffness.

For clay, limited research efforts have been devoted to investigating the effects of
pile diameter on foundation stiffness. Based on numerical simulations, Haiderali
and Madabhushi [848] showed that the stiffness of monopile foundations under
extreme loads is underestimated by the Matlock approach [788] except at the
monopile tip, where the base shear was not accounted for in the p-y curves, hence
resulting in an over-estimation of the soil reaction. Consequently, the Matlock p-y
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formulation significantly underestimates the monopile ultimate lateral capacity. On
the other hand, based on the work by Achmus et al. [849], it is found that the most
common p-y approach by Matlock [788] includes an infinite initial stiffness of the
curves causing unreasonably large foundation stiffnesses for small loads. For larger
loads, however, they showed that the Matlock approach either underestimates or
over-estimates the foundation stiffness depending on the consistency of the clay.

16.8.2 Effects of Pile Diameter Under Sand Soil Conditions

16.8.2.1 Method Proposed by Wiemann et al.

For sands, Wiemann et al. [850] suggested a diameter-dependent correction factor
to reduce the initial modulus of subgrade reaction k defined in Sect. 16.5:

kWiemann ¼ kðdref=dÞ4ð1�aÞ=ð4þ aÞ ð16:26Þ

where dref = 0.61 m is the diameter of piles tested in Mustang Island (near to the
Gulf of Mexico) in 1974 [786, 844]; d is the pile diameter; a is an exponent
depending on the soil type, a = 0.5 and 0.6 for very dense and medium dense sand,
respectively.

From the equation above, it is obvious that the initial modulus of subgrade
reaction decreases with an increase in pile diameter.

16.8.2.2 Sørensen Method

Sørensen [851] presented a formulation to degrade the p-y curve stiffness influenced
by the pile diameter for extreme loading for sites in the North Sea, with the initial
modulus of subgrade reaction (initial stiffness coefficient) kSørensen being dependent
on the depth z, the soil stiffness Es, and the pile diameter d:

kS�rensen ¼ kz�1aðz=zrefÞbðd=drefÞcðEs=Es;refÞk ð16:27Þ

where a = 1 MPa is valid for a reference depth zref = 1 m, a reference pile diameter
dref = 1 m, and a reference soil stiffness Es,ref = 1 MPa; b = 0.3, c = 0.5, and
k = 0.8 are dimensionless constants; the soil stiffness Es can be calculated
according to Sect. 1.10.

It is worth mentioning that the reduction in the initial subgrade modulus in
Sørensen method is even more significant than that of the Wiemann method.
Therefore, the Sørensen method leads to a significantly “softer” p-y curve than the
one recommended by API.
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16.8.2.3 Method Proposed by Kallehave et al.

To avoid an underestimation of the stiffness under small operational loads,
Kallehave et al. [845] proposed a formulation to modify initial modulus of subgrade
reaction, and this method should in general also be valid for primary initial loading
[852]:

kKallehave ¼ kz�1zrefðz=zrefÞmðd=drefÞ0:5 ð16:28Þ

where zref = 2.5 m is a reference depth; m is a dimensionless parameter that rules
the course with depth z, with a recommended value m = 0.6; dref = 0.61 m.

It is noticed that the formulation proposed by Kallehave et al. [845] in general
gives much stiffer initial subgrade modulus k than the one proposed by API,
especially at small depths. This may be due to the fact that, when subject to small
lateral loading, in addition to the passive soil resistance on the leading edge of the
pile, a significant surface shear stress must exist.

16.8.2.4 Method Proposed by Kirsch et al.

Kirsch et al. [853] presented a p-y approach to account for an underestimation of
foundation stiffness under small operational loads and an underestimation of pile
deflection under extreme loading. Different from the methods proposed by Sørensen
[851] and Kallehave et al. [845], which do not account for the cyclic loading effects,
the method proposed by Kirsch et al. [853] also accounts for an accumulation of
pile deflection under cyclic loading. Kirsch’s approach is based on a “cyclic” p-y
curve (the factor A = 0.9 in Sect. 16.5), and the ultimate resistance pu and initial
subgrade modulus k are determined based on a reduced friction angle /′red:

/0
red ¼ /0 � 0:5ðd � 2Þ ð16:29Þ

where /′ is the sand’s internal angle of friction; d is the pile diameter in meter.
In this approach, to account for the dynamic loading on the soil stiffness, the

initial modulus of subgrade reaction can be expressed as a function of dynamic to
static soil stiffness moduli Esd/Es and the ratio of bedding resistance to ultimate
resistance p/pu:

kKirsch ¼ kred 1þð1� p=puÞðEsd=Es � 1Þ½ � ð16:30Þ

where kred is the initial bedding stiffness (Sect. 16.5) coefficient based on a reduced
friction angle /′red presented above.
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16.8.2.5 Evaluation of the Proposed Methods

Figure 16.16 shows a comparison of p-y curves for small- and large-diameter piles
in a single depth. In this figure, the p-y approach by Reese et al. [786] divides the p-
y curve into four sections. In the first section, the curve is identical to the API curve,
as the identical initial bedding stiffness is assumed. In the second section, a para-
bolic curve is proposed crossing over to a linear course. The linear increase is
limited by the ultimate bedding resistance, which is again almost identical to the
API curve [834].

For an evaluation of all p-y approaches mentioned above, Achmus et al. [834]
performed 3D FE analysis of a large-diameter monopile foundation in homogenous

Fig. 16.16 Comparison of p-y curves for small- (upper: pile diameter D = 0.61 m) and
large-diameter (lower: pile diameter D = 5 m) piles, in which “Offshore Guidelines” refers to
API approach [834] (courtesy of ISOPE)
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sands. The soil’s stiffness is modeled as strain-dependent, which enables a realistic
determination of the pile–soil system stiffness under small loads. The numerical
model is validated successfully by showing a good match with the results obtained
from the Mustang Island field test [844]. Figure 16.17 shows a comparison of
results of the FE analysis, API method, Kallehave et al. method, and Sørensen
method. Based on the calculated results and their comparison, it is found that:

1. The foundation stiffness is strongly dependent on pile head displacements,
reflecting the nonlinearity in the load-bearing behavior of the pile–soil system.
This is particularly apparent for small loads.

2. For large pile head displacements, the foundation stiffness is smaller than that
given by the API approach. For very large pile head displacements, the stiffness
even falls below the results of the Sørensen method.

3. For small pile head displacements, the foundation stiffness is larger than that
given by the API approach. For very small head displacements, the stiffness is
close to the results of the method by Kallehave et al. [845], but the numerically
determined stiffnesses do not reach these values for large pile diameters.

Based on the findings above, Achmus et al. [834] concluded that none of the
proposed p-y approaches presented above is generally suitable for the design of
large-diameter monopiles without additional calibrations regarding the considered
pile–soil system and the load level. This is mainly because all p-y formulations
introduced so far are based on the traditional p-y method, which has the limitations
of uncoupled springs and failure to take the “pile tip effect” into consideration. The
approach of uncoupled springs does not account for the soil as continuum; i.e., the
bedding resistance on a pile segment is not influenced by the bedding resistance on
adjacent pile segments. The omission of the pile tip effect means that the bedding
resistances are considered to be independent of the distance to the pile tip, i.e.,
effects from the soil continuity beneath the pile are omitted.

Fig. 16.17 Schematic
distribution of a realistic p-y
curve, the actual resistance is
obtained from the
three-dimensional FE analysis
[834] (courtesy of ISOPE)
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16.8.2.6 Method Proposed by Thieken et al.

Through numerical simulations, Thieken et al. [799] discussed the consequences of
these limitations for the bedding behavior of a large-diameter monopile. They
further proposed a new method based on a two-step procedure, which is more
complex than other methods presented so far:

1. The p-y relationship is determined for a pile of infinite length that exhibits a
constant horizontal displacement along the pile shaft; this relationship will serve
as the “basic p-y curve,” which excludes any effects of the pile deflection line or
the pile tip.

2. The basic p-y curves are then modified in an iterative procedure to account for
the interaction of deflection line and bedding resistance as well as for the pile tip
effects.

It is worth mentioning that, by combining this method with the results of the
Stiffness Degradation Method (SDM) [811, 854], which is often used for the design
of monopile foundations for offshore wind turbines, this method can also be
extended to capture the load-bearing behavior for piles subject to cyclic loading.
Interested readers may read the relevant references cited above.

16.8.3 Effects of Pile Diameter Under Clay Soil Conditions

16.8.3.1 Method Proposed by Kim et al.

For piles embedded in clay, Kim et al. [855] described results of two field tests for
piles with diameters of 1.02 and 2.4 m conducted for the construction of the
Incheon Bridge in South Korea. By using theoretical analysis and field test data,
they developed a new p-y curve approach for piles with arbitrary dimensions, with
the initial stiffness described by a finite initial bedding stiffness coefficient k:

p ¼ y
1
k þ y

pu

ð16:31Þ

The initial bedding stiffness k is dependent on the undrained shear strength su,
the stiffness factor kc, the Poisson’s ratio m, the reference diameter dref = 1 m, the
pile diameter d, and the pile’s flexural rigidity EpIp:

k ¼ 17:4kcsu
1� t2

ffiffiffiffiffiffiffi
d
dref

r
kcsud4

EpIp

� �0:66

ð16:32Þ

where Ep and Ip are the elastic modulus and second moment of inertia of the cross
section for the pile, respectively.
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The stiffness factor kc is described by a diagram taking into account the clay’s
plasticity index and OCR. For example, kc is set to 450 representing a normally
consolidated soft clay with OCR = 1 and a plasticity index of 40.

The ultimate bedding resistance pu is defined as a function of the undrained shear
strength su, the depth below soil surface/seabed z, and the reference depth
zref = 1 m:

pu ¼ 3:25sud
z
zref

� �0:59

ð16:33Þ

16.8.3.2 Method Proposed by Kirsch et al.

Kirsch et al. [853] described a modification of the Matlock approach [788] by
taking into account the utilization ratio of the bedding resistance and the ratio of the
static soil stiffness modulus (Young’s modulus) Es to dynamic soil stiffness Esd:

ec;Kirsch ¼ ec 1þ 1� p
pu

� �
Es

Esd
� 1

� �� �
ð16:34Þ

It is noted that the method proposed by Kirsch et al. above generally results in a
significant increase in the foundation stiffness for piles with all dimensions, espe-
cially at the initial part of the p-y curve.

16.8.3.3 Method Proposed by Stevens and Audibert

For pile diameters smaller than 1.5 m, Stevens and Audibert [857] presented that, as
p-y curve is influenced by pile diameters, the Matlock soft clay p-y curve [788]
needs to be modified to reflect diameter effects. By carrying out seven full-scale pile
load tests in clays for piles with diameters ranging from 0.28 to 1.5 m, and com-
piling the test data, as shown in Fig. 16.18, they concluded that the pile diameter
effects on p-y curves are apparent, and proposed several modifications to the
Matlock p-y curve as follows:

1. Change the yc value, to scale the deflection array in Matlock’s p-y curves:

yc ¼ 2:5ecdref
d
dref

� �0:5

ð16:35Þ

where dref = 0.32 m is the reference diameter equivalent to field tests underlying
the Matlock approach.
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It is noticed that the modification above generally results in higher lateral
foundation stiffness than the Matlock method [788] for piles with diameters larger
than dref.

2. Modify the calibration factors in the pu expression (compared with the pu
expression and the lateral resistance at the soil surface given in Sect. 16.2),
which results in a higher bedding resistance and can be expressed as:

pu ¼ 5su þ rz þ Jsu zj j=d
¼ 5su þ c0 zj j þ Jsu zj j=d

ð16:36Þ

pu � 12su ð16:37Þ

As an alternative, by following the Stevens and Audibert method [857], the
effects of pile diameter can also be accounted for by applying ultimate resistance
coefficient Np (Sect. 16.2) on the p-y curves from a depth-dependent function
shown in Fig. 16.19. It is observed that Np value varies from about 5 to about 12, in
contrast to a value of 9 recommended by API. This difference is most significant
(70%) for zones close to ground surface and less significant (30%) at depth.
Therefore, the change in Np value has far more significant effects on p-y curves than
the change in yc value [858].

It is noted that the yc value used in the Matlock p-y curve [788] is determined
based on the research by Skempton [803], which includes a comprehensive study
combining elasticity theory, ultimate-strength methods, and laboratory soil property
tests to estimate short-time load-settlement characteristics of buried strip footings in

Fig. 16.18 Comparison
between the computed pile
deflections based on Matlock
p-y criterion and the test data
[857]
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clay soils. On the other hand, the Stevens and Audibert method is purely based on
pile loading test and therefore lacks a solid theoretical background; i.e., they did not
explain the mechanistic reasons for the observed diameter effects, and their pro-
posed equation is not dimensionally correct [858]. Moreover, the ultimate resistance
coefficient Np suggested by Stevens and Audibert is derived for a specific shear
strength profile of clay.

16.8.3.4 Method Proposed by O’Neill and Gazioglu

To account for the pile diameter effects, O’Neill and Gazioglu [807] proposed the
so-called Integrated Clay Criteria, described as below:

1. Change the yc value (Sect. 16.4) to scale the deflection array in Matlock’s p-y
curves:

yc ¼ Aecd
0:5ðEpIp=EsÞ ð16:38Þ

where Ep and Ip are the elastic modulus and second moment of inertia of the
cross section for the pile; d is the pile diameter; Es is the Young’s modulus of the
soil.

Fig. 16.19 Values of
ultimate resistance coefficient
Np as a function of normalized
depth [857]
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2. Calculate the ultimate resistance coefficient Np from 3 at a zero depth to an
ultimate value of 9 below the critical depth where the failure mechanism is
changed to horizontal flow failure (Fig. 16.6) of soil around the pile. This is
quite different from what is proposed by Stevens and Audibert [857], because
when using the Stevens and Audibert method, an over-estimation of the Np is
likely to occur, as discussed by O’ Neill and Gazioglu [807].

16.8.3.5 Method Proposed by Carter and Ling

By reviewing the pile load test data with different pile diameters ranging from
7.5 cm to 0.9 m, Carter [859] and Ling [860] found that Es increases for
larger-diameter piles:

Es2 ¼ Es1d2=d1 ð16:39Þ

where the values of Es1 and Es2 correspond to piles with diameters (or width) d1 and
d2, respectively.

From the equation above, it is noticed that the method proposed by Carter and
Ling is theoretically applicable when the force–deflection relationship is modeled
by linear Winkler spring. However, strictly speaking, this is not compatible for a
nonlinear p-y curve adopted by API. Furthermore, the model above can be applied
for both clay and sand soils.

16.8.3.6 Evaluations of Different Methods

Figure 16.20 illustrates a comparison of p-y curves for soft clay based on the
methods proposed by Matlock [788], Stevens and Audibert [857], Kim et al. [855],
and Kirsch et al. [853]. It is noticed that for both small- and large-diameter piles, the
Matlock method generally gives a lower bedding resistance.

By carrying out a three-dimensional numerical analysis using PLAXIS3D [861],
and validating the analysis based on four field tests with different pile dimensions
and soil conditions, Achmus et al. [849] presented that the Matlock approach [788]
either underestimates or over-estimates the foundation stiffness depending on the
consistency of the clay for larger loads, and the discrepancy between the numerical
results and the outcome of the p-y curves is nearly identical for all pile dimensions
with diameters larger than 1.5 m. The approaches by Stevens and Audibert [857]
and by Kirsch et al. [853] result in larger foundation stiffnesses in particular for
small loads that additionally increase the over-estimation of foundation stiffness.
The approach proposed by Kim et al. [855] yields foundation stiffnesses signifi-
cantly larger than those obtained from the numerical simulations for all pile
dimensions, clay consistencies, and horizontal head displacements.
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Therefore, among all five methods under investigation to generate p-y curves,
the API/Matlock [788] method is found to be the closest one to that obtained from
the numerical calculation, even though it results in foundation stiffnesses several
times smaller for small loads and also affects the foundation behavior under large
loads. As a general conclusion, Achmus et al. [849] found that none of the methods
under investigation is able to represent the validated numerical simulation results in
an adequate manner. The main reason for this is the application of a very large or
even infinite initial stiffness and the poor agreement of the bedding stiffnesses along
the pile shaft.

Fig. 16.20 Comparison of p-y curves among four different methods [849] (courtesy of ISOPE)
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16.9 Hybrid Spring Model for Modeling Piles’ Lateral
Force–Displacement Relationship

To account for soil nonlinearities in the near-field and viscoelastic characteristics in
the far-field soil, a hybrid spring configuration consisting of a nonlinear (p-y) spring
connected in series to an elastic spring-damper model can be adopted as shown in
Fig. 16.21. The nonlinear spring captures the near-field plastification of the soil,
while the spring-damper system (Kelvin–Voigt element) represents the far-field
viscoelastic characteristics of the soil.

An even more complex but versatile means of approximating the lateral behavior
of pile–soil interactions is illustrated in Fig. 16.22. This model is convenient for
implementation in a displacement-based finite element program. The nonlinear p-y
behavior is conceptualized as consisting of elastic (p-ye), plastic (p-yp), and gap

Fig. 16.21 Soil–pile–
structure system with pile and
soil modeled by nonlinear (p-
y) springs connected in series
to elastic spring-damper
models [862]
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(p-yg) components in series. Radiation damping is modeled by a dashpot in parallel
with the elastic component (p-ye). The gap component consists of a nonlinear
closure spring (pc-yg) in parallel with a nonlinear drag spring (pd-yg). For details of
this modeling, readers may read Boulanger et al. [831].

Fig. 16.22 Illustration of characteristics of a more complex lateral soil–pile interaction model:
a physical modeling for each component; b constitutive relationship of each component in the
physical modeling [831]
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Chapter 17
Axial Force–Displacement of Piles:
t-z and Q-z Curve

The load transfer mechanics (side friction and tip resistance from soils) is deter-
mined by many factors such as the soil types, the installation method, the pile
material and geometry. Moreover, if the pile is installed by driving, it will alter the
characteristics of the soil and induce significant strains locally surrounding the piles
[863].

In this chapter, two types of methods are introduced. The first type uses
established empirical methods for computing the axial capacity of piles, which
requires undrained shear strength in clay layers and internal friction angle in sand
layers for calculating the side friction. Engineers need to gather all necessary soil
parameters mainly based on the geotechnical investigation reports for the sites, in
which the soil layers are identified based on the variation of soil properties with
depth. More recently, as the CPT has been extensively adopted in subsurface
explorations for sites both offshore and onshore, CPT-based methods have been
recommended by the offshore industry for calculating the axial capacity of driven
piles, which will be introduced in Sect. 17.13.

17.1 Pile–Soil Modeling Under Axial Pile Loading

Various analytical and numerical models have been proposed to calculate the pile
response subjected to axial loading, which are solved by analytical procedure with
closed forms of solutions, finite difference method or finite element method. The
representation of pile–soil interaction and pile–soil modeling has been discussed in
Sect. 15.2. For piles subject to axial loading, the relevant models are either a type of
discrete element model or a type of continuum model [790], which represent the
modeling from level 2 and above presented in Sect. 15.2.

In the discrete element models, soils around a pile are idealized as a series of
uncoupled “springs” or elements attached between the pile and the far-field soils
(usually assumed rigid or subject to seismic motions as shown in Fig. 15.2). The
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material behavior of these elements may vary from linearly elastic to nonlinear,
hysteretic, and rate dependent. The soil elements are commonly referred to as t-z
(shaft resistance–displacement) and Q-z (tip resistance–displacement) elements, as
will be presented in Sects. 17.7 and 17.10. Linear or nonlinear dashpots (velocity
dependent resistances) can be modeled in parallel and series with the discrete
elements to represent radiation damping and rate of loading effects. The pile can be
modeled by a series of discrete elements, e.g., rigid masses interconnected by
springs or modeled as a continuous rod, either linear or nonlinear. Material prop-
erties (soils and piles) in the discrete element models can vary along the pile length.

In the continuum models, soils around the pile are idealized as a continuum
attached continuously to the pile. A linear or nonlinear stress–strain relationship of
soil materials for each soil layer can be directly implemented. Depending on the
degree of nonlinearity and heterogeneity, the continuum models can be quite
complicated. Again, the pile is typically modeled as a continuous rod, with either
linear or nonlinear properties. Material properties in the continuum models can vary
in any direction.

17.2 Axial Compression Capacity

Similar to the lateral resistance model, along the pile’s axial direction, if the pile is
under compression, the total bearing capacity (ultimate axial compression capacity)
is the resultant of skin/side friction resistance and end-bearing (Fig. 17.1):

Qult ¼ Qf þQa ¼ fAs þ q0pAa ð17:1Þ

where Qf is the skin friction resistance in force units; Qa is the total end-bearing
capacity in force units; f is the unit skin friction capacity in stress units, it is
generally higher in clays than in sands due to adhesion of clay comparing with that
in sand soil; As is the embedded side surface area of the pile; q′p is the unit
end-bearing capacity in stress units, it is generally lower in clays than in sands; Aa is
the gross cross-area of the pile tip.

Depending on whether or not a soil plug (Sect. 17.12) will form, Qa is calculated
based on either the complete enclosed area of the pile tip or the pile cross-sectional
area.

Note that an open-ended pile is plugged if the resistance due to the internal wall
friction is larger than the end-bearing resistance of the plug. The axial resistance
corresponding to the critical failure mode is often taken as the smaller resistance
value of the coring mode (the pile cuts through the soil, and the soil plug inside the
pile stays where it is, see Sect. 17.12) Qin and the plugged mode Qb, i.e., the total
resistance is the external friction plus the minimum of either: (1) pile’s annulus
resistance and internal pile wall friction resistance or (2) pile’s annulus resistance
and bearing/base resistance of the plug:
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Qult ¼ Qout þQa þminðQin;QbÞ ð17:2Þ

where Qout is the outer pile wall friction resistance; Qa is the annulus resistance; Qin

is the inner pile wall friction resistance due to the presence of soil plug; and Qb is
bearing/base resistance of soil plug bottom or closed-end bottom. Figure 17.14
presents an illustration of these parameters.

In reality, the unit inner wall skin friction capacity can be greater than the unit
outer wall skin friction capacity. This is mainly attributed to the higher contact
stresses existing between the high compressed soil plug and the inner pile surface
than those between the outer surface of the pile and the surrounding soil.

For piles in plugged condition, the bearing pressure acts over the entire enclosed
area of the piles. For unplugged piles, the bearing pressure acts on the pile wall
annulus only. Whether a pile is considered plugged or unplugged may be based on
static calculations rather than driving condition. For example, a pile could be driven
in an unplugged condition but behave plugged under static loading [791]. For

Qa

fAs

FFig. 17.1 Skin friction and
end-bearing force subjected to
an axial compression load F
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open-ended piles driving into soils at offshore sites, unplugged piles are very
exceptional.

The first term in the right-hand side of the equation above, i.e., the soil–pile
friction, is related to the undrained shear strength su for clays and the internal angle
of friction and effective overburden pressure for sands. It is contributed by both
external friction, and, if the pile fails in the coring mode, the internal friction
between the soil plug and the pile’s inner wall surface. Note that most piles sup-
porting offshore structures are purposely designed as open-ended for a better
driving performance, and the inner wall friction often needs to be accounted for. For
sands, this calculation may be conservative as the local compaction of sand may
increase the resistance. On the other hand, the inner wall friction must be carefully
addressed as the length of soil plug is likely to be less than the full penetration
length of the pile (see Sect. 17.12 for a discussion). Furthermore, total end-bearing
capacity Qa should not exceed the internal plug capacity.

Figure 17.2 shows a calculation to estimate the tension and compression
capacity of a 43-m long single pile under axial loading at pile head, with the

Fig. 17.2 Numerical analysis to calculate the tension (upper left) and compression (lower left)
capacity of a single pile (right) under axial loading at pile head
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contribution from end-bearing. It is obvious that the axial compression capacity is
much higher than the axial tension capacity.

In computing pile loading and capacity, the weight of the pile–soil plug system
and hydrostatic uplift should be considered [792].

When the friction reaches its maximum resistance value, it will gradually drop if
the pile is embedded in clays or maintained at the same resistance level if the pile is
in the sand, as shown in Fig. 17.12. However, the pile tip resistance (end-bearing)
normally does not reach its maximum value at this stage and continues to contribute
to the increase of the pile’s axial loading until the entire pile reaches the maximum
value in axial resistance at a relatively large displacement. The above description is
based on the assumption that the pile is rigid along its axial direction, which can
normally be justified even if the axial deformation of the pile also slightly influ-
ences the pile’s movement. As shown in Fig. 17.3, if the entire length of a pile is
effective to carry the axial compression loading, when the pile reaches its axial
capacity, the friction resistance of soils and interface strength along the entire length
of the pile will be mobilized, followed by the tip resistance mobilized in a bulb
beneath the bottom of the pile. Therefore, the vertical stiffness is influenced by the
soil profiles corresponding to the entire length of the pile. This is different from the
case with piles subject to lateral loading, in which the lateral resistance and stiffness
are dominated by the soils near applied lateral loading, as shown in Fig. 16.1.

In reference to the discussion above, it is worth mentioning that the equation to
assess the ultimate axial pile capacity presented in the beginning of Sect. 17.1
assumes that the maximum skin friction and the maximum end-bearing are

Fig. 17.3 Under extreme
axial loading, soil friction
resistance and interface
strength will be mobilized
along the full effective length
of the pile, and the tip
resistance will also be
mobilized in the bulb beneath
the base of the pile foundation
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mobilized simultaneously. However, this may not be realistic as the ultimate skin
friction can be reached at much smaller axial pile displacements (typically between
0.005 and 0.02 pile diameter) than the end-bearing capacity (0.05 and 0.01 pile
diameter). After the friction resistance reaches its maximum value and with a
further increase in axial loading, the skin friction will gradually decrease if the pile
is embedded in the clay or maintained at the same resistance level if the pile is in
sand, as mentioned before. Therefore, strictly speaking, the total capacity should
not be estimated by simply adding the two terms together, even if this represents the
practice in many preliminary pile designs, mainly because this effect is rather
insignificant, especially for long piles where pile friction dominates the contribution
to the axial capacity [27]. Figure 17.4 shows an example of the axial load–
displacement relationship at the pile head for a 53-m long pile embedded in sand-
dominated soils.

Figure 17.5 shows the axial and lateral capacity varied with pile length for piles
embedded in clay with diameters of 2.134 and 1.0 m, respectively. It is noticed that
for this particular case, with the soil layers dominated by clays, when the pile is
short, the lateral capacity is comparable to that of the axial pile capacity, while it
increases dramatically with the pile length. And for longer piles, which is more
often the case for offshore applications, by assuming that the ultimate soil strength
at each depth along the pile is reached simultaneously (this does not usually happen
as, for loose soils or soils at high stress levels, the soil strength may not be fully
mobilized at all depths simultaneously), the lateral capacity is higher than the axial
capacity when the pile is above a length limit. From a comparison between the

Pile in compression

Pile in tension

Fig. 17.4 Axial load–displacement relationship at the pile head for a 53-m long pile embedded in
sand-dominated soils (the self-weight of the pile and the self-weight of soil plug are not accounted
for)
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upper and lower figures in Fig. 17.5, it can be seen that for piles with smaller
diameter, this length limit is also smaller.

By observing Fig. 17.5, it is also noticed that the axial compression capacity is
higher than the axial tension capacity due to the contribution from the end-bearing
at the pile tip. However, the self-weight of the pile and the self-weight of the soil
plug (if applicable) will increase the axial tension capacity and reduce the axial
compression capacity by a difference of 2 times the self-weight for pile and soil
plug. On the other hand, the skin friction for piles in tension is in reality lower than
that in compression, as will be discussed in Sect. 17.5, but because it is suspected
that many of the pile tests underestimate the residual stress caused by the pile
driving, in the majority of engineering practice, the skin friction for piles in tension
is assumed to be equal to that of piles in compression.

The stiffness contributed by the pile–soil friction along a pile’s axial direction is
generally significantly higher than that along the lateral direction. However, the
friction resistance increases dramatically and reaches its maximum value at a rather

Fig. 17.5 Axial and lateral
capacity varied with
embedded pile length. The
piles are embedded in clay
layers with a diameter of
2.134 m (upper) and 1.0 m
(lower), respectively; the
selfweights of the pile and the
soil plug are neglected
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small displacement, which is often called the critical movement. This implies that
the ductility along the axial direction of a pile is limited even if its stiffness can be
rather high, as will be discussed in Chap. 23.

For a pile subject to axial compression load, the axial displacement and axial
force of the pile increase with a decrease in depth, as illustrated in Fig. 17.6.
Similarly, the axial force of a pile under tension load also increases with a decrease

Fig. 17.6 Axial
displacement (upper) and
axial/normal force (lower) of
a pile subject to an axial
compression load of 20 MN at
its head. The pile has a
diameter of 2.134 m
embedded in soil layers
dominated by sands, and the
calculation is performed using
IGtHPile (Institute of
Geotechnical Engineering,
Leibniz University Hannover)
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in depth, as shown in Fig. 17.10. Therefore, it is a normal practice to perform an
axial pile capacity control by comparing the calculated axial forces at the pile head
(or close to the pile head) and the axial capacity (resistance) of the pile. However,
generally, the axial displacement under the axial tension load does not vary sig-
nificantly with depth as the friction resistance reached a limited displacement value
compared with that of the end-bearing resistance.

Since the pile driving in normally to lightly over-consolidated clays disturbs the
soil surrounding the pile, the stress state in the soil is altered, and the time required
for driven piles to attain ultimate capacity in a cohesive soil can be up to 2–3 years.

As will be discussed in Sects. 17.5 and 17.9, both friction capacity and unit
end-bearing capacity of a pile embedded in sands increase linearly with depth due
to the linear increase in effective overburden pressure. However, tests on full-scale
and model piles have indicated that these relationships are valid only at a critical
depth of roughly 15 times the pile diameter or width [26]. Below the critical depth,
both friction capacity and unit end capacity remain approximately constant at
limiting values in uniform soil conditions. This is thought to be due to the arching
of the soil around the lower part of the pile when the soil yields below the base.
Another possible explanation is that the peak value of /′ decreases with increasing
confining pressure until the limiting critical-state value is reached. Therefore, it is
preferable to use SPT (Sect. 1.9.5) or CPT (Sect. 1.9.6) to estimate these two
capacity parameters.

17.3 Axial Tension Capacity

For many structures with multiple piles, the overturning moments at the bottom of
the substructure–pile interface may induce axial tension force in some piles and
axial compression forces in some other piles, which is illustrated in Fig. 17.7.
Figure 17.8 shows the layout of a jacket’s pile foundation with 12 piles. Assuming
that the center of the jacket’s gravity in the horizontal plane is at the horizontal
geometry center (point O in Fig. 17.8) of the 12 piles and by omitting the
self-weight of the substructure (the jacket), if the jacket vibrates along the BD
direction, overturning moment will induce tension and compression loads on piles
in pile group B and D alternatively.

If a pile is under axial tension loading, the end-bearing load does not appear, as
shown in Fig. 17.9, even though there may exist certain amount of momentary
suction force on the pile tip if the tip is located in a clay layer or in an undrained
sand layer. The ultimate axial tension pile capacity is the summation of the external
shaft friction resistance plus the weight of the pile and the soil plug. An exception to
this is when a pile is embedded with its head/top below the soil surface and subject
to tension loads, the end/top bearing at the pile head should also be accounted for.
This type of pile is sometimes installed as anchor piles embedded in soft clays,
which can be used for anchoring mooring lines of floating offshore structures as
shown in Fig. 25.2.
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As previously discussed in Sect. 17.1, similar to the case for a pile subject to
compression load, the axial tension force of a pile increases with a decrease in
depth, as illustrated in Fig. 17.10.

Fig. 17.7 Piles subjected to
tensile and compressive axial
loading due to the loading
transferred from the
substructure

Fig. 17.8 Layout of a
jacket’s pile foundations with
12 piles (numbered from 1–
12). Each leg is supported by
a pile group comprising three
piles connected by a pile
cluster
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17.4 Determining Unit Friction Capacity
for Cohesive Soils

The skin friction capacity for cohesive soil can be correlated empirically with the
undrained shear strength su. In engineering practice, su can often be taken as half of
the compression strength of soil samples obtained from unconsolidated, unconfined
triaxial tests (Sect. 1.9.3).

17.4.1 Friction Capacity for Highly Plastic Clays by API

For highly plastic clays, the unit friction capacity is equal to su for
under-consolidated (clays with excess pore pressures undergoing active consoli-
dation) or normally consolidated clays.

fAs

T
Fig. 17.9 Skin friction
subjected to an axial tension
load of T
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For over-consolidated clays, the unit friction capacity should not exceed 48 kPa
for shallow penetrations or su equivalent to normally consolidated clay for deeper
penetrations, whichever is greater [790].

17.4.2 Friction Capacity for Other Types of Clays by API

For other types of clays with low plasticity and high content of silty material, the
friction capacity of pipe piles can be calculated as [791, 864]:

f ¼ asu ð17:3Þ

where a is empirical correlation factor (adhesion factor) between soil and pile, and it
decreases with increasing su: a = 1.0 when su � 24 kPa; a = 0.5 when
su � 72 kPa; a is linearly interpolated when 24 kPa < su < 72 kPa.

There is a large database of in situ pile load tests including bored and driven
piles dating back to the 1950s that supports this method. This method is often
referred to as the a-method.

Fig. 17.10 Axial force of a
pile subject to an axial tension
load of 20 MN at its head.
The pile has a diameter of
2.134 m embedded in soil
layers dominated by sand, and
the calculation is performed
using IGtHPile (Institute of
Geotechnical Engineering,
Leibniz University Hannover)
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17.4.3 Friction Capacity by Revised API Method (a-
Method)

API 2007 [792] has also proposed a revised equation for the coefficient of a:

f ¼ asu ð17:4Þ

where a is a coefficient depending on the type of clay, the method of installation and
the pile material; a = 0.5w−0.5 if w � 1.0, and a = 0.5w−0.25 if w > 1.0, but in any
case a should be smaller than 1.0; w = su/rvo′; rvo′ is the effective overburden
pressure (vertical stress) at the point in question.

For under-consolidated clays (clays with excess pore pressures undergoing
active consolidation), a can usually be taken as 1.0.

However, the equation above should be used with caution for deep penetrating
piles with high undrained shear strength su, where the computed shaft friction using
the equation above is generally higher than what is previously specified in API
[791]. Similar engineering judgment should be applied for w > 3.0, due to a lack of
load tests in soils with high w values.

17.4.4 Friction Capacity for Long Piles in Clay

For very long piles, a deduction in friction capacity may be necessary, particularly
where the shaft friction may degrade to some lesser residual value on continued
displacement. This effect is discussed in more detail in the commentary of API [791].

Capacity degradation for long piles driven in clay soils can occur due to the
following effects [791]:

1. Continued shearing of a particular soil horizon during pile installation.
2. Lateral movement of soils away from the pile due to “pile whip” during driving.
3. Progressive failure in soils due to strength reduction with continued displace-

ment (softening).

Various factors associated with both installation and soil behavior due to the
effects above influence the capacity degradation. See sources [865–870] for alter-
native methods to assess the reduction in capacity of long piles.

Semple and Rigden [865] proposed a method to calculate the skin friction, which
is especially applicable for very deep penetrating piles but installed without sig-
nificant interruption:

f ¼ asu ¼ a1a2su ð17:5Þ

where a1 and a2 are two parameters determined by w and ratios of pile penetration
l to the pile diameter d, and they are given in Fig. 17.11.
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17.4.5 b-Method

An alternative approach is to express skin friction in terms of effective stress (often
referred to as b-method) originally proposed by Chandler [871] and Burland [872],
by using a shaft/pile friction factor b-parameter (a dimensionless shaft friction
factor, sometimes referred to as the Burland-Bjerrum coefficient ):

f ¼ c0 þK0r
0
votanð/0Þ ¼ br0vo ð17:6Þ

where c′ and /′ are the cohesion intercept (cohesion strength) and effective internal
friction angle; K0 is the mean lateral earth pressure coefficient (ratio of horizontal to
vertical normal effective stress) in soils; rvo′ is the effective vertical stress at a depth
in question.

Failure is assumed to take place in the remolded soil close to the pile shaft.
Therefore, the angle of friction between the pile and the soil is represented by the
critical-state value of the angle of shearing resistance.

As the shear strength decreases significantly due to the remolding and softening
effects during pile installation, the effective cohesion c′ can be neglected along the
pile shaft, particularly in coarse-grained soils and other soils with low percentage of
fines such as silty sands and normally consolidated clays. Therefore, b in the
equation above can be expressed as:

0.35

1.0

o

0.5

α1

0.80 ψ

50

1.0

o

α2

120 l/d

0.7

Fig. 17.11 Values of a1 and
a2 applicable for very long
piles
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b ¼ K0 tanðd0Þ ð17:7Þ

where d′ is the effective friction angle at the soil–pile interface.
b typically ranges from 0.30 to 0.60 for fine and coarse-grained soils [871, 872],

respectively. For normally consolidated clays, b is usually within 0.25–0.40, while
for over-consolidated clays b values are significantly higher and vary in a relatively
wide range [26].

Obviously, b-method can be taken as a firm criterion and more conveniently
implemented than that of a-method, which is prone to error in the parameter
determination and calculation. b-method is also used for estimating the negative
drag load, as will be discussed in Sect. 24.1. Moreover, b-method is widely used for
calculating skin friction capacity of piles embedded in sand, as will be discussed in
Sect. 17.5.

17.4.6 k-Method

To calculate the friction capacity of piles driven into fine-grained soils, k-method
[873] is proposed by combining the total (i.e., undrained) and effective (i.e.,
drained) stress approaches. The pile friction capacity per unit pile wall area can then
be determined by:

f ¼ kðrvom0 þ 2sumÞpd ð17:8Þ

where rvom′ is the mean vertical effective stress between the ground and the pile tip;
sum is the mean undrained shear strength along the pile; d is the pile diameter; k is
the frictional capacity coefficient that is a function of pile penetration, it ranges from
0.12 to 0.5 for pile penetration of 0–70 m based on gathered 42 piles load tests
[873].

Comparing to a-method and b-method, k-method can reduce the sensitivity of
shear strength parameters associated with the other two methods.

17.5 Determining Unit Friction Capacity for Cohesionless
Soils

Based on experimental results for driven piles in sands, both skin friction and
end-bearing show a considerable scatter, which is likely due to the influence of
installation methods on soil properties and the stress state. This section and
Sect. 17.9 present a description of how to determine the values of skin friction and
end-bearing for piles in sands, which are consistent with the state of the practice.
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However, these methods should be used with caution, and if possible, pile load tests
are strongly recommended.

17.5.1 Unit Friction Capacity by API 1993 Method

In API 1993 [790], for piles in sands, the unit friction capacity can be derived from
the normal effective stress acting on the pile shaft and the friction properties
between the pile and soil interface, which is also termed the b-method:

f ¼ Kr0vo tanðdÞ� f1 ð17:9Þ

where K is the lateral earth pressure coefficient (ratio of horizontal to vertical
normal effective stress) in the soil, API-RP-2A-WSD [790, 791] proposes that the
skin friction under tension and compression is assumed to be the same, for a
preliminary design, K may be taken as 0.8 for open-ended piles driven unplugged,
and 1.0 for full-displacement piles (plugged or closed end), it can also be taken with
values as follows: for coarse-grained soils, K = 1 − [sin/′�(OCR)sin/′], where /′
the angle of internal friction in effective stress measures, for fine-grained soils such
as clays, K = [0.44 + (0.42Ip(%)/100)]�OCR0.5; rvo′ is the effective vertical stress at
the depth in question, it is worth mentioning that K value recommended by API
1993[790] may be unconservative; d is the angle of pile–soil interface friction, and
it is a function of internal friction angle and interface materials, is typically a
fraction of soil’s internal angle of friction, and may be taken according to
Table 17.1 for different pile–soil interfaces and Table 17.2 for driven piles; f1 is the
limiting unit skin friction, see Table 17.2 for its value.

It is now widely recognized that the approach outlined above for calculating
shaft and base resistances offers a poor representation of the real pile–soil system
[790], and in many cases, it does not match measured pile capacities. It provides
potentially non-conservative results for pile friction capacity in loose sands, and in
loose to medium sands with high length-to-diameter ratios [750]. Moreover, the
tension capacity due to pile–soil friction is lower than its compression
counterpart. Therefore, in some other guidelines, this is taken into account by
adopting a smaller value of lateral earthquake pressure coefficient K for piles in
tension than that in compression. For example, in Germanischer Lloyd [875],

Table 17.1 Value of d for
different pile–soil interfaces
[874]

Interface materials Typical field analogy d//′

Sand-rough concrete Cast-in-place 1.0

Sand-smooth concrete Precast 0.8–1.0

Sand-rough steel Corrugated 0.7–0.9

Sand-smooth steel Coated 0.5–0.7

Sand-timber Pressure treated 0.8–0.9
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usually adopted for wind turbine supporting structures in the German part of the
North Sea, the skin friction under tension load is assumed to be 2/3 of the com-
pression. In some company specifications, such as the one by Fugro, based on a
thorough review of pile load test data performed by Toolan and IMS [876], K is
taken as 0.7 for piles under compression and 0.5 for piles under tension. In API
2007 [792], four new CPT-based methods (Sect. 17.13) are recommended to cal-
culate pile friction capacity, and in those methods, the ultimate shaft friction
mobilized in compression is also higher than that in tension.

While the angle of pile–soil interface friction d can be measured with reasonable
accuracy [878, 879], there is considerable uncertainty and debate over the appro-
priate choice of the horizontal stress coefficient K and the extent to which limiting
values of shaft friction should be imposed. Different from the values recommended
by API, Kraft [880] presented a calculation purely based on relative density of the
soil (but independent of grain size) and effective area ratio of the pile (full or partial
displacement). The obtained values of K lead to a lower pile friction compared with
the API recommendation.

17.5.2 Unit Friction Capacity by API 2000 Method

In API 2000 [791], by incorporating K and d together as dimensionless shaft/pile
friction factor b parameter (dimensionless shaft friction factor), so that the

Table 17.2 Design parameters for axial resistance of driven piles in cohesionless silicious soilsa

[877]

Density Soil description d (˚) f1 (kPa) Nq
c q1 (MPa)c

Very loose
Loose
Medium

Silt
Sand–siltb

Silt

15 47.8 8 1.9

Loose
Medium
Dense

Sand
Sand–siltb

Silt

20 67.0 12 2.9

Medium
Dense

Sand
Sand–siltb

25 81.3 20 4.8

Dense
Very dense

Sand
Sand–siltb

30 95.7 40 9.6

Dense
Very dense

Gravel
Sand

35 114.8 50 12.0

aThe parameters listed in this table are intended as guidelines only, where detailed information
such as in situ cone penetrometer tests, strength tests on high-quality soil samples, model tests or
pile driving performance is available, other values may be justified
bSand–silt includes those soils with significant fractions of both sand and silt. Strength values
generally increase with increasing sand fractions and decrease with increasing silt fractions
cNq is the bearing capacity factor; q1 is the limiting unit end resistance
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confusion with other nomenclature in the API-RP-2A code can be avoided, the
equation used in API 1993 [790] above can then be expressed as (often called the b-
method):

f ¼ br0vo � f1 ð17:10Þ

The value of b parameter for open-ended pipe piles driven unplugged is listed in
Table 17.3; rvo′ is the effective overburden pressure at the depth in question.

The b-method above implies that it is not appropriate to modify the empirical
method with a measured interface friction angle d.

For full-displacement piles such as open-ended pipe piles driven in fully plugged
mode or for closed-ended pipe piles, API suggests that b should be increased by
25%.

The use of CPT results potentially allows a more precise reflection of soil
density, compressibility, and stress level than the consideration of the subsoil only
with regard to relative density in the b-method. The Errata and Supplement 3 in
API-RP-2A [792] reflect, albeit in a simplified version, studies presented by several
researchers [881–884]. However, offshore experience with the application of these
CPT methods is still limited. Therefore, more experience is needed before they can
be recommended for routine design, such as to replace the current API b-method
[811], which is still a routine for offshore pile design today. Since from many
numerical and experimental studies in recent years, it was fully realized that the API
method underestimates the skin friction especially in dense sands, and the skin
friction capacity for piles in compression should be higher than that for tensioned
pile. These issues are also addressed by the recently developed CPT-based methods
which are referred to as API 2007 [792]. Section 17.13 introduces the recently
developed CPT methods.

17.6 Modeling of Pile–Soil Friction Behavior by FEM

As an alternative, the frictional behavior at soil–pile interface can be modeled by
contact elements based on, for example, the slave–master concept, with friction
angle and adhesion, or by interface elements with normal and tangential stiffness.

Table 17.3 Design
parameters for axial resistance
of open-ended pipe piles
driven unplugged [792]

Density Soil description b f1 (kPa)

Medium Sand–silt 0.29 67

Medium
Dense

Sand
Sand–silt

0.37 81

Dense
Very dense

Sand
Sand–silt

0.46 96

Very dense Sand 0.56 115
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For sands, the ratio between the pile–soil friction angle and the internal friction
angle ranges between 0 and 1 depending on surface roughness, mean particle size of
sands, and method of installation. Its range varies between 0.5 and 0.7 for smooth
steel pipe piles [885, 886]. Quite often, the characteristics of pile–soil friction can
be represented by a friction factor. For more detailed modeling techniques of pile–
soil friction, readers may read sources [31, 887]. Smaller size elements are normally
used in the region surrounding the pile to increase calculation accuracy.

17.7 Modeling of t-z Curves

Similar to the p-y curve, the friction resistance can be modeled as a series of springs
in the axial direction of a pile. Each of them is represented with a friction load–
displacement curve, which is often called a t-z curve. As shown in Fig. 17.12, t-z
curve can be modeled by Vijayvergiya’s method [888]:

t
tmax

¼ 2
ffiffiffiffi
z
zc

r
� z
zc

for z� zc ð17:11Þ

t ¼ tmax for z� zc ð17:12Þ

where t is the skin friction per unit length of a pile; tmax is the maximum skin
friction per unit length of the pile; zc is the displacement at which the maximum
skin friction is mobilized, for clays, it is sensitive to the change of pile diameter and
length and is often taken as 9 mm, for sand, it is often taken as 7.5 mm; z is the
axial displacement along the pile segment.

By observing Fig. 17.12, it is found that for clay, the t-z curve has a post-peak
softening part with a residual t/tmax value ranging between 0.7 and 0.9 [889]. This
value may be determined as a function of stress–strain behavior, stress history, pile
installation method, pile loading sequence, and other relevant factors.
Experimentally, this value can be obtained from laboratory shear tests or from
large-scale or model pile tests. By performing the dynamic axial loading test, King
et al. [890] also presented that the ratio between the dynamic residual friction and
the peak pile resistance ranges from 0.6 to 0.85, and the lowest ratio is associated
with high loading rate.

Since the axial load deformation responses are not sensitive to the shape change
of t-z curve, it can normally be modeled as a bilinear curve.
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17.8 Determining Unit End-Bearing Capacity
for Cohesive Soils

Although sleeve friction measured during a CPT (Sect. 1.9.6) has been related to
pile shaft friction [891], due to greater variability in sleeve friction measurements
(among other issues), the unit end-bearing resistance of piles in clays can often be
estimated by Skempton’s method [803]. For a convenient implementation in
numerical codes, the unit end-bearing resistance can normally be taken as a limiting
value of 9 times the undrained shear strength of the soil at the level of the pile tip
[892], which is a type of a-method:

qp
0 ¼ 9su ð17:13Þ

It should be noted that the equation above is valid provided that the installation
process has not reduced the shear strength, which can be a relevant engineering

Fig. 17.12 Illustration of t-z curves [791]
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problem. In addition, qp′ is measured as effective stress value rather than a total
stress value.

For very stiff clay soils, as presented in the commentary part of API 1993 [790],
the end-bearing resistance can be in the range of 9–12 times the undrained shear
strength from large-diameter pile test data [889].

17.9 Determining Unit End-Bearing Capacity
for Cohesionless Soils

The unit end resistance of piles in sands, typically measured based on a tip dis-
placement of 10% of the pile diameter, can be calculated by Rankine’s theory,
which is a type of b-method:

qp
0 ¼ r0voNq � q1 ð17:14Þ

where rvo′ is the effective vertical stress at the pile tip; Nq is the bearing capacity
factor/coefficient, if no results from CPTs are available, see Table 17.2 for its value;
q1 is the limiting unit end resistance, see Table 17.2 for its value.

For long piles, qp′ may not increase linearly with the overburden pressure.
Therefore, the limiting unit end resistance q1 above is introduced.

Depending on whether or not a soil plug will form, qp′ may act on either the
complete enclosed area of the pile tip or the cross-sectional area.

However, API-RP-2A states that many soils do not fit the description of those in
Table 17.2, and the design parameters are not suitable for these soils. Examples are
loose silts, soils containing large amounts of mica or volcanic grains, and cal-
careous sands. These latter soils are known to have substantially lower design
parameters. Drilled and grouted piles may have higher capacities than driven piles
in calcareous soils [863].

17.10 Modeling of Q-z Curves

The end-bearing force can be modeled with a nonlinear spring at the pile tip as
shown in Fig. 15.2. The end-bearing resistance, i.e., the force–displacement rela-
tionship, can be represented by a Q-z curve shown in Fig. 17.13 [888] and
expressed as:

q
qmax

� �3

¼ z
zmax

forQ�Qmax ð17:15Þ
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where q is the unit end-bearing mobilized at displacement z < zmax; qmax is the
maximum end-bearing mobilized at displacement z > zmax, which is normally taken
as the end resistance qp′ presented in the previous Sects. 17.8 and 17.9.

By observing Fig. 17.13, it is found that the unit end-bearing q is assumed to be
fully mobilized at a pile tip displacement of 0.1d. This is consistent with the manner
in which pile load test data were interpreted.

It should be noticed that for very long piles with pile length to diameter larger
than 25, the end-bearing force is insignificant compared with that of the skin friction
force. In such a condition, the shape of Q-z curves has almost no influence on the
axial load–deflection relationship at the pile head.

17.11 Effects of Soil Layer Boundaries on End-Bearing
Capacity

For stratified soils that do not have a uniform soil condition along the depth, the
end-bearing may be modified if a pile penetrates less than two pile diameters into a
stronger soil or the pile tip is less than 2–3 pile diameters above a weaker soil [27].
Engineers normally simply use an averaging end-bearing over depth between two
or three pile diameters from the boundary, or weighted averaging depending on the
distance from the position of interest, or a graphical smoothing arranged to pass
through the minimum capacity points [112].

In API 2000 [791], when calculating the end-bearing capacity, it is assumed that
piles achieve penetration of two to three diameters or more into the layer in question
and the tip is approximately three diameters above the bottom of the layer to
preclude punch through. In the recently developed CPT-based methods recom-
mended by API 2007 [792], the CPT cone tip resistance qc data averaged between
1.5 pile diameter above and below the pile tip level is normally used, as will be
discussed in Sect. 17.13.2.

z=0.1d z/d
q/
q m

ax

q/qmax=1.0

Fig. 17.13 Illustration of Q-z
curve (d is the diameter of the
pile)
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17.12 Soil Plugging

When an open-ended pile is driven into the ground, soils normally enter the inside
of the pile in the initial stage of pile driving at very shallow depths. As the pile is
driven deeper into the soil, the soil friction on the inside of the pile wall increases
until a soil plug is formed, which may prevent or partially restrict additional soil
from entering the inside of the pile. In offshore applications, circular cross-sectional
piles are often purposely designed to be open-ended to facilitate deeper penetration
(lower blow-count for driving a pile into a certain depth). The soil plug will then be
formed inside the piles.

Depending on the degree of soil plugging, an open-ended pile can produce a
similar bearing capacity as a closed-ended pile. Figure 17.14 shows different modes
of penetration of open- and closed-ended piles. If pile penetration depth is equal to
the soil plug length, it is called fully coring or unplugged pile, as shown in
Fig. 17.14a. Most piles in practice are driven under partially plugged mode [870,
893] as shown in Fig. 17.14b, and in many cases, the lengths of the pile plugs can
be less than half of pile penetrations. A fully plugged open-ended pile (Fig. 17.14c)
behaves similar to a closed-ended pile (Fig. 17.14d), and the soil plug settles with
the pile as an intact body in a fully plugged pile during pile installation (or loading)
[894].

If a pile is only driven into a shallow depth, an open-ended pile has lower load
capacity than a closed-ended one. However, as penetration depth increases, the load
capacity of the open-ended pile increases and may approach that of the equivalent
closed-ended pile. This increase is significantly contributed by the soil plugging
with larger penetration depth [895, 896]. On the other hand, a long soil plug may be
developed in an unplugged (or fully coring) open-ended pile. Due to a lack of inner
frictional resistance, it produces a smaller bearing capacity than its fully plugged or
partially plugged counterparts.

Fig. 17.14 Extentions of soil plug [894]
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The installation methods, site conditions, and the geometry of piles influence the
mechanism of the soil plug: Static methods generally encourage soil plugging better
than do dynamic installation methods such as vibratory pile driving [897]; looser
ground conditions generally lead to higher degree of plugging [898]; and smaller
diameter piles produce a higher degree of soil plugging [899].

The extent of soil plug entering into the pile is characterized by a plugging ratio
PLR, which is defined as the ratio between the length of soil plug l and the length of
pile penetration h:

PLR ¼ l=h ð17:16Þ

The plugging ratio is used to indicate influences of soil plug on the load-carrying
capacity of piles. The plug status is strongly influenced by the driving resistance
and the bearing capacity of open-ended piles [900]. Theoretical methods widely
used to judge the plug effect are normally based on one-dimensional wave theory
[901]. Obviously, if the plugging ratio is rather high (close to fully plugged con-
dition), and if pile driving is adopted, a large energy hammer has to be selected or
more blows are required for driving the pile to a desirable penetration, which will
considerably increase the driving cost and risk of damage to the pile itself.
Therefore, in practice, a fully plugged pile is often difficult to obtain during pile
driving [898, 902].

By collecting PLR data from studies, Yu and Yang [903] suggested that PLR in
sand is a function of internal pile diameter di:

PLR ¼ minð1; d0:15i Þ ð17:17Þ

It was demonstrated by experiments that the end-bearing capacity decreases with
an increase in the plugging ratio. The closed-ended piles display a higher
end-bearing capacity than open-ended piles as closed-ended piles prevent soil from
entering the piles and introduce forces on the soil around the pile tip, leading to a
higher confined stress state in this region. Through full-scale testing, Tan and Lin
[904] presented that, although open-ended steel pipe piles experience a partially
plugged condition during the process of penetrating through the upper thick clay silt
deposits, a fully plugged condition can be considered in the design of their static
compression capacities if they are end-bearing in dense cohesionless soils.

In addition to the PLR, incremental filling ratio (IFR) is also often used as an
indicator of soil plugging. It is defined as the first derivative of PLR:

IFR ¼ dl=dh ð17:18Þ

where dl is the increment of soil plug length corresponding to an increment of pile
penetration depth dh. In the case of a fully coring mode, PLR and IFR are equal to 1.

As it is difficult to measure PLR for routine piling work, Lehane et al. [883]
proposed a formula for estimating IFR, averaged over 20 pile diameters of pene-
tration, as a function of the pile internal diameter di:
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IFRavg ¼ min 1; ðdi=1:5Þ0:2
h i

ð17:19Þ

While PLR is an adequate measure of degree of overall soil plugging, and
researchers proposed to use PLR for estimating limit unit skin friction of
open-ended pipe piles [898], a better measure of soil plugging on estimating
end-bearing values may be IFR, as it can represent the condition of soil plugging at
the final penetration depth from final pile driving [899].

When a pipe pile is driven into clay, the clay inside the pile forms a plug. The
internal plugged clay may be highly disturbed by the pile driving, and therefore, a
reduced strength (remolded shear strength) may be used to compute the skin friction
along the inner surface of the pile wall.

For the design of pile driving, it is important to carefully review the pile toe area
input and perform both optimistic (unplugged) and pessimistic (plugged) drive-
ability analyses to establish lower and upper-bound driving resistance values. This
will help to prepare for situations where piles reach refusal (refusal is normally
specified in the contract and is regarded to occur if the blow-count reaches 200–
300 blows/foot) prior to a required minimum pile tip penetration. Such preparations
may include the requirement of a larger hammer or mobilization of installation aids
such as jets or drilling equipment.

17.13 Recently Developed CPT-Based Methods to Assess
the Axial Pile–Soil Interaction Capacity

The majority of the existing theoretical methods for predicting pile axial capacities
in sands are influenced by a large number of variables [905]. Furthermore, note that
soil density influences shaft friction and base capacity of open-ended piles, and
interpretations of this influence are highly uncertain due to poor definitions of soil
properties along the length of a pile [906]. Moreover, abundant comparisons of pile
load test results and axial pile capacities predicted according to the recommenda-
tions of API 1993 [790] for piles in sand have proven that this method may be
conservative for relatively short piles in very dense sand, while it may be uncon-
servative for relatively long piles driven into loose sands [907]. The reasons above
promote the use of the CPT for site characterization, which has been routinely
performed as a part of offshore soil investigations for decades. This provides a large
amount of repeatable information on the vertical variability of soil strength and
compressibility and, therefore, gives an increased design reliability and accuracy in
skin friction and end-bearing capacity assessment [908].

Based on extensive research over the past 30 years, particularly direct correla-
tions of pile unit friction and end-bearing data with cone tip resistance (qc) values
obtained from CPTs, the commentary of API-RP-2A [792] recommends four recent
CPT-based methods applied to calculate the axial pile capacity for sands, which all
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reduce or eliminate the skewing associated with the API 1993 method [790] and
cover a wider range of cohesionless soils:

1 ICP-05 [881], which was originally called Marine Technology Directorate
(MTD) method [909]. More recently, this method was referred to as the Imperial
College Pile (ICP) method because the Marine Technology Directorate in the
UK no longer operates. The major feature of ICP method is that the ultimate unit
friction and pile end-bearing are directly correlated with CPT resistance.
Another noticeable feature of ICP method is that both unit friction and
end-bearing are highly dependent on pile geometry.

2 Fugro-05 [882], which is a modified ICP-05 method, is based on a study of the
axial pile capacity design method for offshore driven piles in sands. It provides
data and information needed to improve pile design criteria and to propose an
improved design method for axially loaded, open-ended, offshore driven pipe
piles in sands.

3 NGI-05 [884] is established based on a database of well-documented results
from tests of driven piles in sands by the Norwegian Geotechnical Institute
(NGI).

4 UWA-05 [883, 910] is based on an extended database of static load tests and
evaluations of the existing API recommendations [791] and three other
CPT-based methods.

These CPT methods for offshore designs are intended to give a more realistic
representation of the mechanisms that influence the axial capacity of piles
embedded in sands and require a higher level of site investigation practice and
geotechnical expertise than the traditional API method [790]. Therefore, they
should be used only by qualified engineers who are experienced in interpreting CPT
data and understand the limitations and reliability of these CPT-based methods.

17.13.1 Skin Friction Calculation for CPT-Based Method

Regarding the skin friction capacity, the CPT-based methods are distinguished from
the traditional API 1993 method [790] mainly in two respects [906]:

1. The recognition that the local pile friction sf in a given soil layer reduces as a
pile is driven deeper, which is associated with the phenomenon of “friction
fatigue” [887, 911–913].

2. Open-ended piles tend to have lower sf values than closed-ended piles. These
issues are important for long, large-diameter offshore piles, which are primarily
driven open-ended in a coring manner (Sect. 17.12).

Even though refined upon different assumptions, the pile skin friction formu-
lations proposed by ICP-05, Fugro-05, and UWA-05 methods are in general sim-
ilar. The equation formats are based on studies with instrumented jacked
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closed-ended Imperial College Model Pile [912, 914], indicating that radial stress
after installation and equalization at a given depth is related to cone tip resistance
and the distance above the pile tip normalized by the pile radius [906].

The unit skin friction f for open-ended steel pipe piles has a strong correlation
with the CPT end resistance (qc) and a few other factors:

f ¼ uqcðzÞ r0v0ðzÞ
pa

� �a

Ab
r max

L� z
d

; m

� �� ��c

tan dcv½ �d� min
L� z
dm

; 1
� �� �e

ð17:20Þ

where qc(z) is the CPT cone tip resistance at depth z; pa = 100 kPa is the atmo-
spheric pressure; r0v0ðzÞ is the soil’s effective vertical stress at depth z; Ar = 1 − (di/
d)2 is the pile displacement ratio; di and d are the inner and outer pile diameter,
respectively; L is the embedded length of the pile below the soil surface; dcv is the
pile–soil constant volume interface friction angle; a, b, c, d, e, u, and v are unit skin
friction parameters with recommended values given in Table 17.4.

Different from the methods proposed by ICP-05, Fugro-05, and UWA-05
methods, NGI-05 method [884] proposes that the ultimate unit skin friction for
tension ft(z) and compression fc(z) for driven open-ended steel pipe piles can be
expressed as:

ftðzÞ ¼ ðz=LÞpaFsigFDr [ 0:1r0t0 ð17:21Þ

fcðzÞ ¼ 1:3 ftðzÞ[ 0:1r0t0 ð17:22Þ

where Fsig = (r′t0/pa)
0.25; FDr = 2.1(Dr−0.1)

1.7; the relative density Dr = 0.4ln
{qc(z)/[22(r′t0pa)

0.5]} > 0.1 is the sand’s relative density, and if the calculated Dr is

Table 17.4 Unit skin friction parameters with recommended values for driven open-ended steel
pipes [792]

Method Parameter a b c d e u v

Simplified ICP-05a Compression 0.1 0.2 0.4 1 0 0.023 4(Ar)
0.5

Tension 0.1 0.2 0.4 1 0 0.016 4(Ar)
0.5

UWA-05b Compression 0 0.3 0.5 1 0 0.030 2

Tension 0 0.3 0.5 1 0 0.022 2

Fugro-05c Compression 0.05 0.45 0.90 0 1 0.043 2(Ar)
0.5

Tension 0.15 0.42 0.85 0 0 0.025 2(Ar)
0.5

aSimplified ICP-05 is a conservative approximation of the full ICP-05 method since dilatancy is
ignored and some parameter values are conservatively rounded up/down. If the pile outer diameter
is d < 0.76 m, the original “full” design equations [881] may be used, provided that larger safety
factors are considered in the WSD (working stress design)
bFor piles with d < 0.76 m, the “full” design equation by Lehane et al. [910] may be considered,
provided larger safety factors can be considered in WSD
cSimilar to the “full” ICP-05 and the “full” UWA-05 method, when using Fugro-05 method, it is
recommended to consider larger factors of safety
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larger than 1.0, it can still be accepted and adopted to calculate the ultimate skin
friction.

Similar to the “full” ICP-05, the “full” UWA-05 method, and the Fugro-05
method, it is recommended to consider larger factors of safety when using the
NGI-05 method.

It is noticed that all methods above assume that the ultimate shaft friction
mobilized in tension is lower than that in compression. Among them, Fugro-05
method assumes different sf distributions under tension and compression loading,
whereas the other three methods adopt a ratio of tension to compression capacity
with a value between about 0.7 and 0.8.

Table 17.5 shows an example of comparison in skin friction capacity among
different methods. Obviously, the ICP-05 method gives the highest skin friction
capacity in both tension and compression, while the API method gives the lowest
(most conservative) skin friction capacity. This is reasonable as it is widely rec-
ognized that API method underestimates the skin friction capacity, especially for
dense sand, which is the case for this particular site shown in Fig. 1.23.

17.13.2 End-Bearing Capacity Calculation for CPT-Based
Method

17.13.2.1 Cone Tip Resistance Calculation

Regarding the end-bearing capacity calculation for CPT method, API 2007 [792]
recommends accounting for the influence of the soil layer boundary on the
end-bearing capacity if the pile tip is within 2−3 pile diameters of a layer boundary,
by using qc data averaged between 1.5d above and 1.5d below the pile tip level:

qc;av ¼
Z Lþ 1:5d

L�1:5d
qcðzÞdz=3d ð17:23Þ

where L is the embedded length of the pile measured from the soil surface; d is the
pile outer diameter; z is the depth below the soil surface.

Even though the averaging technique expressed in the equation above is
applicable in many sites, this may not necessarily be the case when clay layers

Table 17.5 Characteristic skin friction capacity of a steel pipe pile (the penetration depth is 35 m
and the pile diameter is 2.4 m) calculated from API, ICP-05, UWA-05, and NGI-05 methods for a
site at borehole B5 in CPT shown in Fig. 1.23

API ICP-05 UWA-05 NGI-05

Tension [MN] 23 37 32 31

Compression [MN] 23 48 39 36
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occur: The qc data used may have a substantial impact on qp (fully plugged unit
end-bearing). If significant qc variations occur, the UWA-05 Dutch averaging
technique (Fig. 17.15) [910] should be used to compute qc,av value, as it is slightly
more conservative than the straight averaging technique above.

17.13.2.2 End-Bearing Capacity by ICP-05 Method

Based on the calculation of qc,av, the ultimate unit end-bearing for plugged piles
using the ICP-05 method can be calculated as:

qp
0 ¼ qc;av½ð0:5� 0:25 log10ðd=dCPTÞ� � 0:15qc;av ð17:24Þ

where dCPT is the diameter of the CPT tool, which is typically taken as 36 mm for a
standard 10 cm2 base area cone.

Fig. 17.15 Illustration of the Dutch averaging technique to obtain the qc,av [915] (courtesy of BM
Lehane, The University of Western Australia)
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For open-ended piles, the ultimate unit end-bearing qp′ can be assumed to act
across the entire pile tip cross section only if the conditions according to the
following two equations are fulfilled:

di\0:02ðDr � 0:3Þ ð17:25Þ

di=dCPT\0:083qcðzÞ=pa ð17:26Þ

where di is the inner pile diameter in meters; Dr is the relative density of sand
ranging from 0 to 1 with unit in [-] (not [%]).

If the two equations above cannot be fulfilled, the end-bearing capacity has to be
calculated by assuming an unplugged condition, in which the piles are assumed to
sustain end-bearing on the annular pile base area:

Qa ¼ p � ttipðd � ttipÞqcðzÞ ð17:27Þ

where ttip is the pile wall thickness at pile tip (including driving shoe).
Furthermore, the calculated end-bearing capacity based on the plugged pile

assumption should not be less than that based on an unplugged condition above.

17.13.2.3 End-Bearing Capacity by UWA-05 Method

By neglecting the favorable effect of partial plugging during pile driving, which is
accounted for by an empirical term in the “full” design method, Lehane et al. [883,
910] suggest calculating the ultimate unit end-bearing acting across the entire tip
cross section for plugged piles as:

qp
0 ¼ qc;avð0:5þ 0:45ArÞ ð17:28Þ

where Ar = 1 − (di/d)
2 is the pile displacement ratio; di and d are the inner and

outer pile diameter, respectively.
However, when piles are embedded in sands and the sand profiles show sig-

nificant variations in the vicinity of the pile tip, the use of ±1.5d in the vicinity of
the pile tip to calculate qc,av is not recommended. In this situation, Lehane et al.
[910] recommended a method for estimating qc,av often referred to as the Dutch
averaging technique, as illustrated in Fig. 17.15.

For offshore sites, continuous CPT soil profiles are often not available (e.g.,
when seabed CPT methods are not employed). Lehane et al. [915] proposed a
conservative estimate of the Dutch qc value:

qc;av ¼ ðqc;a þ qc;bÞ=2 ð17:29Þ

where qc,a is the minimum value of qc over the depth interval extending from the
pile tip to a depth between 0.7d* to 4d* below the tip; d* = d�Ar

0.5 is the effective
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diameter; qc,b is the average qc value from the tip to a height of 8d* above the pile
tip.

17.13.2.4 End-Bearing Capacity by Fugro-05 Method

For plugged piles, the ultimate unit end-bearing by Fugro-05 method can be cal-
culated as:

qp
0 ¼ 8:5paðqc;av=paÞ0:5A0:25

r ð17:30Þ

Since the non-plugged condition for piles under static loading seldom occurs
[916], neither the Fugro-05 method nor UWA-05 method presents a calculation for
the unplugged pile condition. As a simple check, the assumption that an offshore
pile is plugged is valid if either of the two conditions below is fulfilled:

7. The cumulative thickness of sand layers within a soil plug is in excess of 8d.
8. The total end-bearing (Qa) is limited as follows:

Qa �Qf;I;claye
Ls=d ð17:31Þ

where Qf,I,clay is the cumulative frictional capacity of clay layers within the soil
plug; Ls is the sand plug length.

It should be noticed that the criteria above apply only for fully drained behavior
of sands within the pile plug. For undrained/partially drained sands, one may adopt
the criteria presented by Randolph et al. [901].

For the exceptional case of unplugged end-bearing behavior in fully drained
conditions, the end-bearing capacity may be assessed according to the methods
presented by CUR [916] and Lehane and Randolph [917].

17.13.2.5 End-Bearing Capacity by NGI-05 Method

In the NGI-05 method, the ultimate unit end-bearing for plugged open-ended steel
pipe piles is formulated through a specified correlation between nominal relative
density and normalized cone tip resistance:

qp
0 ¼ 0:7qc;av=ð1þ 3D2

r Þ ð17:32Þ

where the sand’s relative density Dr = 0.4ln{qc,av/[22(r′t0pa)
0.5]} > 0.1, and in case

the calculated Dr is larger than 1.0, it can still be accepted and adopted to calculate
the ultimate unit end-bearing.

In addition, NGI-05 also proposes a calculation of resistance for non-plugged
piles using an ultimate unit wall end-bearing value qw(z) given by:
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qwðzÞ ¼ qcðzÞ ð17:33Þ

An ultimate unit friction fp(z) between the soil plug and the pile’s inner wall can
be calculated as:

fpðzÞ ¼ 3fcðzÞ ð17:34Þ

where fc(z) is the ultimate unit skin friction for piles in compression according to the
NGI-05 method presented in Sect. 17.13.1.

Finally, the minimum value of qp′, qw(z), and fp(z) expressed in the three
equations above should be used in the design.

It is noticed that each method to calculate the end-bearing capacity is signifi-
cantly different from others, with the ratio of qp′ (unit end-bearing resistance) to an
average qc (CPT tip resistance) value in the vicinity of the pile tip being assumed to
vary with the pile diameter in ICP-05, with the effective area ratio in UWA-05, with
cone tip resistance in Fugro-05, and with relative density in NGI-05. See Xu et al.
[918] for a review and evaluation of formulations for each method.

Table 17.6 shows an example of comparison of end-bearing capacity among
different methods. Obviously, the UWA-05 method gives the highest calculated
end-bearing capacity, while the conventional API method also gives higher
end-bearing capacity than the ICP-05 and NGI-05 methods. The NGI-05 method
gives the most conservative end-bearing capacity. However, this trend may change
when soil profiles change.

17.13.3 Comments on the CPT-Based Methods

Compared to the methods presented in API 1993 [790] and API 2000 [790, 791],
the recently developed CPT-based methods cover a wider range of cohesionless
soils and are considered fundamentally better: They have shown statistically closer
predictions of pile load test results and, although not required, are in principle the
preferred methods. These methods generally tend to provide a higher calculated
axial pile capacity than that given by API 1993 [790] and API 2000 [791]. This is
beneficial not only due to the increase in the pile capacity for in-place condition, but
also due to the fact that it presents a more reliable assessment for pile driving
(avoiding problems with refusal and pile buckling during driving) and removing
piles from soils (better assessment for allocating suitable removal equipment).

Table 17.6 Characteristic end-bearing capacity ([MN]) of a steel pipe pile (penetration depth of
35 m and a pile diameter of 2.4 m) calculated from API, ICP-05, UWA-05, and NGI-05 methods
for the soil profile at borehole B5 for CPT tests shown in Fig. 1.23

API ICP-05 UWA-05 NGI-05

56 49 61 48
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However, in cases where the new methods are adopted as the primary design tools,
it is suggested that consideration be given to the more stringent WSD (working
stress design) Factors of Safety and LRFD (load resistance factor design) Factors
[881].

Lehane et al. [883] concluded that the UWA-05 method and the Imperial
College ICP-05 (essentially the “MTD” approach by Jardine and Chow [909]) give
the best reliability parameters, performing far more satisfactorily than the API 1993
[790] and better than the Fugro-05 and NGI-05 methods, even though UWA-05 and
ICP-05 apply different weightings to factors for open-ended conditions and “friction
fatigue,” and are therefore unlikely to give coincident results when applied to
identical piles in the same soil profiles. By performing a database assessment of all
CPT-based design methods, Schneider et al. [906] concluded that the more detailed
method formulation of the UWA-05 method, which is based on recent research into
the controlling mechanisms that influence pile capacity in sands, is the primary
reason for its slightly better predictive performance against the database than that of
ICP-05, NGI-05, and Fugro-05.

In spite of their merits, offshore experience with these CPT-based methods is
either limited or nonexistent, and hence more experience is needed before they are
recommended for routine design.

With regard to the adoption of material factor associated with the utilization of
CPT-based methods, there are no particular explicit specifications. ISO [91] states
that the designer should evaluate whether or not the commonly used material factor
is sufficient, which is not practical because a re-calibration of the material factor
would require probabilistic analyses of a large variety of structures and soil con-
ditions, and in a typical pile design project carried out by a geotechnical engineer, it
is not feasible to carry out such a large amount of work. Moreover, a material factor
commonly used is not based on detailed calibrations using probabilistic analyses,
but rather conformance to the existing LRFD design format. Therefore, it is not
likely to cover uncertainties associated with the API method or the recently
developed CPT-based methods. This may result in either a conservative or
non-conservative design as the probability of failure may be increased or decreased
by utilizing the CPT-based method. However, based on a large number of pile tests
by various researchers [883, 906], it is concluded that the coefficient of variation of
pile axial capacity is lower for the CPT-based methods than the API method,
indicating that the uncertainties involved by using the CPT-based method are less
than that of the API method. Note that in the large amount of tests in the references
cited above, all have a significant contribution from skin friction. For artificially
plugged piles having a significant amount of contribution from end-bearing
capacity, the statistical data is not covered in the references above.

For a conservative pile–soil interaction capacity assessment, it is advisable to
evaluate the capacity obtained from all CPT-based methods, with the one resulting
in the lowest capacity being selected for a final pile design. On the other hand, if
using one single particular method for calculating the axial pile capacity, the model
uncertainty associated with each method is in the majority of cases the major
contributor to the uncertainties related to the limit state of axial pile capacity failure
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(compared to the uncertainties associated with geotechnical parameters, load pre-
diction model, soil consolidations, cyclic degradation, etc.). It would then be
advisable to determine the pile capacity as the average of the capacities predicted by
all available CPT-based methods, which may produce negatively correlated
capacity predictions to a certain extent. The model uncertainty based on the selected
tests from the database decreases significantly, with a substantially lower resulting
probability of failure.

17.14 Ultimate End-Bearing Capacity from Tests

Note that the limiting end-bearing capacity in either the conventional API method
(Sects. 17.8 and 17.9) or CPT-based method capacity (Sect. 17.13.2) is determined
by the stiffness properties of soils rather than the strength, in that the capacities
derived from pile tests used to calibrate the limiting end-bearing values ended at a
displacement equal to 10% of pile diameters as shown in Fig. 17.13. This means
that the soil is still not plastified at the load level corresponding to the limiting
end-bearing values, i.e., pile tests would in most cases give a higher capacity if
larger deformations were allowed.

By carrying out tests with piles with an outer diameter of 0.762 m in dense sand
(the typical soil condition in the North Sea) in the EURIPIDES project [919], it was
found that the end-bearing resistance at 76 mm displacement (10% of the pile
diameter) does not represent a realistic ultimate end-bearing capacity of the pile as
shown in Fig. 17.16. Therefore, it is an advantage for assessing a more realistic
end-bearing capacity if a deformation larger than 10% of the pile diameter is
permitted.

Moreover, it is also difficult or even impossible to re-establish the axial capac-
ities determined from an empirical method in a finite element code using realistic
soil properties. Therefore, the soil parameters such as friction angles have to be
modified to match the empirical methods. Thereafter, the failure mechanism can be
investigated through an observation of development of fully plastic zone in the
calculated results from finite element analysis.

Ultimate end-bearing resistance under either static monotonic or cyclic loading is
usually not reached because in most cases the pile movements required to mobilize
the base capacity are well above the actual axial tip movement.

17.15 Effects of Cyclic Loading on Axial Capacity of Piles

Axial capacity of piles should be checked with regard to both static and cyclic axial
response. Cyclic loadings, mainly caused by loadings associated with earthquakes,
storm waves, and other sources of dynamic loadings, can have both positive and
negative effects on the pile capacity and stiffness.
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Compared with long-term static loading, the load-carrying resistance and/or
stiffness of the pile can normally decrease under even rather slowly applied cyclic
loadings. On the other hand, a rapid loading such as seismic loading can increase
load-carrying resistance and stiffness of the pile. This is because the strain rate
effects (Sect. 2.5) may compensate the strength and the stiffness degradation.
Moreover, repetitive loadings can cause a temporary or permanent decrease in
load-carrying resistance, and/or an accumulation of deformation. The resultant
influence of cyclic loadings is then a function of the combined effects of magni-
tudes, cycles, and rates of applied pile loading, structural characteristics of the pile,
soil characteristics, and factors of safety used in design of piles [790].

Figure 17.17 shows axial displacements of both tension and compression piles
supporting an offshore jacket structure subjected to six continuous loading cycles of
waves, with the maximum wave loading significant with a return period of
10,000 years. Even if unloading occurs after each wave loading peak, a gradual
increase of the axial displacement for piles can be observed, indicating the effects of
the plasticity occurrence and cyclic effects in soil–pile interaction. This is the main
reason for the cause of excessive deformation at the structure’s topside as shown in
Fig. 17.18.

Most of the previous research is focused on studying the effects of high level
cyclic axial loading. However, its effects on lower levels of cyclic axial loading
receive less attention even if it is relevant for many types of practical problems such
as fatigue damage accumulation of substructures under cyclic wind and/or ocean
wave loading.

Under cyclic loading, a compaction of soils beneath piles occurs due to cyclic
shearing, leading to a reduction of the normal contact stresses acting between pile
and soil and a decrease in shear strength. The shear strength degradation along the
pile under different loading intensities will influence the axial pile resistance and
displacement. Effects of cyclic loading on the axial pile resistance are more sig-
nificant for clays than sands [792]. Repetitive loadings can cause a temporary or a
permanent decrease in load-carrying resistance and/or an accumulation of
deformation.

However, this type of soil compaction due to cyclic loading occurs mainly
within a small shear band beneath the pile [920], and it occurs up to a distance at
which a threshold value of cyclic shear stress in the soil is reached [921], i.e., no
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Fig. 17.16 Schematical
illustration of a pile tip load–
displacement relationship for
a pile with an outer diameter
(d) of 0.762 m embedded in
dense sand with a penetration
depth of 30.5 m
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axial pile capacity reduction needs to be considered if the ratio of cyclic axial load
amplitude and static axial pile capacity is below this threshold value.

Based on the literature study, Schwarz [922] reported that no axial pile capacity
reduction needs to be considered if the ratio between cyclic axial load amplitude
ΔFcyc and the static axial pile capacity Rs is below a threshold value, which is
referred to as the critical level of repeated loading (CLRL):

Fig. 17.17 Axial displacement (right) at pile head for both tension and compression piles
supporting an offshore jacket structure (left) subjected to six continuous wave loading cycles
(courtesy of Aker Solutions)

Fig. 17.18 Horizontal displacements at the topside of the jacket platform shown in Fig. 17.17
(courtesy of Aker Solutions)
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CLRL ¼ DFcyc=Rs ð17:35Þ

Values of CLRL under different types of soils are shown in Table 17.7. By
observing this table, it is obvious that piles in non-cohesive soils are more sensitive
to cyclic axial loading than piles in cohesive soils.

Cyclic pile capacity is defined as the sum of the average axial loading and cyclic
load amplitude at the pile head that causes full mobilization of the soil resistance
and consequently large displacement. Different load sequences and load levels
should be analyzed in order to obtain a reliable assessment of the effects due to
cyclic axial pile loading. It is especially advisable to analyze three different load
scenarios as follows:

1. The static load is kept constant and the cyclic load amplitude is increased until
failure is reached.

2. The cyclic load amplitude is kept constant and the static load is increased until
failure is reached.

3. Both the static load and the cyclic load amplitude are increased by the same load
factor until failure is reached.

In addition, engineers may specify other load scenarios (combinations of load
factors on cyclic and average load components) to reach cyclic failure.

From the discussion above, it is obvious that the cyclic pile capacity does not
have a unique definition and depends on the load path (e.g., combination of mean
load and cyclic load amplitude) to failure. Most practices evaluate the cyclic
capacity relative to the static capacity, and the static capacity itself could show
significant variation depending on the method used.

Poulos [923] presented that long piles may exhibit a ductile type of cyclic
response, while short piles may exhibit brittle cyclic response. Randolph [869]
developed a way of estimating the boundary between the stable and metastable
regions in the stability diagram, based on measures of the pile and soil com-
pressibility and pile geometry.

For closely spaced piles in a pile group, the effects of cyclic axial loading can be
more significant, leading to a more remarkable degradation of axial capacity under
comparable cyclic loading levels [881]. Section 21.4 presents a brief discussion of
this topic.

Table 17.7 Critical level of repeated loading (CLRL) for different types of soils [922]

Soil type Critical level of repeated loading

Clay, normally consolidated 0.35–0.55

Clay, over-consolidated 0.85–1.0

Sand 0.1–0.4

Silt 0.4–0.6
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Chapter 18
Torsional Moment–Rotation Relationship

18.1 General

Torsional moments can be introduced on piles due to lateral loadings on the sup-
porting structures. Such lateral loadings can be induced by ship impacts, high-speed
vehicle collision, and wind, wave, and current actions on superstructures. For
example, for an anchor connected to mooring chain(s) or wire(s), due to subsea
current forces applied on the mooring, the mooring chain may be dragged out of
position and it may further apply significant torsional moments on the pile as shown
in Fig. 18.1. Moreover, if a ship impacts on a bridge pier with an eccentricity from
the centroid, an eccentric lateral load will be generated on supporting piles. In
addition, when a single pile supports a structure that has a significant torsional
flexibility, i.e., the center of torsion significantly deviates from the center of the
gravity in the horizontal plane, under external excitations (e.g., seismic excitations)
along horizontal directions, and significant inertia loading transferred from the
superstructure may induce noticeable torsional movement of the single pile.

Even though the torsional moment may be marginal, inadequate design of the
piles against torsional load may seriously affect the serviceability and safety of
supported structures with catastrophic consequences [924, 925].

In API-RP-2A [792], it is required that rotations of individual piles and the total
foundation system should be checked at all critical locations, which may include
pile tops, points of contraflexure (zero bending location), mudline. The rotations
should not exceed serviceability limits that would interfere with the structure car-
rying out its intended function.

Various pieces of research [926–930] are dedicated to the study of the torsional
moment–rotation relationship due to pile–soil interaction. From those studies, it is
concluded that the shear modulus of piles under torsional moments agree with that
from axial load tests [927], and the torsional moment–rotation curves are similar to
the T-z curve but interact with the axial loading of piles.

© Springer International Publishing AG 2018
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18.2 Behavior of Single Piles Under Torsion

In various numerical computation codes, the torsional behavior of a pile can be
simply modeled with a “s–h” curve as shown in Fig. 18.2, with s and h representing
the torsional shear stress due to the lateral pile–soil friction force at pile–soil
interface (Fig. 15.1) and local twist angle (rotation) of the pile, respectively. It is
also noticed that the curve indicates a “perfect plasticity,” i.e., the resistance to
rotation remains constant at ultimate surface shear resisting rotation of the pile su
for additional rotation.

By assuming that soil is a radially linear-elastic and homogenous medium, and
the pile is prismatic and linear-elastic and that the resistance of the soil at any point
is a function of only the torsional displacement of the pile–soil interface at that
point, the soil in any plane perpendicular to the axis of the pile is in a state of plane,
pure shear. By using the theory of elasticity, the shear stress s and the tangential
displacement t at a radial distance r from the axis of the pile can be calculated as:

s ¼ s0
R
r

� �2

ð18:1Þ

t ¼ s0R2

2Gsr3
ð18:2Þ

where s0 is the shear stress at the pile–soil interface; R is the radius of the pile;
Gs = s0/2h is shear modulus of the soil as shown in Fig. 18.2; h is the pile’s
torsional rotation in radians.

If there is no slippage between the pile and soil at the interface, the tangential
displacement t on the pile–soil interface is:

Fig. 18.1 Current-induced
torsion applied on an anchor
pile

τu

Pile torsional rotation θ

1
2Gs

τFig. 18.2 Idealized pile’s
torsional shear–rotation curve
diagram
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t ¼ Rh ð18:3Þ

The governing equation of the pile’s torsion is:

dT=dz ¼ pd2Gs= GpIp
� � Zz¼z�

z¼1
Tdz ð18:4Þ

where T is the torsional moment at depth z below a point (often at the pile head)
where the torsional moment is T0; d is the pile’s outer diameter; Gp and Ip are the
shear modulus and the polar moment inertia of the pile.

The solution of the equation above is:

T ¼ T0e�az ð18:5Þ

where a = [pd2Gs/(GpIp)]
0.5.

The torsional rotation of the pile at depth z can then be calculated as:

h ¼ ½T0=ðaGpIpÞ� � e�az ð18:6Þ

And the shear stress due to the torsion is:

s0 ¼ 2hGs ð18:7Þ

For sands, the initial value of the soil modulus Gs0 can be taken as:

Gs0 ¼ 0:5Es0=ð1þ tÞ ð18:8Þ

where Es0 = mrref �(r0vo/rref)0.5 is soils’ initial modulus of elasticity;
rref = pa = 100 kN/m2 is the reference (atmospheric) stress; r0vo is the vertical ef-
fective stress; t is soils’ Poisson’s ratio; m = 1000�tan(/0); /0 is the angle of
internal friction of the sand.

For clays, based on the recommendation by NGI [67], the initial value of the soil
modulus Gs0 can be taken as:

Gs0 ¼ 300� 85 OCR� 1:0ð Þ0:5
h i

� su ð18:9Þ

where OCR is the over-consolidation ratio of the soil; su is the undrained shear
strength of the soil; and Gs0/su ranges between 50 and 300.

Note that the calculation of Gs0 for both sand and clay above is the initial value
of the soil’s shear modulus and is only valid when the shear strain of the relevant
soil is low. Subjected to significant torsional loading, the realistic shear modulus is
strain-dependent and can be much lower.
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Example A 55-m-long pile is subjected to a torsional moment of 3.5 MNm at
its head; the pile has an outer diameter of 2.134 m and a wall thickness
t = 0.05 m; the pile’s shear modulus is Gp = 76 GPa, and the soil’s shear
modulus Gs is approximately 7.8 MPa.

Calculate the pile’s torsional moment T, rotation angle h, and shear stress s0
along the pile depth z.

Solution: On the values given above, one obtains:

Ip ¼ p d� 0:5tð Þ3�t=4 ¼ 0:0726m4

GpIp ¼ 2:8 � 1010Nm2

a ¼ pd2Gs= GpIp
� �� �0:5¼ 0:06314:

Using formulas T = T0e
−az, h = [T0/(aGpIp)]�e−az, and s0 = 2hGs, the

results are listed in Table 18.1.

The linear relationship between surface shear and pile is assumed to terminate
when the surface shear stress s0 reaches the ultimate surface shear su that resists pile
rotation.

For sand, su can be determined as:

su ¼ Kr0vo tanðdÞ ð18:10Þ

where K = r0ho/r
0
vo is lateral (at rest) earth pressure coefficient, which has a sig-

nificant uncertainty. Kraft [880] has presented an alternative approach for esti-
mating K, based purely on relative density of soils (but independent of grain size)

Table 18.1 The pile’s
torsional moment T, rotation
angle h, and shear stress s0
varied with depth z

z T (Nm) h (rad) s0 (N/m
2)

0 3.500E+06 1.980E−03 3.089E+04

3 2.896E+06 1.638E−03 2.556E+04

6 2.396E+06 1.356E−03 2.115E+04

9 1.983E+06 1.122E−03 1.750E+04

12 1.641E+06 9.282E−04 1.448E+04

15 1.358E+06 7.681E−04 1.198E+04

20 9.901E+05 5.601E−04 8.739E+03

25 7.221E+05 4.085E−04 6.373E+03

30 5.266E+05 2.979E−04 4.648E+03

40 2.801E+05 1.585E−04 2.472E+03

50 1.490E+05 8.428E−05 1.315E+03

55 1.086E+05 6.146E−05 9.589E+02
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and effective area ratio of the pile (full or partial displacement), for a preliminary
design, its value may be taken as follows: for coarse-grained soils, K = 1−[sin/0�
(OCR)sin/′], where /0 is the angle of internal friction; for fine-grained soils,
K = [0.44 + (0.42Ip (%)/100)]�OCR0.5; r0vo is the vertical effective stress; and d is
the angle of pile–soil interface friction, which can be measured with reasonable
accuracy [878, 879], and one may use the same values as that of the axial friction of
piles; see Table 17.2.

For consolidated clay, su can be calculated as:

su ¼ asu ð18:11Þ

where a is an adhesion factor similar to that used for determining the axial pile wall
friction capacity, and su is the undrained shear strength.

Because the shear modulus surrounding each pile subjected to torsion agrees
with that from axial load tests, if one ignores the interaction with T-z, the moment
per unit pile area–rotation curve can simply be calculated by scaling the T-z curve
so that the torsional moment is td/2 per unit area, and the rotation is 2z/d in radians,
in which t is the skin friction per unit length of piles; d is the pile’s outer diameter.
Therefore, the torsional resistance may be described by a hyperbolic Tt–a (torque–
torsional angle) relationship:

Tt ¼ a= jþ kað Þ ð18:12Þ

where Tt is the mobilized torque; a is the torsional angle of the entire pile/shaft.
j and k can be expressed as:

j ¼ 1=4pR2GsL ð18:13Þ

k ¼ 1=Tu ¼ 1=2pR2suL ð18:14Þ

where L is the length of the pile/shaft; Tu is the ultimate torque corresponding to the
ultimate surface shear resisting rotation strength su.

As the axial and torsional forces are coupled, the computation of the torsional
and axial stiffness becomes more complex. In some pile analysis codes, this has
been simplified by first calculating the axial and torsional stiffness separately, from
which both the axial shear and torsional shear stress are calculated, and their
resultant shear stress can be used to check if the resultant shear stress exceeds the
maximum allowable shear stress at the pile–soil interface. However, the procedure
above may lead to an over-estimation of the resulting shear stress of up to 41% if a
pile is first loaded to failure in torsion and then the axial load is increased until
failure occurs [931].

18.2 Behavior of Single Piles Under Torsion 563



18.3 Behavior of Pile Groups Under Torsion

When a pile group is subjected to torsion as shown in Fig. 18.3, the interaction
between the torsion and lateral loading may govern the pile group responses. By
performing a series of centrifuge model tests on torsionally loaded single piles and
pile groups in sands, Kong [932] and Zhang and Kong [933–935] found that a pile
group subjected to torsion simultaneously mobilizes lateral and torsional resistance
on the individual piles, and the torsional contribution to the total applied torque is in
a range of 20–50%. The tests also showed no evidence of significant interaction
with respect to the effect of torsional movement on the torsional behavior of
adjacent piles located at a distance of three pile diameters, thereby confirming the
previous statement by Poulos [927].

Fig. 18.3 Illustration of
lateral translations (di) and
rotations (Tti) of individual
piles (i = 1…9) in a pile
group subjected to applied
torque Ttotal
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Chapter 19
Modeling, Response Calculation,
and Design of Piles Under Seismic Loading

19.1 Loading of Piles During Earthquakes

Soils, foundations, and structures are essentially a coupled system, and among
them, foundations work as intermediate media transmitting loading between
structures and soils. From the point of view of seismic wave transmission, the
seismic wave generated due to the fault rupture is first transferred to far-field soils
then to near-field soils surrounding the foundation. Moreover, when the body wave
reaches the ground surface at far-field, surface wave will be generated and propa-
gate to the near-field soil surface with a much lower rate of decrease due to the
distance than that of the body wave. Both body wave and surface wave will be
further applied on the foundation in the form of kinematic loading, causing the
structure to vibrate. This induces excitations on the structure, which will then
vibrate, generating inertia loading that is transmitted back to the foundation,
causing deformations or vibrations of the foundation and generating dynamic
loading applied on surrounding soil in the form of seismic wave (mainly shear
wave). A large amount of energy contained in the shear wave will then be radiated
through soil’s radiation damping due to both the inertial interaction effects (refer-
ring to the response of the pile–structure system to excitations by d’Alembert forces
or inertial force) and the kinematic interaction of the pile with the surrounding soil
driven by the free-field response. In addition, the energy is also dissipated through
the soil’s hysteretic damping in both far-field and near-field. At the interface
between the soil and the rock, the energy left will partially be reflected at
the soil-rock boundary and partially be further transmitted downward to the rock.
If the rock is of large thickness, the energy of the shear wave will be removed from
the soil layers through radiation damping when the shear wave is transmitted
through the rock. The wave propagation from source (fault rupture) to the foun-
dation and the entire process of interaction of soil–foundation–structure system
discussed above are illustrated in Fig. 19.1. More detailed discussions on the

© Springer International Publishing AG 2018
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process of seismic wave propagation and the generated structural and foundation
loading can be found in Jia [188].

Therefore, as illustrated in Fig. 19.2, under seismic excitations, piles are sub-
jected to both (a) inertial forces transferred from superstructures and (b) kinematic
forces arising from deformations of surrounding soils due to the passage of seismic
waves, and loads can also be induced due to liquefaction (c) at the relevant soil
layers. Therefore, pile failures due to seismic loading can be caused by excessive
bending and shear forces generated from inertia loading, kinematic loading, a
combination of the two, or large movements imposed to piles by soils which have
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Fig. 19.1 Propagation of seismic waves from source (fault rupture) and interactions in the rock–
soil–foundation-structure system
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lost their shear stiffness (usually as a consequence of liquefaction or slope move-
ment). Among the causes above, inertia and kinematic loadings are of inherently
vibratory nature, while liquefaction is essentially unilateral and pseudo-static.
Observed pile failures during past earthquakes also identify the causes above.

The inertial force increases the nonlinear behavior of the soil and reduces pile
head stiffnesses. These effects increase the natural period of the structure–founda-
tion system and change the seismic spectral response and hence the base shears and
moments in the structure. The kinematic forces arose from the pressures generated
against the pile to ensure that the seismic displacements of soil and the pile are
compatible at points of contact along the pile. Therefore, they can exert significant
forces on the pile if seismic soil response is significant.

As both inertia and kinematic forces can cause additional bending moments and
shear forces on piles, past earthquakes have resulted in many cases of pile failures
due to unacceptable bending moments or even shear force in the piles induced by
combined kinematic and inertial action, resulting in unacceptable permanent
deformations. Even though inertia and kinematic forces are coupled and should
ideally be analyzed in a coupled system, their effects can normally be regarded/
analyzed as uncoupled.

If a pile fails due to inertia loading, the location of failure is likely to be close to
the pile head, as the inertia loadings due to seismic waves are normally limited to
the top 10d (d is the diameter of the pile). On the other hand, kinematic loading can
occur at any depth. If a pile fails at a greater depth, it is especially likely that the
loading causing the damage on the pile is dominated by kinematic loading.
Therefore, significant pile moment zones between the kinematic loading and inertia
loading zone are naturally uncoupled. Moreover, if liquefaction occurs, since the
time of peak moment due to liquefaction tends to occur toward the end of an

Fig. 19.2 Three fundamental types of causes to induce pile bending moments during earthquakes:
a inertia loading; b kinematic loading; c liquefaction and subsequent lateral soil movement [953,
963] (courtesy of George Mylonakis, University of Bristol)
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earthquake while the inertial loading occurs during the earthquake, the kinematic
and inertia loadings are also almost uncoupled in time.

Therefore, the current engineering practice is usually to assess the pile stresses
and pile–soil interactions induced only by the inertia effects due to oscillations of
structures while neglecting the effects of kinematic interactions [936–938]. By
following this design philosophy, the evaluation of the bending moments developed
due to kinematic interaction is only required under extreme combinations of ground
profile involving layered soils and at moderate or high-seismicity zones [198],
though even in homogeneous soils kinematic moments may still be important [939].
Another method with more complete involvement of kinematic and inertia inter-
actions is to follow a two-way approach that is based on the superposition of
kinematic and inertial effects in order to obtain the governing maximum bending
moments in piles. However, for many structures, the seismic response of piles is
strongly coupled with superstructures, and therefore, a coupled analysis with both
pile foundation and superstructure is desirable.

Various methods are available to obtain the pile loading and to calculate
responses through either numerical or analytical approaches using finite element,
finite difference, or boundary element techniques, etc. Winkler spring models
introduced in previous chapters have been extensively used to calculate the pile
response subject to seismic loading, even though the ability to accurately predict the
pile behavior for sites with potentially liquefied soil is significantly reduced. The
pseudo-static approach [940], as will be introduced in Sect. 19.2, is relatively
simple to implement when compared to more complex dynamic analyses and hence
is preferred by design engineers. This approach includes a two-step operation, of
which a free-field site-response analysis is first performed to calculate the maximum
ground displacement (or strain) and minimum effective vertical stress at various
depths of soil deposits, and the maximum ground surface accelerations. This is
followed by a static analysis by applying the maximum computed free-field ground
displacement profile along the pile and the static loading at the pile head. The
inertial loading at the pile head is normally accounted for by multiplying the
maximum ground surface acceleration and the mass acting on the pile head/cap
with a factor of safety.

19.2 Pseudo-static Approach

19.2.1 Inertia Loading on Piles

When seismic waves reach pile foundations, the pile(s) is excited and its motion is
transferred to the main structure supported by the pile(s). Due to the acceleration of
the main structure, its inertia load will act on the pile head and induce section shear
forces and bending moments of the pile. The horizontal shear force of the pile head/
cap can simply be estimated as:
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V ¼ k �M � a ð19:1Þ

where k is a load factor; M is the portion of the main structure’s mass acting on the
pile head/cap; a is the horizontal acceleration of the pile at its head, which can be
approximated as horizontal PGA at ground surface.

With an increase in depth below the ground surface, the distribution of vertical
inertia load for a fully embedded pile at depth z can be approximated as:

V zð Þ ¼ / � b zð Þ �M � a zð Þ ð19:2Þ

where / is a load factor; b(z) is defined as the fraction of vertical load (due to main
structure’s mass) that acts at different depths z along the pile length, which can be
checked from references [941–943]; a(z) = a[1 − (vz2/l2)] [944]; l is the embedded
pile length; v is a parameter varying between 0 and 1 and can normally be taken as 1.

19.2.2 Kinematic Loading and Pile Response

Kinematic interaction between soil and foundations arises from the incompatibility
of the seismic free-field motion and the displacements of a more rigid embedded
foundation. Obviously, subject to kinematic loading, pile responses tend to be
amplified at interfaces of soil layers with high stiffness/moduli contrast. This is
because, for layered soil with significant variation in soil stiffness along its depth,
both soil–pile interactions and seismic excitations vary more significantly along the
pile than is the case for soils with less variation of soil stiffness along the pile.

For very soft/slender piles, the deformation of a pile matches free-field kinematic
deformation at soils surrounding the pile, and the pile’s motion at ground surface is
identical to the free-field motion without any rotation. However, if a pile is rigid, the
deformation of the pile is different from that of the free-field kinematic deformation,
and the pile can move rigidly and rotate. If the pile’s motion at ground surface is not
equal to the free-field motion, rotation and displacement of piles may occur. By
performing model tests of micropiles (embedded in level, dry sand deposit, pre-
pared in a laminar tank bolted to a shaking table) subject to low and high levels of
seismic shaking, Yang et al. [945] found that at low level of tank-base shaking
below 0.17 g at frequencies between 0.5 and 2.0 Hz, neglecting the soil–pile
interaction and the pile inertia effects can give a reasonable approximation for
estimating peak bending moment distributions of the micropiles because the piles
exactly follow the soil motion. However, with a high level of base shaking, between
0.25 and 0.42 g at frequencies between 8.0 and 10.0 Hz, the interaction between
the piles and surrounding soils is significant, and the application of a free-field
response spectrum can lead to an underestimation of the pile bending moments.

For simplicity, it has been widely accepted to assume that the presence of piles
embedded in soils has no effects on wave propagations and seismic excitations.
However, in reality, the presence of piles and the ratio of the Young’s modulus
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between the pile and soil (Ep/Es) do have influences on modifying seismic motions
at periods shorter than the site period [946, 947]. At low period, even flexible piles
(Ep/Es is as low as 290) may not be able to follow the free-field movement and may
thereby experience considerably reduced deformations. This filtering effect is
substantial for stiffer piles (Ep/Es > 20,000), to the point that after the second
natural period of a soil column, the pile remains almost essentially still, while the
free-field soil mass moves considerably. This is in agreement with observations of
actual events [948, 949].

Eurocode 8 [426] suggests that kinematic effects should be taken into account
when all the following conditions are met:

1. Seismicity of the area is moderate or high (specifying that moderate or
high-seismicity areas are characterized by a peak ground acceleration
agS > 0.1 g, where ag is the design ground acceleration on type A subsoil and
S is the soil factor).

2. Subsoil type is D or worse, characterized by sharply different shear moduli
between consecutive layers.

3. The importance of the superstructure is of class III or IV (e.g., schools, hos-
pitals, fire stations, power plants).

Compared to inertia loading, kinematic loading is more difficult to determine, as
is pile response under kinematic loading.

19.2.2.1 Kinematic Loading and Pile Response for Homogeneous Soil
Layers

For homogeneous soil layers, by assuming that a long pile follows free-field soil
motions and the deflected shape of the pile can be approximated with a circular arc,
Margason [955] and Margason and Holloway [956] developed a calculation of the
maximum curvature ((1/R)max) for end-bearing piles, caused by the kinematic
seismic loading:

1=Rð Þmax¼ n � us=L2 ð19:3Þ

1=Rð Þmax � 0:02m�1 ð19:4Þ

where n is a parameter determined by the boundary conditions of piles, n = 6 for a
pile with both ends fixed against rotation, and n = 2 for a pile with one end fixed; us
is the maximum soil surface displacement; L is the embedded pile length.

By assuming that piles follow exactly the lateral free-field soil motions, NEHRP
[957] recommends that:
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1=Rð Þ ¼ a=v2s ð19:5Þ

where a is the free-field soil acceleration; vs is the shear wave velocity.
It is noticed that both methods above have significant drawbacks: (1) soil–pile

interaction is not accounted for; (2) neither method is inapplicable to calculate pile
responses at soil layer interface since soil curvature at those locations is infinite;
(3) influences of shearing on pile responses are not considered.

By representing soil stiffness and damping (due to radiation damping and hys-
teretic energy dissipation) with continuously distributed Winkler springs and
dashpots [951], seismic soil motions act as support excitations of the pile–soil
system. The curvature of long fixed-head piles embedded in homogeneous soils can
be calculated as:

1=Rð Þ ¼ ba=v2s ð19:6Þ

where the dimensionless factor b is used to account for pile–soil interaction, which
is not considered in the methods proposed by Margason [955] and NEHRP [957].
Under harmonic oscillations with a vibration frequency x, b can be determined
analytically [958]:

b ¼ 1þ 4EpIp x=vsð Þ4=k
h i�1

ð19:7Þ

where Ep and Ip are the pile’s Young’s modulus and second moment of inertia of
the pile’s cross section, respectively; k is the modulus of subgrade reaction.

It is noticed that b decreases monotonically with increasing frequency and never
exceeds 1. As a preliminary approximation, b may be taken as a value ranging from
0.7 to 1 [958, 959].

For end-bearing piles, by assuming that: (1) the pile head follows free-field soil
motions; (2) an identical pile whose head is unrestrained against displacement and
rotation would experience a head rotation equal to average soil shear strain (us/L);
(3) the pile can be modeled as beam on Winkler spring foundations, and to ensure
that rotation atop a fixed-head is zero, Mineiro [960] presented that the curvature
applied at the pile top is:

1=Rð Þ ¼ k � us=L ð19:8Þ

where k = [k/(4EpIp)]
1/4 [1046]; us is the free-field soil displacement at the soil

surface.
The equation above indirectly accounts for the soil–pile interaction. However, as

the curvature decreases monotonically with increasing pile length, this equation will
underestimate curvatures for piles with long embedded length. Moreover, the
equation assumes that the maximum bending moment always occurs at the pile
head, which may not be the case in reality.
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After determining the maximum pile curvature (1/R) using one of the methods
presented above, the bending moment at the corresponding position can be cal-
culated as:

M ¼ EpIp 1=Rð Þ ð19:9Þ

19.2.2.2 Kinematic Loading and Pile Response for Layered Soils

As aforementioned, pile responses are more pronounced at interfaces of soil layers
with high stiffness/moduli contrast, which may be relevant to pile damages even at
locations well below the ground surface. For layered soils, by assuming that two
adjacent soil layers are thick enough that boundary effects outside the two layers
(e.g., pile head and pile tip/bottom) do not influence the response at the layer’s
interface, and soils are subject to a uniform stress field within each layer, Dobry and
O’Rourke [952] presented an explicit solution for the pile bending at the layer
interface, expressed in terms of pile curvature:

1=Rð Þ ¼ k1c1�2 c� 1ð Þ c2 � cþ 1
� �

=c3 ð19:10Þ

c�
ffiffiffi
2

p
ð19:11Þ

where k1 = [k1/(4EpIp)]
1/4 [1046] for soil layer 1; k1 is the modulus of subgrade

reaction for layer 1. c1–2 is the soil shear strain at the interface between two adjacent
soil layers 1 and 2; c = (G2/G1)

1/4; G2 and G1 are shear modulus at soil layers 2 and
1, respectively.

From the equation above, it is noticed that if the two layers have the same
stiffness (G2 = G1), (1/R) is then zero, which is not realistic. Therefore, Dobry and
O’Rourke [952] required that c� ffiffiffi

2
p

.
Even though the method above accounts for the soil–pile interaction, the

dynamic nature of the excitation and the effect of the finite thickness of the soil
layers are not incorporated [953].

To incorporate the geometric characteristics (thickness) of soil layers and the
dynamic nature of excitations, by simplifying a pile in soil layers under horizontal
seismic excitations as a beam supported by a series of springs with soil subgrade
modulus ki as shown in Fig. 19.3, a convenient hand calculation procedure pro-
posed by Mylonakis [950] can be performed:

1. Calculate the effective soil peak (not average) strain c1–2 at the interface between
two adjacent soil layers 1 and 2 [950]:

c1�2 ¼ rd �max as tð Þð Þ � q1 � h1=G1 ð19:12Þ
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where rd = 1–0.015z is the depth reduction factor that varies with depth z to the
layer interface (in meters), and the seismic motion generally decreases with the
increase in depth, as illustrated in Fig. 3.18; as(t) is the acceleration at soil surface;
q1 and h1 are the density and thickness for soil layer 1, respectively.

2. Calculate the soil subgrade modulus ki (the unit is stiffness per unit length: force/
length2, such as N/m/m) for soil layer i [950]:

k1 ¼ E1 � d ð19:13Þ

k2 ¼ E2 � d ð19:14Þ

where Ei is the Young’s modulus of soil layer i, which can be calculated as
Ei = 2Gi(1 + ti); ti is the Poisson’s ratio for layer i; d is a dimensionless parameter
given by [951]:

d ¼ 3
1� t21

Ep

E1

� ��1=8

� L
d

� �1=8

� h1
h2

� �1=12

� G2

G1

� ��1=30
" #

ð19:15Þ

where Ep is the Young’s modulus of the pile; L and d are the length and diameter of
the pile; h1 and h2 are the thickness of soil layers 1 and 2 shown in Fig. 19.3.

For relatively long piles (L/d � 40) and two soil layers of equal thickness
(h1 = h2), based on the equation above, Kavvadas and Gazetas [951] proposed a
simpler form of d:

d ¼ 6 Ep=E1
� ��1=8 ð19:16Þ

As an even simpler calculation, by knowing that the ratio ki/Gi typically ranges
from 2.5 to 4.0, ki/Gi can be assumed to be 3.0 as recommended by Dobry and

h
2

Layer 2, ρ2, G2, υ2 
h

1

Layer 1, ρ1, G1, υ1 

as(t)

k1

k1
k1

k2

k2

k2

Interface shear 
strain γ1-2

k2

z

Fig. 19.3 A pile in soil
layers under horizontal
seismic excitations can be
simplified as a beam
supported by a series of
springs with soil subgrade
modulus ki; qi, Gi, and ti are
density, shear modulus and
Poisson’s ratio for soil layer i,
respectively; the horizontal
acceleration at the soil surface
is as(t)

19.2 Pseudo-static Approach 573



O’Rourke [952]. Even though ki/Gi value obtained from this approximation [952]
can be half of that given by the equation [951] above, the differences in terms of
maximum bending strain ep are usually much smaller since ep is proportional to the
fourth root of ki as can be observed in the equation given in step 3.

3. Calculate the maximum bending strain ep at the pile’s outermost fiber. Note that
the ratio of these parameters represents a sort of “strain transmissibility” func-
tion, which is strongly frequency-dependent. Therefore, one may neglect this
frequency dependence. The strain transmissibility function only accounting for
pile–soil interaction effects can then be calculated as [950]:

ep
� �

x¼0¼
c2 � cþ 1ð Þ 3 k1

Ep

� �1
4� h1

d

� �� 1
	 


c c� 1ð Þ � 1
� �

2c4 h1
d

� � c1�2 ð19:17Þ

where c = (G2/G1)
1/4; d is the pile diameter.

From the equation above, it is noticed that the bending-induced strain of a pile is
proportional to the (k1)

1/4, as is the bending stress and moment.
With the equation above, the peak strain affected by frequency effects may be

accounted for by multiplying the calculated ep
� �

x¼0 with a scaling factor Ф, which
is a function of h1/d, G2/G1, and Ep/E1. Mylonakis [954] presented that Ф tends to
increase with frequency and may exceed 2.0, especially for stiff piles and deep
locations. However,Ф is normally less than 1.25 in the frequency range of interests.
Therefore, as a rough estimation, Ф values between 1.0 and 1.2 are recommended.

Based on the equation above, Mylonakis [950, 953] performed a parametric
study by varying the layer stiffness contrast (G2/G1), Ep/Ei, and embedment ratio h1/
d within a reasonable range (2 < G2/G1 < 100, 100 < Ep/E1 < 5000). The results
are illustrated in Fig. 19.4. By observing this graph, the strain transmissibility ep/c1–
2 varies from about 0.05–0.4, i.e., up to 40% of the shear strain in the soil is
transferred, as bending strain, to the pile. Obviously, strain transmission is higher
for slender piles and higher layer stiffness contrasts. Even though ep/c1–2 generally
increases with increasing h1/d, the dependence appears to be weak compared to the
strong dependence on G2/G1 and Ep/E1. For h1/d larger than 20, ep/c1–2 is practi-
cally independent on pile diameter, which discredits the perception of the superior
seismic performance of slender piles over large-diameter piles [955, 961].

4. Calculate the corresponding bending stress at the pile’s outermost fiber and the
bending moment:

rp ¼ Ep � ep ð19:18Þ

M ¼ rpIp=y ð19:19Þ
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where y is the distance between the neutral axis and the outermost fiber of the pile’s
cross section, for a circular cross section with a diameter of d, it is taken as d/2.

In addition to the method/procedure presented above to assess the kinematic
loading on piles, based on maximum shear stress sc induced at the layer interface by
the free-field motion, Nikolaou et al. [962] proposed a fitted formula for harmonic
excitations:

M ¼ 0:042scd3
Ep

E1

� �0:65

� L
d

� �0:30

� vs1
vs2

� �0:50
" #

ð19:20Þ

where vs1 and vs2 are the shear wave velocities in the upper and lower soil layer,
respectively; the maximum shear stress sc can be simplified as:

sc ¼ q1 � h1 �max a tð Þð Þ ð19:21Þ

where a(t) is the acceleration at the layer interface.

Fig. 19.4 Ratio of peak kinematic pile bending strain ep in a vertical solid cylindrical pile to the
peak soil shear strain c1, at the interface of two soil layers of different stiffnesses, at low excitation
frequencies; curves were obtained for pile embedment ratios h1/d ! ∞, 20, 10, and 7 [963]
(courtesy of George Mylonakis, University of Bristol)
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To account for the transient nature of the seismic excitation, Nikolaou et al.
[962] also introduced a reduction factor η depending on the duration of the
accelerograms in terms of the effective number Ne of seismic loading cycles, the
relative frequency characteristics between earthquake and soil deposits, and the
effective damping of the soil–pile system:

g ¼ 0:04Ne þ 0:23 for T1 � Tp
0:015Ne þ 0:17 for T1 6¼ Tp

�
ð19:22Þ

where Tp is the predominant period of ground motions and T1 is the site period of
the soil deposits.

By comparing the calculated seismic responses of piles between the two sim-
plified methods presented above with a more dedicated Beam on Dynamic Winkler
Foundation model shown in Fig. 15.2, Cairo et al. [964] found that the simplified
methods tend to predict conservative moments at the subsoil interface, especially
when the interface is deep.

19.3 The Location for Transferring the Earthquake Input
Energy from Soils to Piles or Shallow Foundations

Sometimes, in order to calculate pile responses, it is much more convenient to apply
seismic excitations on a single point or two points along the pile length than to
apply the excitations to a large number of points along the length of the pile.
Therefore, it is important to determine the locations of the resultant forces applied
on the pile due to horizontal and vertical seismic excitations.

Bea [965] reported that the location on a foundation receiving the earthquake
input energy differs according to foundation type (pile or mat supported) and the
direction (lateral or vertical) of the excitation, as given in Table 19.1.

In addition to the foundation types and the direction of loading, this location also
depends on soil conditions, diameter, and stiffness of piles or caissons, as well as

Table 19.1 Locations of the earthquake excitation energy transferred into foundations of offshore
structures

Foundation
type

Locations of the earthquake input energy to the foundation

Lateral pressure Vertical pressure

Pile foundation The maximum lateral earth
pressures can be generated:
generally, at 5 (for stiff soils) to 10
(for soft soils) pile diameters below
the sea floor/soil surface

Along the pile where the soil–pile
interface shear force is maximized:
generally at 1/3 of the embedded
pile length from the pile bottom

Mat-supported
structure

The immediate vicinity of the sea floor
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characteristics of inertia loads transferred from superstructures. To be conservative,
the location along the pile to transfer the seismic loading may be applied at a small
distance below the location recommended in Table 19.1.

It should be noted that the method above to apply seismic excitations on piles
should only be used for calculating responses of structures supported by piles, as
pile responses induced by kinematic loading may not be accurately predicted using
this simplified method.

19.4 Simple Modeling of Pile Impedance

If the response of a pile itself is not of interest, and the properties of soil layers
gradually change with depth, the structure–foundation–soil system can be simpli-
fied as a structure supported by a foundation represented by a pile head impedance
modeling (springs and damping), with the seismic motions/excitations applied on
the pile head level, shown in Fig. 19.5. Sections 15.2 and 15.4 give an introduction
to this method and a convenient estimation of pile head stiffness. Section 19.5 will
discuss the method to determine the pile head impedance.

As an extension of the simplified modeling above, in many cases, the 3-step
substructuring modeling can be adopted, as discussed in Sect. 5.2.2 and illustrated
in Fig. 19.6, which includes the kinematic interaction, subgrade impedances, as

t

t

Fig. 19.5 The soil–
foundation–structure system
can be simplified as a
structure supported by the
foundation represented by a
pile head impedance
modeling at the bottom of the
structure
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well as the inertial interaction analysis. It makes use of the superposition of separate
evaluation of the soil–pile system and structural system responses where inelasticity
can be included in terms of effective (secant) properties. The approximation
involved can be considered acceptable since the amount of inelasticity is normally
limited. For applications in earthquake engineering, the first system is analyzed
with the twofold objective of establishing the input motion to the structure (due to
kinematic interaction) and of determining the dynamic impedance (subgrade
impedances) to be applied at the structure’s base. Being a part of the structural
engineering regime, the second system, consisting of the structure, impedance

Fig. 19.6 Illustration of 3-step method in engineering practice to represent the actual soil–pile–
structure interactions [966]

578 19 Modeling, Response Calculation, and Design …



calculated from the first analysis, and connected to the support(s) of the structure, is
then analyzed under the modified motions due to the presence of the first system.

For applications in earthquake engineering, it is noticed that neither simple
method described in Sects. 19.3 and 19.4 can properly model the kinematic loading
variation along the pile length, and these methods are normally used only for
calculating the structural responses. An adequate representation of the kinematic
loading variation has to be addressed with a more detailed modeling of pile–soil
system, as will be discussed in Sect. 19.6, which is a type of direct analysis
approach as presented in Sect. 5.2.1.

19.5 Determination of Pile Impedance

As a more dedicated method to model pile(s) and its surrounding soils than the
simplified pile head stiffness modeling that has been presented in Sect. 15.4,
dynamic pile impedance is often obtained by analytical method mainly for
homogeneous half-space and layered soils, or by numerical analysis such as finite
element method and boundary element method for more complicated soil layers, or
by dynamic testing.

Similar to that of the shallow foundation impedance discussed in Sect. 13.1, pile
head stiffness k and dashpot c can be applied to replace the modeling of the pile(s)
and its surrounding soils at the forcing frequency x:

kþ icx ¼ FðtÞ
xðtÞ ð19:23Þ

where F(t) and x(t) are the amplitude of the forcing function and complex amplitude
response in each degree of freedom, respectively.

For soil–structure interaction in lateral direction, the equation above can be
expressed as:

kþ icðxÞx ¼ pdyn=y ð19:24Þ

where pdyn is the dynamic value of p on the p–y curve at depth z; y is the lateral
deflection of the pile at depth z.

k ¼ pstat=y ð19:25Þ

c xð Þ ¼ pstat½ba20 þ ka0 xy=dð Þn�=xy ð19:26Þ

where pstat is the static value of p on the p–y curve; x is the angular frequency of
loadings; d is the pile diameter; a, b, k, and n are empirical constants related to soil
type given in Table 16.6; a0 is the dimensionless frequency of loading described in
Sect. 16.7.
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It should be noticed that c(x) used above includes the contribution from both
material hysteretic damping in the near-field and radiation damping in the far-field.
This approach may lead to an excessively high damping value at the higher fre-
quency range. An alternative way to model the damping is to determine the
damping contributed from hysteretic material damping cm and soil radiation
damping cr separately:

c ¼ cm þ cr ð19:27Þ

Hysteretic material damping accounts for the energy loss in soils due to viscosity
and plastic deformations as the soils are loaded and unloaded. Hysteretic damping
generally increases with the increase in the displacement and resulting shear strain.
As described in Sect. 13.1, radiation damping occurs as energy is absorbed into
soils when seismic waves radiate out from the point of loading and propagate
through the soil medium, which is illustrated in Fig. 13.1.

The material damping can normally be determined based on the average shear
strain amplitude cavg in the soil, which is related to local lateral pile displacement:

cavg ¼ 0:4 1þ t=dð Þy zð Þ ð19:28Þ

where y(z) is the pile’s lateral displacement at depth z, often obtained from sim-
plified dynamic analysis or by an iterative procedure; t is the soil’s Poisson’s ratio.

Thereafter, the material damping corresponding to the average shear strain
amplitude can be calculated as a hysteretic dashpot coefficient:

cm ¼ 2ksec yð Þbs=x ð19:29Þ

where ksec(y) is the secant stiffness corresponding to the average shear strain
amplitude cavg; bs is the hysteretic damping calculated from the hysteresis loop.

Several researchers [831, 832] recommended implementing the radiation soil
damping effects by placing dashpots in parallel to or in series with the nonlinear
springs (representing p–y curves). By using the analogy with one-dimensional wave
radiation in a rod and accounting for radiation of energy in both the direction of
energy transmission (along P or compression wave) and the transverse direction (S
or shear wave), Berger et al. [967] proposed that the radiation damping can be
determined by:

cr ¼ 2dqvs 1þ vp=vs
� � � ð19:30Þ

where d is the pile diameter; q is soil’s unit density; vp and vs are the velocity of
P-wave and S-wave during a seismic event; they are correlated through soil’s
Poisson’s ratio t:
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vp
vs

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2t
1� 2t

r
ð19:31Þ

From the equation above, it is noticed that for perfect undrained soil condition
that has a Poisson’s ratio of 0.5, the velocity of P-wave is infinitely high, which is
not realistic. Gazetas and Dobry [968] proposed a more realistic estimation of
P-wave velocity:

vp ¼ 3:4vs
pð1� tÞ � vs ð19:32Þ

Accordingly, the radiation damping can be simplified and approximated as:

cr ¼ 4dqvs ð19:33Þ

Alternatively, by assuming radiating waves in four quarter-planes (shear waves
for two quarter-planes and compression waves for two quarter-planes) and a hor-
izontal plane-strain situation, the sum of the wave energy radiated away gives the
dashpot value as follows:

cr ¼ 2dqvs 1þ 3:4
pð1� tÞ

� �5
4

" #
p
4

� �3
4
a
� 1

4
0 ð19:34Þ

where a0 is the dimensionless frequency of loading described in Sect. 16.7.
By performing pile loading test, Zhu et al. [969] presented that, under dynamic

loading, the horizontal force-deformation along piles can be represented by the
static p–y curve combined with a damping proposed by Ghazzaly and Hwong
[970]:

cy � 3:4d
ffiffiffiffiffiffiffiffi
qGs

p
pð1� vÞ ð19:35Þ

By matching the dynamic pile head displacements between Winkler pile mod-
eling and finite element analysis, Gazetas et al. [971] proposed the
frequency-dependent pile impedance in the elastic regime as:

ky � 1:2Es ð19:36Þ

cy � 2bs
ky
x

þ 6qvsdffiffiffi
4

p
xd=vs

ð19:37Þ

kz � 0:6Eð1þ 0:5
ffiffiffiffiffiffiffiffiffiffiffiffiffi
xd=vs

p
Þ ð19:38Þ
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cz � 2bs
kz
x

þ qvsdffiffiffi
4

p
xd=vs

ð19:39Þ

where Es is Young’s modulus of soils; d is the pile diameter; vs is the soil’s shear
wave velocity; bs is the hysteretic damping; ky and kz are stiffness per unit length in
horizontal and vertical direction, respectively; cy and cz are dashpot value in hor-
izontal and vertical direction, respectively.

Similar to that of the shallow foundation as described in Sect. 13.1, in engi-
neering practice, it is common to select impedance values corresponding to the
main structural resonant period, or the site period of soil layers, or the predominant
period of seismic motions. Among these, the first is more relevant if the pile’s
response is highly influenced by the inertia loading transferred from the super-
structure; the second is preferred if the seismic motion has a large portion of
frequency components close to the site period/frequency; and the last is more
relevant if the kinematic seismic loading on piles is wide-banded (not concentrated
at the site period) and more influential than the inertia loading. However, the
drawback of using the predominant period of seismic motions lies in the fact that
the seismic motions vary with depth (for pile foundations) and may also show
significant differences for different bedrock/rock outcrop seismic time histories
applied in site-response analyses.

If the dynamic effects of soils are not significant, by assuming that the pile head
stiffness in each degree of freedom is independent from each other, the pile head
stiffness is defined as the force (moment) to be applied on the pile head to produce a
unit displacement (rotation) along the same direction (with the displacements/
rotations along the other directions being zero) and is denoted by kHH (horizontal
stiffness), kMM (flexural stiffness), and kHM = kMH (cross-stiffness). Table 19.2 lists
the static pile head stiffness of flexible piles embedded in three different soil models
according to Eurocode 8 [426].

In Table 19.2, the soil’s shear modulus Gs can either be determined from a
site-response analysis or by hand calculation based on its relationship with ground
accelerations (see Table 19.3 and Eurocode 8 [426]). For applications in geotech-
nical earthquake engineering, the ratio between the shear modulus and the initial
shear modulus can even be less than 0.25. For machine vibration applications, this

Table 19.2 Constant static pile head stiffness of flexible piles embedded in three different soil
models [426]

Soil model kHH/(d � Es) kMM/(d
3 � Es) kHM/(d

2 � Es)

E(z) = Es � z/d 0.6(Ep/Es)
0.35 014(Ep/Es)

0.80 −0.17(Ep/Es)
0.6

EðzÞ ¼ Es

ffiffiffiffiffiffiffi
z=d

p
0.79(Ep/Es)

0.28 0.15(Ep/Es)
0.77 −0.24(Ep/Es)

0.53

E(z) = Es 1.08(Ep/Es)
0.21 0.16(Ep/Es)

0.75 −0.22(Ep/Es)
0.5

E(z) is Young’s modulus of the soil at depth z, which equals to 3 times the soil’s shear modulus Gs;
Ep is Young’s modulus of the pile; Es is Young’s modulus of the soil at a depth equal to the pile
diameter d
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ratio typically ranges from 0.25 to 0.6. In the meantime, the damping of the soil can
be twice the initial damping at zero strain. In an analytical and numerical analysis to
obtain the pile foundation impedance, the region to apply this reduction of shear
modulus and increased damping properties is referred to as the weak zone, which is
normally assumed to be an envelope of one pile radius if the reduction ratio of shear
modulus is less than 1.0 [329].

In many cases, the lateral stiffness is formulated based on the initial tangent p–y
stiffness associated with low strain shear modulus at shallow depth. However,
practically, it would be difficult to obtain reliable soil modulus data at such a
shallow depth, especially if the soil properties are obtained from direct shear wave
velocity measurements. Moreover, initial tangent stiffnesses observed from several
soil–structure interaction experiments including full-scale and small model cen-
trifuge pile load tests are usually much smaller than those implied from the theo-
retical elasticity solutions with soil modulus derived from low strain shear wave
velocity data, with the discrepancies rising to as much as 10 times [972].

In case the soils’ nonlinearity is significant, a reduction of seismic loads applied
on the relevant structure may be considered by accounting for nonlinearity of the
soil stiffness. This can be performed either by carrying out a nonlinear time-domain
analysis or through an iterative quasi-linear approach using secant stiffness.

Mudmat(s) is sometimes installed together with piles to form an integrated pile
group footing system. To calculate the impedance for such a footing system, the
impedance of the piles and the mudmat(s) can first be calculated separately and
transferred to a predefined global coordinate system for the footing. The total
impedance matrix of the footing system can then be determined by summing up the
impedance of the piles and the mudmat(s), both with coordinate system transferred
to the global coordinate system.

Table 19.3 Average soil damping ratios and average reduction factors (± one standard
deviation) for shear wave velocity vs and shear modulus G within 20 m depth [426]

Design ground acceleration (g) Damping ratio vs/vs,max G/Gmax

0.10 0.03 0.90(±0.07) 0.80(±0.10)

0.20 0.06 0.70(±0.15) 0.50(±0.20)

0.30 0.10 0.60(±0.15) 0.36(±0.20)

vs,max is the average shear wave velocity (the travel path distance of the waves divided by the sum
of the travel times) of vs not exceeding 360 m/s at small strain (<10−5) condition; Gmax is the
average shear modulus at small strain. With the ± one standard deviation ranges, the designer can
introduce different degrees of conservatism, depending on such factors as stiffness and layering of
the soil profile; values of vs/vs,max and G/Gmax above the average could, for example, be used for
stiffer profiles, and values of vs/vs,max and G/Gmax below the average could be used for softer
profiles
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19.6 Kinematic and Inertia Loading Modeling
in the Direct Analysis Approach

To account for soil–pile interactions along the depth of the pile in a more refined
manner, the soil–foundation–structure system is often modeled by representing the
soil–pile interaction with a series of Winkler nonlinear springs as elaborated in
Chaps. 15–17. Each of the springs has one end connected to the pile and the other
end subject to kinematic seismic motions, as illustrated in Fig. 19.7. Figure 19.8
shows an example of jacket’s piles subjected to excitations along different depths of
piles supporting a jacket structure, and the response of the topside structure. It is
noticed that the excitations among different depths are almost identical. This is
partially because the excitation time histories are plotted in displacement rather than
in accelerations, and partially due to the fact that the soil profile has a rather high
and similar shear stiffnesses along the depth. However, in case the graph is illus-
trated in accelerations or/and the soil profile shows significant stiffness variations
along the depth, noticeable differences in horizontal seismic motions will be
observed among different depths.

For vertical excitations, as P-wave (in most cases, the major contributor of
vertical soil motions) velocities among different soil layers and underlying rock are
usually very similar, the vertical ground motion time histories (and response
spectra) are practically very similar/identical in all soil layers and may be simply
assumed to be equal to that in the bedrock, even though a dedicated site-response
analysis is still regarded as more reliable (see Sect. 3.10 for more details).

In the example shown in Fig. 19.8, the responses of all piles and soil–pile
interactions are rather low. The horizontal motion at each depth of the soil is
calculated by performing site-response analyses. It is particularly important to note
that a nonlinear site-response analysis (Sect. 3.5.3) in time domain is preferred to
the equivalent linear analysis (Sect. 3.5.2) in frequency domain, because the non-
linearity of the springs and more importantly the phase of motions at different soil
depths can be explicitly accounted for in a nonlinear site-response analysis in time
domain.

By performing a dynamic time-domain seismic analysis for a jacket structure,
Chen et al. [973] strongly recommended using depth-varying ground motions for
seismic analyses. If uniform ground motions are used, the predicted pile bending
moments should be increased nominally to account for the potential higher bending
moment due to depth-varying ground motions and compared with the structural
capacity of the piles to ensure that a double-hinge collapse mechanism of piles is
not likely to form. This is because the double-hinge collapse mechanism may lead
to excessive axial and lateral pile head displacements and potential collapse of the
jacket structure. They further presented that a 50% to 100% increase in the pile
bending moments is reasonable for the case they studied.

As discussed in Sect. 19.2.2, the presence of piles and the ratio of the Young’s
modulus between a pile and soils (Ep/Es) do have an influence that is able to modify
the seismic motions. Therefore, if the coupling between the pile and surrounding
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soil media is important to determine the responses among soils, pile, and even
superstructure, the Winkler model to represent the soil–pile interaction has then to
be replaced by modeling soil continuum using a decent type of finite elements and
piles using beam or solid finite elements as shown in Fig. 19.9. Elastic or nonlinear
soil behavior can be modeled by giving inputs of elastic constants (e.g., Young’s
modulus and Poisson’s ratio) or by adopting adequate nonlinear constitutive rela-
tionships (Chap. 2) of soils.

Fig. 19.7 Modeling of
structure–foundation–soil
system by representing the
soil–pile interactions with a
series of Winkler nonlinear
springs, each of which is
subjected to seismic motions
at the corresponding soil
depth
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Fig. 19.8 Example of piles subjected to horizontal unidirectional excitations (left) along various
depths of piles supporting a jacket structure (middle) and the horizontal response along global X-
direction on two locations of the topside structure (right) (courtesy of Aker Solutions)

Fig. 19.9 Modeling of soils using solid elements and pile by beam elements. The acceleration
time-histories at 30 m depth calculated from a site-response analysis with SHAKE91 [222] were
used as the input excitation in the three-dimensional FE model [862]
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If the soil media are modeled as elastic materials, an equivalent or Rayleigh
damping [123] may be applied to each soil element to represent the hysteretic
damping effect. This model has the advantages of being capable of performing soil–
pile-superstructure analysis in a fully coupled manner, without restoring to inde-
pendent calculations of sites or structural responses or applying pile group inter-
action factors. However, due to its complexity, this method is seldom used unless
no other more convenient methods can fulfill the analysis objective. Care must be
taken to simulate the boundary of the soil media. Artificial boundaries (Sect. 5.7) to
absorb the seismic wave energy need to be introduced to account for the radiation
of the energy into the far-field soil regions, thus reducing the infinite system to one
with finite size. This may be performed through two types of boundaries:

1. On each node along the boundaries of the three-dimensional soil media model, 3
dashpots along three directions, with each perpendicular to others, are modeled
at their one end. The free-field soil motions calculated from a site-response
analysis can then be applied at each corresponding depth on the other end of
these dashpots at the boundaries

2. Appropriate kinematic constraints are imposed to the four vertical sides of
boundaries, allowing them to move like that of the free-field, and only seismic
soil motions at the model bottom, which can be calculated from a site-response
analysis, are applied at the bottom side (for example, at 30 m depth as shown in
Fig. 19.9)
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Chapter 20
Scour for Pile Foundations

20.1 Introduction to Scour

Due to the abrasion of the soil surface by the passing of current, wave, and flood,
the shear stress generated from the flowing water may exceed the threshold value of
the soil erosion resistance (sediment critical shear stress), removing sediment such
as sands and rocks from around foundations (such as piles, bridge abutments, or
piers). A hole is then formed at the upper soil surface, which is usually called scour,
as shown in Fig. 20.1.

The process of scour development is relatively rapid within the first few years of
pile installations. Table 20.1 shows the scour depth development of a 6-m-diameter
monopile installed in an offshore area with a mean water depth of 7 m. The seabed
consists of fine to medium dense sand. Scour protection was not applied. However,
patches of gravel were detected in the area around the monopile. Less than two
years after the pile’s installation, the scour has developed to a maximum depth of
4.0 m and an extent of about 200 m [974].

The buildup of scour is mainly dependent on wave-induced flows at seabed/
riverbed, currents at seabed/riverbed, structures/foundation size and shape, and
sediment type (cohesion and grain size). When the flow is approaching pile
foundations, its velocity increases, as does the bottom shear stress. The bottom
shear stresses can increase by up to a factor of 4.

Figure 20.2 shows a conceptual model for scour development around marine
foundations influenced by sediment type, which also indicates how scour is
expected to develop under normal (i.e., non-extreme) prevailing conditions and
extreme (i.e., annual storm) conditions. The conceptual model takes sand as the
benchmark case for scour. In general, a decrease of scour depth can be expected for
both coarser and finer soils as the susceptibility to erosion reduces, although muds
and clays may be quite variable in their response depending on their formation
history and degree of compaction [975]. Traditionally, clays with undrained shear
strength of order 100 kPa are normally regarded as resistant to scouring in open sea
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environments, as shown in Fig. 20.2. However, Jiang et al. [976] observed a scour
depth of 5 m in firm clay adjacent to an oil-unloading terminal in a tidal river.
Moreover, measurements for offshore wind turbine monopile foundations also show
that the scour depth in stiff clay can be higher than what is indicated in Fig. 20.2
[977]. As shown in the lower figure of Fig. 20.2, for some types of sediments, the
scour depth may increase with increased hydraulic forcing associated with storm
waves, while for other sediments, ocean waves may actually help to decrease the
scour depth. Moreover, marine soils are rarely found to be uniform around foun-
dations and can be multi-modal in their grading as well as exhibiting a varying
amount of cohesion. When this is coupled with the high rate of variability found in
currents and waves, the assessment of the extent of scouring in these real soils
become rather complex [978].

The scour can be characterized as one or a combination of local scour, global/
dishpan/general scour, and overall seabed movement. Local scour (Fig. 20.3) is
concentrated around individual piles, which causes a steep-sided scour pit with a
roughly elliptical shape. Global scour is characterized by a general erosion and
removal of soil over a large area, leading to a scoured basin with shallow and wide
depression, possibly due to overall structure effects, multiple structure interaction,

Fig. 20.1 The formation of a local scour hole around a pile (courtesy of USGS)

Table 20.1 Measured scour depth for a 6 m diameter monopile embedded in sands [974]

Time after installation (years) Scour depth (m)

Mean scour depth maximum scour depth

0 0.0 0.0

0.05 1.8 2.5

0.39 2.7 3.2

0.72 3.0 3.3

1.76 3.5 4.0

4.73 4.8 6.3
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and/or wave–soil–structure interactions. Figure 20.4 shows typical appearances of
both global and local scour around a jacket foundation at seabed (laboratory test).
The overall seabed movement is the movement of sand waves, ridges, and shoals
that would occur in the absence of a structure. The movement of the seabed is not
affected by the presence of structures, but is a result of large-scale morphological
effects. This can cause seabed lowering or accumulation. The movement of these
sand waves is a slow process covering several years. This means that the general
seabed level may have changed several meters a few years after the installation of a
structure at that site. The flow pattern, the size of the seabed material, and flow
depth play important roles in the formation of scours.

The target foundations/structures subject to the scour are pile foundations,
gravity-based foundations, bridge abutments or piers, and pipelines of offshore
structures. For example, many foundations supporting bridge structures are subject
to scour, as shown in Figs. 20.5 and 20.6. Scour can result in a removal of vertical
and lateral support for foundations, causing undesirable settlements of mat foun-
dations and over-stressing of foundation elements.

Fig. 20.2 A conceptual model for scour development around marine foundations proposed by
Whitehouse [975] (courtesy of RJS Whitehouse, HR Wallingford)
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At sites, the development of scour can normally be monitored by either visual
(using divers or ROVs) or through acoustic methods using such as multi-beam echo
sounders or SONAR devices.

20.2 Influence of Scours

Scour leads to a reduction in capacity for both superstructures and foundations, reduces
the stability of foundations and increases the maximum design moments in the pile, and
decreases axial pile capacity, especially in sands. These effects require a larger pile
penetration depth and pile cross-sectional area. By carrying out a series of sensitivity
analyses of the lateral resistance of piles with small diameters under monotonic load
using p–y curve method, Diamantidis and Arnesen [979] found that maximum pile
bending stress increases almost linearly with scour depth. By studying the lateral capacity
of piles in cohesive deepwater sediments influenced by the presence of scour, Li et al.
[980] reported that the scour caused a significant reduction in lateral capacity for piles
with slenderness ratios (length to diameter) >20.

Fig. 20.3 Steep-sided local
scour pits around a monopile
foundation

Fig. 20.4 Global and local
scour at the bottom of a jacket
structure (courtesy of RJS
Whitehouse, HR Wallingford)
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Due to degradation in foundation stiffness, the presence of scour hole also
decreases natural frequency of superstructures. Zaaijer [981, 982] investigated
effects of a scour hole on the natural frequency of support structures for a monopile
system for offshore wind energy converters and reported a 5% reduction of the
natural frequency compared with the case without a scour hole. Based on studies
associated with FINO 3 research platform [983], it is reported that for a monopile
structure under study, a 14% reduction of natural frequency due to scour is possible
in case a scour depth of 2.5d is reached [984]. For pile groups with significant scour,
the change of natural frequency is also significant, and this can dramatically alter (de-
crease or increase) the seismic spectral acceleration value corresponding to the natural
period, thus significantly changing the seismic force and responses in foundations and
superstructures. This variation in natural frequency can also significantly influence the

Fig. 20.6 Mississippi
Highway 33 Bridge over the
Homochitto River collapsed
due to flood-induced erosion
that caused scours

Fig. 20.5 Illustration of scour at the bottom of a bridge foundation
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fatigue damage. This is because the fatigue damage of structures is proportional to the
stress amplitude, with the power typically in the range from 3.0 to 5.0 (for steel and
welded joints), and a slight variation of the stress amplitude in structures due to the
variation in natural frequency may induce significant changes in the calculated fatigue
damage. Note that scour depth varies with time, as illustrated in Table 20.1, indicating
that the natural frequency of support structures will also vary during their lifetime. This
requires a sensitivity analysis to confirm that the variation in the natural frequency over
time should not cause resonance or significant response magnification of the support
structures. In addition, geometrical variations of the mudline lead to more complicated
design requirements for the pipeline and cables at seabed.

The negative influence due to scour is a concern for both bridges and offshore
structures supported by pile foundations. For example, in the USA, 60% of all
bridge failures result from scour and other hydraulic-related causes. In this regard,
scour is the primary cause of bridge failure [987].

Therefore, where scour has the potential to occur in association with infras-
tructures, it should always be accounted for in design and/or its mitigation should
also be considered.

To minimize the negative influence due to scour, a reliable estimation of scour and its
implementation in pile design and scour protection are essential. The estimation of scour
requires a reliable site investigation (wave data, current data, water levels, topographic
and ground data, etc.) and a suitable engineering method such as hydrodynamic mod-
eling. Typical scour protection includes placement of sand or gravel bags, stones and
rocks, rock-filled filter bags, or geotextile/frond mattresses/mat or even tires around the
protected foundations. However, the cost-effectiveness of such measures still needs to be
further improved. For the development of offshore wind farms, long-term scour pro-
tection against erosion of seabed around typical monopile foundations can account for 6–
10% of the total average project cost [988]. As an alternative, in case the seabed
environment is not driven by strong unidirectional currents (e.g., a design current speed
of less than 1.0 m/s in a sandy seabed), the presence of scour can be greatly minimized or
even eliminated by using bucket foundations (Fig. 26.8) rather than traditional pile
foundations to support offshore structures, provided that the environment is not driven by
strong unidirectional currents. The beneficial effects of bucket foundations are mainly due
to the fact that the soil trapped in bucket caissons cannot be flushed away, which is
important because it ensures the stiffness and the mass preservation of the foundation
[989]. This has been discussed by Stroescu et al. [991] based on observations of results
from both experiments and field measurements.

20.3 Scour Modeling

For the calculation of pile responses, scour can be modeled by a reduced apparent
fixity length in case the simplified calculation of pile head stiffness (Sect. 15.4) is
adopted to model the pile, or setting the stiffness corresponding to p–y (Chap. 16)

594 20 Scour for Pile Foundations



and t–z (Chap. 17) curve of Winkler models at zero at the corresponding depth of
the scour, or modeling the geometry (Fig. 20.7) of the scour so that effects of both
scours and surrounding soils can be more realistically accounted for.

20.4 Determination of Scour Depth for Single Piles
and Bridge Piers

Although the prediction of scour depends on different factors, as previously men-
tioned in Sect. 20.1, and involves significant uncertainties, the size of the ob-
struction caused by structures or foundations is a key part of the scour process, and
there exists a strong relationship between the scour depth and the obstruction size
and flow condition. The scour analysis for single piles is focused on the develop-
ment of the maximum scour depth with time.

To emphasize the mechanisms responsible for the scouring phenomenon, cal-
culations of temporal variation of scour have been proposed by various researchers
[990–993].

On the other hand, an equilibrium scour depth is normally achieved when the
transport of bed material into the scour hole equals that removed from it. However,
the exact definition of the equilibrium scour depth varies. Rouse [990] stated that
scour is an ever-increasing phenomenon, and there is no real equilibrium scour
depth, which is also confirmed by Breusers [995, 996] and Kohli and Hager [992].
However, more investigators believe that an equilibrium scour depth does exist
[997, 998, 991] and have provided definitions of this. Franzetti et al. [999] defined
equilibrium as the state of scour development where no further change occurs with
time. Anderson [994] argues that “by virtue of the logarithmic character of the
development of the scour region with time, a practical equilibrium is reached after a

Fig. 20.7 Scour modeling in a finite element analysis and required parameters in the analysis
[986]
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relatively short time, after which the increase in the depth and extent of scour
becomes virtually imperceptible.” Equilibrium can also be defined as the asymp-
totic state of scour reached as the scouring rate becomes small or insignificant
[1000, 1001].

For non-cohesive soils, Shen et al. [1002] proposed a calculation of equilibrium
scour depth that is dependent on the Reynolds number Re:

Se ¼ 0:000223Re0:619 ð20:1Þ

where Re=umd/m; um is the mean flow velocity at the seabed/riverbed; d is the pile
diameter; and m is the kinematic viscosity of the fluid, which can be taken as
10−6 m/s2 for water.

For cohesive soils, based on sample tests in an erosion function apparatus [1003]
to obtain the rate of scour against the applied hydraulic shear stress and combining
this information with the maximum shear stress prior to scour development, Briaud
et al. [1004] proposed a simple relationship for the maximum scour depth Smax:

Smax ¼ 0:00018Re0:635 ð20:2Þ

By comparing the two equations above, it is clear that the equilibrium scour in
cohesive and non-cohesive soils is similar. This is also confirmed by Ting et al.
[1005], who reported that although the rates of scour in clays were much slower
than in sands, the equilibrium scour depth between them was similar. They also
noted that the shape of scour holes correlated with the pier’s Reynolds numbers,
with the scour developing relatively uniformly around the pier at low Re. At higher
Re, the scour holes developed mainly behind the piers with much less scour forming
in front of the piers.

For cohesive soils, based on a limited number of tests using three different model
cylinders with diameters of 50, 90, and 110 mm embedded in a silty clays,
Rambabu et al. [1006] also proposed a general and more complicated relationship
for scour, which is dependent on Froude number Fr, Reynolds number Re, and the
undrained shear strength of soil su:

Se ¼ d F0:641
r Re0:640

su
ch

� ��0:976

ð20:3Þ

where Fr = um/(gh)
0.5; um is the mean flow velocity at the seabed/riverbed; g is the

acceleration of gravity; h is the flow depth; c is the unit weight of the soil.Various
empirical methods [1007, 1008] to predict scour evolution at mainly cylindrical
structures have been proposed for the applications in offshore structures. Based on
these methods, current design guidelines recommend scour depth calculations for
mainly single pile foundations, ranging typically from 1.3 to 2.5 times the pile
diameter. Table 20.2 shows the recommended local scour depth for offshore pile
foundations extracted from several publications. For example, in the absence of
specific data, API-RP-2A [792] recommends that for an isolated pile, the local
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scour depth can be approximately taken as 1.5 times the pile diameter and an
overburden reduction depth equal to 6 times the pile diameter. However, for pile
foundations with large diameters, this ratio is much lower, e.g., a pile with a
diameter of 6 and 3.5 m will normally have a scour of less than 4 and 3.5 m,
respectively. For a dynamic sensitive structure such as an offshore wind turbine
supporting structure, the uncertainties in scour depth require more dedicated con-
siderations, and several scour depths may then be assumed to assess their influence
on the dynamic structural and foundation responses.

Regarding the lateral extent for local scour holes measured from pile surface, it is
typically in the range between 1.5d and 2.0d for a single pile at offshore envi-
ronments [794].

20.5 Scour Depth Influenced by Pile Groups

The most intensive part of studies related to scour depth is focused on the scenarios
with single pile cases as presented in Sect. 20.4. However, scour depth influenced
by pile group effects has not been researched sufficiently. Salim and Jones [1016]
presented that different factors, such as spacings between piles, skew angles of flow,
and pile cap locations in reference to undisturbed stream bed, can affect the scour
depth. Based on experimental study, Sumer et al. [1017] presented an empirical
formula to determine scour depth given in Table 20.3, which relates scour depth to
the diameter of each pile and the pile group configurations (Fig. 20.8). It is clearly
shown in Table 20.3 that the global and total scour depth increase with the
increasing number of piles in a pile group, while the local scour has its maximum
depth under single pile or circular group configuration.

Note that the scour develops over time, as is more obvious for bridge founda-
tions affected by flood. Therefore, the combined effects due to earthquake and scour
hazard also change with time [1018]. Recently, research [1019–1022] has been

Table 20.2 Recommended local scour depth

Sources Recommended scour deptha

DNV-OS-J101 [794] 1.3d

Sumer and Fredsøe [1008, 1009] 1.3d with a standard deviation of 0.7

GL 2005 [875] 2.5d

Ansari and Qadar [1010] 3.6d0.4

Dahlberg [1011] 3 m

Boon et al. 2004 [1012] 1.75d

Nielsen and Hansen 2007 [1013] 1.30d

Roulund et al. [1014] 0.04d–1.18d

Whitehouse et al. [1015] 1.4d
ad pile diameter
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carried out to identify the failure probability of bridge structures under seismic
loading due to variations in scour depth, and those studies have concluded that the
failure probability of structures is significantly affected by the scour depth and the
type of the bridge foundations and superstructures.

For more detailed information on scour for offshore structures, readers may read
sources [1008, 975, 974, 1023]. For an elaboration of scour and its effects on bridge
structures, see sources [1024–1029].

Table 20.3 Recommended total, global, and local scour depth affected by the pile group effects
(pile group configuration is illustrated in Fig. 20.8) [1017]a

Pile group Maximum total scour
depth

Maximum global scour
depth

Maximum local scour
depth

Single pile 1.1d ─ 1.1 d

Side by side 1.5d 0.78d 0.70d

2 � 2 square
group

1.2d 0.37d 0.85d

3 � 3 square
group

1.8d 0.92d 0.90d

5 � 5 square
group

2.05d 1.2d 0.85d

Circular group 2.6d 1.5d 1.1d
ad pile diameter

Fig. 20.8 Pile group
configuration to determine
scour depth [1017]
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20.6 Influence of Scour on Pile’s Capacity

Scour will lead to a complete loss of lateral and axial resistance down to the depth
of scour below the original seabed/riverbed. Both general and local scours shall be
considered. However, as the development of scour depth for cohesive soil (such as
clays and silts) is generally much slower than that of the cohesionless soil, it is often
not a concern for piles embedded in cohesive soils, even though clays may be quite
variable in their response depending on their formation history and degree of
compaction, as previously mentioned in Sect. 20.1.

20.6.1 Influence of Scour on Axial Pile Capacity

Scour decreases axial pile capacity. In addition to a reduction of embedded pile
length, both wall friction and end-bearing components of piles may also be affected.
This is because scour reduces both qc (CPT tip resistance) and r0v (vertical effective
stress) [1030].

For excavations (i.e., general scour), API 2007 [792] recommends that qc may be
assumed to be simply proportional to r′v:

qc;f ¼ vqc;o ð20:4Þ

where qc,f = final (i.e., after general scour) qc value; qc,o = original (before the
occurrence of general scour) qc value; v = dimensionless scour reduction factor=
r0vf=r

0
vo; r

0
vf = final r0v (vertical effective stress) value; r0vo = original r0v value.

For large general scour depths, API 2007 [792] presents an alternative conser-
vative approach recommended by Fugro [1031] for normally consolidated sands:

v ¼ 1
1þ 2K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zs þ 2K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SzS þ z2S

p
Sþ zS

s0
@

1
A ð20:5Þ

where K ¼ r0ho=r
0
vo is the lateral earth pressure coefficient, which is the ratio

between the effective horizontal (r0ho) and the vertical (r0vo) in situ soil stress; S is
the general scour depth; zS = z − S is the depth below the final seabed level.

20.6.2 Influence of Scour on Lateral Pile Capacity

In cohesionless soils, scour leads to a reduction of lateral soil support. This is
because scour causes a decreased vertical effective stress r0v leading to a lower
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ultimate lateral pressure and a decreased initial modulus of subgrade reaction
modulus Es.

Even though there is no generally accepted method to evaluate the effects of
general scour and local scour on the lateral pile capacity and p–y curve formulation,
API 2007 [792] recommends a method for evaluating r′v and ES as a function of
scour depths, in which the general scour reduces the r0v profile uniformly with
depth, whereas local scour reduces r0v linearly with depth to a certain depth below
the base of the scour pit. ES may be computed by adopting the general scour
condition only. Other methods, based on local practice and/or experience, may be
used instead.

20.6.3 The Consideration of Scour in Pile Designs
by DNV-OS-J101

For design of pile foundations for offshore wind turbine structures, DNV-OS-J101
[794] requires that both p–y and t–z curves be constructed with due consideration of
scour effects.

To consider effects of general scour, all p–y and t–z curves are to be generated on
the basis of a modified seabed level that can be taken as the original seabed level
lowered by a height equal to the depth of the general scour.

As presented in Sects. 20.6.1 and 20.6.2, general scour reduces the vertical
effective stress. This has an impact on the lateral and axial pile resistances in
cohesionless soils. This also has an impact on the depth of transition (Sect. 16.2)
between shallow and deep ultimate lateral resistances for piles in cohesive soils.

In the case of local scour, the p–y and t–z curves should be generated with due
account for the depth of the scour hole as well as for the lateral extent of the scour
hole. The scour-hole slope and the lateral extent of the scour hole can be estimated
based on the soil type and the soil strength. Over the depth of the scour hole below
the original seabed level, no soil resistance and thus no p–y or t–z curves are to be
applied.

DNV-OS-J101 [794] suggests that, unless data indicate otherwise, the depth of a
current-induced scour depth around a pile in sands can be taken as 1.3 times the pile
diameter (Table 20.2). For large-diameter piles such as monopiles, scour protection
is needed unless the piles are designed with additional lengths to counteract any
relevant negative scour effects.
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Chapter 21
Effects of Pile Group, Adjacent Structures,
and Construction Activities

21.1 Introduction to Pile Group

Pile groups or clusters are often used to carry significant loads transferred from
superstructures, as shown in Fig. 21.1. They are widely used for offshore jacket
structures, tripod structures (Fig. 21.2), bridges, and many other land-based struc-
tures. The majority of pile foundations contain group of piles. Pile groups are often
more cost effective than single piles because a single large-diameter pile normally
requires much heavier equipment for installation than that required for a number of
smaller diameter piles. Unfortunately, this advantage is often accompanied by an
increase in construction time, especially if there is a need to construct a pile cap
over water.

For offshore jacket structures, the transfer of loads from upper structures to pile
groups is often ensured by the installation of pile sleeves, as shown in Fig. 21.3.
Moreover, additional piles, often called skirt piles, can be inserted through and
connected to sleeves at sleeve-base and along the perimeter of structures.

Compared to a single pile, a pile group will affect the installation insofar as the
driving of one pile will affect nearby soils into which the next pile is to be driven.
Further, scours around a pile group can be different from that of a single pile: Local
scours at adjacent piles can coalesce into a wider scour that will affect the effective
stresses in the soil to a greater depth [112]. Moreover, a pile group will also
influence the ultimate axial capacity of each individual pile, as will be discussed in
Sects. 21.2 and 21.3.

Moment loading at mudline for a pile group is translated into axial pile loading
as shown in Fig. 21.4, which provides more stability since the pile–soil interaction
stiffness along the axial pile direction is normally at least a few times higher than
that along the lateral pile direction. In addition, the lateral pile deflections are also
restrained by superstructures’ stiffness. Therefore, the behavior of the pile group is
less sensitive to lateral than to axial capacity and stiffness, making a pile group
more efficient than a single pile to resist overturning and torsional moment.
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In geotechnical designs of pile groups, two major types of group effects are of
great concern: (1) the ultimate capacity of the group, axially and laterally, may be
different from (normally smaller than) the sum of the capacity of individual piles, as
a result of close spacing between the piles; (2) the forces transmitted from one pile
to soils cause the soil volume surrounding other piles to displace in the direction of
applied loading, and as a result, the load–displacement behavior of the group
becomes “softer” than the sum of the individual isolated piles [931].

Fig. 21.1 Pile groups carrying heavy superstructures [777]

Fig. 21.2 Foundations with a
single pile supporting a
monotower (left) and a pile
group supporting a tripod
structure (right)
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The first group effect must be investigated in advance. If the effect is found to be
significant, it must be included as a reduction of the soil resistance in lateral and/or
axial directions. The second group effect is actually a pile–soil–pile interaction
problem. Field measurements of foundation response under both static and storm
loading indicate that the standard practice by applying pile–soil interaction analyses
using Winkler springs (used for single piles) for pile groups can overpredict dis-
placements considerably [750]. This can be analyzed by assuming that each pile
node interacts with other piles’ node(s) and vice versa, and the interaction is simply
the deformation of soil surrounding that pile node caused by the forces transmitted
from other piles’ node(s). This is often computed through iterations after which
forces transmitted from all pile elements to soils are obtained, and the displacements
of the soil volume surrounding all pile nodes can be computed by different methods
such as Mindlin equation [1032]. Moreover, fully nonlinear analyses that recognize
the departure from elasticity at even small strains are important to reproduce field
behavior [1033, 1034].

The group effects under static pile loading have been investigated by several
researchers based on continuum mechanics [1035, 1036, 761, 1037, 1038]. It is

Fig. 21.3 Pile sleeves
connecting three piles to an
offshore jacket leg
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well recognized that the following parameters affect the pile group efficiency,
generally listed in order of importance:

1. Pile spacing,
2. Group arrangement,
3. Group size,
4. Pile head fixity,
5. Soil type and density,
6. Pile displacement,
7. The ratio of pile penetration to diameter.

Compared with a single pile capacity, a change in vertical (axial) load capacity
for a pile group is mainly influenced by the pile spacing (in Sect. 21.2), while a
reduction in lateral load capacity (Sect. 21.3) for closely spaced piles is mainly

Fig. 21.4 Overturning moments at seabed induced by the applied wind (Fwind) and ocean wave
(Fwave) loads are translated into axial pile loading for each pile in a pile group
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influenced by the row location (i.e., leading or trailing rows). Pile group effects are
usually more significant in offshore foundations, which frequently employ closer
pile spacing ratios than their onshore counterparts.

Moreover, if a pile group is subjected to both moments and axial loading, the
moment is balanced by piles’ axial forces through moment equilibrium. The
moment loading then is transferred to the subsoil by axial compressive and tensile
pile loads, with the combined ultimate axial capacity normally less than the capacity
due to only axial load [503].

21.2 Pile Group Effects Under Axial Loading

21.2.1 General

As briefly mentioned in Sect. 21.1, under axial loading, when the center to center
distance between piles, namely pile spacing, is less than 8 times the pile diameter
[792], the following two issues need to be addressed: (1) The behavior of one pile
influences the behavior of another in a group of piles through the interaction of the
zones of influence of each pile, i.e., the overlaps of stress fields from different piles
in a pile group interfere with each other. Typical stresses/soil pressures produced
from pile/shaft friction or end-bearing of a single pile and a group of piles are
shown in Fig. 21.5. In case the overlap is large, the soil may fail in shear or
settlement can be rather large. Even though the overlapping zone of stress decreases
with increased pile spacing, pile groups with large pile spacing may not be practical
since the pile cap size then becomes too large and hence expensive [777]; (2) the
total capacity of a group of piles is not the same as the sum of capacities of each
individual pile, which is partially caused by the effects of installation and partially
due to different possible modes of failure, as failure of a group of piles may occur
by failure of a single pile or failure of the block of soil encompassing the pile group
[27], of which the failure of the block is mainly associated with the close spacing
between piles. For clays, under cyclic loading, in case the pile spacing in a group is
less than 2–2.5 times the pile diameter, the failure mode of the pile foundation may
change from single pile failure to block shear mechanism. This is the major reason
why center–center distance between two piles is seldom less than 1.8 times of piles’
diameter. An optimum spacing is normally between 2.5d and 3.5d (d is the pile
diameter) for circular cross-sectional piles, and 2H and 3H (H is the diagonal
distance of the rectangular cross sections of piles) for rectangular cross-sectional
piles. The required minimum spacing also depends on whether the piles in a pile
group are of friction type or of end-bearing type. As a rule of thumb, for friction
piles, the pile spacing should normally be more than 3d; while for end-bearing piles
passing through relatively compressible strata, the minimum pile spacing can be
around 2.5d. The bearing capacity of the block for a pile group may be calculated in
a similar way as that of a single pile, by assuming that the pile group fails as a block
(Fig. 21.6).
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The change in pile group capacity can be accounted for by a group efficiency
factor ƞ, which is defined as the ratio between the ultimate load capacity of the pile
group and the sum of the ultimate load capacity of each single pile without con-
sidering the pile group effects.

Compared to a single pile, a pile group’s capacity can decrease or increase. ƞ is
below unity for pile groups driven into cohesive soils. However, ƞ for a pile group

Fig. 21.5 Stress fields induced by different piles (under axial loading in a pile group) interfere
with each other [777]
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driven into granular soils can increase to more than 1. In loose sands and gravel
deposits, because the pile group due to the pile driving into sands can increase the
effective stress acting on the piles within the group, the axial capacity of a pile
group in sands may be higher than the sum of capacities of the individual piles
without accounting for pile group effects. Hence, ƞ can be as high as 3 for piles in
sands [1039]. In a conservative manner, the load capacity of the pile group in sands
is often taken as the sum of load capacity in each individual pile without consid-
ering group effects (ƞ = 1). An exception would be a situation where a weak soil
layer is beneath the sand layer so that the group action of piles could cause them to
punch through the sand layer into the weaker layer or cause excessive settlement of
the weak layer located below the pile tips [711].

Even though the axial capacity of a pile group may be calculated in a very
similar way as that for a single pile, an additional check has to be carried out by
assuming that the pile group fails as a block as aforementioned, which is illustrated
in Fig. 21.6.

As previously mentioned, with regard to pile group efficiency for clays, the
opposite trend to that for sands can be identified. The group efficiency decreases as
piles in a pile group come closer together. Generally, if the spacing between piles in
the group is greater than about 7 times pile diameter, there is no reduction in pile
capacity. On the other hand, if the pile spacing in a pile group embedded in clays is
less than 2–2.5 times the pile diameter, the failure mode of the pile foundation may
change from single pile failure to block shear mechanism as mentioned before. In
addition, the group action also exacerbates the effects of the cyclic loading [881], as
will be discussed in Sect. 21.4.

The group efficiency in clays is in the range of 0.7–0.9 at a spacing/diameter
ratio of 4 [1039]. As a rough estimation, for a rectangular group of m � n piles with
diameter d and a center-to-center spacing of s, the group efficiency ƞ can be
approximated as [1040]:

Fig. 21.6 Maximum capacity of a pile group [777]
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g ¼ 1� n� 1
m

þ m� 1
n

� �
tan�1ðd=sÞ

90�
ð21:1Þ

Even though the equation above is less frequently used nowadays, it gives an
approximated estimation of pile group efficiency [1041].

21.2.2 Modifying Friction Resistance

In API [791, 792], the pile group effects on the pile–soil friction resistance in the
vertical direction are calculated by a reduction in axial pile friction resistance tAPI
with factors fsf(s/d) fz(z/d) fh(h) associated with the pile spacing s, axial pile dis-
placement z, and the angle of loading h:

t ¼ tAPI � fsf ðs=dÞ � fzðz=dÞ � fhðhÞ ð21:2Þ

fsf(s/d) can be calculated as:

f sandsf ðs=dÞ ¼ 0:0001ðs=dÞ5 � 0:0031ðs=dÞ4 þ 0:0471ðs=dÞ3
� 0:3271 s=dð Þ2 þ 0:9979 s=dð Þþ 0:2926 for sand ð21:3Þ

f soft�clay
s ðs=dÞ ¼ 0:0016ðs=dÞ5 � 0:0418ðs=dÞ4 þ 0:3955ðs=dÞ3

� 1:7767ðs=dÞ2 þ 3:8976ðs=dÞþ 2:6878 for soft clay ð21:4Þ

f stiff�clay
s ðs=dÞ ¼ 0:0032ðs=dÞ5 � 0:0762ðs=dÞ4 þ 0:6746ðs=dÞ3

� 2:8090ðs=dÞ2 þ 5:5896ðs=dÞ � 3:4798 for stiff clay ð21:5Þ

fz(z/d) can be calculated as:

fzðz=dÞ ¼ 1:0� 0:155eð�16z=dÞ ð21:6Þ

Since effects of loading angle on the axial pile resistance are rather insignificant,
fh(h) can normally be taken as unity:

fhðhÞ ¼ 1:0 ð21:7Þ

For piles in sands or clays, the group settlement will normally increase compared
to a single pile’s axial displacement.
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21.2.3 Modifying Tip Resistance

Regarding the pile tip resistance, it is calculated by a reduction in axial pile tip
resistance qAPI with factors fse(s/d)fze(z/d)fh(h). The fse(s/d) can be determined as:

fseðs=dÞ ¼ paþ 2ðs� 1Þ½ � = ð2paÞ ð21:8Þ

where a is determined as:

a ¼
0:5 to 1:0 for clays
tgð/0�5�Þ

tg /
0 for sands

(
ð21:9Þ

where /0 is the internal angle of friction for sands; for North Sea sites, a � 0.5 for
over-consolidated clay; and 0.65 � a � 0.85 for sands, which gives a fse(s/
d) above unity.

fze(z/d) can be calculated as:

fzeðz=dÞ ¼ 1:0� 0:35eð�16z=dÞ ð21:10Þ

fh(h) can normally be taken as unity.

21.3 Pile Group Effects Under Lateral Loading

21.3.1 General

For closely spaced piles subjected to lateral loading, each pile pushes against soils
in front of it, creating a shear zone in soils. As shown in Fig. 21.7, with an increase
in lateral load, these shear zones begin to enlarge and overlap, forming soil wedges
and soil gap, and more overlapping occurs if piles are spaced closer to each other.
On the one hand, this causes a reduction in resistance for the trailing row: The
passive soil wedge in the trailing row of piles overlaps into the leading row of piles,
resulting in a reduction of passive resistance, which is often referred to as the
shadowing process as shown in Fig. 21.7. This causes the edge effect, which is also
called the effect of overlapping zones of influence between piles in the same row.
On the other hand, the effects of overlapping zones of influence between piles in
different rows are also effective, which are referred to as the shadowing [1042]. For
offshore structures, it is typical for several piles in a pile group to be installed
around the longitudinal axis of a superstructure leg; if those piles are closely spaced,
the yielded zones of soils around individual piles overlap, forming larger yielded
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zones in soils surrounding the pile group as shown in Fig. 21.8. This leads to a
higher lateral deflection for the group before reaching a level of lateral resistance
equivalent to that for a single pile [1043].

Therefore, for piles in either sands or clays, the pile group would normally
experience greater lateral deflection than a single pile under the average pile load of
the corresponding group. For example, under a significant wave loading with a
return period of 100 years, by accounting for the pile group effects, the maximum
calculated lateral tip displacement of the pile foundation supporting a North Sea
drilling platform (Fig. 21.10) shown in Fig. 21.9 is 72 mm (due to waves from
platform North), which is 34% higher than that if the pile group effects were not
accounted for.

The major factors influencing the group deflections and load distribution among
the piles are the pile spacing, the ratio of pile penetration to diameter, the pile
flexibility relative to soils, the dimension of the group, and variations in shear

Fig. 21.7 Illustration of shadow and edge effects on a laterally loaded pile group [1044]

Fig. 21.8 Schematic illustration of pile group–soil interaction under lateral loading [1045]
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strength and stiffness of soils with depth. Moreover, not all piles in a group have the
same resistance and loading: Leading row piles normally take the greatest load,
even though multiple loading cycles can diminish this row effect [792]. The effects
of shadowing lead to the development of row reduction factors. Reductions up to
60% for ultimate capacity and 75% for lateral stiffness have been suggested by
Poulos and Davis [1035]. Source [826] suggests even more significant reductions
for subgrade modulus of piles positioned in groups, decreasing to approximately
30% for the second or the third trailing pile row.

Through modeling an elastic homogeneous semi-infinite soil medium around
piles in a group based on Mindlin’s principle, the pile–soil–pile lateral interaction
was initially studied by Polous and Davis [1046]. To account for the soil’s non-
linear and non-homogeneous behavior, Reese and Impe [1047], and Duncan and
Evans [1048] have studied the pile–soil nonlinear pseudo-static response under
lateral loading. For details, readers may read relevant sources cited above.

However, the pile group effects on lateral capacity have not received enough
attention. This is because that the lateral capacity of soils can rarely be reached, as

Fig. 21.9 Illustration of a
pile foundation layout for a
drilling platform as shown in
Fig. 21.10 (disks attached to
the pile foundations represent
various soil layers)
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the piles are usually designed so that the allowable stresses in the piles are reached
first and therefore govern design, ensuring that most of the soil remains in a
pre-plastic state of strain [788]. On the other hand, the lateral stiffness (related to the
modification of p–y curve as will be presented in Sect. 21.3.2) can be significantly
influenced by the group effects, which was traditionally regarded as unimportant.

21.3.2 Modifying Soil Resistance

To account for interactions among piles in a pile group, the most widely adopted
method using the Winkler approach is to modify p–y curves using so-called p-
multipliers [1049], or, more precisely, to modify the p values by superimposing the
interaction effects calculated according to the theory of elasticity and elastic
half-space solutions [1050, 1035]. In this approach, to account for the loss of soil
resistance, the soil resistance is reduced by multiplying a constant factor fm (“p-
multiplier” or p-reduction factor) on the soil resistance pu of a single isolated pile,
as shown in Fig. 21.11 [711].

The value of p-multiplier in a pile group design is mainly determined by the row
spacing in the loading direction. Obviously, the p-multiplier for a leading row is
higher than that for a trailing row due to the shadowing effect. It is noticed that,
under seismic and cyclic wave loading, the direction of loading changes repeatedly

Fig. 21.10 A drilling
platform at North Sea
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and often unpredictably during the loading event and each load reversal converts a
leading row, with a high p-multiplier, into a trailing row, with a low p-multiplier.
Based on full-scale tests, Rollins et al. [1051] presented the values of p-multipliers
for both clays and sands. They also suggested that the behavior of piles at row 3,
row 4, and row 5 are rather similar. For a given load, compare to that of a single
pile, group effects increase maximum bending moments on piles due to the reduced
soil resistance. Moreover, in many engineering practices, rather than defining p-
multipliers row by row, an average p-multiplier for all piles in the group is used that
gives the same pile cap load–deflection curve [826]. This average p-multiplier is
sometimes referred to as the group reduction factor for p–y curves.

Based on various experimental studies, different design guidelines such as
AASHTO [1052] and FEMA P-751 [1053], and Reese and Impe [1047] have
presented methods to calculate reduction factors due to the presence of pile group.
Table 21.1 gives p-multipliers recommended by AASHTO [1052], which are sig-
nificantly more conservative but simpler than what Rollins et al. [1051] presented.
However, different from what Rollins and his co-workers proposed, AASHTO
[1052] does not consider the effects of variation in soil conditions, and it only
provides p-multipliers for pile groups with s/d between 3 and 5. It has no specific
recommendations for s/d > 5. Moreover, ASHTO recommendations are based on
data from free head pile group tests. All these tests were performed on 3 � 3 pile
groups except for the test performed by Ruesta and Townsend [1054], which was a
full-scale test on a 4 � 4 pile group. To calculate the group reduction factors using
AASHTO recommendations, the average value of the related p-multipliers for
different rows of each pile group should be used.

Other researchers [1049, 1055, 1056] also presented approximate values of p-
multiplier for different soil conditions as shown in Table 21.2. By observing
Table 21.2, it is found that, for sands, even though the leading row (row 1) may

Fig. 21.11 Comparison of
p–y curves between single
pile and pile group (fm is a
p-multiplier that is applied to
all points of p–y curve on
every single pile of a pile
group to give a set of p–y
curves for a group of piles)

Table 21.1 p-multipliers recommended by AASHTO [1052]

Pile spacing in the direction of loading Row 1 Row 2 Row 3

3d 0.8 0.4 0.3

5d 1 0.85 0.7
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have a very slight reduction in lateral capacity, the trailing pile rows (2 and 3)
behind the leading row could have reduction factors of 0.3–0.4. For clays, typical
values of row reduction factors are 0.7–0.9 for the leading row and 0.4–0.5 for the
trailing rows.

To account for influences due to pile spacing, lateral pile displacement, and the
angle of loading, the lateral load can be calculated by a reduction of lateral resis-
tance pu with factors fsm(s/d), fz(y/d), and fh(h) associated with the pile spacing s,
lateral pile displacement y, and the angle of loading h, respectively:

p ¼ fmðs=dÞ � fyðy=dÞ � fhðhÞ � pu ð21:11Þ

where fy(y/d) may be approximated as:

fyðy=dÞ ¼ 1:0� 0:35e½�22:5y=d� ð21:12Þ

fh(h) can normally be taken as unity.
The upper-bound values of fm for both soft and stiff clays may be approximated

as:

f soft�clay
m ðs=dÞ ¼ 0:397 � lnðs=dÞþ 0:221 ð21:13Þ

f stiff�clay
m ðs=dÞ ¼ 0:335 � lnðs=dÞþ 0:339 ð21:14Þ

The lower-bound values of fm for both soft and stiff clays may be approximated
as:

f soft�clay
m ðs=dÞ ¼ 0:490 � lnðs=dÞ � 0:020 ð21:15Þ

f stiff�clay
m ðs=dÞ ¼ 0:601 � lnðs=dÞ � 0:234 ð21:16Þ

The value of fm for loose sands may be approximated as:

f loose�sand
m ðs=dÞ ¼ 1:0� e½�0:225ðs=dÞþ 0:15� ð21:17Þ

The value of fm for dense sand may be approximated as:

f dense�sand
m ðs=dÞ ¼ 1:0� e½�0:425ðs=dÞþ 0:25� ð21:18Þ

Table 21.2 p-multipliers
proposed by different
researchers

Soil type Row 1 Row 2 Row 3

Clean sand [1049] 0.8 0.4 0.3

Stiff clay [1055] 0.7 0. 5 0.4

Soft silty clay [1056] 0.9 0.5 NA
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Kuo et al. [503] stated that p-multipliers are in general dependent on the pile
group system. They are usually derived for a plate located directly on the soil
surface with either pinned or fixed connection of the pile heads to the plate. Other p-
multipliers apply if piles stick out of the soil and the plate and the horizontal load
acts on a level above the soil surface. Therefore, the p–y curve approach accom-
panied by p-multipliers is a very rough idealization, and it is preferred that the
method be validated through a comparison with numerical analysis by a more
dedicated modeling of pile group(s).

21.4 Effects of Cyclic Loading on Pile Group Behavior

For clays, pile group actions can exacerbate the effects of the cyclic loading, leading
to a more marked degradation of axial capacity [881].

Pile–soil–pile interaction has been investigated by various researchers. Mostafa
and Naggar [1057] studied the soil–structure interaction of offshore structures
subject to ocean wave and current loading. By performing a series of tests on pile
groups with 3 � 5 pile arrangement, Rollins et al. [1051] presented that even
though repeated cyclic lateral loading only leads to a 15–20% reduction in capacity
at the peak pile loading, it can lead to a much lower resistance for a pile group at
loads less than the peak pile loads.

21.5 Effects of Dynamic Loading on Pile Group Behavior

21.5.1 General

Dynamic stiffness and damping of pile groups can vary significantly at different
frequencies of loading. Compared with a single pile, depending on loading fre-
quency, pile spacing, and other factors, stiffness and damping of a pile group can
increase or decrease due to piles’ interactions [923]. Under seismic loading or ocean
wave loading, each pile in a pile group will emanate cylindrical SH-wave,
SV-wave, and P-wave that will in turn affect the adjacent piles in the group.

21.5.2 Modifying Pile Resistance Due to Dynamic Loading

21.5.2.1 Dynamic t–z Curve

The dynamic t–z curve for pile group analysis can be established by a reduction of
axial pile friction resistance tAPI with factors fsf(s/d), fz(z/d), fh(h), and
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fa(a) associated with the pile spacing s, axial pile displacement z, the angle of
loading h, and the dominant frequency of excitation a:

t ¼ tAPI � fsf ðs=dÞ � fzðz=dÞ � fhðhÞ � faðaÞ ð21:19Þ

The calculations of fsf(s/d), fz(z/d), and fh(h) are related to the group effects under
static loading, which have been described in Sect. 21.2.

fa(a) is the non-dimensional frequency-dependent function, based on the results
of rigorous linear dynamic analysis of disk-cone model for pile groups performed
by Wolf [1058], fa(a) can be established as:

faðaÞ ¼ 0:8714a5 � 3:9172a4 þ 5:5381a3 � 2:6026a2 þ 0:4351aþ 0:9377

ð21:20Þ

where a = xr/vs is a dimensionless frequency; x is the dominant angular frequency
of excitation of seismic waves or ocean waves; r is the radius of piles in the group;
vs is the shear wave velocity.

21.5.2.2 Dynamic p–y Curve

Similar to the establishment of fa(a), the dynamic p–y curve for pile group analysis
can be established by a reduction of lateral pile lateral resistance pu with factors
fm(s/d), fy(y/d), fh(h), fa(a) associated with the pile spacing s, lateral pile displace-
ment y, the angle of loading h, and the dominant frequency of excitation:

p ¼ fmðs=dÞ � fyðy=dÞ � fhðhÞ � faðaÞ � pu ð21:21Þ

where fm(s/d) and fy(y/d) are presented in Sect. 21.3; fa(a) is a non-dimensional
frequency-dependent function that is described in Sect. 16.7.

Naggar and Bentley [824] presented that the angle of loading with the pile’s
longitudinal axis did not have a strong effect on a pile group’s dynamic lateral
response. Therefore, in practice, fh(h) is normally taken as 1.0.

21.6 Modifying Pile Displacement to Account for Both Pile
Group and Dynamic Loading Effects

It is noted that in the methods described in Sects. 21.2, 21.3, and 21.5, to account
for the group or dynamic effects for a pile group, the pile resistance, i.e., t or p, are
modified. As an alternative, the displacement (z or y) at a given depth along a single
pile in a pile group can be modified to account for both the group and dynamic
effects, as originally proposed by Wolf [1058] and later modified by Emami Azadi
[889].
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For t–z curves, since the axial displacement in a pile group might be increased
compared to a single pile, the shear stress transferred at the pile–soil interface is
redistributed and the axial displacement may be modified by a z-modifier:

z ¼ zAPI 1þðN � 1Þ
ffiffiffiffiffi
�d
2s

r
e

�nx�d
vsð Þe �x�d

vs
ið Þ

" #
ð21:22Þ

where zAPI is the axial pseudo-static displacement of a single pile–soil system
according to API-RP2A [792] without accounting for pile group and dynamic
loading effects; N; �d, and �s are the number of piles in a pile group, the average
diameter of piles and the average pile spacing in the pile group, respectively; n, x,
and ts represent the hysteretic soil damping ratio, excitation frequency of the pile
group, and the soil’s shear wave velocity, respectively.

From the equation above, it is noticed that the pile group effects are accounted

for by ðN � 1Þ
ffiffiffi
�d
2�s

q
, and the dynamic loading effects are considered by

e
�nx�d
vsð Þe �x�d

vs
ið Þ. On the one hand, the dynamic effects under typical ocean wave

loadings and low-frequency earthquake loadings can be neglected since

e
�nx�d
vsð Þe �x�d

vs
ið Þ is close to unity. On the other hand, the group effects can be

significant.
Similarly, for p–y curves, one may modify the static p–y curves by modifying the

lateral displacement y of a pile in a pile group using a dynamic interaction function,
which is often referred to as the y-modification method (in contrast to the p-
multiplier approach as discussed in Sect. 21.3):

y ¼ yAPI 1þ
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r XN�1
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ð21:23Þ

where yAPI is the lateral pseudo-static displacement of a single pile–soil system
according to API-RP2A [792] without accounting for pile group and dynamic
loading effects; hj is the angle between the longitudinal axis of a pile j in the pile
group and the direction of dynamic loading; tp is the P-wave velocity in soils; other
notations have the same meaning as those in the z-modifier equation.

By studying the equation above, it is found that, similar to those of the z-
modifiers, the dynamic effects under typical ocean wave loading and low-frequency
earthquake loading on the p–y curve can normally be neglected.

Readers need to bear in mind that if piles are extremely close to each other, the
additional pile interaction effects cannot be adequately included in the two equa-
tions above. In this case, a more rigorous pile–soil–pile interaction analysis must be
performed.
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21.7 Pile Cap

Because the upper part of a pile close to the pile head is more vulnerable to
movement and stress than the bottom part of the pile is, it is often necessary to tie
pile heads of several piles (in a pile group) together so that the load of a single pile
can be shared almost equally on each pile over the pile group. Pile movement and
settlement can then be dramatically reduced, thus significantly increasing the sta-
bility of the pile group. As a tool to meet this objective, a pile cap, as shown in
Fig. 21.12, can typically be used to tie the pile heads together. It is normally a thick
concrete mat resting on concrete or timber piles that have been installed to provide a
suitable stable foundation. The pile cap mainly functions to transmit loads from the
superstructure to the group of piles, which further transfers loads to soils.

Design of pile caps is very similar to that of the spread footing foundation. Pile
caps must have sufficient punching shear capacity, and the bearing force between
individual piles or shafts and caps must not exceed the capacity of either element.
Moreover, both the backfill of the excavation (Fig. 21.13) and the compaction
characteristics of backfill soils are important to provide substantial lateral resistance
and stiffness.

High-rise pile cap foundation comprising a group of elevated piles, as shown in
Fig. 23.1, is one of the most popular foundation types in the design of offshore
wind turbine and bridge foundations.

Fig. 21.12 A pile cap made of a concrete block cast on the head of a group of piles

618 21 Effects of Pile Group, Adjacent Structures…



21.8 Influence of Adjacent Structures and Construction
Activities on the Existing Piled Foundations

21.8.1 Problem Description

Extensive geotechnical engineering applications and research place a strong focus
on existing foundations. However, many problems with existing pile foundations
have challenged engineers. Among them, influences of adjacent structures and
construction activities on the existing piled foundations have been recognized as an
important engineering issue.

The engineering realizations of this issue include (but are not limited to) carrying
out construction or placing structures adjacent to existing pile foundations, con-
struction activities nearby existing piles (such as constructions of tunnels, pile
driving, pile jacking), drilling holes near existing pile foundations, excavations of
ground for pile cap constructions, deep excavations.

Effects of all the relevant engineering realizations above can be investigated
through experiments or numerical analyses using, for example, finite element
method or finite difference method.

Fig. 21.13 Backfill of the
excavation is necessary to
provide lateral resistance and
stiffness
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Since soil is a continuous material, similar to the pile–soil–pile interaction
problems for pile groups, force or deformation on one location of soil will induce
additional soil deformation in other locations. This can be analyzed by various
numerical methods using, for example, Mindlin’s equation [1032].

For pile foundations, displacements of the soil volume surrounding all pile nodes
can be computed as the sum of forces times Mindlin interaction values for the node.
This means that soil displacements at all pile nodes caused by forces applied to soil
volume or soil surface are computed from elastic half-space theory, by using
Mindlin’s formulae [1032]. Secant stiffnesses to be used between pile and soil are
then computed from the expected relative displacement between pile and soil. The
load–displacement of the piles under the influence of ground motion x0 can be
expressed as:

Kp þC
� �

x ¼ ½C�x0 ð21:24Þ

where Kp, C, and x are the pile stiffness matrix, inverse of soil flexibility matrix, and
pile displacement (along either vertical or lateral direction), respectively; the vector
[C]x0 represents the nodal forces acting on the piles induced by soil movements.

The equation above can be solved for the vertical and lateral soil movements
induced by adjacent structures or construction actitivies, i.e., axial forces, shear
forces, and bending moments can be obtained from the deflections and rotations.

21.8.2 Pile–Soil Interaction Influenced by the Presence
of Spudcan

A particular offshore engineering issue is that when, for a jack-up unit (Fig. 21.14)
installed in close proximity to a piled structure, soil displacements caused by
spudcan (Fig. 21.15) penetration apply lateral loads to the nearby piles. The amount
of soil displacement will mainly depend on the soil type, spudcan-pile spacing,
spudcan size, and penetration [750]. Price and Jardine [785] stated that as axial
loads can be significant if the jack-up is close to pile(s), a rule of thumb is that the
distance between the edge of the pile group and the edge of the spudcan should be
larger than the diameter of the spudcan. Furthermore, if the site is dominated by soft
clays, the reverse problem due to the release of soil pressure caused by the
removing of spudcan can also be significant.

Large soil displacements due to spudcan penetrations induce displacement
controlled loading to adjacent piles. As Xie et al. [1060, 1061] explained in detail,
the lateral pile response induced by spudcan penetration is much more severe than
that of the axial pile response. Therefore, pile bending moment is one of the key
parameters to evaluate pile behavior under the influence of spudcan penetrations.
The pile response can be calculated by either coupled or uncoupled approach. In the
coupled approach, pile and soil deformation are coupled in a linear or nonlinear
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finite element analysis. In the uncoupled approach, soil displacements are applied to
the pile to determine the pile response, in which the soil displacements are calcu-
lated using finite element analysis at the pile location without modeling the pile. By
studying pile responses using both coupled and uncoupled approaches, Arslan and
Wong [1059] showed that, due to simplified assumptions in the uncoupled
approach, pile bending moments predicted by it may be overly conservative, as
indicated in Fig. 21.16.

Moreover, since the load–displacement due to pile–soil interaction is nonlinear,
the stiffness of pile–soil interaction can change due to influences from spudcan.
Subject to ocean wave or seismic loading, pile and soil response can alter due to
changes in the stiffness.

As the spudcan penetration can induce extremely high soil strains, which can
reach a level of 1000%, and also because the contact problem is involved between
spudcan and surrounding soils, numerically, it is recommended to adopt the explicit
method in the direct time integration [123]. This requires employing very small
time increments and a large number of time steps. However, the method does not
need the iteration and checking for solution convergence after every time step that
is required by the implicit method.

Fig. 21.14 Spudcans
supporting three independent
legs for a jack-up [1059]
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21.8.3 Influence of Pile–Soil Interaction Due
to Construction Activities

It is important to characterize the influence of construction activities, including pile
driving, pile installation by jacking drilling holes near existing piles, the excavation
of the ground for pile cap construction, and deeper excavations near existing piles.

Poulos [1062] stated that parametric studies to identify the possible influence are
normally time consuming and not ideally suitable. He further proposed an alter-
native approach including analysis in two distinct aspects: (1) an estimation of the

Fig. 21.15 A spudcan in
close proximity to a pile
[1059]

Fig. 21.16 A pile’s bending
moment distribution along
depth with a 1.5 m clearance
(Fig. 21.15). The spudcan’s
diameter and penetration are
12 and 18 m, respectively,
and the pile has a diameter of
0.76 m [1059]
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“free-field” soil movements that would occur if the pile(s) was not present;
(2) calculations of the response of the pile(s) to these computed ground movements.
Based on this alternative approach, he performed analyses for five cases of con-
struction activities and concluded that construction activities caused ground
movements that interact with existing pile foundations, thus inducing additional
forces, moments, and deflections in these piles. Even though such effects may not
be very significant in a “green-field” situation, where constructions are carried out
in ground that is not stressed by existing loaded foundations, the effects can be
notable where the existing piles carry significant amount of loads and, therefore,
have stressed the ground in which the construction activities are carried out, such as
the case when additional or remedial foundations are being installed adjacent to the
existing pile foundation system. Among all the five cases studied, which all have
potential to cause damage to the existing piles or to induce undesirable movements
of the existing piles, pile driving or excavations have the most significant effects.

Tunnel excavation is associated inevitably with ground loss, which, in turn,
results in associated ground movement. It is important to minimize ground loss
when tunneling through urban areas. Loganathan [1063] presented a review of
analysis methods to assess the tunneling-induced risks to adjacent structures. Xu
and Poulos [1064] and Loganathan et al. [1065] employed a three-dimensional
coupled boundary element approach to calculate responses of vertical piles sub-
jected to ground movements induced by tunneling. Kitiyodom et al. [1066] pro-
posed a simplified analytical method for the analysis of deformations and load
distributions of pile foundations subjected to ground movements induced by tun-
neling. In their method, the flexible pile raft is modeled as thin plates, the pile is
represented by elastic beams, and the soil is treated as interactive springs. The
interaction between structural members, including pile–soil–pile interaction, pile–
soil–raft interaction, and raft–soil–raft interaction, are calculated based on
Mindlin’s solutions for both vertical and lateral forces.

21.8 Influence of Adjacent Structures and Construction Activities … 623



Chapter 22
Grout Connections

22.1 Introduction

Foundations of offshore jacket structures, which are normally supported by piles,
usually include pile clusters that are inserted through and connected to sleeves
around the corner legs at the base of the structures, as shown Fig. 21.3. This ensures
the transfer of loads from the upper structures to pile groups. In a pile sleeve, the
pile grout connection (Fig. 22.1) connects the pile sleeve with each individual pile.

Moreover, Fig. 22.2 shows grout connection used to connect the substructure/
tower to the monopile (single pile) foundation widely adopted for offshore wind
turbine foundations. It is noted that during the grout casting process, no particular
adhesion between the grout and steel surfaces can be achieved. The fixation of the
pile and transition piece by means of grout is mainly obtained by the static friction
due to the surface roughness of the contact areas [1067].

In recent years, failure accidents of pile grout connections for offshore jacket-,
tripod-, and wind turbine supporting structures have been reported across the world.
For example, in 2009, grouting failures were detected between the monopile and the
transition piece on several monopile structures at Horns Rev I wind farm (con-
structed in 2002, including 80.2 MW wind turbines, considered the world’s first
commercial offshore wind farm) in the Danish waters of the North Sea. One reason
for such failure was that the grouting connection was insufficiently engineered to
enable the transfer of bending moment from the tower. This may partially be due to
the fact that the grout connection of the monopile foundation is subject to a
combined bending moment and shear forces, while the previous experience for the
design of grout for offshore structures is mainly applied for the design of piles in a
pile group, where the grout connection is mainly subject to axial loading.

As adequate structural health monitoring measures were not implemented for the
majority of offshore structures, the grout failures were sometimes only detected
(luckily) by observing excessive motions/vibrations at the associated topside
structures than motions documented before the grout failure or than motions on

© Springer International Publishing AG 2018
J. Jia, Soil Dynamics and Foundation Modeling,
https://doi.org/10.1007/978-3-319-40358-8_22

625



Fig. 22.1 Actions on a pile grout connecting a substructure with pile foundations (courtesy of
Standard Norway)

Fig. 22.2 Illustration of grout connection for connecting offshore wind turbine towers with
monopile foundations (courtesy of Institute of Mechanical Engineering, Aalborg University)
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similar offshore structures nearby in the same time period. This situation poses a
significant threat to the safety offshore structures.

22.2 Grout Connection Capacity Control

The capacity control of grout connections is essential for ensuring structural
integrity of offshore structures supported by pile foundations. This requires a
thorough understanding of the load transfer and failure mechanisms of grout con-
nections. Based on the recent knowledge regarding pile grout capacity, Norsok
N-004 [1068] issued a pile grout connection capacity control (K.5) requirement that
is generally more stringent than previous grout capacity control for offshore
structures in the Norwegian continental shelf. It requires the check of grout capacity
for 7 failure modes under the axial, shear, bending and torsional load actions, and it
includes the control associated with ultimate limit states (ULS), accidental limit
states (ALS), and fatigue limit states (FLS):

1. Mode 1: failure of the grout to pile connection due to interface shear from axial
load (ULS, ALS).

2. Mode 2: failure of the grout to pile connection due to interface shear from
torsional moment (ULS, ALS).

3. Mode 3: failure of the grout to pile connection due to combined axial and
torsional shear (ULS, ALS).

4. Mode 4: check of compressive stresses at lower end of the grout due to bending
moment and shear in the pile (ULS, ALS).

5. Mode 5: fatigue of the grouted connection for alternating interface shear stress
due to axial load and bending moment in the pile (FLS).

6. Mode 6: fatigue of the grout due to compression and shear stresses at the lower
end of the grout due to bending moment and shear force in the pile (FLS).

7. Mode 7: fatigue check due to torsion (FLS).

It is worth mentioning that, even though an offshore wind farm includes multiple
or many structures with similar or almost identical structures, foundations and
environmental loading, it is still possible to significantly reduce the project cost by
dedicated individual designs for each foundation including the grout connections
(expensive material cost).

22.3 Typical Mechanical Properties of Grout

The most widely used grout material in offshore wind turbine industry is DENSIT
Ducorit® high performance concrete [1069], which currently has four different
classes depending on the percentage of certain contents such as quartz sand or
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bauxite: Ducorit® S1, Ducorit® S2, Ducorit® S5 and Ducorit® D4. Figure 22.3
presents mechanical properties (with minimum 28 days of curing at 20 °C) of
Ducorit® grout materials. Their major mechanical properties are: mean compressive
strength varying from 110 to 200 MPa; dynamic modulus of elasticity ranging from
37 to 88 GPa; static modulus of elasticity varying from 35 to 70 GPa; density
varying from 2250 to 2740 kg/m3; and Poisson’s ratio of 0.18 for Ducorit® S2 and
0.19 for the remaining three types.

The grout is pumpable up to several hundred meters through hoses. After 24 h of
curing at 20 °C, the strength reaches approximately 25% of the long-term value.
The development of modulus of elasticity (related to stiffness) is even more pro-
nounced. The fatigue strength is also high and can be up to more than five times the
strength of the normal concrete [1070].

Fig. 22.3 Mechanical properties of Ducorit® grout materials [1070]
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Chapter 23
Vertical Piles Versus
Inclined/Battered/Raked Piles

23.1 Introduction to Inclined/Battered Piles

Compared to vertical piles (Fig. 14.1), inclined/battered/raked piles (Fig. 14.7)
generally have higher horizontal stiffness, mainly due to the fact that inclined piles
provide partial horizontal resistance from their axial capacity, and the axial stiffness
due to pile–soil interaction is normally higher than that along the lateral pile
direction (perpendicular to the piles’ axial direction).

Common batter (horizontal:vertical) of inclined piles varies from 1:12 to 5:12.
When batter exceeds 3:12, special driving equipment may be required and hence
may be very costly. A usual assumption in the design of battered piles is that they
are capable of resisting the same axial load, as a vertical pile of the same type and
size and driven into the same soil stratum [777].

23.2 Seismic Performance of Pile Groups
with Battered Piles

Battered piles are mainly used when pile foundations are subjected to excessive
horizontal loads. However, note that piles’ ultimate capacity in pile’s axial direction
may in certain conditions be lower than that along the piles’ lateral direction, as
illustrated in Fig. 17.5, while the higher stiffness along the pile’s axial direction can
sometimes lead to a non-ductile foundation design. Battered piles should then be
designed with caution especially regarding their seismic performance. The caution
is even further emphasized due to the following facts:

1. As inclined piles tend to attract more horizontal seismic loading due to their
higher horizontal stiffness than that of vertical piles, they can fail or reach their
ultimate axial capacity before vertical piles (with similar dimensions as the
inclined piles) are activated to take substantial lateral loads. Therefore, inclined
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piles should not be used together with vertical piles unless the inclined piles
alone have sufficient capacity [1071].

2. Inclined piles increase the horizontal stiffness of the structure compared to
vertical piles, generally leading to a decreased natural period corresponding to
the global bending vibrations of the structures, and the decrease in natural period
is likely to increase the seismic response of the superstructure and the subse-
quent inertia forces and moments applied to the pile heads and cap from the
superstructure.

3. Unless battered piles are designed for unreduced (elastic-level) seismic forces,
or there is consideration of developing an inelastic mechanism, compression
and/or shear failure is likely to occur, resulting from lateral movement, rotation
and axial overload of the piles [1072].

4. There is a lack of understanding of coupled sliding–overturning system for
inclined pile systems. This is because a foundation design usually considers
sliding (lateral forces) and overturning (resulting in tension and compression on
the piles) separately. However, sliding and overturning are coupled for the
battered pile system.

5. There are concerns of vertical settlement and potential lateral spreading in soft
or liquefiable soils (following an earthquake) and soil consolidation (before the
earthquake) possibly increasing the lateral forces and moments on battered piles
[1072].

6. Inclined piles can cause a possible reduction in bending moment capacity due to
seismically induced tensile forces.

7. Undesirable permanent rotations of pile caps can occur when inclinations of the
piles are not symmetric.

Due to the considerations above, and also due to the fact that beneficial or
detrimental role of battered piles on seismic responses of structures and foundations
is still not well understood, or at least well-engineered designs of raked piles are
beyond the capability of the majority of structural and geotechnical engineers,
several design codes discourage the use of inclined piles in areas with high seis-
micity, including the French Seismic Code (“Inclined piles should not be used to
resist seismic loads”) [1073], Eurocode 8 (“It is recommended that no inclined piles
be used for transmitting lateral loads to the soil. If, in any case, such piles are used,
they must be designed to carry safely axial as well as bending loading”) [426] and
NTC [1074]. Other codes such as IBC [1075] require that design forces of the
inclined pile system be multiplied by an over-strength factor, because of the per-
ceived and observed poor performance of the system.

Poor performance of inclined piles supporting wharfs and bridge abutments has
also been reported [1076, 1077]. The investigations on actual causes of failure often
revealed the inadequacy of the pile reinforcements, particularly at the head section,
and the improperly designed connection of piles to the cap, as a consequence of
early analysis methodologies, which treat piles as exclusively axial elements.
Moreover, inclined piles may induce large forces on pile caps, and the high axial
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force applied on piles may decrease the piles’ capacity to resist bending moment
[1078, 1079].

However, sound seismic performances of battered piles and benefits of using
inclined piles have also been shown [1080, 1081, 1082, 1078, 1072, 1083, 1084,
1085, 1086]. Some of those studies argue that damages observed in past earth-
quakes may be attributed to design inadequacies rather than to intrinsic drawbacks
of the inclined pile system.

Indeed, inclined pile systems have been re-established in their traditional role of
withstanding large horizontal loads applied to deep foundations [1087].
A significant engineering example of its application is the design of piers for the
new San Francisco Bay Bridge East Span (79 m wide bridge deck with 10 lanes)
shown in Fig. 14.7, which lies on the San Andreas and Hayward faults at the
interface between the North American and Pacific plates and is designed to resist an
8.5 moment magnitude of earthquake. For this, 160 battered piles were constructed
with diameters and penetration depth up to 2.6–90 m, respectively.

By performing a series of analyses using code EMbankment PIle Group
(EMPIG), Poulos [1088] studied the behavior of pile groups containing battered
piles by adopting three load scenarios: (1) pile group subjected to vertical and
lateral loadings, with no seismic ground motions; (2) pile group subjected to ver-
tical and lateral loads, but with vertical ground motions also acting on the group;
(3) pile group subjected to vertical and lateral loadings, but with horizontal ground
motions of the group. Through investigating the calculated results, he concluded
that, in general, if ground motions are not presented, it is beneficial to make the
front piles in a group inclined, which can lead to a reduction in settlement, lateral
deflection, cap rotation, vertical pile load, and pile head moment. However, in the
presence of ground motions, the performance of a pile group with battered piles
may be affected adversely compared to a group with only vertical piles. Especially,
rotations and vertical movements of the group may change in sign and increase
significantly in magnitude, and all the loads on the battered piles may increase.

Based on a substructuring model to obtain the impedance and kinematic inter-
action factors of the pile–superstructure system, Medina et al. [1086] investigated
the influence of the rake/inclination angle of piles on the dynamic response of pile-
supported structure, measured by the pile–structure system’s vibration period and
maximum based shear. They presented that an increase in the rake angle of battered
piles generally leads to a reduction of the spectral acceleration (tested by 1940 El
Centro earthquake acceleration records) of the supported structure. However, these
reduction effects are less significant for slender superstructures. For short squat
buildings, the pile–structure system’s vibration period is reduced as the rake angle
increases due to an increase in the horizontal stiffness. However, for slender tall
structures, vibration periods generally increase with the increase in rake angle, due
to a reduction of the rocking impedance, except for the case where the piles are
closely spaced.

By considering 6 pile groups (2 � 1 group configuration) each with different
pile batter angles ranging from 0° to 25°, and modeling each pile with a series of
beam elements rigidly linked to the peripheral (soil) nodes using ABAQUS,
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Giannakou et al. [1079] studied the seismic responses of the pile group by applying
seismic acceleration time-histories on each pile. The responses measured by lateral
pile head stiffness, the kinematic (due to exclusively horizontal shaking of soils,
which is relative to inertia response; see Chaps 19 for descriptions of these) pile
deformation and the inertial soil–pile–structure response were calculated. By
investigating the results, they found that kinematic bending moments and axial
forces increase with the increase in batter angles, which is also confirmed by a
previous study by Poulos [1088]. However, when both kinematic and inertial
loading are accounted for, the role of batter can be either quite beneficial or
detrimental depending on the relation between shear force and overturning moment:
(1) for tall slender structures, configurations with battered piles undergo smaller
horizontal displacements than the group comprising vertical piles, but at the same
time, they develop larger pile cap rotations, which are often out-of-phase with
lateral displacements. The total bending moments on battered piles increase with
the increase in batter angle. Therefore, proper reinforcements of the pile cap con-
nection are required to resist this bending moment and securing adequate inelastic
deformation in case of unpredictably large (exceeding the design) seismic motions.
The lateral distortion (and drift) of a structure on batter piles is significantly smaller
than that on vertical piles; (2) for a short squat structure, bending moments on
battered piles are smaller than that of vertical piles, while the axial forces on the
battered piles are higher; the horizontal drift of the superstructure is less sensitive to
pile batter and batter angle.

By studying a seismic design and a retrofitting design of a hospital and a library
building, Moore [1072] presented that well-engineered battered piles provide a
ductile system that is far superior to conventional shallow and deep foundation
systems for resisting lateral and overturning forces and displacements. This is
primarily due to the fact that they couple sliding and overturning forces, which, in
turn, lead to a better lateral system behavior, and, if applied correctly, superior
performance.

23.3 Wave- and Wind-Induced Response of Pile Group
with Battered Piles

Pile group foundations with elevated piles are one of the most popular foundation
types for bridges and large offshore wind turbines, in which piles in a group are
often inclined as shown in Fig. 23.1. This type of pile system has a sound per-
formance to resist both the horizontal ocean wave and current loading as well as to
carry heavy vertical loads. In fact, piles supporting many offshore jacket structures
are slightly inclined.

Figure 23.2 shows a pile group comprising eight inclined steel piles (pile
diameter: 1.8 m, length: 61 m, pile wall thickness: 28 mm), and the applied loads
(caused by wave and wind loading and the self-weight of structure and wind
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turbine) on the top of the pile group [1090]. They are built to support offshore wind
turbine substructures for 3 MW wind turbines. The profile of soils below the
mudline is first a 35 m of sand with /’ = 36° (the majority pile length is within this
soil layer), followed by a 6 m clay with su = 15 kPa, below the clay, there is a 30 m
of sand layer with /’ = 33°. By varying the slope (horizontal: vertical) of the
inclined piles from 1:5, 1:7 to 1:10, the calculated horizontal displacement at both
the mudline and the top of the pile group influenced by the pile slope and diameter
is shown in Fig. 23.3. It is clearly shown that with the increase in batter angle and
diameter, the horizontal displacement decreases. By observing Fig. 23.4 that shows
the maximum forces on piles influenced by the pile slope and diameter, it is noticed
that while the increase in pile slope can significantly decrease the forces on piles,
the increase in pile diameter has much less influence in reducing the axial pile

Fig. 23.1 An illustration of
high-rise pile cap foundation
comprising a pile group with
elevated battered piles [1089]
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Fig. 23.2 An illustration of a pile group comprising eight inclined elevated steel piles and the
applied loads on the top of the pile cap [1090]

Fig. 23.3 Horizontal displacement at the mudline (left) and the top (right) of the pile group
varying with both slope and the pile diameter [1090]
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forces in both compression and tension. Moreover, the bending moment even
increases with the increase of pile diameter. Therefore, in order to reduce the pile
forces, it is normally more efficient to increase the pile slope rather than to increase
the pile cross-sectional area.

Fig. 23.4 Maximum uplifting force (left), compressive force (middle), and bending moment
(right) among all eight inclined piles [1090]
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Chapter 24
Negative (Downward) Friction
and Upward Movement

24.1 Negative Friction

If a clay layer(s) is located above or beneath sands, the consolidation process in the
clay will introduce a downward drag force, which will apply on piles. Moreover, if
the water table is lowered so that an increase of vertical effective stress occurs in
soils, the consolidation in the clay will induce settlement, which will also introduce
a downward drag force on a pile. In addition, placing fills on compressible soil can
also cause soil layer(s) to consolidate. The causes above are illustrated in Figs. 24.1
and 24.2.

The net effect of the negative friction is to increase the axial loading on piles, and
its severity depends on the interaction of skin friction in the settling soil, the type of
soil layering, and the characteristics of the bearing strata [33].

It is recognized that a 15 cm downward movement is sufficient to mobilize the
full negative skin friction. However, in general, rather than affecting the ultimate
pile–soil interaction capacity, the negative friction can increase the stress on piles
and pile cap. The deleterious effects also arise from an increased settlement and
axial force in piles, which can influence structural integrity [1092]. Moreover, the
effects of negative skin friction may even increase the pile capacity due to a change
in location of the transition from negative to positive pile–soil friction force
direction, where the pile and the soil move equally. This location is sometimes
referred to as the neutral plane. A pile that experiences no negative skin friction has
a neutral plane at the ground surface, i.e., the foundation settles with the settling
ground surface, often resulting in undesirable situations for pile capacity control
[1093].

On the other hand, in some cases, the downward friction force is sufficiently
significant to cause the failure of the foundation. Figure 24.3 shows the mechanics
of the negative friction on a pile. It is clearly observed that the axial load (Qmax) on
the pile at a certain depth range is even larger than the axial loading (QTop) applied
on the pile head.
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Fig. 24.1 Down-drag
situation due to fill weight
[1052, 1091]

Fig. 24.2 Down-drag
situation [1052]

Fig. 24.3 Illustrations of
negative friction: a example
problem; b movement of the
pile relative to soils;
c distribution of the pile’s
axial load [33]
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AASHTO [1052] states that possible development of down-drag on piles or
shafts shall be evaluated where:

1. Sites are underlain by compressible material such as clays, silts, or organic soils.
2. Fill will be or has recently been placed adjacent to the piles or shafts, such as the

case for bridge approach fills.
3. The groundwater is substantially lowered.
4. Liquefaction of loose sandy soil can occur.

The estimation of negative skin friction loads is different for a single pile and a
pile group. For a single pile, the load is equal to unit friction resistance (down-
ward) � length of the pile above bottom of the compressible layer � perimeter of
the pile cross section. For pile group with closely spaced piles, in case no relative
movement between individual piles and surrounding soils is assumed to occur, the
downward force is equal to the weight of the soil block held between piles + weight
of the piles and pile caps+downward drag along the pile group perimeter due to
negative skin friction. For more details, readers may read AASHTO code [1052].

The negative friction Fn can be calculated using a-method based on the total
stress approach, in which a reduction factor a is employed:

Fn ¼ asu ð24:1Þ

See Sect. 17.4 for a description of the parameters in the equation above. This
method can be wisely used if the actual undrained shear strength of soils is known.
However, it is understood that the undrained shear strength of soils changes in
conjunction with the time and construction condition. Therefore, the concept of this
method limits the ability to calculate the final or maximum drag load, unless the
future undrained shear strength after consolidation has been predicted or investi-
gated [1094].

The negative skin friction can also be calculated using b-method based on the
effective stress analysis:

Fn ¼ ½tan dð Þ= tan /0ð Þ�Kr0vo tan /0ð Þ ¼ br0vo ð24:2Þ

where K is the lateral earth pressure coefficient (ratio of horizontal to vertical
normal effective stress) in the soil. Descriptions of other parameters in the equation
above can be found in Sect. 17.4.5.

Bjerrum et al. [1095] suggested that b-value ranges from 0.20 to 0.25 for soft
silty clay. Bjerin [1096] recommended a b-value between 0.20 and 0.25 for clay
with firm to medium consistency. Garlanger [1097] suggested b = 0.20–0.25, while
Burland [872] proposed to use 0.25. More recent centrifuge results performed by
Leung et al. [1098] suggest a b-value of 0.25, which is also recommended by Craig
[26] as a reasonable upper limit for normally consolidated clays.

A reduction in effective overburden pressure adjacent to the pile in the bearing
stratum will occur due to the transfer of part of the overlying soil weight to the pile:
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If the bearing stratum is dominated by sands, this will result in a reduction in
bearing capacity above the critical depth.

Negative skin friction on a pile may be reduced by putting bitumen or asphalt on
the pile surface. Usually, a proprietary system should be used. Extreme care should
be taken to avoid damage to the coating. It may be necessary to demonstrate by site
trials that the coating will not be damaged during the pile installation. Other details,
such as the use of a double skin permanent liner infilled with inert flexible mate-
rials, may also be considered to reduce or eliminate negative skin friction [1099].

24.2 Upward Movement

Due to the variation of the moisture content of soils from dry to wet condition,
expansive clays where rainfall varies significantly from one year to another may
have a significant shrink-swell potential with plasticity index above 35%. This may
cause an upward movement of piles due to the expansive uplift (see source [33] for
details).
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Chapter 25
Anchor Piles

25.1 Introduction

Anchor piles can transfer both compressive and tensile forces as well as bending
moments to the ground, making them ideal as anchors for offshore moorings,
basements, and tunnels, etc.

Moored floating offshore structures impose a variety of load conditions on the
anchor system. These loads range from vertical uplift loads for a tension leg
platform (TLP) to horizontal loads on a catenary mooring line such as the one used
for a floating production system. Part of the load is sustained, such as a pretension
in TLP tendons, while environmental components tend to be cyclic with a range of
periods. In a catenary mooring system (left figure of Fig. 25.1), the anchor line is
laid along the seabed, thus imposing large horizontal loads on the anchors, and the
anchoring force provided to the floating structure includes the weight the mooring
line, the friction of mooring line with seabed, the frictional resistance from the soil
on the embedded part of the anchor line, as well as the pull-out resistance of the
anchor itself. For a taut mooring system (right figure in Fig. 25.1), typically used
for the mooring system for single point anchor reservoir (SPAR) platforms or
vertical mooring system for TLPs, the anchor line rises from the seabed without
passing along the seafloor, and the load inclination in the mooring system varies
from horizontal to vertical. Therefore, the major difference between a catenary
mooring and a taut mooring is that the catenary mooring arrives at the seabed
almost horizontally, while the taut mooring arrives at the seabed at an angle. This
means that in a taut leg mooring the anchor point needs to be capable of resisting
both horizontal and vertical forces, while in a catenary mooring the anchor point is
mainly subjected to horizontal forces. Moreover, in a catenary mooring, most of the
restoring forces are generated by the weight of the mooring line, and while in a taut
mooring, the restoring forces are generated by the elasticity of the mooring line.

Both catenary and taut mooring system generally consist of three parts: fore-
runner (anchor line segment being embedded in the soil), middle line, and top line.

© Springer International Publishing AG 2018
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Depending on the mooring system requirements, the type of line for each part may
be different [1100].

An anchor system is normally required to provide resistance with both cyclic and
static loading components for mooring system of floating structures such as FPSOs,
TLPs, or floating bridges. The system consists of an anchor line which is also
named as forerunner and the anchor connection as shown in Fig. 25.2. Table 25.1
shows typical components for both catenary and taut mooring system. The fore-
runner is normally either a chain or a wire embedded into soils to connect the
anchor connection as shown in Fig. 25.2. And an anchor with a wire forerunner
usually penetrates deeper than the same anchor with a chain forerunner.

A number of anchor concepts are available, including conventional driven
anchor piles (Fig. 25.2), the drag (embedment) anchor (Fig. 25.3), suction anchor
piles (Fig. 26.2), as well as hybrids such as the suction embedded plate anchor
(SEPLA).

A drag anchor, as shown in Fig. 25.3, penetrates into the seabed, as it is dragged
horizontally with wire or chain to generate a required capacity. A drag anchor can
develop typical holding capacity of 5–55 times its self-weight. The holding capacity

Fig. 25.1 Catenary and Taut mooring system [1100]

Fig. 25.2 Layout for a typical anchor pile

642 25 Anchor Piles



of a drag anchor is mobilized primarily by bearing resistance and side resistance on
the anchor and friction along the embedded portion of the mooring line.

25.2 Behavior of Anchor Lines

25.2.1 Behavior of Anchor Lines on Seabed

For the anchor line laid on the seabed with cohesive soil, the resistance due to
seabed friction can be calculated as:

DRfric ¼ f � Ls ¼ l �W 0
l � Ls ð25:1Þ

where f is the unit friction that is of cohesive nature; Ls is the line length on seabed
under the characteristic line tension; µ is the coefficient of seabed friction (see
Table 25.2 for its values recommended by DnV-GL [1101]), which includes
lower-bound, default, and upper-bound values for performing sensitivity analyses
so that conservative results can be reached; Wl, is the submerged weight of the
anchor line per unit length.

Table 25.1 Typical components of mooring system [1100]

Mooring system

Catenary mooring system Taut leg mooring system

Anchor type Drag embedment anchor Vertically loaded anchor

Forerunner Chain Wire

Middle part/line Steel cable Polyester cable

Top part/line Chain Chain

Fig. 25.3 Drag anchors
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25.2.2 Behavior of Buried Anchor Lines

The soil resistance along the length of a buried anchor line can be a significant
portion of the overall anchoring resistance. Through the soil, forces on the anchor
line are reduced and the direction of forces is altered to certain extent. As the line is
tensioned up, it cuts through the soil in a quasi-inverse catenary shape. The soil
resists the line by bearing (normal load q) and shear (tangential load f) as shown in
Fig. 25.4. The loss in line tension dT over one element length ds is calculated by
[1102]:

dT
ds

¼ �f � AS�W 0
l sin h ð25:2Þ

where T is the anchor line tension load; h is the anchor line angle relative to the
horizontal direction; ds is the element length; AS is the effective surface of the
anchor line per unit length, its value can be taken from Table 25.3; f is the unit
friction along the anchor line, in cohesive soils, f can be calculated as:

f ¼ a � su ð25:3Þ

where a is the adhesion factor of anchor lines, which can be checked from
Table 25.4; su is the undrained shear strength (direct simple shear strength suD is
recommended)

The angular advance from one anchor line element to the next is then conveniently
solved by iterations from the following equation (only valid for small ds and h):

dh
ds

¼ q � AB�W 0
l cos h

T
ð25:4Þ

Table 25.2 Coefficient of
seabed friction [1101]

Wire Lower bound Default value Upper bound

µ 0.1 0.2 0.3

Chain Lower bound Default value Upper bound

µ 0.6 0.7 0.8

Fig. 25.4 Equilibrium of an
anchor line segment
embedded in soils [1102]
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where AB is the effective bearing area per unit length of the anchor line, its value
can be taken from Table 25.3; q is the normal stress; in cohesive soils, it can be
calculated as:

q ¼ Nc � su ð25:5Þ

where Nc is a bearing capacity factor, which can be checked from Table 25.5.
For non-cohesive soils, readers may refer to DNV Classification Notes 30.4

[715] for general guidance on bearing capacity formulas.
By applying three wire loading conditions at the mudline (Fig. 25.2) to represent

three critical mooring load cases of a semi-submersible floating structure, including
intact condition (7410 kN with a wire angle of 0.9° above the horizontal direction),
single line failure case (SLF, 9185 kN with a wire angle of 3.8° above the hori-
zontal direction), and double line failure (DLF, 9720 kN with a wire angle of 3.3°
above the horizontal direction), Figs. 25.5 and 25.6 show the variation trend of
tension force and mooring line angle as a function of adhesion factor and bearing
capacity factor Nc. The wire has a bearing diameter d = 0.173 m, by checking
Table 25.3, AB = 0.173 m2/m, and AS = 0.544 m2/m, and the weight of the wire
is 0.923 kN/m. The padeye is located at a depth 24 m below the mudline. It is
observed from Figs. 25.5 and 25.6 that, when the adhesion factor and bearing
capacity factor are within a reasonable range, the adhesion factor has more influ-
ence on the variation in tension load, while the bearing capacity factor is more
influential on the variation of anchor line angle at padeye.

Since no restoring forces on the mooring line are assumed after a storm, the
pretension loads at the anchor line embedded in soils can normally be assumed to
be equal to a similar magnitude of tension load caused by a storm event with a
return period between 10 and 1000 years.

Table 25.3 Effective surface
(AS) and bearing area (AB)
[1101]

Type of forerunner AS (m2/m) AB (m2/m)

Chain 11.3�d 2.5d

Wire or rope p�d d

d is the nominal diameter of the chain and the actual diameter of
the wire or rope

Table 25.4 Values of
adhesion factor a [1101]

Wire Lower bound Default value Upper bound

a 0.2 0.3 0.4

Chain Lower bound Default value Upper bound

a 0.4 0.5 0.6

Table 25.5 The bearing
capacity factor Nc [1101]

Wire/
Chain

Lower
bound

Default
value

Upper
bound

Nc 9 11.5 14
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25.3 Anchor Pile Padeye(s)

The connection between the anchor chain/wire and the anchor pile typically con-
sists of padeye(s) as shown in Fig. 25.7. A pin with horseshoe locking device
connects the link plate to the padeyes. To centralize the link plate between the two
padeyes, typically a bulb at each side at the inner end is designed. The link plate is
connected at the outer end to a socket that is the termination of the anchor segment
of the anchor line.
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Fig. 25.7 Illustration of a typical anchor connection

Fig. 25.8 von Mises stress (Pa) distribution for the local pile and padeye connection subjected to
the intact mooring load at padeye (courtesy of Aker Solutions)

25.3 Anchor Pile Padeye(s) 647



Figure 25.8 shows an example of stress distribution for a local pile and padeye
connection due to the maximum mooring load under intact condition (Figs. 25.5
and 25.6) at the padeye.

Calculations for anchoring systems are described in API-RP-2SK [1103]. It is
noticed that the design of the anchor pile can be similar to that of a single pile,
based on the check of soil resistance (the pile’s axial capacity and lateral soil
pressure capacity) and the capacity of the pile itself, and the capacity check for the
anchor connection.

25.4 Seismic Response of Anchor Pile

For the seismic design of an anchor pile, the kinematic interaction (Fig. 19.2) due to
seismic motions at various depths is the only dominating action effect. This is
because the probability for the simultaneous occurrence of both significant earth-
quake and other loading (e.g., ocean wave loading) is extremely low. Moreover, for
areas with moderate seismicity, it is unlikely that earthquake action will be the
governing load for anchor pile design.

25.5 Required Safety Factors for Offshore Anchor Pile
Design

The minimum requirements for safety factors for anchor piles specified in ISO
19901-7 [1104] are shown in Table 25.6, which adopt a collective factor of safety
to include both the material and load factor. These safety factors are equal to
API-2SK [1103] requirements for suction, pile, and gravity anchors. It is noticed
that the use of the collective factor of safety is similar to what has been adopted in
an allowable stress design (ASD) method rather than in a load resistance factor
design (LRFD) method (Sect. 1.13). This is mainly due to the fact that the sepa-
ration of load categories associated with both mooring line and anchor line loads to
which different partial safety factors could be applied is not straightforward.
However, this could bring a conceptual challenge when the design is calibrated by
the probability of failure, as uncertainties associated with load and resistance in this
case are incorporated implicitly. See Sect. 1.13 for a discussion of this issue.

It is worth mentioning that other codes and standards, and some energy com-
panies, specify different safety factors for anchor pile designs. See Chap. 27 for a
brief presentation.
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25.6 Fatigue Capacity Control of Anchor Line–Pile
Connection

25.6.1 Method

Subjected to cyclic/repeated loading, a component can reach premature failure or
damage well below the yielding stress of the component material, known as fatigue.
This is because small crack-like defects exist and when they are subject to a
sufficiently large cyclic tension stress, they will grow in size and eventually cause
the member to reach fatigue failure. The cracks are developed in four stages:

1. Crack initiation (usually starts from the surface and can be detected by common
technical means, e.g., 1 mm in length and 0.5 mm in depth).

2. Stable crack growth.
3. Unstable crack growth (rupture).
4. Ultimate ductile failure.

The connection (such as a padeye shown in Fig. 25.7) between the anchor line
and anchor pile can sometimes be critical in terms of fatigue damage. Different
methods can be used for performing fatigue assessment of those connections, such
as the stress-based approach, fracture mechanics, or strain-based approach (for low
cycle fatigue assessment associated with the development of plastic strain). Among
these, the stress-based fatigue assessment approach is the most commonly used one
due to its convenience and accuracy for assessing high cycle fatigue damage. The
analysis can be carried out based on time domain, frequency domain (spectrum
based) analysis, or a simplified fatigue assessment method (through a proper
assumption of long-term probability distribution of stress responses). For details of
those methods, see Jia [123].

The material performance is typically characterized by the S–N curve (Wöhler
curve) or T–N curve, which defines the log-linear dependence between predicted
number of cycles to failure N and a force range T or a stress range S as shown in
Figs. 25.9 and 25.10.

It is quite often the case that, before a fatigue assessment of anchor piles, a
fatigue analysis of the associated mooring line above the seabed is already per-
formed. It would then be quite convenient to establish a relationship between

Table 25.6 ULS design
safety factors for anchor piles
of floating offshore structures

Permanent
mooring

Mobile mooring

Analysis conditiona Axial Lateral Axial Lateral

Intact 2.00 1.60 1.50 1.20

Redundancy 1.50 1.20 1.20 1.00
aIntact condition means that none of the mooring lines fails;
redundancy condition means that at least one mooring line fails

25.6 Fatigue Capacity Control of Anchor Line–Pile Connection 649



mooring line fatigue damage and fatigue damage for the anchor line–pile con-
nection, which is based on the following information:

1. The properties of the T–N curves for mooring line versus S–N curve for anchor
line–pile connection, with examples shown in Figs. 25.9 and 25.10.

2. Calculated hot-spot stresses, e.g., the hot-spot stresses of the welds on the
anchor line–pile connection or welds between the connection and the pile.

3. Mooring line properties.

The relationship between the fatigue damage at hot-spot locations of welds on
the anchor line–pile connection and at the mooring line can be approximated as:

f ¼ ½ðDrhjDFwire=DFwireÞ TwirejN¼N0=SjN¼N 0
� ��m ð25:6Þ

Drh|DFwire is the hot-spot stress range at the welds under study when the force
range at the connection is DFwire.

Twire|N=N′ is the force at T–N curve when the number of force cycles N = N′; m is
inverse slope of the S–N and T–N curve when the number of force cycles is N′.

For example, for stud-linked chain, from Table 25.7, one obtains fatigue
parameters M = 3 and K = 1000. By inserting values of these two fatigue param-
eters into the equation for the T–N curve, one obtains:

NRM ¼ K ð25:7Þ

Fig. 25.9 Illustration of T–N curves for mooring fatigue design [1103]
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Here, N is the number of cycles; R is the ratio of tension range to reference
breaking strength; and M and K are the fatigue parameters listed in Table 25.7.

With, for example N = 106, the equation above gives R = 0.1.
S|N=N′ is the stress at S–N curve for the number of stress cycles N = N′. For

example, using the S-N D curve show in Fig. 25.10, the stress range corresponding
to N = 106 is 83 MPa.

Once f is established, the fatigue damage can be estimated based on the fatigue
damage already determined for mooring line analysis.

It is noted that the validity of this methodology depends on the following
assumptions:

1. The fatigue damage is independent from the mean load of the bottom anchor
line at seabed.

2. The force range applied on the padeye is equal to the force range on the bottom
anchor line at the mudline.

Fig. 25.10 Illustration of S–N curves for anchor line–pile connection design [1107]

Table 25.7 T–N curve data
[1103]

Line component M K

Stud-linked chain 3.00 1000

Spiral strand wire 5.05 10ð3:25�3:43LmÞ
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25.6.2 Derivation of Hot-Spot Stress

Here, the hot-spot stress, also known as structural stress or geometric stress, is an
engineering (rather than a physical) definition of stress measures shown in
Fig. 25.11. It includes nominal stresses and stresses due to structural discontinuities
and the presence of attachments, i.e., it contains the stress increase due to the
structure geometry, but not the nonlinear stress peak due to the local weld geometry
(which usually refers to the weld toe), which is implicitly accounted for in the
hot-spot stress method by degrading the relevant S–N curve. This is because sin-
gularities at the weld toe are difficult to predict with a reasonable accuracy even by
using FE modelling [1108, 1109]. The relationship between the hot-spot stress (rht)
and the nominal stress (rnom) is:

rht ¼ Kgrnom ð25:8Þ

where Kg is the structural/geometric stress concentration factor.
Therefore, unlike the nominal stress method [123], in the hot-spot stress method,

a unique structural class for each joint type is not required, leading to a decrease in
the number of joint classes and a reduced number of S–N curves needed. The
relevant S–N curves that are linked to the hot-spot methods can be found from
various design codes and recommendations such as DNVGL-RP-0005 [1107] for
offshore structures, and IIW [1110] for air environments. In addition, misalignment
of plates at welded connections and weld imperfections can also be roughly taken
into account by suitable stress magnification factors from relevant design codes and
recommended practices.

When deriving hot-spot stress using finite element analysis, it is strongly rec-
ommended to read the stress values at the element integration points rather than the
element nodes, as the nodal stress is normally taken as the average of two elements
located on both sides of the weld toe normal. If the element size is t � t (t is the
thickness of the modeled plate close to welds), for shell or plate elements, the

Weld 

Toe (notch) stress (non-linear stress peak)

Direct calculated stress 
due to joint geometry
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A
ttachm

ent 

Extrapolated hot-spot stress 
due to joint geometry
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Nominal stress regionStructural stress regionRoot

Fig. 25.11 Derivation of hot-spot stress and its relation with nominal and notch stress [123]
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surface stress may also be evaluated at the corresponding mid-side points; for solid
elements, the stress may first be extrapolated from the integration points to the
surface. These stresses can then be interpolated linearly to the surface center or be

Fig. 25.12 A padeye connection subjected to a unit horizontal force (courtesy of Aker Solutions)

Hot-spot

Fig. 25.13 An example illustrating the derivation of hot-spot stress by reading principle stress
values at element integration points at a distance of 1.5t and 0.5t from the hot-spot location
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extrapolated to the edge of the elements. Figure 25.13 gives an example of how to
derive the hot-spot stress (using the method shown in Fig. 25.11) for a padeye
connection subjected to a unit horizontal force shown in Fig. 25.12; the principal
stress values read from shell element integration points at 1.5t (32,507 Pa) and 0.5t
(66,376 Pa) from the hot-spot location, are extrapolated to the welds (hot-spot),
resulting in a hot-spot stress of 83,311 Pa.
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Chapter 26
Suction Piles/Caissons

26.1 Introduction

A suction pile is a foundation embedded into the sediment at seafloors through
either pushing due to the weight of the pile and its associated mass, or creating a
negative pressure inside the suction pile. Both of these techniques enable the pile to
penetrate into the seabed and to finally reach a desirable penetration depth.
Actually, “suction” is a reference to both the negative pressure created within the
pile during the installation process, and the passive reduction of pressure mobilized
during uplift [1111].

Suction piles can be categorized as a slender suction pile if the length to diameter
ratio is large, which is mainly used for mooring applications, suction caisson
(bucket foundation) if the ratio is close to or less than 1, or suction anchor if it is
used as an anchor for structures. The size of suction piles can vary considerably.
Small diameter suction piles are often used for anchorages, as they can withstand
tension and be removed rapidly with a minimum cost. Large-diameter caissons have
been manufactured using both concrete and steel. For example, the diameter of the
concrete skirt for Gullfaks GBS is 28 m. The thickness to diameter ratio of steel
suction piles can range from 0.3 to 0.5%. This ratio increases to 1–2% for concrete
suction skirt.

It should be mentioned that the term “suction pile” is in a sense misleading since
most of the suction piles have little similarity to a traditional pile. In many cases, the
term is used for short “piles” with a large diameter that is not as slender as a
traditional pile. The lengths of some suction piles can be equal to or even less than
their diameters, as aforementioned.

A suction pile usually comprises a single or multiple cylinders of large diameter
and relatively shallow penetration depths (a length to diameter ratio of 2:1 is
common), where the volume of soil inside the pile typically acts as a permanent
gravity base foundation, as shown in Fig. 26.1. Ring stiffeners and/or longitudinal

© Springer International Publishing AG 2018
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stiffeners are sometimes welded inside the pile wall. More complex design such as a
change in diameter over suction piles’ length can also be employed.

The first application of suction pile was reported by Mackereth [1113] in 1958,
which was used to install an anchor pile using pumps to create a vacuum inside the
pile for holding down a piston corer during lake-bed sampling operations. As will
be presented in Sect. 26.5, extensive applications of suction piles in the offshore
industry began in the middle of the 1970s. Original research work conducted on
marine sit-on-bottom suction foundations was undertaken by Clausen et al. [1114].
Over the years hundreds of suction piles have been successfully installed in a
variety of field conditions spanning worldwide applications in soft and strong soils,
shallow and deep water, and for various purposes. For a review of the historic
development of suction piles, readers may read source [1115].

26.2 Suction Pile Installations

Suction caissons are similar to gravity-based foundations in shape but differ in the
method of installation and primary mode of stability. They can be installed by crane
vessel or launched over the stern of an anchor handler tug.

During installation, a suction foundation, skirt, hollow cylindrical concrete, or
steel walls are lifted to touch the seabed by an installation vessel. An ROV

Fig. 26.1 Suction piles supporting tripod substructures [1112]
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(remotely operated vehicle) may be used to minitor the seabed processes, together
with depth, tilt, and other instrumentation on and in the suction pile.

Due to the self-weight of the suction pile, it will first penetrate into soils to
transmit loads to deeper and normally stronger soil strata, as shown in Fig. 26.2.
With limited efforts, the suction piles are often submerged with trapped air. When it
touches the seabed, the valve on top of the pile will be opened so that air and water
trapped inside the pile are free to escape due to the relative negative pressure inside
the suction pile. In addition, the water inside the suction pile is often pumped out to
obtain a higher negative pressure (suction). This negative pressure generated during
pumping (suction penetration) or escaping of air and water inside the pile is the total
pressure difference between the inside and the outside of the pile and is limited by
zero absolute pressure (or vacuum) on the inside. This negative pressure also sets
up seepage flow that reduces tip resistance and internal friction during penetration.
If a site comprises sand or gravel strata, large suction can degrade skirt tip resis-
tance to approximately zero. The outside hydrostatic pressure related to water depth
yields an ultimate limit for maximum under pressure available during suction
penetration. During this process, it is important to apply sufficient suction to
overcome the soil resistance, but the suction should not be so high as to make the
soil plug inside the suction pile fluidize or fail, as this can significantly reduce the
bearing capacity of the suction pile after installation. This is typically fulfilled by
deducting the suction pressure with a factor between 1.3 and 1.7. For offshore
applications, the water depth is normally not the limiting factor for the maximum
suction penetration depth. Rather, the maximum penetration depth is determined by
the aspect (length to diameter) ratio of the pile [1116]. Furthermore, by changing
the hydrostatic pressure inside the pile in the horizontal plane, the inclination of the
structure due to heterogeneous soil condition or slope at seabed can be controlled.

Fig. 26.2 Installation of suction piles (courtesy of Aker Solutions)
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During the entire process, the penetration in each phase is determined by
equating the driving force (pile’s self-weight and suction force) with the resistance
provided by pile wall friction (inner and outer side) and end-bearing.

If there are no stiffeners welded to the inside of the anchor pile or below the first
ring stiffener (in case they are installed), the soil’s shear strength inside the pile wall
is calculated as the same as that of the shear strength outside the pile. However, the
installation of ring stiffeners inside the pile wall not only adds weight to the driving
force, but also, more importantly, gives additional resistance to penetration, thus
potentially pushing the clay away from the wall above it. And once the clay has
passed a sufficient distance, it will collapse back against the wall, trapping water,
which can significantly soften the soil and reduce the pile resistance over time [112,
1117].

The suction pile foundation can also be rapidly removed/lifted by reversing the
installation process, i.e., applying an overpressure inside the pile (normally by
pumping water into it). This operation is also occasionally used for the leveling of
the supported structures.

By adopting an axisymmetric finite difference numerical model to simulate the
suction pile installation, and using both total stress and effective stress analyses,
Fakharian and Iraji [1118] presented a numerical modeling of a suction pile
installation in clay in the southern Caspian Sea area. They discovered that the
calculation using effective stress analysis shows a substantial increase in effective
stress for soils adjacent to inner wall due to pore-water pressure decrease during
suction insertion, while a cylindrical core of about 2/3 of the suction pile diameter
within the pile experienced higher pore pressures and hence lower effective stresses.
Maniar and Tassoulas [1119] developed a numerical model using finite element
method for suction pile installation. The Mohr-Coulomb model was used for the
pile–soil interface, and a new mesh was generated to represent a gradually increased
penetration of the suction pile. Fakharian and Soltanmohammadlou [1120] also
presented a finite element modeling for suction pile installation in a Caspian Sea
clay site. Behavior of the Mohr-Coulomb type was assumed for both soil and soil–
pile interface. A total stress condition was assigned to clay throughout the
step-by-step installation process, and at each step, the required suction was
estimated.

26.3 Modeling and In-place Capacity Control for Suction
Piles

After installation, several issues are important to maintain an anchor pile’s position.
During normal operations, the weight of the pile and ballast, the weight of the soil
plug inside the pile, and the skin friction between the pile and surrounding soils, all
act to keep the pile in place. Under extreme environmental conditions, passive
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suction is mobilized. The passive suction develops at the top of the pile and is
translated down through the soil plug to the bottom of the unit. At the base of the
pile, passive suction is manifested as reverse end-bearing capacity [1115].

For in-place capacity control, three types of analysis methods can be used to
assess the holding capacity of suction piles: (1) simplified method, which often uses
Winkler springs, as presented in Chaps. 16 and 17. It is especially suitable for piles
with diameters less than 2.5 m; for piles with larger diameters, Winkler nonlinear
springs can be modified to reflect the softening of the p–y curve stiffnesses, as
discussed in Sect. 16.8; (2) limit-equilibrium or plastic limit analysis methods,
which usually employ the concept of soil failure mechanisms; (3) finite element
analysis.

Provided an appropriate constitutive model of soils and a reasonal meshing are
employed, the finite element analysis aims to search for the critical failure mech-
anism without prior user assumptions. It is relatively rigorous and can handle
complex geometries, spatially varying soil properties, non-linear constitutive
behavior with failure criterion, and partial consolidation under long-term loading,
etc. [1121]. Its applications on analyzing suction piles have been studied by various
researchers [1116, 1122–1126]. Figure 26.3 shows a finite element modeling used
in capacity assessment of a suction pile. By taking the advantage of symmetry, a
half-circular soil domain with a diameter of 22 m and a depth of 20 m is modeled.
The modeled soil domain is large enough compared with the size of the caisson.
Therefore, significant boundary effects are not expected on calculated load, dis-
placement and deformation mechanism. The vertical plane of symmetry is
restrained from any displacement perpendicular to it, while other sides of the soil
domain are restrained from any lateral displacement using roller supports at the
nodes. The bottom boundary is restrained from any vertical displacement, while the
top boundary is free to displace. The soil is modeled using the C3D8R solid
homogeneous elements available in Abaqus element library [344], which is an
eight-noded linear brick element with reduced integration and hourglass control.
Sand soil is modeled by the Mohr-Coulomb model available in Abaqus. A suction
caisson 6 m in length, 3 m in diameter, and with a wall thickness of 100 mm is
modeled. The soil/caisson interaction is modeled using the Coulomb friction model,
which defines the friction coefficient [1127].

Figure 26.4 shows a 30-m-diameter bucket foundation embedded into soils with
a penetration depth of 33 m. Again, due to symmetry of the loads and the geometry,
only half of the structure and soils was modeled. The dimensions of the FE soil
model in the global X- and Y-directions are 400 and 120 m, respectively. The
bottom boundary is set at 65 m depth. The soils consist of three clay layers from
seabed to 65 m depth, where a sand layer begins, which is not modeled within the
boundaries of the model.

By borrowing the idea of moment-force diagram to calculate the plastic capacity
of a beam, Senders [1128] proposed a failure interaction diagram method to esti-
mate the holding capacity of a suction anchor pile:
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Fig. 26.3 Finite element mesh used in capacity assessment of a suction pile [1127]

Fig. 26.4 Three-dimensional FE-model for soil–bucket foundation modeling comprising 159,000
elements, and the displacements under storm load condition (horizontal load = 11 MN, vertical
load = 191 MN, bending moment = 904 MNm) (courtesy of Aker Solutions and NGI)
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V=Vmaxð Þa þ H=Hmaxð Þb¼ 1 ð26:1Þ

where V and H are the forces applied on the suction pile in vertical and horizontal
direction, respectively; Vmax and Hmax are the values of the maximum bearing force
component when the other force components are zero; Exponents a and b are
constants determined by curve fitting based on the data obtained from either
experiments or finite element analyses, which can normally be assumed to be
identical and close to a value of 2 [1129] or 3 [1130], respectively. They are
influenced by the depth of the padeye for the suction anchor.

By assuming that the suction pile is rigid and subject to both vertical force V,
horizontal force H, and bending moment M, the capacity may be estimated by a
three-force resultant diagram:

V=Vmax þ gð Þa þ H=Hmaxð Þb þ M=Mmaxð Þc¼ 1 ð26:2Þ

where Vmax, Hmax, and Mmax are the values of the maximum bearing force com-
ponent when the other two force components are zero; ƞ, a, b, and ɣ are constants
determined by curve fitting based on the data obtained from either experiments or
finite element analyses.

For more details about the capacity control and installation design of suction
piles, readers may read API-RP-2SK [1103] and sources [1121, 1131–1133].

26.4 Modeling of Suction Piles Subjected to Seismic
Loading

Research on the design, analysis, and performance of suction piles under earth-
quake loading is rare. Common design methods for evaluating the dynamic
behavior of suction piles have been based on either using solutions for shallow
foundations or flexible piles, or on three-dimensional numerical analyses [1140].

By evaluating soil–structure interactions using a direct, integrated soil–structure
method and a simplified, practical multi-step method, Brandt [1141] performed a
series of seismic analyses of a subsea structure supported by a suction pile foun-
dation. The analysis was performed for two models with either lateral boundaries
free in the horizontal direction without viscous dampers or standard fixity boundary
conditions with viscous dampers. The former model was found to be the more
adequate modeling, even though it does not account for the absorption of incoming
stress waves generated by the vibrating suction foundation. From a nonlinear
analysis using the direct method, Brandt [1141] also observed that gapping will
occur between the top of the foundation and the soil under seismic excitations.

Parker and his co-workers [1142] studied the seismic performance of a suction
pile foundation, which supports a 140-ton subsea manifold (Fig. 26.5) at a subsea
site with very soft clay. Since the manifold structure itself has a sufficient resistance
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to seismic loading, they focused on checking the over-stressing of the jumpers with
an acceptable stress or damage to connections at the structure–foundation interface/
connections, both of which are caused by relative displacements of its terminations
at the connection level. This objective was achieved by evaluating the possible
rigid-body displacements of the structure–foundation system.

Figure 26.6 shows the three-dimensional finite element model for analyzing the
manifold and the suction pile using FE code OpenSees [272]. The soil domain is
modeled with eight-node solid elements and extended sufficiently. The symmetry
about a vertical plane through the pile axis is considered for the soil model. Seismic
motions along vertical and one horizontal direction are applied. The manifold
structure was modeled as a lumped mass at the center of gravity (CoG), while the

Fig. 26.5 A 140-ton subsea manifold supported by a suction caisson 8 m in diameter, 11 m in
length, and with wall thickness of 20–30 mm (upper 2.5 m) [1142]
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pile and soil plug are condensed and modeled by elastic beams. The lateral bound-
aries of the model are represented by a shear beam constraint. The vertical sides of the
soil domain are constrained to deform similarly in the lateral direction by imposing
equal horizontal and vertical degree-of-freedom constraints to pairs of lateral nodes at
the same elevation. Nodes at the base of the soil domain are fixed. This modeled
boundary has a strong impedance contrast at the base of the soil domain meeting the
bedrock, which reflects waves returning from the mudline. This is normally regarded
as conservative due to the underestimation of radiation damping.

Ground motions are input as a set of scaled time histories applied at the base of
the model. Relative displacements between CoG of the manifold and the flange and
a free-field point on the seabed were studied. From a series of analyses, it was
concluded that for this modeled manifold supported by the suction pile, the pile tilt
(modeled by applying an equivalent force to the pile–structure’s CoG to represent
the overturning moment caused by the non-verticality) due to installation tolerances
and the mild seabed slopes (modeled by rotating the mesh) at the site can signifi-
cantly increase displacements. For example, a foundation tilt of 5° increases the
maximum horizontal displacement by 46%, and the residual displacement increases
from 3 to 8 cm. With combined pile tilt and seabed slope, the maximum horizontal
displacement even doubles from 6 cm for a vertical pile at seabed level to 12 cm for
the worst case. The vertical settlements are increased by 17%, and the residual
displacements are also strongly influenced, even though they still remain less than
15 cm. Vertical displacements increase by 51% for the combined 5.0° tilt and 3.5°
slope. However, predicted displacements at flange level were considered to be
acceptable.

Fig. 26.6 FE modeling of a subsea manifold and suction pile [1142]
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26.5 Advantages of Suction Piles/Caissons

The technology of suction piles is especially developed for projects where gravity
loading is not sufficient for pressing piles into the ground, or in deep waters where
pile driving is costly and complex, or for anchors subject to large tension forces.
Suction piles normally perform well in soft clays or other low strength sediments.
Even in very dense sand, the technology can still be utilized provided a dedicated
design is performed [1134].

Compared to traditional offshore pile foundations, suction piles have the
advantage of being convenient to install: pile driving is not needed during instal-
lation, as they rely on pumps rather than underwater pile drivers for installation.
The installation time for a suction pile is also short, ranging from a few hours to one
day, which reduces the relevant cost significantly. At sites with soft clay condition,
the suction penetration rate can reach up to 20 m/h without any significant rate
effects if the pumping capacity is sufficient. The maximum suction penetration
depth is normally determined by the pile’s length-to-diameter ratio. The final
penetration depth is substantially shallower than conventional driving pile foun-
dation, which also makes the installation easier and quicker [1111]. For example, in
the development of Snorre A Tension Leg Platform (TLP) located in the North Sea
and operated by Statoil, since it was difficult to use traditional long piles due to the
presence of huge pebbles 60 m below the seabed, suction caissons were selected so
that the platform could be safely secured by suction caissons of only 12 m long.

The penetration force can be predefined if the suction is controlled. This also
ensures that no further penetration occurs if the additional vertical load added to the
structure does not exceed the suction force used during installation. A side benefit
of this is that, after installation, the settlement during service can be reduced to
some extent.

The bearing capacity in vertical direction can normally be further increased by
end-bearing.

The suction piles also have other functions such as compensating for seabed
irregularities, reducing scours, etc. Therefore, no soil improvement and dredging
are required in the case of soft soil deposits under seabed.

The noise and vibration due to the installation can also be reduced to a great
extent, making the construction work more environmentally friendly.

With the increase of pile diameter, suction force increases faster than that of the
penetration resistance, and deep penetration can then be reached without excessive
increase in suction pressure. This is because the penetration resistance at a certain
depth is linearly proportional to the pile diameter (the embedded area of pile skirt
walls), and the suction force in addition to the pile weight is also proportional to the
square of the pile diameter.

As previously mentioned in Sect. 20.2, the presence of scour can be greatly
minimized or even eliminated by using bucket foundations rather than traditional
pile foundations.
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26.6 Engineering Applications

As previously mentioned, suction piles can have various usages in offshore engi-
neering, leading to their applications in the form of suction skirt piles, suction
caissons, suction anchors, and suction buckets.

It should be noted that a well-performed monitoring system is essential for the
success of the installation. In addition, for suction piles that are not able to penetrate
into soils by their own self-weight, an efficient pumping system to create a sig-
nificant and reliable negative pressure inside the suction piles is also important.

It is worth mentioning that the Norwegian Geotechnical Institute (NGI) has
significantly contributed to concept developments, designs, and installations of
suction anchors for offshore applications.

26.6.1 Application for Offshore Structures

To assist penetrations of the skirts into foundation soils, skirt suction piles were first
used as solutions for foundation design of large GBS installed in the North Sea,
when offshore oil production started there at the beginning of the 1970s. Before
this, huge concrete gravity structures were only used at dense sand or
over-consolidated clay sites, and the long skirt concept was believed to be beyond
the control of the available technology. Therefore, a more traditional solution such
as building several steel jackets was normally selected. Meanwhile, the concrete
platforms were gradually developed for more complex and often softer soils, and in
the early 1980s, several platforms were constructed with long skirts up to 5 m
[1136]. The first gravity oil platform utilizing a skirt suction foundation was at
Ekofisk oil field. It had a foundation area as big as a football field, even though it
was placed on a seabed comprising very dense sand. This platform was designed to
sustain waves up to 24 m high [1137].

Today, around 30 gravity-based structures worldwide with water depths ranging
from 50 to 300 m have skirt suction foundations, such as the highest fixed offshore
structures Troll A as shown in Fig. 26.7. In 1989, the Gullfaks C platform with a
topside weight of more than 70,000 tons was installed. It has a foundation com-
prising 16 large-diameter skirt suction caissons penetrating 22 m into the seabed.

The first major structure installed in dense sand using suction caissons was
Statoil’s Draupner E riser jacket (water depth: 70 m) in the North Sea, installed in
1994. The suction caisson has a diameter of 12 m and the skirt is 6 m long. The
design for the installation was based on a combination of field testing, laboratory
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testing, and finite element modeling [1131]. During a storm with a maximum wave
height of 26 m impacting the Draupner E platform, both the suction caisson and the
platform sustained significant wave loading. Later calculations showed that the
suction caissons moved about 10 mm horizontally and 5 mm vertically, well within
design limits. Moreover, the foundation could have sustained significantly higher
wave forces without losing its stability [1135].

Skirt suction pile foundations have also been used to support subsea pipelines
and bridge piers, and proposed for use for foundations of offshore wind turbine
supporting structures (e.g., monopod, tripod, or jacket).

Fig. 26.7 Troll A platform (481 m high) with a skirt suction foundation
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26.6.2 Application as Deep-Water Anchors

As water depth is always a barrier for the offshore industry to develop deep-water
projects, suction piles are an ideal solution for riser and mooring anchors, since no
water depth limitations are presented to prevent the technology from following
deep-water developments. Furthermore, deep-water soil conditions often consist of
homogenous soft clay, which facilitate the penetration flexibility of suction piles
during their installations [1116].

Their applications are largely motivated by accumulated experiences gained
from skirt suction caissons for gravity platforms (Sect. 26.6.1). They have been
applied for offshore projects in water depths up to 2000 m and in soil conditions
including soft clays, very stiff glacial till, dense homogenous sands, and mixed
layers. Suction foundations were also used as skirted anchors for floating structures
in deep waters that do not require drag-in operations or proof loading, as traditional
mooring anchors do.

The first suction pile moorings for permanent use were installed in 1995 at 100–
200 m water depth and with catenary anchor lines [1138]. Today, there are more
than 300 suction piles operated as a part of permanent mooring systems around the
world, at water depths above 100 m, with the deepest one installed at a water depth
of 2500 m in the Mississippi Canyon.

Suction piles have also been installed at sites with great seabed topographical
irregularities. For example, at the Haltenbanken area offshore mid-Norway, due to
grounding icebergs during the last glaciation period, the seafloor is very irregular

Fig. 26.8 A Foundation and Protection Structures (FPS) with four bucket foundations to support
subsea production facilities at Snøhvit field, 140 km off the coast of Finnmark in the Barents Sea,
with a water depth of 345 m (courtesy of Aker Marine Contractors AS and Aker Solutions)
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and uneven. Despite these difficulties, suction anchor moorings for six floating
production and/or storage units have been installed in this area [1136].

26.6.3 Application for Subsea Production Facility
Foundations

Figure 26.8 shows a special type of skirt foundation, a design of four-bucket suc-
tion piles to support subsea production facilities at Snøhvit field in the Barents Sea,
designed by Aker Marine Contractors. The structure is designed to be
self-penetrated into the seabed with the hatches on top of the suction piles in the
open position to allow for water evacuation. An ROV operated suction kit can be
utilized if additional leveling or penetration is required [1139]. Figure 26.5 shows a
design of a 140-ton subsea manifold supported by suction piles in the Saipem
deep-water installation.
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Chapter 27
General Design Issues for Offshore
Foundations and Relevant International
Codes and Guidelines

For different types of offshore foundations categorized as either shallow founda-
tions or deep foundations, various design issues at different stages need to be
carefully addressed. These are presented by Shin and his co-workers [1143] as
given in Table 27.1.

Although offshore geotechnical principles are the same as those for land-based
structures, for offshore geotechnical engineering applications, site investigations are
more expensive, soil conditions are often more difficult, structural loads are usually
more significant, and the focus of offshore geotechnical design is often placed on
capacity, while the foundation stiffness is important for predicting the dynamic
response of the soil–foundation–structure system [1145].

For foundation designs of offshore structures, the most widely accepted guide-
line is the API-RP-2A, which includes:

1. The WSD version of API-RP-2A, comprising the API-RP-2A [791] and its
errata and supplement [792], which provides the commentary on CPT-based
methods (Sect. 17.13) for pile capacity control (C6.4.3 c).

2. The LRFD version of API RP2A [790].

Section 1.13 presents the background knowledge on WSD and LRFD.
Readers need to bear in mind that the use of API-RP-2A in many countries other

than the USA is supplemented by additional local regulatory requirements and
performance criteria, but the design methodology and basic code check equations
are unified worldwide. This is more apparent for the LRFD version of API-RP-2A,
and the variance of criteria between US regional conditions and other nations is
accounted for by different partial safety factors and can therefore be calibrated to
provide more consistent safety levels.

A factor of safety of 1.5 for design environmental load and 2.0 for operating
environmental load are normally required. Due to large uncertainties involved in the
estimation of foundation load, an even higher factor of safety may be required by
some company specified guidance.

© Springer International Publishing AG 2018
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Some energy companies specify their own material factor (resistance factor or
partial safety factor) for geotechnical design. For example, in the technical and
professional requirement [1105] by Statoil, it is specified that a material factor of
1.5 shall be used on pile group capacity. If a lower material factor is used, a
probabilistic analysis is needed to document compatibility with overall target
reliability of 10−4. In Norsok N-001 [1106] applied for offshore installations in the
Norwegian part of the North Sea, a material factor of 1.3 is required for piles and
anchors. In addition, if a pile group has sufficient capacity, a material factor lower
than 1.3 is permitted for single/individual piles in that group.

Based on API standards [790–792], ISO 19902 (2007) [91], DNV Classification
Notes 30.4 [715], and DNV-OS-J101 [794] describe similar design methods.

Beyond the international guidelines, specific national government requirements
must first be complied with, such as, the rules of US Department of Energy (DoE),
Norwegian Petroleum Directorate (NPD) for all offshore installations in USA and
Norway, respectively. In the UK, the responsibility for regulatory control has been
moved to the Health and Safety Executive (HSE), following the explosion and fire
accident of the production platform Piper alpha in the North Sea [1144]. In addition,
government authorities require that recognized bodies appraise the aspects of
structural and foundation integrity and issue a certificate to that purpose. Those
recommended bodies are normally referred to certification or classification

Table 27.1 Design issues for shallow and deep foundations [1143]

Design topics Typical tasks and deliverables

Design basis Codes, standards, guidelines, soil parameters, geometry of supporting
structures, design load cases, detailed bathymetry, scour protection, and
grout

Soil parameters Design soil parameters, material factors, etc.

Installation Geotechnical issues related to the installation of the foundations, e.g.,
monopile (driveability), suction piles (suction pressure), GBS (grouting and
scour protection, etc.), jacket foundations (pre-/post-installed pile, etc.)
during the installation phase

Bearing
capacity

Establish soil design strengths, required foundation dimensions

Settlements Calculate settlements and other permanent displacements (e.g., tilt,
horizontal displacements, etc.) of foundations during the design lifetime

Foundation
stiffness

Establish vertical, horizontal, and moment load–displacement (or rotation)
relationships or spring stiffness. Intended to be used for soil–structure
interaction (SSI) analysis, soil response for dynamic amplification
assessment, soil support for fatigue limit state check, etc.

Soil reactions Establish the soil–foundation contact stress distribution for the relevant
design load cases intended for use in structural designs of foundations

Removal Geotechnical issues related to the removal of foundations, e.g., methods for
removal, skirt uplift resistance, soil plugging, etc.

Seismic
loading

Relevant geotechnical earthquake engineering issues such as seismic
response spectra, foundation stiffness matrix, liquefaction potential
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organizations, and the major certification or classification organizations worldwide
are: Det Norske Veritas Germanischer Lloyd (DnV-GL), Lloyds Register of
Shipping (LRS), American Bureau of Shipping (ABS), and Bureau Veritas (BV),
China Classification Society (CCS), etc.
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Appendix

Unit Conversions

Quantity Unit x Unit x Unit

Length in 25.4 mm 0.03937 In

ft 0.3048 m 3.281 Ft

Area in2 645.16 mm2 1550 � 10-3 in2

ft2 0.0929 m2 10.76 ft2

ft2 2.3 � 10-5 Acre 43500 ft2

Volume cubic yard 21.7 Bushels 1.244 ft3

in3 1.639 � 10-4 mm3 6.102 � 10-5 in3

Mass slug 14.594 kg 2.205 lbm
slug 32.2 lbm 0.454 Kg

Pressure lb/in2 6.895 kPa 0.1450 lb/in2

lb/ft2 0.0479 kPa 20.89 lb/ft2

psi 6.895 kPa 0.1450 psi

ksi 6.895 MPa 0.1450 ksi

psi 6.895 � 10-6 GPa 1.450 � 10-5 psi

ksi 6.895 � 10-3 GPa 145 ksi

lbm/ft
3 16.02 kg/m3 0.0624 lbm/ft

3

Force lbf 4.448 N 0.2248 lbf
Moment lb�in 0.1130 N�m 8.851 lb�in

lb�ft 1.356 N�m 0.7376 lb�ft
Energy in�lb 0.113 Joule 8.85 in�lb

kw-h 2655.18 klbs-ft 3.766 � 10-4 kw-h

Velocity m/s 2.237 mph 0.447 m/s

mph 1.467 ft/s 0.682 mph

mph 17.6 in/s 5.68 � 10-2 mph

knot 0.514 m/s 1.944 knot

Power watt 0.73755 ft-lb/s 1.356 watt

watt 1.341 � 10-3 hp 745.7 watt

Acceleration of gravity (1g) = 9.81 m/s2 = 32.2ft/s2 (at latitude 45°)

© Springer International Publishing AG 2018
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Bedrock motion, 113, 174
Belled footing, 480
Bending moment, 283, 477, 483–487, 569,

571, 572, 574, 584, 620, 622, 630–632,
635, 660, 661

Bending rigidity, 477
Bending stiffness, 475, 478, 479, 482
Best estimate, 58, 72, 131, 168, 174
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Cohesive force, 3
Cohesive resistance, 11, 17, 18

Cohesive shear strength, 422
Cohesive soil, 3, 4, 11, 18, 21, 29, 31, 34, 230,

529, 531, 598, 643
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Common depth point, 196
Common depth point pattern, 195
Common offset, 195, 196
Complementary solution, 289, 290
Completely dry soils, 6
Compliant piled tower, 269, 270
CONDEEP, 272
Conditionally stable, 145
Conditional mean spectrum, 173, 384, 400
Conditioning stage, 26
Cone boundary, 188
Cone penetration test, 17, 24, 36, 84, 207
Cone resistance, 17, 36, 37, 84, 85
Cone tip resistance, 542, 546–548, 552
Confidence level, 69, 72
Confining pressure, 17, 19, 26, 27, 32, 44,

91–96, 215, 224, 228, 529
Consistent boundaries., 188
Consolidated–Drained (CD) test, 28, 304, 348
Consolidated state condition, 104
Consolidated–Undrained (CU) test, 28, 29
Consolidation, 9, 27–29, 46–53, 72, 74, 83,

227, 229, 233, 421, 531, 533, 630, 637,
639, 659

Consolidation ratio, 48, 228
Contact element, 470, 507, 538
Container wall, 221, 223
Continuum mechanics, 77, 435, 443, 603
Convolution integral, 332, 334
Convolutive procedure, 406
Corner frequency, 320
Corrected blowcount, 33
Corrected BPT blowcount, 42
Correction coefficient, 349
Correction factor, 30, 33, 148, 192, 248, 348,

382, 397, 426, 508
Correction for the area of contact, 12
Correlation coefficient, 63, 371, 400, 401
Corrosion, 461, 463
Corrosion allowance, 466
Coulomb friction, 659
Coulomb model, 7
Coupled analysis, 260, 261, 568
Coupled finite element analysis, 157
Crack initiation, 649
Crane vessel, 656
Critical angle of incidence, 198
Critical damping, 162, 288, 289, 331, 340, 348
Critical excitation analysis, 185
Critical flow regime, 305
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Critical length of pile, 477
Critical level of repeated loading, 557
Critical-state strength, 107
Cross-hole test, 81, 193, 194, 203–206
Crystalline rock, 346
Cumulative distribution function, 371
Cumulative frictional capacity, 551
Cutoff frequency, 319, 320, 324
Cyclic degradation, 99, 115, 494, 554
Cyclic direct shear test, 217
Cyclic loading, 13, 49, 53, 73, 75, 76, 78–81,

86, 90, 91, 93, 97–100, 108, 138, 139,
143, 191, 227–229, 250, 252, 253, 259,
431, 432, 462, 466, 474, 492–494, 496,
498–503, 506, 509, 512, 554–556, 558,
605, 607, 615

Cyclic pore pressure component, 227
Cyclic resistance ratio, 237, 240, 241
Cyclic strain approach, 237, 248
Cyclic stress approach, 237, 240, 248
Cyclic stress ratio, 237, 238, 240
Cyclic torque, 211
Cyclic torsional shear test, 217
Cyclic triaxial test, 217
Cylindrical friction sleeve, 36

D
DAF-to-FRF ratio, 355
Damping, 75, 76, 78, 80, 81, 86–89, 91–93,

95–97, 99–103, 107, 113, 114, 129,
130, 133, 134, 136, 138, 139, 144, 145,
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286, 288, 290, 291, 294, 301, 304, 306,
327, 329, 336–344, 346, 348–351, 356,
432, 437–441, 443–451, 472, 502, 571,
576, 577, 580, 581, 583, 615

Damping correction factor, 339, 348
Damping ratio, 77, 90, 91, 93, 94, 96, 97, 101,

130, 141, 142, 162, 177, 211, 218, 289,
292, 327, 329, 331, 339, 348, 349, 583,
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Dams, 42, 158, 190, 215, 251, 252, 254–256,
379, 455, 481

Dashpot, 144, 436–438, 446, 447, 503, 519,
579–582

Deaggregation, 163, 167, 378, 385–389, 400,
403, 405

Deconvolution, 129
Decoupled analysis, 259, 261
Deep soil mixing, 249
Defocusing, 146
Degradation strain threshold, 91

Degree of water-saturation, 10
Depth of transition, 489, 600
Design ground acceleration, 406, 407, 570, 583
Design response spectrum, 159, 168, 169, 174,

175, 339, 342, 392
Design spectrum, see Design response

spectrum
Deterministic analysis, 363, 368
Deterministic Seismic Hazard Analysis, 364,

367
Diffraction forces, 306
Dilatancy, 76, 105, 143, 547
Dilatancy angle, 26, 104
Dilatometer test, 210
Dimensionless frequency, 503, 579, 581, 616
Dimensionless soil parameter, 52
Dirac delta function, 332
Direct analysis approach, 113, 178, 579
Direct Scaling, 169, 173
Direct shear test, 24, 25
Disaggregation, see Deaggregation
Dishpan scour, see global scour
Disjoining effect, 12
Dispersed seismic activity, 370
Disrupted soil slides, see Rock falls
Dominant frequency of excitation, 502, 616
Donut hammer, 34
Double resonances, 116
Doubly asymptotic multi-directional boundary,

188
Down-hole test, 81, 193, 204–207, 237
Downward drag, 637, 639
Downward friction, 637
Drag anchor, 642, 643
Drag coefficient, 303, 305, 311
Drag embedment anchor, 643
Dragon-king, 410
Drainage, 6–8, 11, 25–28, 49, 81, 227, 249,

250, 413, 416
Drainage system, 49, 50
Drained behavior, 6, 551
Drift correction, 361
Drift Phenomenon, 357
Drilled pile, 457
Drilled shaft, 413, 455, 459
Drilling, 31, 37, 38, 41, 53, 55, 126, 192, 202,

204, 207–210, 269–272, 276, 280, 413,
457, 459, 460, 462, 464, 545, 610–612,
619, 622

Driven anchor piles, 642
Drucker-Prager, 76, 77, 104, 105
Ductile system, 632
Ductility-modified spectrum, 329, 354, 355
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Duhamel’s integral, 335
Dutch qc value, 550
Dynamic compaction, 249
Dynamic modulus of elasticity, 628

E
Earthquake input energy, 576
Earthquake scenarios, 363, 365, 367, 403, 406
Edge effect, 609
Effective cohesion, 257, 421, 430, 534
Effective diameter, 551
Effective duration, 315
Effective normal stress, 19, 83, 85, 245, 430
Effective octahedral stress, 83
Effective shear strain, 133
Effective stress, 4, 7–12, 17, 18, 20–22, 26, 46,

51–53, 75, 76, 81, 84, 100, 105, 107,
138, 139, 143, 211, 227–229, 240, 249,
250, 254, 257, 429, 430, 461, 534–536,
541, 561, 563, 599–601, 607, 637, 639,
658

Effective surface, 644, 645
Elastic half-space, 131, 435, 441, 612, 620
Elastic method, 481
Elastic response spectrum, 329, 355
Elastic zone, see Active zone
Elasto-plastic, 44, 77, 105
Elasto-plastic material law, 45, 507
Elementary boundaries, 188
Element integration points, 652–654
Embankment, 421, 460, 631
Embedded side surface area, 522
End bearing capacity, 232, 234, 552, 554, 659
End-bearing piles, 465, 570, 571, 605
End-bearing resistance, 460, 522, 529, 540,

541, 552, 554
Endurance time analysis, 185, 467
Energy-absorbing boundary, see local

absorbing boundary
Energy radiation, 435, 436
Energy-transmitting boundary, see local

absorbing boundary
Environmental and operational load, 299
Environmental load, 498, 669
Epistemic uncertainties, 368
Equal-probability-of-exceedance design

spectra, see Uniform Hazard Spectrum
Equilibrium approach, 427
Equilibrium of momentum, 332
Equilibrium scour depth, 595, 596
Equivalent foundation radius, 443, 445
Equivalent length (height) of pile-structure

system, 476, 477

Equivalent linear material parameters, 89
Equivalent linear soil model, 132, 134, 136,

138, 143
Equivalent viscous damping, 86, 438
Erosion, 3, 20, 47, 302, 589, 590, 593, 594,

596
Expansive clay, 640
Exploratory Drilling Structure, 269
Explosive compaction, 249

F
Factored load, 58, 59
Factored resistance, 58, 59
Factor of safety, 56, 71, 245, 246, 254–259,

568, 648, 669
Failure criterion, 105, 467, 659
Failure surface, 30, 60, 63, 64, 66, 67, 252,

254, 259, 426
Far-field, 181, 188, 518, 521, 565, 580, 587
Fast Fourier Transformation, 325
Fatigue, 57, 58, 72, 284, 297, 298, 466, 467,

469, 649–651
Fatigue damage, 283, 285, 466, 467, 555, 594,

649–651
Fatigue limit state, 56, 670
Fault geometry, 363, 370
Fault mechanism, 342, 370
Fault rupture, 109–111, 118, 187, 263, 265,

328, 370–372, 375, 392, 565, 566
Field testing, 421, 463, 464, 665
Fines, 5, 242, 247, 248, 250, 534
Finite difference method, 251, 255, 256, 521,

619
Finite element analysis, 50, 114, 147, 152, 157,

162, 167, 178, 179, 256, 259, 415, 472,
554, 581, 595, 621, 652, 659

Finite element free-field site response, 157
Finite element method, 6, 113, 137, 157, 219,

251, 255, 443, 471, 481, 521, 579, 619,
658

First blade excitation period, 282
First-order-reliability index, 65, 66
First-order reliability method, 62, 65
Flexural rigidity, see Bending stiffness
Floating production system, 641
Flooded member, 309
Flow, 6, 107, 134, 246, 250, 263, 264, 270,

303–305, 308, 331, 432, 486, 488–490,
516, 589, 591, 595, 596

Flow rule, 76, 97, 104
Focusing, 146, 148
Forerunner, 641–643, 645
Foundation’s lateral stiffness, 479
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Foundation impedance, 177, 178, 181, 182,
184, 301, 437, 439, 440, 444, 446, 504,
579, 583

Fourier amplitude, 126, 181, 260, 284, 286,
318–322, 324, 325

Fourier analysis, 318
Fourier series, 317, 318, 321, 322
Fourier series expansion, 133
Fourier spectrum, 315, 318, 319, 321, 322,

337, 361
FPSO, 269, 270, 275
Fracture mechanics, 58, 649
Free-field, 157, 178, 180, 182, 183, 219–221,

444, 446, 470, 565, 568–571, 587, 623,
663

Free-field motion, 180, 569, 575
Frequency dependence, 96, 136, 181, 439, 503,

574
Frequency dependent stiffness function, 437,

446
Frequency domain, 82, 96, 113, 115, 129, 137,

139, 157, 178, 189, 190, 202, 315–317,
319, 337, 361, 446, 584, 649

Frequency-independent amplification, 148
Fricitional capacity coefficient, 535
Friction fatigue, 546, 553
Friction ratio, 36
Froude-Kriloff force, see Froude Krylov force
Froude Krylov excitation force, 303
Froude number, 596
Fugro-05, 37, 546–548, 551–553
Full-probabilistic method, 69
Fully coring, 543, 544
Fully elastic, 104
Fully plastic, 104, 105, 554
Fully saturated, 6, 7, 10, 28, 494

G
Gaussian random number generator, 68
GBS, 44, 45, 49, 108, 182, 183, 190, 230, 270,

272–275, 284, 285, 309, 414–416, 432,
439, 440, 444, 445, 447, 449, 462, 655,
665, 670

General scour, see global scour
General shear, 416–421, 426
Geologic evidence, 363
Geometric spreading, 109
Geophone, 192, 195, 207
Geophysical test, see low-strain field test
Geotechnical earthquake engineering, 31, 35,

186, 189, 468, 582, 670
Global approach, 467, 469
Global scour, 590, 598
Grains, 3, 8, 10, 541

Grain size, 75, 215, 421, 463, 464, 537, 562,
589

Granular soil, 3, 4, 12, 237
Gravel, 3–6, 18, 26, 31, 34, 35, 39, 42, 43, 82,

215, 249, 250, 537, 589, 594, 607, 657
Gravel drains, see Stone columns
Gravity based foundation, 275
Ground loss, 623
Ground motion prediction equation, 163
Ground response analysis, 113, 179, 180
Groundwater, 6, 421, 464, 639
Group efficiency factor, 606
Grout connection, 625, 627
Gutenberg-Richter recurrence law, see

Gutenberg-Richter relationship
Gutenberg-Richter relationship, 370–372, 374,

381, 390
Guyed tower, 273

H
Half-power/bandwidth method, 214
Half-space, 183, 184, 440, 442, 443, 579
Hammer efficiency, 33
Hardening, 7, 91, 97, 103–105
Hardening plasticity, 105
Hardening soil model, 7, 105
Hard growth, 311
Harmonic complex force, 436
Hashiguchi model, 104
Hasofer–Lind safety index, 66, 67
Heaving, 47
Hidden mass effects, 439
Highly-plastic clays, 531
High-rise pile-cap foundation, 618, 633
Historical seismicity, 363, 390
Homogenous zone model, 370
Horizontal amplification factor, 159
Horizontal equivalent acceleration, 259
Hot-spot stress, 650, 652–654
Hybrid method, 185
Hydrate films, 12
Hydraulic suction pump, 459
Hydrodynamic damping, 299, 301, 304, 308
Hydrodynamic interaction, 303
Hypocentral distance, 370, 375
Hysteresis loop, 78, 79, 88, 580
Hysteretic damping, 86, 87, 97, 437, 505, 565,

580, 582, 587
Hysteretic material damping, 580

I
IBPT method, 42
ICP-05, 37, 546–549, 552, 553
Illite, 4, 22
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Impedance contrast, 132, 134, 663
Impulse source, 196, 207
Impulsive response, 333
Incident wave
Inclined piles, 629–631, 633, 635
Incremental dynamic analysis, 185, 467
Incremental filling ratio, 544
Individual beam stiffness, 479
Inertia coefficient, 304–306, 309
Inertia interaction, 177, 179, 184
Inertia force, 283, 294, 301, 303–305, 309,

352–354
Inertial force, 565, 567
Inertia loading, 107, 108, 428, 450, 559,

565–567, 570, 582
Inertia mass, 439, 447
Infinite boundary, see local absorbing

boundary
Inherent variability, 73
Initial bedding stiffness, 497, 509, 510, 512
Initial bedding stiffness coefficient, 512
Initial loading curve, see Backbone curve
Initial modulus of subgrade reaction, 496,

507–509, 600
Initial shear modulus, 44, 76, 98, 107, 495, 582
Initial stiffness, 437, 493, 497, 508, 512, 517
Initial stress condition, 26, 27
Initial stress conditions, 81, 103, 191
Initial yield, 104
Inner pile wall friction resistance, 523
In-place performance, 73, 465
Instrumental seismicity records, 363
Inter-particle contact, 9
Inverse of soil flexibility matrix, 620
Irregular ground surface, 114, 146, 155
Iterative algorithm, 469

J
Jacket, 269–273, 275, 277, 278, 280, 281, 284,

286, 288, 289, 294–296, 300, 303, 306,
308, 309, 312, 313, 466, 473–475, 529,
530, 555, 556, 584, 586, 591, 592, 601,
603, 632, 665, 666, 670

Jacket platform, 313, 556
Jackups, 269, 300
Joint distribution, 382, 400, 401
Joyner-Boore distance, 372

K
Kanai-Tajimi model, 326, 328
Kanai-Tajimi power spectral density function,

see Kanai-Tajimi model
Keulegan-Carpenter (KC) number, 305
Kaolinite, 4, 22

Kelvin element, 188
Kelvin-Voigt solid, 114, 128, 129, 144
Kelvin-Voigt solid model, 144
Kinematic force, 462, 566, 567
Kinematic hardening, 103, 104
Kinematic interaction, 113, 141, 177, 179–181,

184, 189, 565, 568, 569, 577, 578, 631,
647

Kinematic interaction factor, 179, 189
Kinematic loading, 82, 565–567, 569, 570,

572, 575, 577, 579

L
Laboratory element test, 211
Laminar container, 222, 223
K-method, 461, 535
Land-based structure, 300
Landslides, 251, 256, 260, 262–265
Large strain regime, 89
Lateral earth pressure coefficient, 534, 536,

599, 639
Lateral load, 459, 477, 481, 487, 493, 559, 604,

609, 614
Lateral pile displacement, 502, 580, 614, 616
Lateral resistance capacity, 465
Lateral spread, see lateral spreading
Lateral spreading, 231–234, 630
Layered inelastic shear beam method, 157
Leading row piles, 611
Length-to-diameter ratio, 25, 481, 536, 607,

655, 664
Lift force, 303, 307
Limit equilibrium, 29, 251, 252, 254, 256, 257
Limiting unit end resistance, 537, 541
Limit state, 56, 115, 554
Linear (areal) source, 370
Linear correlation coefficient, 401
Linear differential equation, 287, 436
Linearized point, 66
Linear threshold shear strain, 89, 90
Liner correction factor, 33
Link plate, 646
Liquefaction, 5, 9, 13, 31, 33, 49, 75, 100, 125,

139, 227–234, 236, 237, 239–250, 256,
259, 262, 264, 421, 427, 428, 462–464,
498, 566, 567, 639

Liquefaction potential, 22, 42, 77, 217, 231,
236, 237, 245, 465, 670

Liquid index, 23
Liquid limit, 23
Liquid state, 23, 227
Load cell, 24
Load-deflection curve, 613
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Loading frequency, 94, 201, 212, 215, 294,
297, 309, 503, 615

Load resistance factor design, 56, 553, 648
Load scaling factor, 415
Local absorbing boundary, 188
Local scour, 590–592, 597, 598, 600
Local Shear, 416–419
Logic tree method, 391
Log-linear dependence, 649
Lognormal distribution, 62, 400
Long and flapping weed, 311
Longitudinal stiffener, 656
Long-term probability distribution, 649
Loss factor, 214
Low cycle fatigue, 649
Lower bound, 57
Lower-tail quantile, 72
Low-permeable fine-grained soils, 11
LRFD, 56–59, 62, 69–71, 425, 475, 553, 648,

669
Lumped mass, 127, 151, 178, 438, 439, 441,

442, 445, 446, 448, 449, 663

M
Macroseismic intensity, 407
Magnitude scaling factor, 243
Margin of safety, see Safety margin
Marine growth, 301, 306–309, 311–313
Masing behavior, 99
Masing rule, 97, 99
Mass matrix, 144, 145, 438
Material damping, 90, 92–94, 96, 110, 580
Material strength, 57, 71, 357, 466
Maximum Considered Earthquake, 365, 367
Maximum credible earthquake, 366, 408
Maximum horizontal equivalent acceleration,

259
Maximum scour depth, 590, 595, 596
Maximum shear modulus, 80, 82–84, 98, 100
Maximum shear stiffness, 182
Maximum shear strain response, 133, 134
Maximum skin friction, 525, 539
Mean compressive strength, 628
Mean flow velocity, 596
Mean principal effective stress, 83
Mean value, 58, 60, 62, 63, 69, 70, 72, 159,

175, 321, 367, 376, 400, 401
Measurement error, 73
Medium strain regime, 89
Memoryless model, 378
Micro-seismicity, 193
Middle line, 641
Mindlin equation, 603
Mineral particles, 3

Mine tailings, 29
Mini-tension leg platform, 270
Mobile mooring, 649
Modal damping, 101, 102, 437, 446, 447,

449–451
Modal mass participation, 294, 300
Modal matrix, 450
Model test, 220, 224
Modified Cam-Clay, 7, 104, 105
Modified Duncan-Chang, 104, 105
Modulus reduction curve, 79, 80, 91, 93, 94,

99, 141, 211
Mohr’s circle, 14–17
Mohr’s envelope, 421, 430
Mohr–Coulomb, 20, 104, 105, 658, 659
Mohr–Coulomb failure, 24
Mohr–Coulomb failure criterion, 18, 19, 45,

507
Moment magnitude, 238, 239, 242, 243, 260,

265, 631
Monopile, 278, 280, 281, 477–479, 484, 499,

500, 502, 505–508, 510, 512, 589, 590,
592–594, 670

Mono-pile system, 275, 280, 511, 583, 593,
617, 623, 631, 632, 641, 642, 662, 667

Monotonic loading, 103, 191, 227
Monotower, 602
Monte Carlo simulation, 68
Montmorillonite, 4, 22
Moored tension leg, 270
Morison’s equation, 303, 306
Most probable value, 72
Moving resonance, 125, 126, 293
Mud, 5, 208, 233, 480
Mud slide force, 491
Multi-degrees-of-freedom, 144, 145
Multiple points of excitations, 219
Multi-surface concept, 76
Mustang Island field test, 511

N
Natural frequency, 44, 102, 125, 213, 214, 274,

279, 286, 290, 291, 293, 294, 302, 313,
327, 328, 336, 447, 450, 479, 498, 504,
593, 594

Natural-Time-Weibull (NTW) model, 410
Near-field, 181, 502, 518, 565, 580
Negative friction, see Downward friction
Negative skin friction, 637, 639, 640
Neo-deterministic seismic hazard assessment,

365, 406
Net bearing capacity, 425
Newmark displacement, 262
Newmark sliding block approach, 256
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Newtonian fluid, 229
NGI-05, 37, 546–548, 551–553
Nodal relative acceleration, 145
Nodal relative displacement, 145
Nodal relative velocity, 145
Nodal stress, 652
Nominal diameter, 645
Nominal factor of safety, 70
Nominal relative density, 551
Nominal stress, 652
Non-associated flow rule, 104
Non-associative flow rule, 76
Non-destructive test, 192
Non-flooded members, 310
Non-Gaussian, 69, 184
Non-homogeneous equation, 289
Non-linear dynamic time domain analysis, 22,

185, 316
Nonlinear Safety Margin Function, 65
Non-linear static pushover analysis, 185
Nonlinear Winkler Foundation, 469
Non-liquefiable sand layer, 430
Non-oscillatory motion, 288
Non-reversible displacement
Non-verticality, 663
Normalized cone tip resistance, 551
Normalized residual, 337
Normalized shear modulus, 79–81, 93
Normally consolidated, 20, 47, 74, 83, 104,

105, 513, 531, 532, 534, 535, 557, 599,
639

Normal moveout, 195, 196
Notch stress, 652
Nullah, 421
Nyquist frequency, 322, 323

O
Obstruction, 311, 595
Oedometer test, 421
Offshore environment, 303
Offshore structures, 55, 74, 75, 91, 185,

269–271, 275–278, 291, 299–304,
306–309, 393, 396, 431, 438, 456, 460,
462, 463, 466, 494, 498, 501, 504, 524,
529, 576, 591, 594, 596, 598, 609, 615,
641, 649, 652, 665, 669

Offshore wind energy, 282, 593
Offshore wind turbine, 280, 282, 430, 486,

497–499, 502, 590, 597, 600, 618, 633,
666

One-dimensional site response analysis, 114,
127, 128, 132, 134, 141, 142, 146, 149,
152, 154, 156, 179

Open-ended pile, 460, 522, 543

Organic muck, 29
Overall seabed movement, 590, 591
Overburden correction factor, 33, 244
Overburden pressure, 8, 9, 33, 37, 47, 126,

182, 210, 224, 228, 237, 241, 244, 249,
420, 422, 425, 444, 445, 480, 486, 489,
494, 505, 524, 529, 533, 538, 541, 639

Over-consolidated, 20, 21, 23, 26, 47, 49, 105,
259, 529, 532, 535, 557, 609, 665

Over-consolidation ratio, 46, 47, 75, 76, 80–82,
94, 95, 220, 561

Over-consolidation ratio exponent, 83, 84
Overlapping zone, 605

P
Padeye, 645–649, 651, 653, 654, 661
Parseval’s theorem, 321
Partially-plugged, 543, 544
Partially plugged mode, 522
Partially saturated soils, 6
Partial safety factor, 57, 70–72, 670
Particular solution, 289, 290, 436
Passive zone, 417
Path effect, 109
Peak ground acceleration, 117, 121, 134, 135,

161, 344, 346, 348, 356, 376, 377, 380,
383, 570

Peak ground displacement, 122, 344, 346, 358
Peak ground velocity, 122, 344, 346, 348
PEER, 168, 175, 394
Penetration, 31, 32, 35–39, 42, 81, 84, 207,

210, 241, 242, 246, 421, 460, 462, 465,
466, 505, 524, 542–545, 620–622, 655,
657, 658, 664, 667, 668

Penetration depth, 281, 500, 543, 545, 548,
552, 555, 631, 655, 657, 659, 664

Perfect plasticity, 259, 560
Perfectly elastic, 76
Performance based design, 115, 185
Permanent-displacement analysis method, see

Newmark sliding block approach
Permanent mooring, 649, 667
Permanent pore pressure component, 227
Phase difference, 202
Physicochemical forces, 12
Pier, 233, 455, 559, 596
‘Piggy-back’ pile, 480
Pile, 36, 37, 42, 46, 50–53, 55, 71–74, 82, 157,

181–183, 232–234, 271, 275, 278, 280,
286, 302, 309, 345, 414, 445, 450,
455–477, 479–519, 521–530, 532–587,
589–592, 594–623, 629–635, 637–640,
647, 648, 650, 651, 655–659, 662–665,
669, 670
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Pile cap, 473, 634
Pile cap connection, 632
Pile cap location, 597
Pile clusters, 625
Pile diameter to wall thickness ratio, 466
Pile displacement ratio, 547, 550
Pile driving, 51, 52, 58, 193, 455–457, 459,

460, 462, 465, 467, 475, 527, 529, 537,
543–545, 550, 553, 607, 619, 622, 623,
664

Pile group, 310, 462, 466, 471, 473, 502, 505,
529, 530, 558, 564, 583, 587, 597–599,
601, 602, 604–613, 615–618, 620,
631–634, 639, 670

Pile hammer, 455, 459
Pile impedance, 579, 581
Pile installation, 456, 461, 466, 480, 491, 533,

534, 539, 543, 622, 640
Pile jacking, 456–458, 619
Pile loading test, 515, 581
Pile penetration, 302, 533, 535, 543, 544, 592,

604, 610
Pile plug, 551
Pile reinforcement, 460, 630, 632
Pile sleeve, 465, 601, 603, 625
Pile spacing, 466, 502, 604, 605, 607, 608,

610, 613–617, 620
Pile stiffness matrix, 620
Pile-structure connections, 465
Pile-tip effect, 511, 512
Pile wall-soil friction, 460
Pile wall thickness, 466, 550, 632
Piping actions, 415, 432
Plastic equilibrium, 417
Plasticity index, 17, 23, 30, 34, 52, 76, 80, 81,

83, 89, 90, 94–96, 141, 142, 230, 236,
513, 640

Plastic limit, 23, 659
Plastic soil behavior, 76
Plastic state, 23, 422
Plastic strain, 97, 104, 105, 649
PLAXIS soft soil, 104, 105
Plugged condition, 523, 544, 551
Plugging ratio, 544
P-multiplier, 612, 613, 617
Poisson’s ratio, 44, 45, 75, 104, 127, 128, 183,

191, 201, 432, 435, 441, 445, 471, 507,
512, 561, 573, 580, 581, 585

Poisson model, 378
Poisson process, 378, 379
Poisson’s ratio, 42, 44, 75, 104, 127, 128, 183,

191, 201, 432, 441, 445, 471, 507, 512,
561, 573, 580, 581, 585

Polyester cable, 643
Pore water, 432
Porosity, 11
Positively buoyant, 270
Post-earthquake slope instability, 262
Power spectral density, 44, 45, 324, 325, 327,

328
Power spectrum, 44, 122, 315, 316, 325–329,

337, 361
Power spectrum density, 321
P-reduction factor, see p-multiplier
Pre-plastic state of strain, 612
Prescriptive design codes, 115
Pressuremeter test, 210, 463
Pretension load, 645
Primary consolidation, 46, 217
Principal stress, 15, 19, 26–28, 44, 46, 77, 104,

228, 420, 491, 654
Principal stress axes, 103
Probabilistic analysis, 73, 363, 368, 670
Probabilistic seismic hazard analysis, 367, 340
Probability-based seismic design, 185
Probability density function, 59, 60, 63, 64, 66,

67, 70, 72, 371, 372, 375
Probability of failure, 56, 59, 60, 62, 67, 69–71,

262, 396, 397, 467, 553, 554, 648
Production structures, 269
Pseudo-acceleration spectrum, 335
Pseudo-relative-velocity spectrum, 335
Pseudo-static analysis approach, 251–253, 259,

261
Pseudo-static displacement, 617
Pseudo-velocity spectrum, see

Pseudo-relative-velocity spectrum
P-SV wave, 148
Pumping capacity, 664
Punching shear analysis, 465
Punching shear failure, 416, 419, 420, 425, 426
P-wave, 121, 124, 152–154, 161–163, 192,

193, 195, 196, 201, 203–205, 208, 209,
580, 581, 584, 615, 617

p–y, 46, 472, 475, 482–487, 491–497,
501–505, 507–518, 539, 579–581, 583,
592, 595, 600, 612, 613, 615–617, 659

Q
Q-z, 472, 475, 522, 541, 542

R
Radial shear zone, see Transition zone
Radiation damping, 110, 130, 188, 206,

436–439, 443, 446, 447, 449, 519, 522,
565, 571, 580, 581, 663
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Raft stress, 50
Raked piles, see Inclined piles
Random vibration analysis, 185
Rankine zone, 422
Rayleigh damping, 97, 101, 102, 450, 587
Rayleigh energy method, 479
Rayleigh wave, 192, 200–202
Receiver, 194, 195, 199–202, 204–206
Rectangular footing, 414, 415, 418, 442
Recurrence interval, see Return period
Reduced friction angle, 509
Reduction factor, 100, 133, 239, 354, 355, 425,

444–446, 573, 576, 599, 613, 639
Reduction phase, 469
Reference breaking strength, 651
Reference depth, 180, 508, 509, 513
Reference stress, 33, 46, 248
Reference time, 52
Reflection, 80, 126, 153, 154, 194–197, 200,

221, 538
Refracted waves, 197, 198
Refraction, 80, 126, 151–154, 198, 200
Region constant, 370
Relative density, 31, 36, 84, 244, 426, 496,

502, 504, 537, 538, 548, 550, 552, 562
Reliability index, 60, 64–67
Reloading, 78, 97–100, 494
Remotely operated underwater vehicle, 459
Remotely operated vehicle, 657
Remote subsea well, 270
Remoulding, 494, 534
Resonant column test, 81, 211–216
Resonant frequency, 212, 474
Response spectrum, 115, 117, 126, 134, 142,

143, 159, 169–171, 173, 175, 181, 185,
315, 316, 328–331, 336–339, 341–343,
351, 355, 357, 361, 367, 386, 392, 393,
399, 400, 404, 438, 450, 501, 569

Response spectrum analysis, 117, 132
Restoring term, 306
Re-tracking phase, 469
Return period, 57, 159, 163, 175, 185, 298,

329, 365, 366, 377–381, 384, 386, 392,
393, 396–400, 406–408, 415, 494, 555,
610, 645

Reversal loading, 98, 103
Reversal strain, 98
Reynolds (Re) number, 305, 307, 309, 596
Reynolds number, 305
Rigid-block method, see Newmark sliding

block approach
Rigid perfectly plastic, 76
Ring stiffener, 658
Rock falls, 264

Rock outcrop, 110–113, 116, 126, 128–132,
134, 141–144, 159–161, 168, 169, 174,
179, 180, 384, 582

Rod length correction factor, 33
Roesset’s site response amplification, 130, 131
Rotation stiffness, 479
Row reduction factor, 611, 614
Rupture mechanism, 109, 110, 375

S
Safety hammers, 33
Safety margin, 56, 59, 60, 62, 63, 65–67, 71
Sample distrubance, 22
Sand, 3–6, 8–11, 13, 17–19, 23, 26, 34, 35,

43–46, 48, 49, 51, 57, 74, 76, 81, 82, 84,
105, 106, 137–141, 227–230, 232, 233,
242, 246, 247, 250, 302, 418, 420, 424,
426, 430, 483, 484, 486, 487, 490,
495–498, 500–504, 507–509, 516, 521,
522, 524–526, 529, 532, 535–539, 544,
545, 548, 550–552, 554, 555, 557, 561,
562, 569, 589, 591, 594, 607, 614, 633,
657, 659, 664, 665

SASW, 193, 201–203
Saturated soil, 5, 6, 8–10, 193, 230
Saturation, 7, 75, 80, 92–94
Scale invariance, 371
Scaling factor, 169, 173, 327, 349, 574
Scenario-based methodology, 407
Scour, 281, 302, 415, 421, 433, 463, 464, 480,

491, 589–601, 665, 670
Scour depth, 302, 589, 590, 592, 594, 595,

597–600
Seabed, 11, 37, 40, 53, 73, 110, 111, 117, 126,

134, 142, 143, 159–161, 164, 165, 174,
175, 177, 179, 180, 274, 277, 278, 280,
281, 302, 432, 456, 459, 462, 513, 550,
589, 591, 594, 596, 598–600, 604,
641–643, 649, 651, 655–657, 659,
663–665, 667, 668

Seabed friction, 643, 644
Seabed irregularities, 664
Seabed protection, 433
Seabed slope, 663
Secant shear modulus, 78–80, 88, 89
Secant stiffness, 78, 497, 580, 583
Secondary consolidation, 47
Second blade excitation period, 282
Second-order-reliability index, 65, 67
Sediment source, 47
Seepage flow, 657
Seismic cone penetrometer test, 193
Seismic Hazard Analysis, 111, 113, 343, 363,

364, 373, 374, 384, 406
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Seismic hazard curve, 375, 376, 382, 383, 392,
395–397, 399

Seismic hazard map, 175, 392, 393, 399
Seismic reserve capacity factor, 398
Seismic source, 109, 365, 366, 370, 386
Self-organized criticality, 374, 410
Self-similarity, 371
Semi-probabilistic method, 69
Semisolid state, 23
Semi-submersible, 276, 280, 645
Sensitivity analysis, 58, 72, 77, 131, 174, 594
Sensor, 81, 359
Serviceability limit state, 56, 501
Settlement, 46, 48–50, 55, 229, 234, 250,

418–421, 460, 463, 464, 467, 514, 605,
607, 608, 618, 630, 631, 637, 664

Shadowing, 609, 611, 612
Shaking table test, 218, 219, 221, 262
Shale, 43, 82
Shallow explosive, 192, 193
Shear bands, 26
Shear beam approach, 157, 158
Shear box, 24
Shear failure, 13, 17–20, 417–421, 426, 630
Shear force, 24, 483–485, 567, 568, 576, 632
Shearing stage, 27, 29
Shear modulus, 8, 43, 44, 47, 48, 75–79, 81,

83, 90–94, 97, 100, 107, 108, 118,
127–129, 133, 134, 136, 138, 139, 141,
180, 182, 183, 191–193, 212–217, 228,
229, 248, 432, 435, 440, 441, 444–446,
559–563, 572, 573, 582, 583

Shear strain, 43, 44, 76–82, 88–90, 92–95, 98,
100, 107, 108, 129, 133, 134, 137–139,
141, 143, 192, 193, 211, 214, 215, 217,
218, 223, 228, 242, 248, 249, 561, 571,
572, 574, 575, 580

Shear strain amplitude, 76, 79, 81, 580
Shear strength, 4, 8, 11, 12, 17–22, 24, 26,

28–30, 44, 47, 51, 52, 72, 74, 97, 98,
100, 106, 107, 217, 227–229, 251, 252,
254, 255, 262, 419, 421, 422, 426,
428–431, 461, 463–465, 488, 495, 512,
513, 515, 521, 524, 531, 533–535, 540,
541, 545, 555, 561, 563, 589, 596, 611,
639, 644, 658

Shear stress, 13–15, 17–21, 24–26, 43, 77, 78,
88, 92, 94, 100, 128, 134, 143,
227–230, 237–240, 244, 245, 252, 254,
302, 429, 430, 507, 509, 556, 560–563,
575, 589, 596, 617

Shear wave velocity, 35, 75, 80, 82, 83, 92,
116–120, 126, 130, 132, 134, 140, 145,
162, 183, 194, 201, 202, 204, 211, 213,

237, 246–248, 349, 350, 439, 442–446,
503, 571, 582, 583, 616, 617

Shear zone, 609
Shrinkage limit, 23
Shrink-swell potential, 23, 640
SH wave, 114, 128, 148, 152–154, 179, 180,

183, 184, 192, 203, 207, 615
Signal processing, 123, 194, 195, 202
Silent boundary, see local absorbing boundary
Silt, 3–5, 18, 31, 43, 45, 48, 51, 82, 230, 236,

250, 537, 538, 544, 557
Similitude, 218, 224
Simplified fatigue assessment method, 649
Simplified static coefficient method, 185
Single-degree-of-freedom, 145
Single degree-of-freedom oscillator, 329
Single pile failure, 467, 605, 607
Single Point Anchor Reservior, 641
Single point anchor reservoir platform, 270
Site conditions, 5, 123, 124, 136, 137, 154,

160, 161, 164, 200, 244, 294, 297, 299,
364, 428, 544

Site effect, 34, 109, 112, 151, 157, 168, 320,
364, 365, 405, 406

Site investigation, 71, 546, 594
Site period, 102, 110, 116–120, 131, 134,

136–138, 140, 230, 260, 293, 350, 450,
570, 576, 582

Site response amplification, 131
Site-specific response analysis, 167
Site specific response analysis, 113, 350, 357,

363
Skeleton, 4, 8, 12, 90, 193
Skeleton curve, see Backbone curve
Skempton’s method, 540
Skew angles of flow, 597
Skin friction resistance, 461, 522
Skirt pile, 480, 601, 665
Skirt suction pile, 666
Sleeve friction, 36, 540
Sleeve resistance, 36
Slenderness ratio, 497
Slender tubular member, 303
Sliding-overturning system, 630
Sliding region, 26
Slip plane, 18, 420, 430
Slope instability, 76, 251, 252, 256, 259, 261
Sloping, 114, 146, 155, 244
Sloping layer boundaries, 114, 146, 155
Slotted drain pipe, 250
Small strain regime, 89, 90, 191
S–N curves, 58, 72, 649– 652
Soft growth, 311
Soft-soft design, 282, 283
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Soft-stiff design, 282
Soil amplification, 254, 350, 365
Soil-bedrock velocity contrast, 149
Soil condition, 49, 134, 271, 477, 486, 494,

542, 554, 581, 657
Soil consistency, 22
Soil densification, 249, 250
Soil factor, 348, 570
Soil gap, 609
Soil layer, 8, 35, 114, 118–120, 126, 128–130,

133, 136–138, 141, 143, 145, 148, 154,
162, 180, 182, 195, 198–200, 203, 234,
237, 239, 246, 327, 426, 429, 430,
444–446, 465, 476, 522, 546, 548,
571–573, 575, 607, 633, 637

Soil plasticity, 80, 81, 465, 467, 474
Soil profile, 3, 4, 12, 34, 102, 113, 116,

131–134, 141, 146, 174, 194, 238, 443,
552, 583, 584

Soil stiffness, 35, 43–46, 76, 80, 89, 90, 92, 93,
103, 108, 120, 160, 191, 195, 237, 432,
443, 447, 476, 481, 482, 494, 505,
507–509, 513, 569, 571, 583

Solid state, 23
Solution phase, 469
Source distance, 162, 260, 372
Source effect, 109
Source-to-site distance, 109, 110, 124, 125,

152, 167, 170, 175, 337, 363–368, 370,
372, 374, 375, 399, 400

Spectral acceleration, 157, 164, 170, 253, 260,
302, 309, 337, 342, 375–377, 384, 386,
388, 389, 393, 394, 396, 398–403, 501,
594, 631

Spectral amplification factor, 346
Spectral analysis of surface waves, 193, 201
Spectral bounds, 346
Spectrum/spectral matching, 44, 161, 164,

168–171, 173, 181, 186, 187, 235,
315–322, 324, 325, 327, 331, 336, 337,
339, 341–344, 346–348, 351–357, 361,
376, 377, 383, 384, 392, 403–405, 649

Spread footing, 413–415, 429, 618
Spring-to-ground element, 447
SPT-N value, see N-values, SPT blow-counts
Spudcan, 620–622
Squat structure
SSI, see Soil-structure interaction
Stability diagram, 558
Stable crack-growth, 649
Standard deviation, 60, 68, 342, 364, 367, 375,

400, 402, 404, 583, 597
Standard normal cumulative distribution

function, 375

Standard normal distribution function, 60, 61
Standard penetration test, 17, 24, 31
State boundary surface, 104
Static modulus of elasticity, 628
Static shear stress correction factor, 244
Static stiffness, 437–440, 442, 446, 504
Stationary Gaussian type motion, 325
Stationary process, 315, 316
Statistical regression, 110
Steady-state response, 436
Steel cable, 643
Stepped beam, 477–479
Stiffness matrix, 101, 145, 181, 469, 670
Stiff-stiff design, 282
Stochastic dynamics, 316
Stone columns, 249, 250
Storage structure, 269
Strain-based approach, 649
Strain-compatible shear moduli, 182
Strain-controlled, 28, 90
Strain-dependent, 511, 561
Strain rate, 22, 75, 76, 81, 82, 97, 106–108,

115, 224, 251, 262, 431, 503, 555
Strain transmissibility function, 574
Strength parameters of soils, 19
Stress-based approach, 649
Stress-deformation analysis approach, 251, 261
Stress-dependent, 45, 105
Stress path, 76, 227, 431
Stress reduction factor, 238, 239
Strip footing, 413, 414, 422, 424, 427
Structural/geometric stress concentration

factor, 652
Structural health monitoring, 302
Structural integrity, 637
Subgrade impedance, 113, 184
Subgrade reaction, 469, 477, 496, 505, 506,

571, 572
Subgrade reaction constant, 476, 477
Submerged member, 311
Subsea pipeline, 666
Subsea structure, 661
Sub-structure, 281
Substructure approach, 113, 178, 179, 183,

189, 467
Subsurface irregularities, 146, 149, 150
Subsurface profile, 421, 463, 464
Suction anchor pile, 659
Suction caisson
Suction embedded plate anchor, 642
Suction pile, 157, 462, 655–664, 667
Sudden subsidence, 299, 302
Surcharge pressure, 422
Surface irregularities, 146
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Surface reflection test, 193–195, 197, 200
Surface refraction test, 193, 196, 197, 199, 200,

206
Surface roughness, 305, 306, 311, 325, 539
Surface topographic effects, 148
Surface wave, 114, 123, 125, 152, 154, 200,

202, 203, 243, 293, 341, 565
Suspension logging test, 193, 208–210
SV-wave, 152–154, 203–205, 615
S-wave, 124, 192, 193, 196, 203, 205, 206,

208, 209, 580
Swelling, 47
System damping, 349, 437

T
Tangential displacement, 560
Tangent shear modulus, 78, 79
Target probability of failure, 399
Target spectrum, 169, 170, 357, 404
Taut mooring system, 641, 642
Taylor series, 65
Tectonic evidence, 363
Tectonic movement, 315
Tension buoyant tower, 275
Tension leg platform, 641, 664
Terzaghi–Peack equivalent depth approach, 51
Thermal excitation, 47
3-step method, 179, 180, 189, 262, 578
Time-dependent model, 380
Time domain, 82, 178, 189, 190, 316, 317,

321, 472, 504, 584, 649
Time history method, 316, 356, 357
Tip resistance, 36, 37, 72, 84, 237, 280, 521,

522, 525, 552, 599, 609, 657
T–N curve, 649–651
Top line, 641
Topple, 263
Torsional moment, 559, 561–563, 601
Torsional resistance capacity, 465
Total scour depth, 597, 598
Total stress, 7–9, 11, 20–22, 26, 139, 143, 228,

239, 254, 430, 541, 639, 658
Total stress method, see a-method
Total unit weight, 10, 22, 426
Trailing pile row, 611
Transfer function, 129–131, 137, 183, 184
Transformation uncertainty, 73
Transitional zone, 104
Transition piece, 280
Transition zone, 417
Transparent boundary, see local absorbing

boundary
Trapezoidal footing, 414
Triaxial compressional test, 24

Tripod, 278, 280, 281, 601, 602, 656, 666
Tuned mass damper, 298
Tunnel excavation, 623
Turbidite sequence, 74
Two-surface model, 104
T–z, 472, 475, 522, 539, 540, 559, 563, 595,

600, 615, 617

U
Ultimate distributed pressure, 417
Ultimate ductile failure, 649
Ultimate effective pressure, 421, 425
Ultimate limit state, 56, 73, 396, 501
Ultimate load method, 481
Ultimate resistance, 486, 488, 489, 496, 497,

501, 509
Ultimate resistance coefficient, 488, 514–516
Ultimate torque, 563
Unconditionally stable, 145
Unconsolidated–undrained (UU) test, 20, 28
Under-consolidated, 47, 531, 533
Undrained condition, 6, 7, 44, 90, 91
Undrained soft clay model, 7
Unified Scaling Law, 374
Uniform cyclic strain, 248, 249
Uniform Hazard Spectrum, 168, 377, 382, 393,

399
Uniform stress cycles, 239, 242, 243
Unit impulse response procedure, 332
Unit skin friction, 522, 536, 545, 547, 552
Unloading, 21, 78, 80, 90, 97–100, 103, 105,

502, 555, 590
Unplugged condition, 523, 550
Unplugged pile, see fully coring
Unplugged piles, 523, 524
Unstable crack-growth, 649
Upper bound, 356, 367
Upward movement, 640
UWA-05, 37, 546–553

V
Vane shear test, 17, 22, 24, 29, 210, 463, 464
Vertical gravel drains, 250
Vertical impact, 192, 193, 204
Vertically loaded anchor, 643
Vertically-sensitive geophone, 195, 197
Very small strain regime, 89
V/H spectra, 162–164
Vibratory hammer, 455
Vibro-compaction, 249
Viscous damper, 87, 435
Viscous damping matrix, 103, 145
Void ratio, 10, 45, 76, 80–85, 92, 93, 95, 105,

107, 211
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Voids, 3–6, 8, 10, 11, 46
Volume preserving deformation, 26
Volumetric component, 5
Volumetric cyclic threshold shear strain, 89, 90
Volumetric sources, 370
Von-Mises, 76, 77
Von Mises stress, 648

W
Wöhler curve, see S-N curve
Water column, 12, 162, 165, 302
Water content, 22, 23, 34
Water particle acceleration, 303
Water particle velocity, 303
Water Table , 236
Water table, 8, 10, 22, 46, 47, 75, 82, 207, 236,

241, 422, 496, 497, 637
Wavelet analysis., 185
Wave load, 286, 500
Wave scattering, 109, 121, 123, 162
Wedge failure, 486, 489
Welded connections, 652

Weld imperfection, 652
Wharf, 630
Windowed filter process, 361
Winkler non-linear springs, 584, 585, 659
Winkler spring, 481, 516, 568, 571
Wire, 210, 559, 642–646, 651
Wöhler curve, see S-N curve
Working stress design, see Allowable stress

design

Y
Yielded zone, 609
Yield surface, 97, 103, 104
Y-modification method, 617
Young’s modulus, 42, 43, 104, 471, 476, 483,

513, 515, 570, 571, 573, 582, 584, 585

Z
Zero displacement boundary conditions, 188
Z-modifier, 617
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