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Preface

This book includes Volume I of the proceedings of the 2006 International Conference on
Systems, Computing Sciences and Software Engineering (SCSS). SCSS is part of the
International Joint Conferences on Computer, Information, and Systems Sciences, and
Engineering (CISSE 06). The proceedings are a set of rigorously reviewed world-class
manuscripts presenting the state of international practice in Innovations and Advanced
Techniques in Computer and Information Sciences and Engineering.

SCSS 06 was a high-caliber research conference that was conducted online. CISSE 06
received 690 paper submissions and the final program included 370 accepted papers from
more than 70 countries, representing the six continents. Each paper received at least two
reviews, and authors were required to address review comments prior to presentation and
publication.

Conducting SCSS 06 online presented a number of unique advantages, as follows:

e All communications between the authors, reviewers, and conference organizing
committee were done on line, which permitted a short six week period from the
paper submission deadline to the beginning of the conference.

e PowerPoint presentations, final paper manuscripts were available to registrants for
three weeks prior to the start of the conference

e The conference platform allowed live presentations by several presenters from
different locations, with the audio and PowerPoint transmitted to attendees
throughout the internet, even on dial up connections. Attendees were able to ask
both audio and written questions in a chat room format, and presenters could mark up
their slides as they deem fit

e The live audio presentations were also recorded and distributed to participants along
with the power points presentations and paper manuscripts within the conference
DVD.

The conference organizers and I are confident that you will find the papers included in
this volume interesting and useful.

Tarek M. Sobh, Ph.D., PE

Bridgeport, Connecticut
June 2007
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Mobile Robot Localization using Soft-reduced
Hypotheses Tracking

L. Banjanovic’-Mehmedovic’*, L. Petrovi¢' and E. IvanjkoT

* University of Tuzla, Faculty of Electrical Engineering, Tuzla, Bosnia and Herzegovina
T University of Zagreb, Faculty of Electrical Engineering and Computing, Zagreb, Croatia

Abstract-Mobile robot localization is the problem of
determining the pose (position and orientation) of a mobile robot
under complex measurement uncertainties. The Soft-reduced
Hypotheses Tracking algorithm introduced here is based on the
modified multiple model and exploits a soft gating of the
measurements to reduce the computational requirements of the
approach. The position part is based on an x- and y-histograms
scan matching procedure, where x- and y-histograms are
extracted directly from local occupancy grid maps using
probability scalar transformation. The orientation part is based
on the proposed obstacle vector transformation combined with
polar histograms. Proposed algorithms are tested using a
Pioneer 2DX mobile robot.

I. INTRODUCTION

The location awareness is important to many mobile robot
applications. Localization techniques can be divided into local
position tracking and global localization [1]. Local position
tracking provides a new position estimate, given a previous
position estimate and new information from proprioceptive
and exteroceptive sensors. Kalman filter is the most common
solution of the local localization problem. Global localization
approach solves the uncertainty in the robot’s pose, without
initial pose information. It contains also the kidnapped and lost
mobile robot problem.

A general framework to represent multiple position
hypotheses and to reduce the mobile robot pose uncertainty is
that of Markov localization [2]. Markov localization approach
can solve those problems because multiple hypotheses are
available. However, the accuracy of Markov localization is
relatively low [1]. The more complex Multiple-Hypotheses
Tracking (MHT) Scheme observes a multitude of different
pose hypotheses, but it is difficult for implementation, because
a large number of hypotheses may have to be maintained,
which requires extensive computational resources. This leads
to problems in a real-time implementation. Because of these
difficulties, some other algorithms having smaller
computational requirements were developed. One of this is
Sequential Monte Carlo (SMC) or Condensation algorithm.
Namely, the methods discussed above are mostly applicable to
linear Gaussian state and observation models. As an
alternative method for non-linear and/or non-Gaussian models
is SMC, which has become a practical numerical technique to
approximate the Bayesian tracking recursion. Monte Carlo
localization exploits a sample-based method and computation
burden of this method is low.

1

The here proposed Soft-reduced Hypotheses Tracking
(SRHT) method combines the particle filtering technique with
the philosophy behind the probabilistic data association filter
PDAF [3]. In order to minimize the computational burden of
the particle filter algorithm the number of particles is reduced.
This is done by rejection of particles with sufficiently small
likelihood values since they are not likely to be re-sampled
using a soft-gating (SG) method. The basic idea of SG is to
generate new particles that depend on the old state (cluttered
measurements) and new measurements, starting with a set of
samples approximately distributed according to the best
hypothesis from initialization phase. The update step is
repeated until a feasible likelihood value is received.

The state estimation problem refers to the selection of a
good filter that copes with most of the situations in the
application where it would be used. Among the estimation
algorithms, the multiple model estimator (MME) is the best-
known single-scan positional algorithm and is most widely
used for the purpose of tracking maneuvering targets [4].
MME approach computes the state estimate that accounts for
each possible current model using a suitable mixing of the
previous model-conditioned estimates depending on the
current model [5]. Amongst the available multiple models
sophisticated techniques the multiple model estimator
technique is the best cost-effective implementation and the
modified form of this has here been chosen for mobile robot
localization application [4].

The localization algorithm in our approach (SRHT) uses a
hybrid representation of the environment, i.e. topological map
with metric information. The node distances in the
topological environment model is 1 (m). Using a combination
of SG and modified MME estimator in scope of the
implemented localization process, the computational cost is
made independent on the size of the environment.

An electronic compass is often used for mobile robot
orientation measurement, but it is sensitive to magnetic noise
that comes from ferromagnetic objects or structures in the
mobile robot environment, from the mobile robot body and the
noise produced by its drive system. So it is good to avoid its
usage and to develop an algorithm that estimates robot
orientation using only sonar measurements. Then histogram-
matching procedure given in [6] can be extended to estimate
not only position, but also orientation of the mobile robot.
While histograms for position tracking (x- and y-histograms)
are extracted from local occupancy grid maps via Probability

T. Sobh (ed.), Innovations and Advanced Techniques in Computer and Information Sciences and Engineering, 1-6.
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2 BANJANOVIC-MEHMEDOVIC

Scalar Transform (PST), polar histograms are obtained via
Obstacle Vector Transform (OVT) [7]. The result of polar
histograms comparison is used for mobile robot orientation
correction and is crucial for reliable mobile robot localization
when an electronic compass can’t be used.

II. LOCALIZATION ALGORITHM STRUCTURE

Block scheme of the proposed localization algorithm is
given in Fig.1.

Predict (TemporalPrior)

60 60 360 Compute
likelihood (\/’\
PosterioriProbability
Histogrambased Placerecognition
currentscanmodul System

Currentposeof
mobile robot

Environmentmodel

Fig. 1. Block scheme of the proposed localization algorithm.

To build the hybrid map, local occupancy grid maps
containing environment metric information are stored at
regular intervals of 1 (m). As the robot moves through its
environment, sensor readings are obtained and transformed to
new form in the Histogram based current scan module.
Obtained x-, y- and angle-histograms with the pose
hypothesis data are then passed to the Place Recognition
System and matched with the activated hypotheses from the
hybrid environment map.

The matching process is performed between an
environment hypothesis and predicted hypothesis using the
updated previous mobile robot pose. Only few hypotheses
with maximum a posteriori probability are activated and
updated, giving predicted value for the next step. The pose
coordinates are updated according to the mobile robot
movements measured by the wheel encoders of the mobile
robot since the last pose update.

The hypothesis with maximum a posteriori probability
within the set of activated hypotheses is considered as the
mobile robot current pose. In this way, we obtain a
reasonably accurate method of tracking the mobile robot pose
and global localization of the mobile robot. The number of
tracks can become too large in a dense environment.
Although the number of associated hypotheses increases
exponentially with an increase in the number of updated
measurements, it is assumed in this approach that the number
of tracked hypotheses is N, (k)< N, , where Ny is the number

of hypotheses that have to be tracked to achieve an acceptable

pose tracking accuracy. From our experimental research we
found out that 7 hypotheses fulfill the requirements for safe
mobile robot navigation.

Fig. 2 presents large environment E and few clutters C, i =
1,... Ny(k), in which mobile robot can be. Whenever the
global position of the robot is uniquely determined, the huge
state space of the estimation problem can be reduced to a
small cube-clutter P centered around the robot’s estimated
pose.

<

[T

X

Fig. 2. Clutter centered around the robot’s estimated position.

III. HISTOGRAM BASED CURRENT SCAN MODULE

A.  X- and Y-histograms

In an occupancy grid map the mobile robot environment is
presented with a grid in which each cell holds a certainty value
that a particular area of space is occupied or empty [8]. The
certainty value is based only on sonar sensor range readings.
Each occupancy grid cell in our approach represents an area of
10 x 10 (cm?) and is considered as being in one of three
possible states: occupied (O: P(c,) > 0.5), empty (E: P(c,) <
0.5) and unknown (U: P(c,) = 0.5), depending on the
corresponding probability of occupancy for that cell.

Each local grid map, consisting of 60 x 60 cells, is
represented by three one-dimensional histograms. Namely, on
top of the constructed local occupancy grid we can get three
types of histograms: x-, y- and angle-histogram. Both x- and y-
histograms are consisted of three one-dimensional arrays,
which are obtained by adding up the total number of occupied,
empty and unknown cells in each of the 60 rows or columns
respectively (Probability Scalar Transform).

Fig. 3.a) presents part of mobile robot environment before
applying the Probability Scalar Transformation. Fig. 3.b)
presents x and y histogram of current mobile robot scan.

Local Occupancy Grid io

1]0]os[1]0]os
05[05

1
0
o

0
1
[
0
7}

o 0
0 0
0 0
0 [os] 0
0 1
o 1
o [

1
[
[
0
0|05
0
[
[

05] 1 [05
ofofofos

o|elelelelo|e]e

1t ochimase LEE

Fig. 3. a) Occupancy grid map; b) x- and y- histograms obtained from
Probability Scalar Transform of current mobile robot scan.
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B.  Polar histograms

Polar histograms are used in vision systems [9], and as
vector histograms for obstacle avoidance [10]. In our
localization approach we extend their use to mobile robot
orientation estimation using Obstacle Vector Transform
(OVT). The idea is to first detect obstacles in the nearby
mobile robot environment, present them using obstacle
vectors and then to construct the polar histogram using only
local sonar range readings (Fig. 4.a)).

Namely, a one-dimensional polar histogram is constructed
around the robot’s momentary location, using the OVT,
which maps the local occupancy grid onto polar histogram.
The histogram comprises n angular sectors of width a. Thus,
for o =1 (°) there are n = 360 sectors. Each sector, holding a
value of nearest obstacle distance, represents the polar
obstacle vector in the direction that corresponds to it. The
angles between the vector obstacle segments and positive x-axis
weighted with obstacle vector length form then the polar
histogram (Fig. 4.b)).

A E1 AR TR A TR

Fig. 4. a) Obstacle Vector Transform of current mobile robot scan; b) Polar
histogram obtained with OVT.

The scans converting to histograms before matching is
performed in order to reduce computation complexity.
Comparison of polar or angle histograms in this way are
possible solutions for robot orientation correction in
environments with significant magnetic interference and a
worth alternative to the use of magnetic compass.

C. Histogram matching

Matching scores of stored histogram (nodes of hybrid map)
and recognition-translated histogram of current place are
calculated for x- and y-histograms as [6]:

M (H,,H,)=SCALE *

Z[min(Oj,Of)+min(E’/.,Ef')+min(U},Uf)}' (1)

J
where Oj, Ej, Uj refer to the number of occupied, empty and
unknown cells, contained in the j-th element of histogram H
and SCALE scaling parameter.
For each of these hypotheses, the likelihood of sensor model
L(S|h,) is calculated as the strength of the match between the
current and stored histograms for each place hypothesis /;:

L(S|h‘.)och><Mf. 2

where are M,-matching score of x-histogram, M,-matching
score of y-histogram, M,” and M," are the best match scores,
produced by the best matching alignment between histogram

of chosen hypothesis 4, and translated histogram for the
current place.

Whenever the robot moves (new measurements are
obtained every 0,5 m), we can obtain the coordinates of each
Hk),i=1,... No, (where I< N, <N ) as:

Xy (k) =x, +As,, 3)

y,wz(k):yt +Asyi’ 4
which are calculated from coordinates of the place (x; y) and
the offset values As, and As,, obtained from the histogram

matching process.

Localization begins with an initialization step taking a sonar
scan and matching with a set of location hypotheses. For each
of these hypotheses, the likelihood of sensor model L(S|H) is

obtained using (2), and the coordinates x,, (k—1),y,, (k—1)

are obtained using (3) and (4). The initial probability
distribution 1is then calculated using the following equation:

_ L(S|H,)
pk-1H)=5——"—

N

Y L(S|H,) ®)

IV. PLACE RECOGNITION SYSTEM

The proposal for all association hypotheses depends on the
information available at the current time step S(k) and the
previous model-conditioned estimates H(k) as is depicted in
Fig. 5. It presents in which way current position and variance
can be calculated from previous estimate, expected result from
robot motion and current input.

___position and variance
merging prediction
and measurement

al estimate of
position and variance

Fig. 5. Presentation estimate of position and variance

The proposed localization algorithm consists of three
phases:

Predict phase — mobile robot pose is predicted according to
the updated values in the previous step (k-1), measured
displacement in x-axis and y-axis direction, and measured
orientation change:

X (k) = % (k1) +Ax, (6)
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¥ (k)=5(k-1)+Ay. @)

Mobile robot orientation is predicted using updated value of
orientation from previous step and orientation changes due to
robot navigation:

6 (k)=0(k-1)+A8, ®)

where Ax, Ay and A refer to the robot’s own displacement in
Cartesian space.

Data association or matching phase - a matching process is
performed between cluttered environment hypotheses H, j =
1,...,Nc and predicted hypotheses of updated previous mobile
robot pose H;, i = 1, ...,Ni(k).

L(H,|H,)o

e—qu(.w,(k).,vM,(k))—(w.w»\\x p(k-1|H) )
where the Gaussian function is used to model the noise in the
mobile robot pose estimates and prior probability
ﬁ(k—l |H ‘.) is used to take the influence of particular prior

hypothesis into account.

A common method of estimating nonrandom parameters is
the maximum likelihood method that maximizes the likelihood
function. This yields the maximum likelihood estimator
(MLE):

iz (L):argznax[L(Hj | H,):I. (10)
Data fusion or update phase — mobile robot pose is updated

using values obtained in the matching phase according to the
following equations:

%, (k) =% (k) + K, (6)x (x,,, (k) = % (k). (11

3, (k) =7, (k) + K, (k)< (v, (k) = 7 (k). (12)
_ Gk

M= o) 13

where X, (k)and ¥, (k)are the predicted values of N; best
hypotheses for which maximum likelihood estimator (MLE)
estimators /" (L) have maximum values.
o, (k) is scan matching variance for each hypothesis Hi(k)
and &, (k)is predicted values of variance from updated
previous value G (k—1),i=1,... Nik).
In our approach, the calculation 7, is used, because it

gives good results in mobile robot orientation tracking:

M, = iz (H (k), H (k=1)) =

(H,(k)-H,(k-1))’ , (14)
2, H(k)+H ,(k-1)

where H(k) and H(k-1) are current and previous histograms,
respectively.

All hypothetic robot orientations  ;"*  (orientation
hypotheses) with equal minimal matching score,
6;"" (M) =argmin[M, ], (15)

obtained by angle histograms convolutions are used to
determine the best orientation ¢, with minimal distance in
comparison to predicted orientation:
* H n \MLE .
6, :argdmanH—Q/. },‘/=0,...J, (16)

where J is the number of orientations with equal minimal or
maximal matching scores (depend on type of histogram
measurements).

Updates of the @ coordinate are as follows:

0(k)=6 (k)+K,*(6, (k)0 (k)), a7
where 0 < K; < 1 is a coefficient and ,, is orientation value

from angle histogram matching procedure.
For a given number of the available robot poses N, the
number of association hypothesis N, is defined as:

min( Ny (k))
N9 ={NIN;()[Ne}= D N, (k[N (18)
Np=l

where chosen subset of tracks N;(k) elements from N and
possible associations of number of clutter measurements

(ISN.<N) and Nyik) dictate the total number of

association hypothesis N, (k). In most practical applications
the number of association hypothesis N,,(k) is unknown and
vary with time k. The pair y=(Ny(k),Nc) presents optimal
assignment solution [7].

An update phase of global localization process is presented
in Fig. 6 for only one time step k. Fig. 6. presents modify
Multiple Model Estimator (MME), which include N; filters
(N; — number of tracks) for updating coordinates and
probabilities in time step k. As said above, number of filters
Ni(k) varies with time &, i.e. so the overall estimator is
dynamic. In this way, the number of association hypothesis
N, varies with time, too.

il
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Fig. 6. The modified MM estimator for one time step k.
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After the filters are initialized N, 0) = N, they run
recursively using the previous combined estimate. A Bayesian
framework is used: starting with prior probabilities of each
model being correct (i.e. the system is in a particular mode),
the corresponding posterior probabilities are obtained. The
likelihood functions are used to wupdate the mode
probabilities. In other words, from N7(k) hypotheses, a single
hypothesis with maximal posterior probability at the end of
each cycle is obtained at current position of mobile robot.

V. PROBABILITY DISTRIBUTION SYSTEM

A. Bayesian Framework

A probabilistic approach is required for localization as the
observation of the features is a highly uncertain process and it
depends upon real sensor and signal processing.

Definition of a prior distribution over the association
hypotheses is given in the next form:

. L(H,|H)
plk|H ) =5———. (19)
ZL(Hq |H,.)

The distribution of interest for tracking is the posterior
distribution, also known as the filtering distribution, which
holds all the observation up the current time step:

_ L(S|H,)p(k|H,)
p(k | H/) = Ne ’ ) ' (20)
D L(S|H)pk|H,)
g=1
Namely, when the robot moves, the whole distribution gets
shifted according to the observed robot motion and the added
uncertainty due to odometer drift. The result is a new form of
probability distribution, which improves the robot’s location
model based on all of the available information.
The maximization of the posterior probability function
density (MAP) follows:

i)mP(P):argmaX[ﬁ(HH/)] 21

B. Reinitialization

This localization system allows the robot to localize itself
with no knowledge of its initial position. It remain efficient
even when the mobile robot is passively transported (lost
problem) or by reinitialization process. When result of
matching process between current scan and nodes in gate is

L(SH,) < Ly - (22)

the reinitialization process can be started.

VI. EXPERIMENTAL RESULTS

Described localization method is tested using a Pioneer
2DX mobile robot manufactured by ActivMedia Robotics
equipped with an AMD K6-2 processor, 400MHz, 128 MB
RAM, onboard computer manufactured by Versa Logic.

The specific simulation experiment is carried to demonstrate
this global localization capacity. Start point was (23215,
10000), Robot goal point (35000, 7200) and start heading

angle of mobile robot 0 (°). Real mobile robot final pose was
measured at the end of the experiment. Fig. 7 presents a part
of the environment used for this experiment with a denoted
path.

-

— [ [ lr'_E

T O T

Fig. 7. Environment map with presentation of this experiment path.

Reinitialization process is made for example each 10 steps,
which is represented on Fig. 8.

Fig. 8 (subfigures a)-c)) presents Pose 1, 4 and 10 and
(subfigures d)-f)) Pose 11, 17 and 20 in range Global
Localization using SG and modify MM approach with
Probability Scalar Transform for Pose Correction and
Obstacle Vector Transform for Orientation Correction. Each
scan is made every 0.5 m of mobile robot moving. Probability
distribution for pose 11 (Fig. 8.d)) presents 7 best results,
when reinitialization is made. Further 7 poses contain
probability distribution for 7 tracks (for example Fig. 8.e))
and then only for one track (Fig. 8.1)).

a). d).

Fig. 8. Probability distribution of mobile robot during localization
simulation experiment, by re-initialization.

Fig. 9 presents position results of PST+OVT based global
localization process of mobile robot for this specific
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simulation experiment. Fig. 10 presents obtained results
regarding orientation tracking with calibrated odometry and
with proposed localization algorithm. In moment of
reinitialization, more time is needed, because of
computational complexity. It is possible to see it on Fig. 10,
where orientation localization result is presented. Namely, in
time step 11, 12, 22, and 23, the robot needs double time to
continue global localization process. But the continuous
localization process is adapted behind Im of the traveled
distance.
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Fig. 9. Position localization results.

Orintalion lngahizalion wsilts (0YT)

— Saphira results
Glabs! Locslization
Callar. Cdamatry

=

arienttion in dagraes

ra

Fina Heile
ok

obot Orientation

il 15
numbver of mobile robat pose (1 pre 0.5m)
Fig. 10. Orientation localization results.

It is necessary to note that results of re-initialization depend
of calibrated odometry, because mobile robot position and
orientation are predicted using calibrated odometry. As a
consequence, the reinitialization process becomes inefficient
when for instance a wrongly estimated position is used as
position for scan making. Similar result is in case of
relocalization (lost experiment). The solution for this is
recalibration process [11].

VII. CONCLUSION

The Soft-reduced Hypotheses Tracking (SRHT)
localization method using soft-gating and modified multiple
model approach with Probability Scalar Transform for pose
correction and Obstacle Vector Transform for orientation
correction is proposed. The method is suitable for real-time
localization, as its computational complexity does not depend
on the environment size. This is achieved by restricting the
number of tracked location hypotheses. Experimental results
confirm the validity of the proposed localization method.
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Abstract - This paper proposes an Arabic character
recognition system. The system focuses on employing
Support Vector Machines (SVMs) as a promising pattern
recognition tool. In addition to applying SVM classification
which is a novel feature in arabic character recognition
systems, the problem of dots and holes is solved in a
completely different way from the ones previously
employed. The proposed system proceeds in several phases.
The first phase involves image acquisition and character
extraction, the second phase performs image binarization
where a character image is converted into white with black
background, while the next phase involves smoothing and
noise removal. In the fourth phase a thinning algorithm is
used to thin the character body. The fifth phase involves
feature extraction where statistical features, such as
moment invariants, and structural features, such as number
and positions of dots and number of holes, are extracted.
Finally, the classification phase takes place using SVMs, by
applying a one-against-all technique to classify 58 Arabic
character shapes. The proposed system has been tested
using different sets of characters, achieving a nearly 99%
recognition rate.

I. INTRODUCTION

Offline Arabic Character Recognition (OACR) is a
challenging problem; systems that address it will have
contributed to the improvement of the computerization
process [1]. Many scientists have intensively and
extensively researched OACR of both printed and
handwritten characters. Over the last forty years a great
amount of research work in character recognition has
been performed for Latin, Hindi and Chinese. The Arabic
language serves as a script for several languages in the
Middle East, Africa and Asia such as Arabic, Farsi, Urdu,
Uygur, Jawi, Pishtu, Ottoman, Kashmiri, Old Hausa,
Baluchi, Berber, Dargwa, Ingush, Kazakh, Kirghiz,
Sindhi, and others. Moreover, all Muslims can read

Arabic script as it is the language of AL-Quran. Despite
these facts, research work on Arabic character
recognition has not received much attention -either
because of its difficulties or due to lack of support in
terms of funding and other utilities such as Arabic text
databases, dictionaries, etc., and of course because of the
cursive nature of its writing rules.

The cursive nature of the Arabic script makes the
recognition of Arabic distinct from the recognition of
Latin or Chinese scripts. In addition, most Arabic
characters have from two to four different shapes/forms
depending on their position in the word. Arabic writing
has different font types. The font styles make Arabic
character recognition hard and development of a system
that is able to recognize all font styles is difficult. These
styles encompass Ruq’a, Nastaliq, Diwani, Royal
Diwani, Rayhani, Thuluth, Kufi and Naskh.

Arabic is cursively written from right to left (in both
printed and handwritten forms) and the words are
separated by spaces. It has 28 characters and each
character has two or four different forms/shapes,
depending on its position in the word, which increases
the number of classes from 28 to 120. However, Arabic
has no small or capital letters. The Arabic characters are
connected in the word on the base line. Furthermore,
some characters in the Arabic language are connectable
from right only, these are: },33,3,0,9. Some of the right-
connectable characters cause an overlapping between
subwords, for instance “Waow s ““. Overlapping can be
addressed with a contour-following algorithm [2].
Therefore, such characters divide the words into two
subwords, when they appear in a word.

Some characters have exactly the same shape and some
diacritics that make them differ from each other. These
diacritics involve a dot, a group of dots, or a zigzag
(hamza). The presence or absence of diacritics has a very
important effect on Arabic word meaning. For instance,
the word “ea “ means, “love “ and “o “ means “grain “,

T. Sobh (ed.), Innovations and Advanced Techniques in Computer and Information Sciences and Engineering, 7-11.
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where the meaning completely depends on the diacritics.
Diacritics may appear above or below the base line
(letter). Some Arabic characters have one to two holes
within the character’s body. The dot is also another
feature that is used to distinguish among similar
characters. The maximum number of dots that may
appear above the character is three and below the
character is two. A thinning algorithm may effectively
deal with them.

Arabic character recognition falls into either online or
off-line category, each having its own recognition
algorithms and hardware. This paper deals with isolated
offline Arabic character recognition. The purpose of the
proposed work in this paper is to build a high-accuracy
Arabic character recognition system using improved
feature extraction and optimized Support Vector
Machines (SVMs). The objectives of this research are to
a) improve the recognition rate in Arabic character
recognition, b) improve the performance of SVMs. The
proposed methodology is described by the following
processing phases:

1. Image acquisition and character extraction

2. Image binarization

3. Smoothing and noise removal

4. Character thinning

5. Feature extraction

6. Classification using multi-class SVMs.

The remaining of the paper is organized as follows.
Section II describes preprocessing, section III presents
the feature extraction methodology, section IV presents
the multi-class SVM classification system followed by
the results obtained in section V, while section VI
provides a recapitulation and suggestions for future work.

II. PREPROCESSING

The Arabic character features are extracted from gray-
level image, which is scanned by a regular flat scanner.
The threshold value is chosen based on trial and error.
This threshold value is utilized to yield a white character
body with a black background. Then, the character’s
body is isolated from the image background. A binary
image is cleaned up and introduced to the feature
extraction phase. Mathematical morphology is utilized to
remove noise and to smooth the character’s body. It is

worth mentioning that this technique has not been used in
the Arabic character recognition techniques.

Two morphological operations that are mainly used are
opening and closing. Closing fills small gaps in an image,
which eliminates small holes in the image’s contour, and
opening opens small gaps or spaces between touched
objects in the character’s image. This is useful to break
narrow isthmuses and eliminate small objects. Both
operations employ the same basic morphology
operations, which are dilation and erosion, using the
same structural elements. Then, a sequential
morphological thinning algorithm is used to remove
spurious pixels from the edge of the character’s body.

III. FEATURE EXTRACTION

The proposed system deals with isolated Arabic
characters to recognize an unknown character by
deciding to which class it belongs. After extracting all
structural and statistical features of the Arabic characters,
the feature vector is fed to the SVM classifier. These
features consist of the first three moment invariants, the
number and position of dots, the number of holes in the
character body, and the number of pixels in the dot area,
as described below.

A. Moment invariants

The Hu moment invariants are calculated from each
character image as described in [3]. These moment
invariants are insensitive to image translation, scaling and
rotation, thus, they have the desired properties to be used
as pattern descriptors.

The first three moment invariants are utilized to decrease
the number of features, and consequently speed up
training and classification, where the absolute value of
the logarithm of each moment invariant is in fact
computed instead of the moment invariants themselves.
Using the logarithm reduces the dynamic range, and
absolute values are taken to avoid dealing with the
complex numbers, which may result when computing the
negative values of log of moment invariants [3]. The
invariance of moments is important and not their signs,
therefore absolute values are used.

B. Number of dots and their position

The number of dots and their positions play important
roles in Arabic character recognition. Some Arabic
characters have the same shape but the number of dots
and their positions make them differ from each other. For

instance, Ta * < “ and Tha “& “ have the same shape
and they differ in the number of dots, and Noon” & ““ and
Ba “ < “they differ in their dot positions. Consequently,
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using these features as another descriptor of Arabic
characters may increase recognition accuracy.

The coordinates of the four corners of the main body of
characters are used to determine the position of the dots:
a) the label matrices of image objects are computed based
on 8-connectivity neighborhood (the label matrix of an
object is a vector of labeled pixel coordinates [3]); b)
then, the four coordinates of the bounding box are
computed to determine the position of the dot relative to
the main character body. It is worth mentioning that this
technique has not been used in Arabic character
recognition systems.

C. Number of holes

Holes is another structural feature of Arabic characters.
Some Arabic characters have either one or more holes.

For instance, Sad “ 0@ “ has one hole while Middle-Ha “

=& “ has two holes and End Ha ”4 “ has one hole. The

maximum number of holes is two. The Euler number was
utilized to find the number of holes in an Arabic
character in this study. The Euler number is a scalar
equal to the number of objects in the image minus the
number of holes in those objects [3]. The Euler number is
computed based on the number of objects (NOB) in the
image of a character as extracted by using label matrices.
It is worth mentioning that this technique has not been
used in Arabic character recognition systems.

IV. MULTI-CLASS SVM CLASSIFICATION

SVMs are basically binary classifiers and it is not
straightforward to turn them into multi-class (N-class)
recognition systems. There are several methods invented
to a construct multi—class SVM. The most typical such
method is to construct N SVMs, each of which classifies
one class against all the other classes. This method is
commonly called one-against-all (1-v-all) [5]. The
second method that can be used is to combine all possible
two-class classifiers, where for an N-class problem N(N-
1)/2 classifiers must be constructed. This is commonly
referred to as one-against-one (1-v-1). Decision Directed
Acyclic Graph (DDAG) and Max Win Algorithm
(MWA) are also used to construct multi-class SVMs
based on (1-v-1). Further details can be found in [6],[5].

The one-against-all method is used in this study. N SVMs
are constructed, where N is the number of classes. For

i=12,,N , the i™ SVM is trained with all the samples
in the i class considered as positive examples and the
samples from all other classes considered as negative
examples. Given {(Xi, y1), (X2, ¥2),----(Xx, Yx)} as the

. . n . .
training data set, where Xj € R™ are the n-dimensional

samples (feature vectors) andYj €il2,...Niare the

corresponding class labels (j=1,2,...,k), the i™ SVM
solves the following problem [6]:

. o a

V{R}g ;(w')Twwc;g;}

(wi)T(I)(><j)+bi Zl—g}, ify; =i )

(W) ol Jeb 2 14e), ify, #i
E20,j=1k

i<

1 . T . . .
where E[le w' s the regularization term

k
(objective function), CZQ is a cost term (training
j=1
error) used to constrain the solution in cases of non-
separable data (& are ‘slack’ variables introduced for this
purpose [5]), function @ is used to map the training data
into a higher dimensional space, and C is a penalty factor
set by the user.
The above equation will be solved for each class

i = 1,2,--,N, where the attempt is made to balance
between the regularization term and the training errors.
Thus, there are N decision functions

........................... @)

and x is said to belong to the class which gives the largest
value for the decision function, i.e.,

class of xzargqus,,,N((V\})qu)+bij (3)

In practice the dual problem, formulated in terms of
Lagrange multipliers, is solved, i.e., maximize

1
D a, —EZaiajyiyj(D(xi)-(D(xj)

i ij
0<a, <C )
Zaiyi

i

which has the following solution:

Ns
w =Zaiyi®(xi) %)

i=1

where N5 is the number of support vectors [5].
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Replacing the inner product between @ in (4) with a
function simplifies things, wherein kernel functions are
introduced. In this work, Gaussian Radial Basis
Functions (GRBF) are employed as kernel functions:

2
-

K(xi,xj):e[ ' Y >

0 ©)

The linear kernel is a special case of GRBF as Kreethi
and Lin have shown in [8]. Sigmoid kernels produce
results generally comparable to GRBF kernels. However,
GRBF has less numerical complexities in comparison to
other kernels [7][6]. GRBF has a control parameter, v,
which along with the cost factor C are the two tunable
parameters in the SVM optimization problem. As
suggested in [9], a useful way to determine these is to
perform grid-search with cross-validation. A two-stage
procedure can also be followed, where after identifying a
good region in the (C, y) space, a finer search can be
conducted which may improve the results somewhat in
some cases. The best parameters thus determined are
used in the classification.

V. RESULTS

Figure 1 shows a screen shot of a typical run of the SVM
classification system. The software used is LIBSVM [10]
with additional utilities developed in Java. The set of
samples obtained from 58 characters/shapes is divided
into two to be considered as training and testing set,
respectively. In the final testing stage, ten-fold cross
validation is used to determine good C and gamma
parameter values, followed by actual classification using
these values.

The recognition rates obtained are in the range of 98-99%
correct classification, depending on the kind and number
of classes (characters) used. Comparatively, with the
same number of character classes (58), [11] achieved a
recognition rate of 91%.
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Fig. 1. Screen Shot of the SVM classification using 58 different
classes (character forms): a 98.34% recognition rate is shown.

1. VI. CONCLUSIONS

Employing SVMs as a recognition tool in Arabic
character recognition system has shown promising results
that produce high recognition rates. The proposed system
relies on multi-class SVM classification and moment
invariant features. This system can be applied on any
pattern such as fingerprints, iris and characters/letters.
This system can further be used for multi-fonts
recognition for any languages. A comparison of the
proposed system with equivalent neural network
architectures is to be performed.
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Extracted Structural Features for Image Comparison
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Abstract- We present a method that extracts structural features
of images. The method is based on both a region-based analysis
and a contour-based analysis. The image is first segmented,
based on its pixels’ information. Color information of each
segmented region is performed by using the hue-saturation-value
color space. Area of each region is also extracted by counting the
number of bound pixels. Location of each region is computed as
a center of the region’s convex hull. A contour of the region is
approximated by a B-spline approximation to obtain its control
polygon and curve in the limit. The region’s convex hull is
obtained from the control polygon. For multi-scale features, we
apply Chaikin’s algorithm to the control polygon for finer level
of control polygons, which could be used in a coarse to fine
comparison. Curvature information of the B-spline curve fitting
could also be used in the comparison. Our method could be used
in many interesting applications including image retrieval, image
classification, image clustering, image manipulation, image
understanding, pattern recognition, and machine vision.

I. INTRODUCTION

There is an ever-increasing need for a simple, yet effective
and efficient way to analyze, retrieve, cluster, explore, and
display digital mages and videos. Similar need for a large
document collection is also desired [1, 2]. The most popular
image search Web sites such as Yahoo! and Google are the
irrefutable evidence. To improve the search results various
techniques have been invented in order to incorporate other
relevant features such as shape, color, and texture into a mere
text-based image search. Keyword-only search has some
drawbacks in that keywords are context dependent and do not
allow for unanticipated search. Furthermore, language barriers
and lacks of uniform textual descriptions make them
ineffective.

Several existing work uses B-spline curves to represent
profile shapes of 3D objects [3, 4]. A contour of the object is
first extracted and then approximated by the B-spline curve,
which is in turn used for curve matching in a data retrieval
application. The object matching is an integral part for many
applications of shape modeling, machine vision, and image
processing. The B-spline curves and their curvatures are
widely and effectively used for curve representation of the
object contours instead of the far higher degree Bezier curves
because they possess some very attractive properties such as
smoothness, compactness, local shape controllability, and
affine transformation invariance. In addition to using B-spline
approximation, the Chaikin’s algorithm [5] is used to refine
the matching curves at many different scales in this work. For
images, little work has been done on applying the B-spline
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concept to structurally represent the images’ components.
Some work merely allows user to sketch an outline as well as
specify color information before submitting the query to the
search engine [6]. Therefore, this work has extended the
already existing 3D object’s curve concepts to 2D images in
order to help represent structural shapes or component-level
contents within the images. Knowing the shapes, components
and their spatial layout relationships would certainly yield a
good comparison in image databases, comparatively to
understanding a molecular structure of an element. Our work
would definitely find a useful place in various important fields
such as machine vision, pattern recognition, image retrieval,
clustering, exploration, manipulation, understanding and
visualization. A good overview of using shapes for content-
based image retrieval (CBIR) can be found in [7, 8, 9].

The paper is organized as follows. First, we present
overview and related work on B-splines, curve fitting or curve
approximation, Chaikin’s algorithm, image shape modeling,
and content-based image retrieval. Thereafter our work and
its results on extracting segmented regions’ features are
discussed. Last, a conclusion and future work on extending
the image shape representation to image retrieval, clustering,
exploration, and visualization is given.

II. RELATED WORK

This work has been built on some prior work in a 2D and
3D shape matching and curve representation that apply B-
spline and its curvature to approximate the image or object’s
profile. Over the past thirty years work on shape has been an
active research area and was mainly driven by object
recognition. One of the recent work [4] proposes a novel 2D
shape-matching algorithm based on the B-spline curves and its
Curvature Scale Space (CSS) image. The CSS image [10] is
robust with respect to noise and affine transformation and is
chosen as a shape representation for a digital planar curve.
The representation is computed by convolving the curve with
a Gaussian function at different scaling levels. The CSS is
suitable because the B-splines have advantages of being
continuous curve representation and affine invariant. The
algorithm first smoothens the B-spline curve of an input shape
and constructs the CSS image. It then extracts the maxima of
CSS image and performs matching.

Due to the B-splines’ attractive properties, Reference [3]
chooses the B-splines for curve modeling in matching 2D
objects such as aircrafts and handwriting over other
approaches such as the Fourier descriptors, the polygonal
approximation, the medial axis transform, the moments, and

T. Sobh (ed.), Innovations and Advanced Techniques in Computer and Information Sciences and Engineering, 13—18.
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the curvature invariant. Their algorithm attempts to match and
classify planar curves that are modeled as B-splines,
independent of any affine transformations. Two methods are
presented. First, the control points of the prototype curves are
globally related to the knot points of a given sample curve and
then are compared. Second, a sum of the residual error
between each prototype curve and the given sample curve is
compared.

A new image database retrieval method based on shape
information and deformable template matching process is
proposed by using the following two features to represent
shape of an image: a histogram of the edge directions and the
invariant moments [11]. Euclidean distance between the edge
direction histograms is used as a matching score. The shape
of the image is also represented in terms of the seven second-
order and third order invariant moments. A region-based
image retrieval method that employs a new image
segmentation technique using circular filters based on Bayes’
theorem and image texture distribution is proposed by
Reference [12]. After segmentation, extracted features of each
region including color, texture, normalized area, shape, and
location are recorded and compared against other images.

Reference [13] proposes shape retrieval from image
databases, which are composed of boundary contours; the
method is based on indexing structural features in terms of
convex/concave parts and quantized directional features along
the contours. The method exploits the feature transformation
rules, which is obtained by an analysis of some particular
types of shape deformations, to generate features that could be
extracted from deformed patterns. Most work previously
mentioned is performed on a single scale shape analysis,
which is not able to provide a robust representation. A multi-
scale analysis for shapes [14] is used to derive a hierarchical
shape representation in that the shape details are progressively
screened out whereas the shape characterizing elements are
preserved. Using the graph structures representing shape parts
at different scales, the coarse-to-fine matching could be
performed.

Besides using a curve matching, a shape matching can also
be achieved by matching skeletal graphs (medial axis graphs)
[15, 16]. The medial axis has been used for matching shapes
because outline curves do not meaningfully represent the
interior of the shapes. The shock graph, which is the medial
axis endowed with geometric and dynamics information, is
used because it gives a richer description of shapes. In
summary, there are various existing techniques being used on
shapes in image processing as shown in Fig. 1. A complete
overview could be found in [17].

III. OUR METHOD

Our method begins with image segmentation in order to
globally identify structural components of the image by
applying the JSEG algorithm [18, 19]. It involves two
independent  steps: color quantization and spatial
segmentation. First, the image pixel colors are quantized to
several classes called class maps, which are used to
differentiate regions in the image. Second, a region growing
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Fig. 1. Classification of shape representation and descriptor techniques.

method is used to segment the image based on the property of
the obtained class maps. A good segmentation method would
certainly help obtain good image contours and segments along
with their relationships, which significantly impact on quality
of subsequent work in image retrieval, clustering, and
exploration.

After the segmentation, a boundary of each extracted
segment is approximated by a B-spline curve. In general, a B-
spline curve [20, 21] is more widely used to represent a
complex curve than its far higher degree Bezier curve
counterpart because of its local control property and ability to
interpolate or approximate a curve with lower degree. The B-
spline curve is a generalization of the Bezier curve and has
more desired properties than the Bezier curves. The B-spline
curve is generated from its control points and contained in the
convex hull of its control polyline or polygon. An affine
transformation such as rotation, translation, and scaling can be
applied to the B-spline control points quite easily instead of to
the curve itself. This results in an affine invariance property,
where manipulation can be done to the control points instead
of to the curve itself. Therefore, speed could be improved
when a curve matching is done.

The B-spline curve, C(u), is defined as:

h
C(u) =Y N, ,(u)P,
i=0
where P, is a control point, p is a degree, u is parameter,

and N, , is a B-spline basis function and is defined as:

1 ifu; <u<uy;
N. _ i i+1
io(u) {O otherwise
u-—u;
N; p(u) = —N; ,1(u)
i,p Utp —Uj i,p

+MNH1,;}—1(“)

Uiyp+l ~Uig1
where u; is known as a knot, a corresponding place where
two curve segments join with certain continuity. Fig. 2
illustrates a cubic B-spline curve generated from its eight
control points. The control points are shown in dark circles.
Lines connecting control points are a polyline, and they
capture the overall shape of the curve.
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Fig. 2. A cubic B-spline curve with 8 control points shown in dark circles.

Given data points, the B-spline curve can either interpolate
or approximate those points. Interpolation is not practical here
because of a large number of data points from the image
contours. With such number, the resulting curve could be
wiggly and with a lot of control points. Therefore, the B-
spline curve approximation is a preferred choice for our work.
In the approximation the B-spline curve does not have to pass
through all data points except the first and last data points.
The number of the B-spline control points would reflect the
goodness of the approximation. For each data point, an error
distance is computed as the square distance between the data
point and a corresponding point on the B-spline curve. A sum
of all square error distances is used to measure how well the
B-spline curve approximates the data points. An objective is
to minimize the sum of the error distance in order to get a
good approximation of the data points.

A problem statement of the B-spline approximation is
posed as:

Input: Given a set of ntl ordered data points, Dy, ...,D, .

Output: A B-spline curve of degree p with 4+1 control points,
Py, ..., P}, , which satisfies the following two conditions.

e The curve interpolates the first and last data points,
Dyand D, and

e The curve approximates the data points in the sense

of a least square error distance.
Since the curve contains the first and last data points, we
would have D, =P, and D, =P, . The curve equation is now

written as:
h-1
C'(w) =N, Do +| Y N; p(wP;
i=1
+Nh,p (U)Dn
Let parameters be tg,...,t,, . The number of parameters is

equal to the number of the data points because we want to find
the corresponding point on the curve for each data point. The
centripetal parametrization is used and computed as:

[

Ain

where A; =t; 1 —t; and Ax; =D; 1 —-D; .

The sum of all square error distances is computed as:
n-1

f(Py,...Ph1)= ) Pk ~Cle )

k=1

The control points, Py,...,P,_;, are solved such that the
objective function f'(.) is minimized.

Most of segmented contours are closed and hence resulting
in the control polygons. In a multi-scale, coarse-to-fine shape
representation, each control polygon is used to compute its
corresponding coarser polygon, called a convex hull [22].
There are numerous applications for convex hulls such as
hidden object determination, collision avoidance, and shape
analysis. Reference [23] uses convex hull shapes along with
concavity features of regions for partitioning search space in
medical image databases in order to speed up a search and
retrieval time. We apply the fast Andrew’s monotone Chain
algorithm to control point set of the control polygon, obtaining
the convex hull.

In addition to using the control polygon for getting the
convex hull, it would be used as a first-level shape
representation of the B-spline approximation curve. The
Chaikin’s algorithm is recursively applied to the first-level
control polygon for subsequent finer level shape
representations. In the limit, the resulting control polygon is
simply the B-spline curve. The Chaikin’s algorithm has been
used for a subdivision curve and could be elevated to a
subdivision surface. It is defined as: given a control polygon,
defined by {Py,...,P,}, a new refined sequence of control

points is {Qq,Rq,Q1,R1,---,Qn_1,Rn_1}, Where each new pair

of points Q;,R;is computed to be at 1 and 3 of a line
4 4

segment P;P Fig. 3 illustrates resulting curves from a

i+l°
coarse-to-fine scale.

Other than using multi-scale curve as a primary structural
feature, our method uses areas, hue-saturation-value (HSV)
color information, spatial information and relationships of
segmented regions. Two reasons to include area as feature
are: region’s significance and region’s exclusion. By knowing
a relative size of each region, we would exclude the less
important regions and focus more on the significant ones.
This would dramatically speed up a comparison and matching
process. The comparison would be blindly done and
successful to a certain extent if only the shape feature is used
once a refine comparison is needed when shapes are similar.
To lessen that problem, the HSV color histogram information
is used for both with and without shape feature. Images
retrieved by using a global color histogram may not be
semantically related. Nevertheless, at a coarse level the color
information tends to be more effective than the shape feature
because of how human visual perception is toward
chromaticity. Euclidean distance is used here to define the
similarity of two color histogram representations.

Fig. 3. Chaikin’s algorithm applied to a control polyline three times,
subsequently from left to right.
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Locations and their relative proximities of segmented
regions are used as spatial information to enhance comparison
and matching as well. The image could be divided into 4x4
cells so that the extent of each segmented region is known.
We also record the neighbors of each region and whether they
are adjacent or enclaved.

IV. RESULTS

Fig. 4 illustrates the B-spline curve approximation to two
test data sets: one is the open-ended, and the other is the
closed-ended. We apply the curve approximation to a contour
or boundary of each segmented region. An output of the curve
approximation is a set of the curve’s control points, or the so-
called control polygon of the closed curve. Fig. 5(a) shows
one of the control polygons of segmented regions. The
control polygon is used either to generate the limit B-spline
curve or to obtain a convex hull, as shown in Fig. 5(b). In a
multi-scale representation, we would apply the Chaikin’s
algorithm repeatedly to the control polygon and arrive at a
more refined control polygon. Fig. 5(c) shows a one-time
application of the algorithm to the control polygon. Fig. 6
summarizes the whole process of our method, starting with a
segmentation of an original input image, to B-spline curve
approximation, to obtained control polygons, to corresponding
convex hulls, and finally to the refined control polygons. Note
that some small, segmented regions are considered too trivial
to be meaningful and are to be rid of.

V. CONCLUSION

In this paper we have presented a technique for extracting
structural shapes of images for uses in various image
applications such as retrieval, clustering, and manipulation.
Our focus was the multi-scale shape representation from a
convex hull to control polygons at different scales and
eventually to b-spline curves in the limit. We also propose the
use of regional color and spatial information, and their
relationships in addition to the hierarchical shape features.

We believe our method is unique from other methods in
that the method exploits the information at the component
level of the images. Furthermore, the B-spline approximation
is used to arrive at the first level control polygons, which are
in turn used to obtain the corresponding convex hulls. In
order to speed up and enhance comparisons, the method
applies the Chaikin’s algorithm to the first level control
polygons repeatedly to get finer control polygons. The
comparison could begin from the convex hull level, to the first
level control polygon, and to the subsequent control polygons
as so desired.

VI. FUTURE WORK

Much future work remains to be done, especially the
application of our work to image retrieval and clustering. We
have demonstrated how the structural features could be
extracted from the images. The multi-scale representations
from the convex hull to finer level of control polygons as well
as the limit curve could be effectively used for comparison.
We plan to find an efficient way to index images by

combining our hierarchical structural features and regional
color and spatial information. We also look into how to apply
wavelets to those extracted features because of their multi-
resolution supporting nature. An image structural feature
extraction could nicely be extended to 3D object segmentation
and matching. The different-level control polygons would be
extended to multi-level mesh control polyhedrons. The limit
B-spline curve would then be B-spline tensor product
(surfaces). The Chaikin’s algorithm still works for 3D meshes
as it does for the 2D planar curves.

Another interesting avenue for extension of this work is to
have a better display, after obtaining resulting images from the
image retrieval and clustering. Better ways to render
meaningful results would help us better understand the results
and their relationships, which otherwise would be too subtle to
comprehend and interpret. Future work in visualization in
both a two-dimensional and three-dimensional setting is
needed on top of just a plain old grid-like display as seen in
the Google or Yahoo! image search. To display the result in
2D we could apply the concept of pictorial summary [24].
The dominant images of the result or the cluster would be
given more spaces and prominent location than the less
significant ones. In 3D display, the Catmull-Clark subdivision
surface [25] would be used together with the terrain modeling
[1, 2] and pictorial summary. The results would be shown as a
relief map of natural terrain where the dominant groups of
images are shown at the taller peaks. Inherent multi-
resolution properties of both the subdivision surface and
pictorial summary could be used to render the results from
coarse to fine details.
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Fig. 4. B-spline curve approximation to the (a) open-ended and (b) closed-ended test data.
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Fig. 5. (a) Example of one of the obtained control polygons, (b) its convex hull, (c) and its finer control polygon after applying a one-time Chaikin’s algorithm to
the control polygon.
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Fig. 6. Top left pictures are original images. Top middle pictures are segmented images. Top right pictures are B-spline approximation. Bottom left pictures
show control polygons. Bottom middle pictures show corresponding convex hulls. And bottom right pictures show the one-time refined control polygons after
applying Chaikin’s algorithm to the control polygons.
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Abstract - This paper presents some studies regarding the
functional model of a robot system that has a visual servoing
control, and also the simulation results for the system model. The
information given by a visual system of the position of a target,
materialized by a moving light source is used to realize the robot
control.

1. INTRODUCTION

The functional model of a robot system which presents a
visual servoing control is presented in this paper. In fact, the
robot system control is a position based visual servoing, the
system using for control loop two CCD cameras. The robot
block scheme is presented in figure 1.

As the block scheme of the robot system has a global
regulator, which compares the real position with the prescribed
one, in fact it is possible to say that the robot control is a global
control. The robot system cinematic scheme for the system
realized by authors is presented in figure 2. The robot system
contains a Cartesian robot (TTT structures) respectively a
visual subsystem materialized through two CCD cameras. The
visual subsystem has to follows the robot end-effector (point G
in figure 2). The CCD cameras present two DOF (pan and tilt).

The TTT robot joints are actuated by DC actuators, and the
visual device are actuated by three step by step actuators (one
generates the motion through Ox axes, and the other two
generate the motions trough Oy, and Oy,’ axes).

II. THE AIM OF THE FUNCTIONAL MODEL

The aim of the modeling and simulation of the robot system
is to foresee how the system works before the effective
realization of the system.

While the robot system is a complex system, which has to be
dynamically controlled, and because its components are
heterogeneous, some of them having continuous parameters
while others discrete parameters, it was necessary to create the
model for each conceived system component.
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Prescribed |
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nical
generator regulator system

—»| Actuators

Control system

Robot

m}’ Visual subsystem
I 1

Fig. 1 The block scheme for a robot system which presents a position based
visual servoing
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Fig. 2. The robot system kinematics’ scheme

The authors generate the model for each component of the
robot system to be able to establish:

- the acquisition time of the visual subsystem;
- the command execution time;
- the response time of the computer system,

all of those to establish if the robot system is working or not
in real time.

In order to realize the model of the robot system behavior, a
program which have the capability of the dynamic behavior
redeem of the robot subsystems is needed. MATLAB®
SYMULINK® possesses all the attributes necessary to model
and simulate systems with time-modifying states.

III. THE SYSTEM COMPONENTS FUNCTIONAL MODEL

1I.1. The DC motor functional model

The DC motor mathematical model can be found in [1]. The
DC motor functional model contains two transfer functions
“Electric”, respectively “Load”, which represents the Laplace
transformations of the DC motors differential equations.

The “Load” block output is the motor angular velocity,
which after the integration became the angular coordinate of
that joint. Supply voltage represents the “Electric” block input.

Frictions during the motor function are modeled using the
“Dry and viscous friction” block.

The aim of the block is the study of the dependency of its
inputs with speed.

The DC motor model block scheme is presented in figure 3.
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Fig. 3. The DC motor model block scheme

The main components of the DC motor model block scheme
are:

- “Electric” represents the transfer function of the DC motor
electric. The block input is the supply voltage [V] while
the output is the torque [Nm)].

- “Load” represents the transfer function of the DC motor
mechanical component loaded with a resistant torque. The
block input is the torque [Nm], while the output is the
angular speed [rad/s].

- “Dry and viscous friction” block deals with viscous friction
which depends on speed and dry friction. The input of the
block is the angular speed and the output is the friction
torque which is to be substituted from the torque.

- “Integration” is the block that realizes the integration of the
angular speed necessary to obtain the generalized
parameter of the corresponding cinematic couple. [rad].

- “Sum” is the block for two inputs addition.

- “Supply voltage” is the input for the D.C motor [V].

- “Position” represents the angular position of the motor shaft
[rad].

- “Real speed” the angular speed of the motor shaft [rad/s].

111.2. The Step Motor Functional Model
Angular displacements of the visual sensor are made using
step motors. Mathematic model of the step motor is presented
in [3].
The step motors used in experimental device are 4 phase
motors. The model for one winding is presented in figure 4.
- The following components were used:
- “In1” — command signal of the winding (step voltage
impulses)
- “Winding 1 parameters” — the transfer function of the
winding
- “Kmpp” constant of the motor
- “Kgpp” mechanical constant of the transmission
- “Winding 1 position” — function which models the winding
position. Its expression is sin(n*u-v) where u is the input,
which means the instant position of the rotor and v is the
winding position.

Windings 1
position

Windings 1
parametres

Fig. 4 The simulation model for one step motor winding
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Fig. 5 The complete step motor model

- “+” — summing block

- “x” — multiplying block

- “Outl” — motor torque [daNm]

- “In2” — instant position of the rotor [rad]

- “In3” — instant speed of the rotor [rad/s]

The previously presented model is multiplied by 4 as can be

seen in the complete motor model presented in figure 5.

Supplementary, the following blocks were added:

- “Load” — the transfer function which models the motor shaft
loading behavior. It contains the inertia moment J, and the
dry friction coefficient B. Their calculus is presented in
[4].

- “Wear” — the transfer function which models the viscous
friction

- “Integrator” — integration block having the same role as the
one presented at the d.c. motor model.

- “Angular position MPP” — output of the step motor [rad].

- “Command signal” — port which transmits the command
impulse to the windings phase-shifted for each winding.

- “Winding ‘n’” — where n represents the winding number is
the subsystem obtained from the model presented in fig. 5.

- “Transmission” — represents the mechanical module of the
step motor

- “Step motor transmission” — represents a reduction gear with
a single pair of tooth gear, having the gear ratio of 1/3.

111.3 Functional model of the visual sensor
Two major aspects were taken into account while realizing
the visual sensor model: perspective transformation and
discreet character of the image acquisition.
The following characteristic values were defined for the
perspective transformation:
- the distance from the sensor lens focus point to the Oxgy,
plane of the end-effector: “D” (in functional model “dist”)
- angle between the instant position of the optical axe of the
visual sensor and the perpendicular from the lens focus to
the robot axle “a” (in functional model named “alfa”);
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Fig. 6. Characteristic point position scheme and its correlation with visual
sensor acquired image

- distance from the lens focus to the CCD plane, “f”
(“dist_focal” in functional model);

- instant position “x ” of the characteristic point relative to an

absolute measuring mark

- instant position of the sensor optical axes with the
characteristic point plane intersection “X”

- instant position of the characteristic point relative to the
intersection of the optical axes of the sensor with the
characteristic point plane X, (named “u” in (6))

- the characteristic point instant position relative to the optical
axes in image plane X,

Having these notations and using figure 6, following
equations can be written:

B=—2 (M
cosa

Xopt =D-tga 2)

x, =D-tg(o+90) )

X, = x'r —Xopy = D-{tg[a+arctgx%]7tga:| “4)
_f Xl’

x, =f-tg arctg S+tga -a %)

Let’s consider the initial moment 1 in which the target image
in the image plane is located in its center and the visualizing
sensor direction intersects the moving target plane in a point
having the ordinate x;.

Moving the target toward left, the corresponding
displacement in the target image is toward right. As long as the
target image is inside the interest rectangle, according to (2)
and (3) instant position of the characteristic point relative to the
intersection of the optical axes of the sensor with characteristic
point plane can be calculated (image 2 figure 7).

If target image passes the interest rectangle perimeter a
command is transmitted to the step motor in order to reposition
the target image inside the interest rectangle (case 3).

@ M @ -2
i
® 4l o E

Fig. 7. Characteristic point position scheme and its correlation with visual
sensor acquired image

» ” X Perspective * MNoticed
» Fosition X Quantifier  x gampler transformation position
in pixels
o L E )
X Optical axes
n " ¥ Paspective W Moticed
W Position ¥ Quantifier v gampler transformation position
in pixels
Fe e -

Y Optical axes

Fig. 8. Sensor functional model block scheme

The algorithm repeats, each time calculating the instant
position of the characteristic point inside the interest rectangle
using (2) and (3).

Functional model of the visual sensor is shown in figure 8.
Component blocks are:

- “X or Y Noticed position” — input port which transmits the
characteristic point position evolution

- “X or Y Optical axes position” — input port which transmits
the optical axes with robot axles moving direction
intersection position evolution

- “X or Y Perspective transformation” — Matlab® function that
uses previously defined equations, having in simulation
language the expression:

u=tan(atan(u/dist+tan(alfa))-alfa)*dist_focal*n_pixeli  (6)

in which ,”u” represents the input of the (u=x;) block

- “X or Y Sampler” — block used to model the discreet
characteristic of the image acquisition board.

- “X or Y Quantifier” — is a quantifier of the x, value defined
at the beginning of the paragraph, which is a real value
expressed as an integer number that represents the number
of pixels that corresponds to x;.

- “X or Y Position in pixels” — is the output port of the
subsystem which transfers x,, to the command subsystem.

111.4. Functional modeling of the computation system

The computation system generates the command values for
the robot actuators and for the positioning motors of the
tracking visual system. Figure 9 presents the computation
system model.
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In this figure “Sensor signal”, “Limit reach signal” can be
noticed; their role is to display the signals they receive in order
to track the simulation evolution.

The mentioned command values are computed using the
visual sensor transmitted value X, as input.

The command signal of the step motor is generated when the
limits of the image plane interest rectangle are overstepped, as
shown in figure 7.

Inside the model this behavior is realized through the
following blocks:

- “Memory initialization” — defines a space of memory in
which system writes and reads the number of steps
realized by the step motor.

- “Sensor signal” — system input port.

- “Space limit” — contains the relation:

u(1)-x_frame*(u(2)+1) @)
where: - x_frame is the border of the limitation rectangle;

- u(1) is the input value of the visual sensor block

- u(2) is the number of steps executed by the step motor
- “Limit detection” — the block that initiates the function of the

“Step motor command signal generator” at the moment of
the border overstep.

- “Steps counted” — reads from memory the number of steps
realized by the step motor

- “Step motor command signal” — subsystem having the
structure shown in figure 10.
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Fig. 10. Step motor command signal subsystem
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Fig. 11. Step counting block diagram

Input signal increments by 1 after which the function:

Mod(u+1,8) ®)

is applied.

Function (8) is the rest of the dividing with 8 of the
incremented signal, such computing the index of the column of
the table memorized in the “Signal values table” block. Values
memorized in this block are shown in table 1.

Depending on the index value (position of the winding
which is to be actuated) four signal are generated, one for each
winding. These signals are transmitted through the “Signals”
port to the computing system.

- “Computed angular displacement of the step motor” is a
block which calculates the “alfa” parameter with:

alfa=step_number*angular_step ©9)

where step_number is the number of steps realized by the

step motor and angular_step is the value of a single step of the
step motor [rad].

- “Alfa” parameter is needed to compute the level of the DC
motor command value.

- “Step counting” is a subsystem which counts the steps
realized by the step motor and transfers the information in
memory.

The block diagram of the subsystem is presented in figure 11.

The meanings of the figure 11 notations are:

- “Signal” — input system port;

- “absl”,...”abs4” — returns the absolute value of the signals
on the 4 channels, corresponding to the 4 windings;

- “counterl”,...,”counter4” — counters having as
“Clock” (clk) and as output “Count” (cnt) block;

- “Sum” — computes the sum.

- “Realized number of steps storage” writes in memory the
computed value.

- “Step motor command” — output port from the command
system which transmits the generated signals toward step
motor

- “D.C. motor command” — is the output port of the command
system which transmits the “x,” parameter value to the DC
motor actuating devices of the robot.

- “x from x, computing” — the d.c. motor signal command
component is computed with (4) which in modeling
language can be written:

dist*(tan(alfa+atan(u/dist_focal))-tan(alfa))

input

(10)
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1115 Functional model

In the previous paragraphs functional models of the
component elements of the robot system were presented. These
elements integrate in the complete schema of the model.

The functional model of the robot was realized and is
presented in figure 12.

“Commanded position” block generates a step signal which
represents the programmed position of the axles.

At the receiving time of the signal “Chopper” block
generates the signal that represents the necessary supply
voltage for the DC motor. “X or Y DC motor” block has as
output the signal that represents the relative position of the
modeled cinematic couples elements.

This position is seized by the “visual sensor” and evaluated
by the “computing system”, being after compared with the
programmed value.

The comparison result is the position error and represents the
new command level. As the value that characterizes the
realized position increases, the difference between the
programmed values and the real value decreases, and as a fact
the command voltage of the d.c. motor decreases, so that in the
end the d.c. motor stops in the programmed position.

Because the visual field of the sensor doesn’t fit the entire
moving domain of the modeled axle it moves in such a way
that the characteristic point always remains in the visual field
of the sensor.

The displacement is realized using a step motor commanded
by the computing system in such a manner that it executes a
step each time the characteristic point approaches to a certain
distance from the sensor visual field limit.

The structure and the functioning mode of certain modules
have been described previously.

To evaluate the behavior of the modeled system in the block
schema, graphical displaying elements were introduced for
different signals, as functions of time (“Real position”, “Optic
axes position”, et).

Robot’s actuators are the two DC motors (“X DC Motor”,
“Y DC Motor”) having the feedback assured by the same
visual sensor (“Visual sensor”) and computation system

“computation system”).
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Fig. 12. Functional model of the robot sensorial driving system

Each of the actuators generates the relative motions of their
corresponding cinematic couple, each of them having
programming elements (“Demanded position — axe X,
“Demanded position — axe Y’), execution elements (“Chopper
X”, Chopper Y”). The step motors (“X step motor”, “Y step
motor”) assure the visual sensor compensation movements,
while the sensors’ optical axes are computed by the computing
blocks (“X—optical axes position”, “Y—optical axes position”).
The sum blocks “Sum2” and “Sum5” assures the feedback,
while “Suml”, “Sum3”, “Sum4” and “Sum6” realize the
compensations appeared due to the visual targeting system
follow of the robot’s characteristic point.

The real path of the robot’s characteristic point can be
viewed using the displaying block “XY graph”. This
configuration can realize only linear trajectories because the
signal command generators for X and Y axes generates
constant signal.

IV. SIMULATION RESULTS ON THE EXPERIMENTAL MODEL

The results of the robot system simulation for two cinematic
couples that have relative movements along Ogx, and Ogy, axes
were achieved for a step signal having the shape presented in
figure 13.

Demanded position — Oy axes
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Fig.13. The step command signal
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This signal represents the prescribed position of the lightning
target along Ogxo and Ogy, axes. The command signal was
generated with a delay of 0.01 [s]. The signal is applied to the
chopper which will generate a command voltage.
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Fig. 15. Instant x, position variation versus time
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Figure 14 presents the robot system answer to the previously
presented step command signal. This signal represents the time
variation of the targeted position and it is collected at the
output port from the DC motor blocks.

It was noticed that the setting-up time after which the robot
system reaches the prescribed position of 0.2 [m] with an error
of 2.5% is 0.4 [s]. If the prescribed positioning error needs to
be under 1%, setting-up time increases to 0.5 [s].

During target displacement “Computing system” block
concluded the necessity of two command signals for the step
motor so that the target image should be placed inside the
interest rectangle from the image plane.

The step motor output signal is transformed in “Sensor
optical axes position modification” block into a signal
corresponding to X, computed with (2), having the evolution
with time presented in figure 16.

Over this signal the signal presented in figure 15 is
superimposed, thus the position detected by the mean of the
visual sensor (real position) being obtained. Figure 17 presents
this signal.

V. CONCLUSIONS

As can be seen from the robot system response to a step
signal input the time needed to achieve the prescribed position
with 1% error is 0.53 [s], time in which the adjustment loop of
the system was run for 16 times, so, the average time for one
transition of the loop is 0.033 [s].

Table 2 presents the times achieved during the robot system
functioning simulation.

Concluding, considering the times obtained during the
simulation process, it can be said that the robot system, which
uses information from a visual tracking system, functions in
real time.

TABLE 2
TIMES MEASURED DURING SIMULATION

Simulated process Times obtained during simulation
DC motor signal generating 0.01 [s]
Image acquisition 0.03 [s]
Compute in ,,Computing system” block 0.01 [s]
Step motor signal generating 0.01 [s]
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Abstract- Test Methodologies for Globally Asynchronous
Locally Synchronous (GALS) System On a Chip (SOC) are a
subject of growing research interest since they appear to offer
benefits in low power applications and promise greater design
modularity. Pre-designed cores and reusable modules are
popularly used in the design of large and complex Systems. As
the size and complexity of System increase, the test effort,
including test development effort, test data volume, and test
application time, has also significantly increased. Available
techniques for testing of core-based systems on a chip do not
provide a systematic means for compact test solutions. A test
solution for a complex system requires good optimization of Test
Scheduling and Test Access Mechanism (TAM). In this paper,
we provide a Test Scheduling Optimization for Globally
Asynchronous Locally Synchronous System-On-Chip Using
Genetic Algorithm that gives compact test scheduling.

I. INTRODUCTION

Very Large Scale Integrated (VLSI) circuits designed
using modern Computer Aided Design (CAD) tools are
becoming faster and larger, incorporating millions of smaller
transistors on a chip [1]. VLSI designs can be divided into
two major classes: Synchronous and Asynchronous circuits.
Synchronous circuits use global clock signals that are
distributed throughout their sub-circuits to ensure correct
timing and to synchronize their data processing mechanisms
[14, 15]. Asynchronous circuits contain no global clocks.
Their operation is controlled by locally generated signals
[13]. Asynchronous circuits [11] have many potential
advantages over their synchronous equivalents including
lower latency, low power consumption, and lower
electromagnetic interference [11].

However, their acceptance into industry has been slow,
which may be due to a number of reasons. System On a Chip
technology is the packaging of all the necessary electronic
circuits and parts for a “System” on a single integrated circuit
generally known as a “Microchip”[S]. System On a Chip
technology is used in small, increasingly complex consumer
electronic devices. Some such devices have more processing
power and memory than a typical computer. The design of
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asynchronous circuits has been attracting more interest
recently, as clock distribution on a large die becomes
increasingly difficult. The ITRS road-map [11] predicts that,
as a solution to the clock distribution problem, Globally
Asynchronous Locally Synchronous system will become
mainstream in the near future. In a GALS system, a number
of synchronous islands of logic communicate asynchronously
using a suitable interconnect. Unfortunately, the testability of
asynchronous systems is considered one of their major
drawbacks.

Testing SOC becomes an increasing challenge [5] as these
devices become more complex. An SOC design is typically
built block by block. Efficient testing is also best done by
block by block. Recently, pre-designed cores are also used in
the SOCs [6]. Testing individual circuits, individual blocks
and individual cores have established technologies. But,
available techniques for testing of core-based systems on a
chip do not provide a systematic means for synthesizing low
overhead test architectures and compact test solutions [7].
Embedded cores such as processors, custom application
specific integrated circuits, and memories are being used
increasingly to provide SOC solutions to complex integrated
circuit design problems [8]. The advance in design
methodologies and semiconductor process technologies has
led to the development of systems with excessive
functionality implemented on a single chip [7].

In a core based design approach, a set of cores, that is
predefined and pre-verified design modules, is integrated into
a system using user defined logic and interconnections. In
this way, complex systems can be efficiently developed [9].
However, the complexity in the system leads to high-test data
volumes and design and optimization of test solution are
must for any test. Therefore consider the following
independent problems [7]:

e How to design an infrastructure for the
transportation of test data in the system, a test

access mechanism.

e How to design a test schedule to minimize test
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© 2007 Springer.



26 SAKTHIVEL AND NARAYANASAMY

time, considering test conflicts and power
constraints.

The testable units in an SOC design are the cores, the User
Defined Logic (UDL) and the interconnections. The cores are
usually delivered with predefined test methods and test sets,
while the test sets for UDL and interconnections are to be
generated prior to test scheduling and TAM Design. The
workflow when developing an SOC test solution can mainly
be divided into two consecutive parts: an early design space
exploration followed by an extensive optimization for the
final solution.

In this paper, we propose a new technique using Genetic
Algorithm for optimizing the test scheduling for Globally
Asynchronous Locally Synchronous System On Chip with
the objective to minimize the test application time. The aim
with our approach is to reduce the gap between the design
space exploration and the extensive optimization that is to
produce a high quality solution in respect to test time and test
access mechanism at a relatively low computational cost.

The rest of the paper is organized as follows. Various
issues related to SOC testing and Test Scheduling
Techniques are discussed in Section 2. Genetic Algorithm
based framework for Test scheduling is presented in Section
3. In section 4, the experimental results for ITC-02
Benchmark SOC circuit p34392 are presented. Finally,
section 5 gives conclusion to the paper.

II. SOC TESTING AND TEST SCHEDULING
TECHNIQUES

The test-application time when testing a system can be
minimized by scheduling the execution of the test sets as
concurrently as possible [1]. The basic idea in test scheduling
is to determine when each test set should be executed, and
the main objective is to minimize the test application time.

The scheduling techniques can be classified by the
following scheme [2]:

e No partitioned testing
e  Partitioned testing with run to completion, and
e  Partitioned testing.

A. Testing System On a Chip

Integration of a complex system, that until recently
consisted of multiple Integrated Circuits, onto a single
Integrated Circuits, is known as System On a Chip [3]. The
shrinking of silicon technology leads to increase in number of
transistors on a chip. This increases the number of faults and
test vectors that in turn leads to the serious increase in test
time. Test time reduction is one of the research challenge [4]
in the SOC design paradigm.

The most important issues in the System On a Chip
Testing are as follows [5]:

e Controlling the whole process of SOC Testing.
e Testing the User Defined Logic and

Interconnections.

e Testing cores with different
coming from different vendors.

e Accessing cores from the system’s primary inputs
and primary outputs.

functionalities

B. Test Access Mechanism

The test access mechanism (TAM) takes care of chip test
pattern transport. It can be used to transport test stimuli from
the test pattern source to the core under test and to transport
test responses from the core under test to the test pattern sink.
The TAM is by definition implemented on chip [6].

The following are the four problems structured in order of
increasing complexity [2].

e Py Design a wrapper for a given core, such that
the core testing time is minimized, and the TAM
width required for the core is minimized.

e P,y Determine (i) an assignment of cores to
TAMs of given widths, and (ii) a wrapper design
for each core such that SOC testing time is
minimized.

e Ppyy: Determine (i) a partition of the total TAM
width among the given number of TAMs, (ii) an
assignment of cores to TAMs of given widths,
and (iii) a wrapper design for each core such that
SOC testing time is minimized.

e Pypyp: Detremine (i) the number of TAMs for the
SOC, (ii) a partition of the total TAM width
among the given number of TAMS, (iii) an
assignment of cores to TAMs of given widths,
and (iv) a wrapper design for each core such that
SOC testing time is minimized.

The above problems are all NP — Hard problems.
Therefore, efficient heuristics and other techniques are
needed for large problem instances [7]. In this work, we are
presenting Genetic Algorithm based approach [8] to
effectively solve the problems namely P,y and Pp,y.

III. GENETIC ALGORITHM BASED FRAMEWORK FOR
TEST SCHEDULING

In this section the Genetic Algorithm (GA) that is used for
generating test sequences for System On a Chip is described
[1,2,3,4,9]. First, the basic idea of the method is given. Then
we present the representation of test conditions and the
objective function and provide some insight into the
parameter settings of the Genetic Algorithm [10]. Genetic
algorithms can be used to solve effectively the search and
optimization problems. GAs consists of population of
solutions called chromosomes. Here the chromosomes are an
encoding of the solution to a given problem. The algorithm
proceeds in steps called generations. During each generation,
a new population of individuals is created from the old, by
applying genetic operators. Given old generation, new
generation is built from it, according to the following
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operation given in section 3.1, 3.2 and 3.3 [11].

A.  Selection

This operator selects the individuals from the old
generation. The individual with a better performance possess
higher chance of getting selected.

B.  Crossover

This operator generates two new chromosomes from the
couple of selected chromosomes. A random point on the
chromosome also known as cross-site is selected. Portions of
individuals in a couple are exchanged between themselves to
form new chromosomes as follows [12]:

for I =1 to number of entries in the chromosome

Child (I) = Parent] (I) if I <= cross-site
= Parent2 (I) if [ > cross-site

Child2 (I) = Parent2 (I) if I <= cross-site
= Parentl (I) if I > cross-site

C. Mutation

This operator chooses a random chromosome and modifies
it to form the new chromosome.

D. Overview of our Method
The different steps of our method is given as follows [1]:

1. Generate the initial population of chromosomes,

randomly.

2. Sort the initial population in ascending order of the
cost.

3. While there is no improvement in cost function
Do

Select first 20% chromosome as best class.
Generate 40% chromosomes using crossover
operator.
Generate 40% chromosomes using mutation
operator
Sort this generation in ascending order of the
cost.

4. End of genetic algorithm.

IV. EXPERIMENTAL RESULTS

Our experiments were conducted for the ITC-02 SOC
benchmark circuit p34392 [3]. The p34392 SOC benchmark
circuit consists of 20 modules, of which 15 are combinational
and 5 are sequential circuits. It has 3 levels, 2057 input and
outputs, 20948 scan flip-flops and 66349 test patterns.

The Table - 1 gives the result for SOC p34392 with two
partitions. W is the width of TAM. w1 and w2 are size of the
partition 1 and partition 2. The processor time and test time
given under the Heuristics are taken from [2]. The processor
time and test time given under Genetic Algorithm is the
combination of the results of our experiment and [1]. For
two partitions of total TAM width, the maximum processor

time taken is 1.34 seconds and minimum processor time
taken is 0.82 seconds.

TABLE — 1: RESULTS FOR SOC P34392 WITH TWO PARTITIONS

wl (Processor Time(Seconds))/
w + Test Time(Cycles)
w2 Heuristics Genetic
Algorithm
16 8+38 1y (1.34)/
1080940 1080900
24 15+9 1/ (1.25)/
928782 928562
32 21 +11 1/ (1.10)/
750490 749850
40 24+ 16 1y (0.97)/
721566 721450
48 31+17 1/ (0.85)/
709262 708550
56 38+ 18 1/ (0.82)/
704659 704650
64 18 +46 1/ (0.88)/
700939 700800

V. CONCLUSION

The experimental results are given for only one
Benchmark circuit SOC p34392 with two partitions. The
result gives good approximation compare to Heuristics within
a few generations with acceptable processor times. This
establishes the suitability of this problem to be solved by
Genetic Algorithm. We can apply this technique to all the
other SOCs given in [3] having more number of cores with
many scan chains and even more number of TAM widths.
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Abstract

Red light running is a leading cause of
urban crashes that often results in injury and
death. The main reason for this is when the
automobile driver fails to stop at the
intersections when the signal light is red, and
runs over other road users. In this research a
computer vision-based low cost system is
proposed for continuously monitoring the
vehicles crossing the intersections when the
signal light is “red” with the help of video
cameras placed at the intersections, and
penalizing careless drivers accordingly. This
monitoring system finds application at all busy
intersections. By using this setup people would
be more conscious of getting penalty tickets
which in turn will discourage them from running
red lights. This research is intended to provide a
support tool for the law enforcement agencies to
proactively ensure that intersections are
engineered to discourage red light running.

Keywords: Vision-based Monitoring System,
red signal light crossing, vehicle identification
number.

1. Introduction

Red light running is a leading cause of
urban crashes that often results in injury and
death. Total road deaths in USA in year 2004
were 42,636. A survey conducted during 1999-
2000 revealed that 20% of vehicles involved in
road accidents did not obey the signal. Each year
“red” light running causes nearly 200,000
accidents resulting in above 800 deaths and
180,000 injuries [1], [2]. Signal lights on the
road intersection are for controlling traffic. Some
people do not abide by the traffic rules and cross
the intersection when the signal light is ‘red’.
Figure 1 shows a negligent driver, who does not
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stop at the red signal and risks the lives of other
drivers.

Figure 1: An accident scene on the red light
signal intersection

To reduce the accident rate at the
intersections, busy and accident prone
intersections should be monitored. Not all of the
intersections can be monitored 24x7 by the
authorities. This demands a cost effective and
automated system for continuously monitoring
intersections and penalizing the people who
violate the traffic rules.

Automatic License Plate Recognition
(ALPR) systems have been developed and
discussed in [3], [4], [5], [6]. In ALPR systems
for monitoring intersections, there is a still
camera for capturing the license plate of the car
on the intersection. Sensors are located on the
road to detect the presence of a vehicle at the
intersection. When the signal light is ‘red’ and
the sensors are active then a still photograph is
taken which is used for issuing penalty ticket by
the law enforcement authorities. The camera is
accompanied with a bright flash which helps in
image quality and cautions the driver for his/her

T. Sobh (ed.), Innovations and Advanced Techniques in Computer and Information Sciences and Engineering, 29-33.
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violation [7]. The ALPR system is not a
foolproof system because the license plate can be
tampered or the plate might be stolen from
another car or due to bad weather conditions the
license plate could not be visible, or the sensors
on the road might be tampered.

In this research an expert system that
would capture the Vehicle Identification Number
(VIN) and the License plate of the wvehicle
crossing the intersection on ‘red’ signal using
two video cameras placed intersection and will
send it to the authorities for action, is proposed.
Using the vehicle identification number (VIN), it
is possible to find the owner of the car, insurance
details and the car facts report. The Vehicle
Identification Number (VIN) is usually found on
the left side of the dashboard under the
windscreen, and is shown in Figure 2, enclosed
in the red ellipse.

Figure 2: The vehicle identification number on
the dash board below the front windscreen

No sensors are needed for the novel
Vision-based Monitoring System for Detecting
Red signal crossing (VMSDR) that captures and
recognizes both Vehicle Identification Number
(VIN) and License plate of the vehicle running
‘red’ signal light at the intersections. VMSDR
system needs two video cameras out of which
one is placed on the sidewalk and the other is
placed on the pole above the intersection
adjacent to the signal lights. The video camera
placed on the side walk captures the license plate
and the video camera placed on the pole along

with the ‘signal light’ captures the VIN. The
positions of the cameras at the intersection are
demonstrated in Figure 3.

ND

Figure 3: Position of the video cameras on
the intersection

The video cameras will record only
during the period when the signal light is ‘red’
using the timer information. These frames are
continuously processed using a processing unit
attached to the camera. The processing unit
detects the Vehicle Identification Number (VIN)
and the corresponding license plate number from
the video frames obtained from both video
cameras. This information is sent to the base
station at the municipal corporation where using
this information the owner of the vehicle,
address, recent penalty tickets and insurance
details are identified and penalty tickets can be
issued. The owner will be given a period of time
for informing the authority in case someone else
is driving his car, during the time and date
mentioned in the ticket.
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3. Simulation

2. VMSDR Architecture For simulating the VMSDR architecture

A high level architecture for the a video camera is placed at a height of 10 feet
VMSDR system is proposed, and is above the ground on a fixed pole in the parking
shown in Figure 4(a). lot at Gannon University, and another camera on

the sidewalk. The timer of the processing unit is

Video 1 Penalty used for synchronization of videos from both the
—»| Processing Municipal ticket ~video cameras. The video captures 25 frames per
unit — = =] Corporation [~ second. These are used to identify the vehicle

Video 2' identification number (VIN) and the license plate

number. As an example a single frame is used to
explain the steps for detecting the VIN.

Figure 4(a): High Level

VMSDR Architecture Initially the region of interest (ROI) that
includes the VIN is cropped from the video
frame and is shown in the Figure 5.

A detailed diagram is shown in figure 4(b).

Processing unit

Input frames from videos

lI!I!JII!!IIIlIIIJIo

I IGSZF

v
Find region of interest (ROI)

A

Deinterlacing
Figure 5: Region of interest that
v includes the VIN on the metallic plate
Character segmentation The ROI is further narrowed down to

only the VIN and is used for further processing.
A fine cropping is performed that includes only
the VIN of size 24x135. Matlab 7.04 is used for
simulating the algorithms. This code can be
embedded in the processing unit attached to the
video camera unit. The ROI consisting of only
the VIN is shown in Figure 6 inside a matlab
window.

A 4

Neural network recognition system

A 4

Database containing Vehicle details ) Figure §
He ot Yew et Tods Destop Windw beb

DeRs h &a09 ¢ 0B 1E

X

A 4

E-mail / mail penalty tickets

1GX/FR220T7%9226/

Municipal Corporation

Figure 4(b): Detailed VMSDR
architecture Figure 6: Region of interest (ROI)
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Since the vehicles may be moving fast it
is likely to have interlacing artifacts in the ROI.
Interlacing [8] can cause the image to have the
artifacts such as Combing effect, Mice teeth,
Saw tooth edge distortion, Interlaced lines, Ghost
image, Blurring, etc. In order to remove these
artifacts, a deinterlacing technique using linear
interpolation is used. This will refine the
characters in the VIN which are used for
character recognition purpose.

The ROI obtained after deinterlacing is used
for character recognition. The characters are
segmented into a 7x5 matrix and are stored in
arrays. Figure 7 shows some of these character
images.

B phia .
¥ ¥
CREV/EPERION
Figure 7: Character images sent to
neural network

Each character array is fed to a neural
network which recognizes the characters of the
VIN. The neural network is trained [9] for 26
alphabets and 10 digits for both noise and
without noise and uses backpropagation
algorithm to recognize the array. Figure 8 shows
the result of feeding the image consisting of “1”
to the neural network.

Array
of the
image
[ 1 2

Figure 8: Character images
recognized by neural network
algorithm

All the images are fed to the neural
network one after another and the complete VIN
is recognized. The procedure is repeated for at
least 10 frames for each vehicle.

The license plate is recognized using
the algorithms given in [10], [11] and is sent
along with the recognized VIN and the 10"
frame from video camera as a proof of the
vehicle in the middle of intersection on red light,
to the test database management system which
had data for 20 people.

The VIN and the license plate numbers
are verified using this database containing the
vehicle’s details such as VIN, License plate
number, owners name and address, insurance
details, tickets issued in the current year. Using
the address of the owner, a penalty ticket is
issued based on his/ her previous driving records.
A time period is given to the owner to contest /
challenge in case someone else was driving
during the ticketed time. In this way the driver is
penalized instead of the owner.

Instead of a test database management
system used for simulation, a fully pledged
Database Management System can be used at the
municipal corporation side and penalty tickets
can be issued automatically through e-mail or
using ordinary mail. In case more details are
needed, car facts of the vehicle can be checked
using the VIN.

4. Conclusion

This system is very useful in identifying
careless drivers who risk the life of innocent
people and other drivers on the intersections, and
penalize them round the clock.

The system if implemented would
reduce the man power needed to guard the busy
intersections and to reduce number of persons
employed for issuing tickets. Drivers are forced
to be careful against running °‘red’ signals
because tickets are issued with proof of time and
images of VIN and license plate of the vehicle in
the middle of the intersection when the signal
light is red.

The limitations of this system are the
extreme weather conditions. If there is snow on
the windscreen right above the VIN or if there is
a sticker which obstructs the VIN as seen from
the camera, the VIN cannot be extracted and
recognized.

Future work will focus on having access
to the VIN details of all the vehicles in 51 states
which are distributed across the country. This
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system can monitor tickets issued in another
state to the same driver. The VMSDR system
can be extended to include the details of drivers
who rent vehicles from rental services from in
state or out of state
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Abstract — The procedure for approximate analytical
determination of describing function of nonlinear systems with
odd static characteristics is presented in the paper. Generalized
mathematical expressions for determining such describing
function with error estimation are given. The procedure is
illustrated on determination of describing function, and
corresponding error estimation, of Mamdani fuzzy element and
nonlinear system with fuzzy element and saturation nonlinearity.

1. INTRODUCTION

Describing function is an equivalent gain of nonlinear
element, defined by the harmonic linearization method of
nonlinear static characteristic [4, 7 and others]. It is a known
method of analysis and synthesis when nonlinear system can
be decoupled into linear and nonlinear parts (Fig.1). If the
linear part of the system has the characteristics of low-pass
filter and if we apply periodical signal to the system, output
signal will have the same base frequency as input signal with
damped higher frequencies.

7,(0)

F(x, px) >

(t)

X,, sinot

G, (p)

Fig.1 Nonlinear system represented with decoupled nonlinear F(x, px) and

linear parts G, (p), pP= d/dt .

If the amplitudes of higher harmonics are relatively small to
the amplitude of the first harmonic, output signal can be
approximated by its first harmonic. Mathematically, first
harmonic of the output signal, for the sinusoidal input signal
X, sinwt , can be expressed by the Fourier expressions:

Yy (t) Y sinax + Y, cos it

Yy (t) %Im{(YPI + jYy )ejwt}

Yo = L 5F(Xm sin et )sin oot d(ax ) )
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where Yy, and Y, are first Fourier coefficients. Describing

function is the ratio between first harmonic of the output
signal and input signal in complex form:

Y, Y,
Gy(x,)=P(x,)+jo(x,)= i @

m

where P(X m) and Q(Xm) are coefficients of the harmonic

linearization [4, 7 and others]. Determination of describing
function boils down to the determination of integral
expressions (2, 3) for the known static characteristic of the
nonlinear part of the system. If the static characteristic of
nonlinear system cannot be analytically expressed or integral
expressions can not be solved, describing function can be
determined by experimental (simulation) method [1, 2] or by
some method of numerical integration. In that case, the result
is more often than not in form of graphical record of the
experiment or simulation and the problem of determining the
mathematical description of describing function arises. In the
case of fuzzy systems, especially of Mamdani type, there is
yet no good method for stability analysis. Use of describing
function allows for such analysis by using well known and
developed procedures ([4], [7] and others). In the case of
fuzzy systems there was some work on analytical
determination of describing function of fuzzy controllers. For
example, analytical approach to determining fuzzy controller
describing function is given in [9]. However, the obtained
describing function is very complicated. Moreover, for the
procedure to be applied a symmetrical fuzzy controller with
triangular membership functions is required. In [1] an
experimental method for the determination of the SISO fuzzy
controller describing function by computer simulation is
described. An experimental evaluation of the fuzzy controller
describing function is also given in [8]. However, the
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procedure is not given in detail and the analysis is conducted
for the system with the only one nonlinearity, thus only for a
linear system controlled by the fuzzy controller. The method
described in this work can be used to determine describing
function of nonlinear systems with odd static characteristics,
and is illustrated on Mamdani PD fuzzy element and Mamdani
PD fuzzy element in series with saturation. The paper is
organized as follows. In section II a method for approximation
of static characteristic is given. Section III illustrates error
estimation of approximation. Sections IV and V illustrate the
procedure on example and Section VI gives the conclusion.

II. DETERMINATION OF DESCRIBING FUNCTION USING
LINEARLY APPROXIMATED STATIC CHARACTERISTIC

Arbitrary nonlinear static characteristic can be approximated
by the linear piecewise elements. Integral expressions (2, 3)
for the describing function will be than expressed by an
approximated analytical solution. General solution for the
nonlinear odd static characteristic ~with  hysteresis,
approximated by the linear piecewise elements is presented in
[3]. For the odd functions the analysis can be conducted in the
first quadrant only. The approximation of the static
characteristic F,(x) is shown in Fig. 2. Linearly approximated

static characteristic is defined by two sets of points, rising and
falling part of the static characteristic:

lg..Flg,).i=1..G ®)
I Fln)],i=1,...H (©6)

where set (5) defines rising part and set (6) defines falling part
of the characteristic.

3 m

0 p0 0 B a0

a) a) Y
) ) ) al)al)al el al®) al®a®

Fig.2 Static characteristic approximated with linear piecewise elements.

In order to simplify the presentation of the final expressions,
sets (5) and (6) are further divided into groups of two types of
linear elements with respect to the first derivative, step
elements (F'(x)=0ore ) and slope elements (F'(x)#0 and

finite). Each point of the set is designated with two indexes;
the upper index denotes the order number of the group; the
lower index denotes the order number of the element within
the group. Rising part of static characteristic is defined by:

b9, F@)] j =1, N i = 1) )
b9, FE)] j =1, i=1,.m()) ®)

where pairs [a,.(j ), F (a,.(j ))] denote position of step group points,
pairs [bi(j ), F (b,(f })] denote position of slope group points, N is
the number of step groups, n(/) is the number of step

elements per each group, M is the number of slope groups
and m(/) is the number of slope elements per each group.

Falling part of the static characteristic is defined by:
[l FeO =1, =1, () ©)

09, P j =1, Ryi =1, () (10)

where pairs [e,(’ ), F (ef’ ))] denote position of step group points,
pairs [d,(f L F (di(’ ))] denote position of slope group points, P
is the number of step groups, p(/) is the number of step
elements per each group, R is the number of slope groups
and r(]) is the number of slope elements per each group.
Dividing the integral expressions (2, 3) into integral parts over
the rising and falling parts of the static characteristic, and
substituting integrals with the sum of integrals over the linear

elements, we obtain the following algebraic expressions ([3])
of coefficients of the harmonic linearization:

P(x,)=P,(X,)+P(X,) (1)
M ij)
x)- 3
AL
N e .
arcsz——T 1- e
() () p0) ()
S arcsinbL-#b”— l—bo2 -
X m Xm
b51/)2 b(()j)z
_7;_ 1_7”21 _
= (‘) 0 ) pl) pu) b_(/’)z
-—— K/ — K ) arcsin—+——_[1-— +
2 - s

() (12
2?’ (b9 5] 1—17; — b+
N ()? ()2
+T)2( F(ag”)\/l_ff;(z —F(aff))\/l—a)”(z +
m j=1 m m

(12)

+ g(F(agn)_ e
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m
where B, (X m) and O, (X m) are coefficients of the harmonic
linearization over rising characteristic, and P (X m) and
O (X ,,,) are coefficients of the harmonic linearization over
falling characteristic.

III. ERROR ESTIMATION

Determination of describing function using linearly
approximated static characteristic introduces an inherent error
into approximated describing functions. The error is the result
of the difference between the original and linearly
approximated static characteristics. Approximation of an
arbitrary function with piecewise polynomial functions is
commonly known as Lagrange interpolation [6]. Lagrange
interpolation polynomial of the first order, or the linear
Lagrange polynomial can be written as:

Flxg)+ "‘fj 1) (17)

Xo =X X =

X—X

pilx)=

where lxn, f (xo )J and lxl, f (x] )J are coordinates of the end
points of linear element. It can be showed ([6]) that a close
estimate of the error of approximation with linear Lagrange
polynomial can be expressed as:

) (8)

el(x):(x*xo)(x*xl 5

Substituting the smallest and the largest values of the second
derivative of the function f° "(x) on the interval Xy =x <,
we obtain boundaries of the error on the interval. The second
derivative of the function f’(x), in the expression (18) also
has to be approximated using available sets of interpolation
points. Approximate of the second derivative of the function
can be derived by deriving the Lagrange interpolation
polynomial of the higher order. Second derivative of the
Lagrange interpolation polynomial of the second order,
defined by the three points lxo, f (xO)J, lxl, f (xl )J and

lxz, f (xz)J, on the interval x, <x <x,, can be written as
([e:

A A L e S (19)
2f(x1) Zf(xZ)

(xl _xo)(xz —x1)+( 2 _xo)(xz_xl)

The second derivative approximation (19) is constant on the
interval x, <x <, and represents average value of the

second derivative of the function on the given interval.

Static characteristic of the nonlinear element F(x), including
error estimate function (18), is then the sum of linearly
approximated static characteristic F(x) and corresponding

error estimate function:
F(x)=F(x)+E.(x) (20)

Output signal y, (¢) is thus sum of linearly approximated
static characteristic and corresponding error estimate function:

yy@)=F&x)=F()+E.(x) @1
By substituting expression (21) into integral expressions for

coefficients of the harmonic linearization P(X ) and Q(X m)

(2, 3, 4), we can separate integrals into sum of integrals over
linearly approximated static characteristic and corresponding
error estimate function. Integral expressions over linearly

m
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approximated static characteristic represent describing
function determined using linearly approximated static
characteristic, given in [3] (11 — 16). Integral expressions over
corresponding error estimate function represent error
estimation of the approximated describing function. Integral
expressions for error estimation of the determination of the
coefficients of the harmonic linearization can thus be written
as:

2,

E,(x, )= EXL 5EF (x,, sinor)sinwrd(of) (22)
2,

E, (Xm ): ﬁ% SEF (Xm sin wt)cos otd(wt) (23)

where E, (X m) denotes error estimation of P(X m) and
E, (X m) denotes error estimation of Q(X m). By substituting

integrals in the equations (22, 23) with the sum of integrals
over the linear elements, and performing algebraic reductions,
we get the final algebraic expressions for error estimation:

EP(Xm):

X, % "lgate g g

"> E,... | 22 —2L) arcsin==L —arcsin—=— [+

7 Z o { 2X, X, X,
8L & |
X2 X2

Mk el s | s,

6 X, X, X, X,

X, & " h  +h h h
+— ZEFS,- 17| arcsin—=- —arcsin—— [+
T 2X, X, X

m m

+ 3+ gi—l%i
2X2

2
+ Z+hz4h" — 1= hi (24)
32X} X
Am | ow w |
6| X, . X\ X
X "
EQ(Xm): - EEFUI *
T g
2 2
« 818 1&g | & (l& 18,
x\6x, 2x,) x)l6X, 2X,
H "
+&ZE‘F&‘ *
T ia
(25)
NS B U R N R
x:\l6x, 2x,) x:\l6Xx, 2X,

IV. EXAMPLE: DESCRIBING FUNCTION AND ERROR
ESTIMATION OF FUZZY ELEMENT

The procedure of determination of describing function using
linearly approximated describing function and estimation of
the error of resulting describing function is illustrated here on
the Mamdani fuzzy nonlinear element, using static
characteristic in the region of small frequencies.

The block diagram of the fuzzy element is shown in the Fig. 3.
Membership functions are shown in the Fig. 4, and rulebase
table is shown in the Fig. 5. Values of the proportional and
derivative gains used in this example are k,=1.2 and k,~0.001.

x(1)

x, (tl

(1)

d xd(tl

k,— »
? d

Fig.3 The block diagram of the fuzzy element.
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Fig.4 Membership functions of the fuzzy element: a) proportional input, b)
derivatve input and c) output.
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Fig.5 Rulebase of the fuzzy element.
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Fig.6 Static characteristic of the fuzzy element in the region of small
frequencies.
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Static characteristic in the region of small frequencies is
shown in the Fig 6. Describing function determined using
linearly approximated static characteristic (using linearization
interval Jx =0.05) is shown in the Fig. 7. Corresponding

error estimation of determined describing function is shown in
the Fig. 8. The difference between describing functions
determined experimentally [l1, 2] and wusing linearly
approximated static characteristic is shown in the Fig. 9.

Values of the error estimation are, in the large region,
somewhat smaller than 1*10°. Compared to the values of the
describing function, these are three orders of magnitude
smaller values, which is very satisfactory result that justifies
application of the method in the determination of describing
function of fuzzy element. As an additional test, determined
describing function is compared to the describing function
determined experimentally (such describing function of course
is not available in analytic form, only as a graph, and thus not
suitable for system analysis purposes). The difference between
these two describing functions (Fig.9) is, in the large part,
around 1%, with maximal difference of 3%. Considerably
larger values of the difference between these describing
functions, comparing to the values of error estimation, are
largely due to the error of describing function detemined
experimentally. These values further justify the use of the
method.

8

Fig.8 Error estimation of describing function of the fuzzy element.

difference P(Xm) %

Fig.9 Diffference between descibing functions determined experimentally and
using linearly approximated static characteristic.

V. EXAMPLE: DESCRIBING FUNCTION AND ERROR ESTIMATION
OF NONLINEAR SYSTEM WITH FUZZY ELEMENT AND
SATURATION NONLINEARITY

The procedure is here illustrated on the example of nonlinear
system with fuzzy element and saturation nonlinear element.
The block diagram of the nonlinear system is shown in the Fig
10. Fuzzy element used in this example is the same as used in
previous example. In this example we use saturation
nonlinearity with saturation boundary at d=2. Static
characteristic of nonlinear system is shown in the Fig. 11. In
the first part, up to the level of output signal y=2, static
characteristic is the same as static characteristic of the fuzzy
element, and at that point it enters the region of saturation.

x(1)

x, (1)
4
L

d |Xa (t)‘

k"E

Fig.10 The block diagram of nonliner system with fuzzy element and
saturation nonlinearity.
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Fig.11 Static characteristic of the nonlinear system with fuzzy element and
saturation nonlinerity with saturation boundary d=2.
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Fig.12 Describing function of the nonlinear system with fuzzy element and
saturation nonlinerity with saturation boundary d=2.

Fig.13 Error estimation of the describing function of the nonlinear system with
fuzzy element and saturation nonlinerity with saturation boundary d=2.
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Fig.14 Diffference between descibing functions determined experimentally
and using lineary approximated static characteristic.

Describing function determined using lineary approximated
static characteristic (using linearization interval Jx =0.05) is
shown in the Fig. 12. Corresponding error estimation of
determined describing function is shown in the Fig. 13. The
difference  between describing functions determined
experimentally [1, 2] and using linearly approximated static
characteristic is shown in the Fig. 14. Like in the previous
example, error estimation is approximately three orders of

magnitude lower than the values of describing function. The
difference  between  describing function  determined
experimetally and determined using linearly approximated
static characteristic is in this example also around 1%, with
maximal value below 3%.

VI. CONCLUSION

Generalized  procedure  for  approximate  analytical
determination of describing function and corresponding error
estimation of nonlinear systems with odd static characteristic
with hysteresis is given. The procedure is employed in
determination of describing function of nonlinear systems
with fuzzy element. Presented results show high level of
accuracy of gained approximate describing functions. The
method is convenient for determination of describing
functions of nonlinear systems for which analytical
description is not known, like fuzzy elements. With data
acquisition software and hardware tools available today the
experiment to obtain static characteristic is easily setup and
graphical representation of static characteristics can be
obtained relatively simply. It is shown that the estimation error
of describing function is small, less than 3%. This precision is
satisfactory in  engineering practice to  determine
characteristics and stability of controlled system, especially
when dealing with filter like systems.
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Abstract: A method of computerized tongue image
analysis based on image processing for the purpose of
digitizing the tongue properties in traditional Chinese
medical diagnosis is presented. A hybrid method which uses
Support Vector Machine to extract the semantic object, and
a combination kernal function is selection after many
compare. Finite Mixture Model and many image process
methods is applied into diagnosis system. The experiment of
the system shows that methods proposed are effective. The
following results are presented in the article:

1) A multiply semantic image model is built our
literature, which contributes abundant character to
determine disease.

2) The SVM classifications are applied to transaction
from the lower level to the top ones. The complex of the
SVM classifications depends on the sample number rather
than the characteristic dimension, which can satisfy the
requirement of the system.

3) An application implements the approaches mentioned
by the literature is introduced, through which the effect of

the model are proved.

Keywords: Tongue image; Support Vector Machine;
Finite Mixture Model; Image Semantic Model; Chinese

medical diagnosis

I. INTRODUCTION

The main information sources for Chinese
traditional medicine consist of “look™, “smell”, “inquiry”
and “feel”. As the important part of “look” means,
tongue diagnosis is significant to catch the patient’s
status. Tongue diagnosis depends on the tongue image
basically and scientific classification for Chinese

traditional tongue diagnosis approaches is crucial for
modernization of Chinese traditional medicine.

The existing methods always infer by rule, such as,
ZHOU Yue, et al [18] partition some characters and set
the threshold as condition to identify the result. The
traditional approaches have the following defects:

1) The rule only can represent a little of Chinese
traditional medicine knowledge. As we all know, the
modernization for Chinese traditional medicine is still on
process and therefore the work to import all the diagnosis
knowledge into the reasoning rules completely is
impossible.

2) A case can be seen as a complex object that
contains some problems cannot be represented by simple
conditions. The partitions and the thresholds are
somewhere dogmatic.

3) The rule knowledge can hardly be transformed to
other form, which is required by modern medicine.
Maturity system concludes the disease by combination of
many techniques. Hence, the knowledge in analysis
system need to be extensive.

The problems mentioned aforementioned can be
solved successfully by the extraction the semantic object
from image. Firstly, semantic information is some
description for tongue image and has much more detail
than the rule. Furthermore, semantic reasoning is
similarity to human being knowledge, which are
recorded on books, paper and other documents. Lastly,
semantic information can be transformed into other form
easily.

In a nutshell, the procedure of tongue diagnosis can
be simplified as a kind of image process which extracts
the disease feature from the picture of tongue. In the
paper, a hybrid method will be introduced and the
experiments will show its good consequence.

II. IMAGE SEMANTIC MODEL OVERVIEW

A. Introduction of the Model
In order to make clear the process how to transfer
the image into the illness information, author establish

the model composed of four levels: feature level, object

T. Sobh (ed.), Innovations and Advanced Techniques in Computer and Information Sciences and Engineering, 41-46.

© 2007 Springer.
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level, conception level and diagnosis level. The feature
level always handles the content-based character, such as
color, shape, texture and area. The object level mainly
concerns the problems of objects and the relationship
between objects. The conception level will synthesize the
object level and present the meanings, behaves of the
images. The highest level, diagnosis level will purify the
conception level and show the information which the
doctors need.

Definition (Image Semantic Model) Image
Semantic Model M is the description for advantage

image knowledge structure, which extracts the image
feature A(f,, f5,-+* f,) and uses a structure method

to represent the relationship between the property.

Hence,

M :D(f,, 15, f,,KD,OP) = knowlege _ chains

Where KD s the knowledge base and OP is the
operations and rules to reason. The knowledge chains are

what we need. In this paper, it stands for the some
notations in Chinese traditional medicine.

To work out a computerized model, the article use
the FMM( Finite Mixture Model)[1] to evaluate the

classification distribution of the conception objects. The

conception C ; classification probability is:

k
P(X,C, k0. .00 )= > P(X|[S,.05)m
i=1

Where: C is the conception, S is the semantic and

P(X|S,,60,) is the probability of i-th

multi-dimensions mix component, k is the selected

gc/ ={49$/,i:1,2,~~-k} is the

component

multi-dimensions parameter of model

w. ={w,,i=12,---k} is the weight vector for

multi-dimensions mix component , X is a

multi-dimensions object vector.

B. Image Semantic Classification by Using SVM

Image classification and clustering include
supervised and unsupervised classification of images[1].
In the supervised classification supervised classification,
we are given a collection of labeled images (or priori
knowledge), and the problem is to label a newly
encountered, yet unlabeled image. On the other hand, for
unsupervised classification (or image clustering), the
problem is to group a given collection of unlabeled
images into meaningful clusters according to the image
visual feature without a prior knowledge[2].

We have tried to cluster images into semantic
SOFM

Mapping) and C-Means. The experiment results show

categories  using (Self-organism  Feature
that the error rates are very high. The reason perhaps is
that the low-level visual features are not related to the
human perception about image content. The clustering
algorithm couldn’t automatically bridge the enormous
gap between low-level visual feature and high-level
semantic content without priori knowledge.

We believe supervised classification is a promising
method, and there have been many achievements in this
field. Smith[3]

classification algorithm based on visual features and

proposed a multi-stage image
related text. Bruzzone and Prieto[4] developed a variety
of classifiers to label the pixels in a landset multi-spectral
scanner image. MM-classifier developed by Zaiane et
al.[5] classifies multimedia images based on some
provided class labels. Vailaya et al.[6] used a binary
Bayesian classifier for the hierarchical classification of
vacation images into indoor/outdoor classes. Outdoor
images are further classified into city/landscape classes.
Li and Wang[7] classified textured and non-textured
images Experiments
performed by Chapelle[8] have shown that SVM could

generalize well to image classification, however the only

using region segmentation.

features are high-dimension color histogram, which
simply quantizes RGB color space into 4096 color bins.
In fact, image content cannot be represented effectively
by only color feature. For example, lawn and trees may
have the same color histogram, while lawns in spring and
autumn have different color histograms whilst they have

the same shape or semantic feature.
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Therefore, we have to find an efficient method to
describe the image content and bridge the gap between
the low-level visual feature and high-level semantic
information. Taking these into consideration, we propose
more effective texture and edge descriptors in this paper.
Based on this, by combining color, texture and edge
features seamlessly, images are grouped into semantic
categories using SVM.

Support vector machine is a well-known pattern
classification method. It is an approximate
implementation of the structural risk minimization
(SRM) principle[9] and creates a classifier with
minimized Vapnik-Chervonenkis (VC) dimension. For
SVM has a

generalization performance without domain knowledge

pattern  classification, very good

of the problems. This is one of the reasons why we select

SVM as an image classifier.

Let the separable training set be {(;i,yi)}fil

where X; is the input pattern vector, ¥, € {=L1} is

the class label, +1 denotes the positive example, and -1
denotes the negative example. If the training set is

linearly separable, and the discriminating function is g(x)

= wix+b , we can easily get the classifier

—r— —_
hyper-plane by calculating: w x+b =0, where w
is a weight vector, b is a bias. The goal of the SVM is to

find the parameters W, and bo such that the distance

between the hyper-plane and the nearest sample point is

more than 1:

—
W, x+b, 21 for y,=+1

WioT;+b0 <1 for y, =-1

If it is not linearly separable, it is necessary to map
the input training vector into a high-dimension feature

space using a kernel function K (x, x;), then create the

optimal hyper-plane and implement the classification in
the high-dimension feature space. For more details, refer
to Ref.[10].

At this point, we have tw o sets of kernels: content
kemel K thatis calculated by using visual and textual

features , and linkage kemel K, ( ie. K\ or

KEC)). We can combine the tw o kernels to obtain a

valid kemel that can perform better than the other two
considered separately. Joachims [11] validated that the
combination of kernels is beneficial as long as both
kernels are independent in that they do not extract the
same features.

The simplest method is the convex combination of

the content kemel K. and the linkage kemel K ,i.e.,
K=(1-p)K.+pBK,
where [ isaweight, 0< S <1. Altematively,

Kandola et al[12] proposed a von Neumann kernel,
based on the mutual reinforcement assumption. The von
Neumann kemel can be treated as a non-linear
combination of two kernels. However, this method also
suffers from much higher complexity due to the iterative
computation. We thus do not intend to apply it in this
Paper.

Similarly to the topographic SVM in [13], we
propose a RSVC model using the composite kernel for
collective classification. If the vector ¢« and the scalar b
are the parameters of the hyperplane learned from the
training images, then the RSVC decision rule is defined
as:

y

=sgn(Y v, (= MK (1)
+BK, (7, f1)]+b)
- sgn(ﬂzl:ajych(fi(L)afj(L)) + 01‘)

I
Where 6, =(1-B)> a,y,K.(f,, [)+b which
j=1

is the decision function of a conventional SVM, . AndI
denotes the number of support vectors(SVs). Here each

image is represented by (< fl.c, fjc >,¥,), where
f[C and fjc are its content feature vector and link

feature vector respectively, y;is its class label . Note that

when it is trained using the composite kernel, the
resulting SVs will still contain the relevant inform ation
about the content features , and the link feature
information required good distinction of the classes.
However, the situation is different when we use

K EC) as the link age kernels. As mentioned before, the

calculation of the link features needs the neighboring
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kernel label attributes of I; € I, . Thus to collectively

classify the images in I(T) , an iterative approach is used

to achieve a self-consistent solution to the classification

problem . W e denote the label atstep 7 as Y, |, , and

r

a0 .
use f, | todenotethe link featureatstepz . Then
ateach step 7 new labels are assigned according to

' © 70 FWO
yi |1:Sgn(ﬂza] y]KL (fl |rfl’ f j |T*1)+0i
j=1

where , | _,=5gn(8, )and 6, do not change with
7 . This leads to an iterative assignment of new labels:
at step 7 =0. The results from a conventional SVM
f =0 are used to initialize the labels; at the following

steps, the estimates of the neighboring labels are
available from the previous iteration. And a criterion
may be used to determine whether the iteration process

will be terminat, ie ;|.=y, |,V €1, with a

minimal 7 .
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III. DIAGNOSIS SYSTEM

The figure 1 describes the process that our system
diagnoses the disease information from the tongue

images.

A. Tongue image preprocess

Preprocess section includes general image process
algorithm, such as RGB

brightness/contrast adjustment, rotation, zoom in/out

color  adjustment,
transform, sharpen, blur and edge enhancement.
After these steps, we can complete some basic
function, de-noise and filter, which can help us get more

correct outcome.

B. Color Correction

This project use the self-defined color scale for
correction. Generate speaking, the more color scale are,
the correction effect will be better. However, in this
project, we only need focus some color because the

tongue color exists in a special range.

EEC O
| [ ][ O [

Fig2 the color scale in this project

From the figure 2, we can find the diagnosis device
mainly deal with the red and green color, which are the
general color of human tongue.

The figure3 and figure 4 present the diagnosis
effect.

'IIIIIIIIIJ

Fig 3 original image
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Fig 4 After correction

C. Tongue partition and extraction

According to the Chinese traditional medicine
theory, different part of tongue corresponds with
different body. Therefore it exists the requirement to

divide the tongue automatically.

-r[us W

2w

Fig5 Five partitions of tongue corresponding to health of different
apparatus.

In the above figure, Part V and VI represent the
health of liver and bladder, the part II and III provide the
information of stomach and spleen. Part I corresponds to
kidney and Part IV corresponds with heart and lung.

We use the JSEG algorithm to partition the tongue
images. The figure 6 show how to divide tongue into
four parts by JSEG.

D. Extract Semantic Object

Fig 6 JSEG Algorithm

45

The methed mentioned in section II will be applied
to extract semantic object.
Figure 7 presents the stucture of the semantic
extraction process.

Diagnosis
level
Object level
' SVM classification
Basic Feature

IV. SUMMARY AND OUTLOOK

We explore the tongue

Fig 7 Semantic Model Structure

images

analysis

by

extraction the semantic information. The four level
image semantic models are built in our literature: feature
level, object level, conception level and diagnosis level.
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Different level knowledge contributes abundant character

to determine disease.

The SVM classifications are

applied to transaction from the lower level to the top
ones. The complex of the SVM classifications depends
on the sample number rather than the characteristic
dimension, which can be accepted by the system. Last
but not the least, the semantic object can be combined
with other system information to deduce.
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Distributed Computing Systems:
P2P versus Grid Computing Alternatives

A. Cabani’, S. Ramaswamy’, M. Itmi", S. Al-Shukri’, J.P. Pécuchet”

Abstract -Grid and P2P systems have become popular options for
large-scale distributed computing, but their popularity has led to
a number of varying definitions that are often conflicting.
Taxonomies developed to aid the decision process are also quite
limited in their applicability. While some researchers have
argued that the two technologies are converging [1], in this
paper, we develop a unified taxonomy along two necessary
distributed computing dimensions and present a framework for
identifying the right alternative between P2P and Grid
Computing for the development of distributed computing
applications.

1. INTRODUCTION

A distributed computing system is defined as a collection of
independent computers that appear to their users as a single
computing system [2]. Distributed software systems are
increasingly being used in modern day software systems
development to tackle the issues of geographically separated
work groups and increasing application complexities. Often
this constitutes the interconnection of autonomous software
residing on individual machines through communication
networks to enable their users to cooperate and coordinate to
successfully accomplish their objectives.

The widespread need for a distributed system based
solution is due to the need for resource sharing and fault-
tolerance. Resource sharing implies that a distributed system
allows its resources - hardware, software and data — to be
appropriately shared amongst its users. Fault-tolerance means
that machines connected by networks can be viewed as
redundant resources, a software system could be installed on
multiple machines to withstand hardware faults or software
failures [3].

For a distributed system to support active resource sharing
and fault-tolerance within its multitude of nodes, it needs to
possess certain key properties. These include openness and
transparency. Openness in a distributed system is achieved
by specifying its key interface elements and making it
available to other software developers so that the system can
be extended for use. Distributed systems generally tend to
provide three forms of transparency. These include: (i)
Location transparency, which allows local and remote
information to be accessed in a unified way; (ii) Failure
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transparency, which enables the masking of failures
automatically; and (iii) Replication transparency, which
allows duplicating software/data on multiple machines
invisibly.

To be able to demonstrate the above properties, in turn such
a distributed system must provide support for concurrency
and be built on a scalable architectural framework.
Concurrency refers to the simultaneous processing of requests
to multiple interconnected machines / networks. Scalability
refers to the adoption of an interconnection network
architecture that allows for seamless extendibility to a large
number of machines and/or users to support the needs of
increased processing power requirements.

In this paper, we compare and contrast two currently
popular approaches for distributed computing applications:
Grid and P2P approaches. The objective of both P2P and grid
computing is the collective, coordinated use of a large
number of resources scattered in a distributed environment.
However the user communities that have adopted and
popularized these two approaches are vastly different, both in
terms of their user-level requirements as well as the
architectural design of the systems themselves.

This paper is organized as follows: Section 2 and 3 present
a brief overview of Grid and P2P computing. Section 4
presents the unified taxonomy along two necessary
distributed computing dimensions. Section 5 compares and
contrasts Grid and P2P computing using a set of commonly
desired criteria for a distributed computing solution. Section 6
concludes the paper.

2. GRID COMPUTING

According to IBM’s definition [4]: “A grid is a collection
of distributed computing resources available over a local or
wide area network that appear to an end user or application as
one large virtual computing system. The vision is to create
virtual dynamic organizations through secure, coordinated
resource-sharing among individuals, institutions, and
resources. Grid computing is an approach to distributed
computing that spans not only locations but also
organizations, machine architectures and software boundaries
to provide unlimited power, collaboration and information
access to everyone connected to a grid.”

Another definition, this one from The Globus Alliance is
[5]: “The grid refers to an infrastructure that enables the
integrated, collaborative use of high-end computers,
networks, databases, and scientific instruments owned and
managed by multiple organizations. Grid applications often
involve large amounts of data and/or computing and often
require secure resource sharing across organizational
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boundaries, and are thus not easily handled by today’s
Internet and Web infrastructures.”

Grid computing evolved out of the scientific realm where
there was a need to process and analyze increasingly colossal
quantities of data such as those needed to perform weather or
climatic forecasts [6, 7], to model and calculate the
aerodynamic behavior of a plane, in genomics [8], etc. Such
application specific needs were not only at odds with the wait
times for technological evolution but also were highly
intolerant to the advances attained by means of Moore’s law
[9] with respect to performance (doubling every eighteen
months), storage (doubling every twelve months), and
networks (double every nine months). Since the speed of
network performance outpaces that of processors and storage,
it has led to the increasing interconnection of geographically
scattered resources by means of a dynamic network that
accumulates the capacities of calculation, storage, etc.

Grid computing [10-12] thus allows for better resource
sharing between users in an institution to resolve a common
problem. From a business perspective, the purpose of grid
computing is to minimize the time to market, thereby
profiting from the infrastructure costs incurred. Grid
computing offers its users’ access to processing across diverse
storage structures which are transparently distributed
geographically. It is based on the concept of on demand data
processing wherein a user pays according to their needs and
resource consumption.

3. PEER-TO-PEER COMPUTING

As contrasted from grid computing, peer-to-peer computing
refers to a network of equals that allows two or more
individuals to spontaneously collaborate without necessarily
needing any centralized coordination [13]. P2P computing
was made famous by a music sharing frenzy generated by
Napster, which was initially a server based centralized
architecture. Other P2P systems have since appeared without
the limitation imposed by a centralized server. Here, a user
seeking a file (song, video, software) sends their query which
is incrementally forwarded by the nodes of the network,
thereby creating an ad-hoc chain between the requester’s PC
requester to the supplier’s PC — culminating in the transfer of
the requested file. Examples include Limewire [14], Kazaa
[15], eDonkey [16], BitTorrent [17]; which are some popular
P2P systems. When designing P2P applications, it is
important to assume that peers are untrustworthy [18]. While
they are designed to interconnect and communicate with each
other they can join or quit dynamically from the P2P network.
When a node quits, there will be communication failures.
This makes the development of P2P applications a very
challenging task.

While P2P technology can be applied to many application
domains, most current utilization is customer targeted with
the primary focus on file sharing. These systems allow files to

be easily shared and quickly propagated through the Internet

without powerful host servers. Other applications include:

1. Personal productivity applications:  Collaboration
between individual users, i.e. sharing address books,
schedules, notes, chatting, etc. allows improvements in
productivity. Connecting such desktop productivity
software systems together enables collaborative e-
business communities to form for flexible, productive,
and efficient working teams. For example, Java
developers have used OpenProjects.net to collaborate. On
a broader scale, hundreds of thousands of uses use instant
messaging, one of the most popular P2P applications to
date.

2. Enterprise resource management: These systems allow
the coordination of workflow processes within an
organization thereby leveraging the existing network
infrastructure for improvements in business productivity.
For example, Groove [19] enables an aerospace
manufacturers to post job order requests to partner
companies and route the completed requests from one
department to the next.

3. Distributed computation: A natural extension of the
Internet's  philosophy  of  robustness  through
decentralization is to design peer-to-peer systems that
send computing tasks to millions of servers, each one
possibly also being a desktop computer.

In [20, 21] the authors present a taxonomy for P2P
applications and distinguish three specific categories of P2P
applications. The specific classes include:

1. Parallel applications: In such applications, a large
calculation is split into several small independent entities
that can be executed independently on a large number of
peers - SETI@Home [22], genome@Home, etc. Another
possibility is making the calculation of the same
operation but with different data sets or parameters. Such
computation kind called a parametric study computation.
Example: fluid dynamics simulation. The goal is to solve
computational problems and cycle-sharing. P2P cycle-
sharing and grid computing are converged but its origins
are different [11, 23]. In P2P cycle-sharing the whole
application runs on each peer and no need
communication between the peers.

2. Content and file management: Content encapsulates
several types of activities and refers to anything that can
be digitized; for example, messages, files, binary
software. It essentially consists of storing, sharing and
finding various kinds of information on the network. The
main application focus is content exchange. Such
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examples include CAN [24] and Chord [25]. Other such
applications are in distributed databases and distributed
hash tables.

Collaborative: Collaborative P2P applications allow users
to collaborate, in real time, without relying on a central
server to collect and relay information. Such applications
are characterized by ongoing interactions and exchanges
between peers. Typical applications include: instant
messaging (AOL, YM!). Some games (DOOM) have
also adopted the P2P framework.

4. A REVISED & UNIFIED TAXONOMY

There are several problems with the taxonomy presented in

Fig. 1. While the taxonomy is very simplistic and coarse,
there are three specific drawbacks. These include:

1.

For
propose a more well-refined
and unified taxonomy as
shown in Figure 2. This
taxonomy is clearly defined

First, it lumps all parallel applications together into one
classification. It is not in sufficient detail to help
distinguish the application driven needs for distribution.
Parallel applications may involve the distribution of the
application itself over multiple nodes — as in cluster
computing - to the locations where data is stored, or vice-
versa — the distribution of the data elements to the
applications reside — as in Grid computing.
Computationally both of these types lead to completely
different costs if not evaluated effectively. For the
purposes of this paper, we concentrate on the distribution
of the data elements.

A second issue is the need (or the lack of need) for
synchronization. This issue is completely ignored in the
present taxonomy. In fact, not all types of parallelization
suit P2P applications. Whether the nodes are tightly
coupled or loosely coupled is a very important criteria for
the choice (or rejection) of a P2P solution. For tightly

along two dimensions. The first dimension relates to the
requirements and capabilities of the underlying infrastructure,
these include the architecture, the application domain and the
high level of interaction required between the nodes. The

second dimension

relates to the various applicative

constraints that are ignored by the existing taxonomy. While
these criteria are independent by themselves, as seen from
Figure 2, from the perspective of an application they are
highly interdependent. These criteria include:

Interconnectivity: P2P networks distinguish themselves by
the presence of a volatile connectivity. Every peer can join
or quit the system without any notice. Therefore, tightly or
loosely coupled have an influence direct on expected
results and techniques used for synchronization are not the
same [28].

Data size: The rate and size of data that is transferred
between the nodes is an important discriminator for
making an appropriate choice. Existing optimization
techniques on P2P networks do not adequately address
large scale keyword searches since the bandwidth required
by such searches exceeds the internet’s available capacity.
Additionally, P2P-based systems thrive on low latency.

Bandwidth: Available bandwidth is
criterion that needs to be considered.

another critical

This new taxonomy is helpful: the choice between grid

computing and P2P is easier for developers. This requires
three steps:

After defining his application’s objective, a developer
chooses the application’s kind (multicomputers, content
and file management or collaborative). At this stage, the
first dimension (requirements and capabilities) is fixed.

coupled  applications,
p2p is a  bad
implementation choice.

Architecture.
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issue that is ignored by
this taxonomy is the
issue of bandwidth
disparity between
member nodes. Certain
studies have [26, 27]
showed  that  P2P
systems are extremely
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systems tend to be
more homogeneous in
the composition of their
nodes.
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— Taking into account the three above criteria, he/she
determines the application’s specifications.

— Then, he/she chooses the adopted technology: grid
computing or P2P.

5. GRID VERSUS P2P COMPUTING: A FEATURE-BASED ANALYSIS

While it is clear that Grid and P2P computing are two
promising approaches to distributed computing, they are very
different and their differences are often misunderstood [29].
In a pure P2P system clients and servers work together and
are indistinguishable from one another, this is not the case
with Grid computing. One of the main P2P characteristics is
that once the initial step is completed, data exchange is
strictly and directly between peers. This property is
completely absent in grid computing. Recently, P2P based
Grid Computing systems that combine the advantages offered
by P2P systems to scale up grid-based distributed computing
systems have been proposed. Such systems enable the
creation of a PC based grid architecture that address data
overload problems caused by an enormous amount of access
from clients by allowing for ‘localized’ data sharing by PCs
through P2P communication mechanisms [30]. However, this
may be largely dictated by several application domain
characteristics. Hence in this section, we compare and
contrast Grid and P2P computing using a set of commonly
desired features of distributed computing solution. In [31] a
similar attempt to identify and characterize the differences has
also been reported — the characteristics include population,
ownership discovery, user and resource management,
resource allocation & scheduling, interoperability, single
system image, scalability, capacity, throughput speed (lat.
bandwidth). Figure 3 compares and contrasts P2P and Grid

computing using several technical and economic
characteristics. Some of the notable ones include the
following:

1. Decentralization: Decentralization allows for flexibility
and unlike client-server systems, does not suffer from
single points of failure, wherein the server quickly
becomes a bottleneck. Hence distributed systems that are
scalable and resilient in unstable environments are very
important. Decentralization allows us to move resources
closer to where are accessed thereby decreasing response
times and reducing, or even eliminating, network latency.
This also allows better utilization of network capacity.
Features that support decentralization include: Distribution
of control, complete local autonomy and the ability
orchestrate dynamic on the fly interactions.

2. Cost and efficiency: Performance-wise, networks are
evolving at a faster rate that hardware and more PCs are
connected to Web via broadband networks. This allows
for better exploitation of these resources that were
previously unrecognized. This has led to greatly

increasing three important parameters in modern
computing: storage, bandwidth and computing resources.
This takes more sense if we know that it becomes easier to
interconnect hundreds of million computers worldwide to
form a network with the global revolution of the internet.
Robert Metcalfe formulated an empirical law allowing
measuring the utility of a network. Utility of a network
=k XN’ In 1999, the Reed Law [32] adds a human
dimension to the technological dimension. The utility of
large networks, particularly social networks, can scale
exponentially with the size of the network. The reason for
this is that the number of possible sub-groups of network
participants is 2~ - N — 1, where N is the number of
participants. All of these laws prove that number of
connection peers is very important for increasing utility of
a network. In P2P systems the number of nodes can reach
hundreds of millions allowing increased network utility.

3. Pervasive computing: With P2P systems, it's possible to
connect any machine with processor to network (PDA,
cell phone, GPS...). That is there is a need for
heterogeneous computing that is flexible enough to
support new communication protocols for exchange of
information in support of pervasive computing needs.
Some work has been done on developing conceptual
models for data management in pervasive computing
environments based on cross-layer interaction between
data management and communication layers [33].

4. Target communities and incentives: Although Grid
technologies were initially developed to address the needs
of scientific collaborations; commercial interest is
growing [1]. Participants in contemporary Grids thus form
part of established communities that are prepared to
devote effort to the creation and operation of required
infrastructure and within which exist some degree of trust,
accountability, and opportunities for sanctions in response
to inappropriate behavior. In contrast, P2P has been
popularized by grassroots, mass-culture (music) file-
sharing and highly parallel computing applications [14,
34] that scale in some instances to hundreds of thousands
of nodes. The ‘“communities” that underlie these
applications comprise diverse and anonymous individuals
with little incentive to act cooperatively.

5. Resources: In general, Grid systems integrate resources
that are more powerful, more diverse, and better
connected than the typical P2P resource [1]. A Grid
resource might be a cluster, storage system, database, or
scientific instrument of considerable value that is
administered in an organized fashion according to some
well-defined policy.

6. Applications: We see considerable variation in the range
and scope of scientific Grid applications, depending on the
interest and scale of the community in question [1].
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Feature / Criteria | Grid Computing | P2P Computing
G E N E R A L C R I T E R I A
Goal Virtual organization Virtual system

(examples: Gnutella and KaZaa [15, 35])
and structured P2P systems (examples:
CAN [24], Chord [25], Pastry [36],
Tapestry [37], and SkipNet [38]) include
query flooding and inverted list
intersection. In [39] the authors present a
summary of techniques for unstructured
P2P networks, while in [40] the authors
present a search technique based on
VSM (Vector Space Model) and LSI
(Latent Semantic Indexing) for structured
P2P systems. In [41], the authors
identify storage and bandwidth as two
limiting constraints on full text keyword
searching on P2P systems. They suggest
the use of a combination of optimizations
and compromises to make this P2P
searching  feasible. = Some  hybrid
schemes[42, 43] have been proposed for
digital libraries but are not directly

Role of entities Grid server Peer both server and client
Number of entities 10 — 1000 users Millions of users
Node Dedicated Not dedicated

Class Pre-organized Self-organized

T E C H N 1 C A L C R 1 T E R 1 A
Structure Static hierarchical Fully distributed and dynamic
Fully decentralized No Yes
End-to-end connectivity No Yes

Scalability Limited Unlimited

Control mechanism Central Fully distributed
Connectivity Static high speed In/out anytime
Availability High Volatile

Failure risk High Low

Resources More powerful Less powerful

Resources discovery

Static central registration in a
hierarchical fashion

Limited addition of a new peer on
the network

Location transparency Yes No

Ad-hoc formation No Yes

E ¢ o N O M 1 C C R I T E R I A

Communities Established communities (closed) Anonymous individuals (opened)
Participants Registered Voluntary

Reliability Guaranteed trust Partially (no trust peers)
Standards Yes No

Security Secure Insecure
Applications Scientific — Data intensive Compute cycles or file sharing

applicable to P2P systems. In [44] the
authors propose a hybrid index multi-
level partitioning scheme on top of structured P2P
networks and indicate achieving a good tradeoff between
partition-by-keyword and partition-by-document schemes.
. Scale, Security and failure: Scalable autonomic
management clearly has been achieved to a significant
extent in P2P, albeit within specific narrow domains [1].
In [45] the authors analyze Gnutella’s P2P topology graph
and evaluate generated network traffic. They suggest that
P2P systems must exploit particular distributions of query
values and locality in user interests. They also suggest
replacing traditional query flooding mechanisms with
smarter and less expensive routing and/or group
communication mechanisms. They report that Gnutella
follows a multi-modal distribution, combining a power
law and a quasi-constant distribution. Which makes the
network as reliable as a pure power-law network when
assuming random node failures, and makes it harder to
attack by a malicious adversaries.

. Consistency Management: Current P2P systems are based
predominantly on sharing of static files. However, for
using peer-to-peer networks in grid computing systems
they will need to support sharing of files that are
frequently modified by their users. Consistency has been
studied for web caching [46, 47]. In [48] the authors
present three techniques for consistency management in
P2P systems: push (owner initiated) and pull (client
initiated) and a hybrid push and adaptive pull technique.

10.Services and infrastructure: P2P systems have tended to

focus on the integration of simple resources (individual
computers) via protocols designed to provide specific
vertically integrated functionality.

Fig. 3. A Comparative Criteria Driven Evaluation

6. CONCLUSIONS

In this paper our major contribution is an expanded
taxonomy for the classification of distributed computing
systems and highlighting commonalities and differences
between Grid and P2P computing alternatives using a set of
commonly desired features. Using these features, we have
clearly identified and clarified issues to be addressed and the
appropriate selection of the right alternative between P2P
versus Grid Computing solution for the development of
distributed computing applications.
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Abstract- Urdu is a widely used language in South
Asia and is spoken in more than 20 countries. In
writing, Urdu is traditionally written in Nastaliq
script. Though this script is defined by well-formed
rules, passed down mainly through generations of
calligraphers, than books etc, these rules have not
been quantitatively examined and published in
enough detail. The extreme context sensitive nature
of Nastaliq is generally accepted by its writers
without the need to actually explore this
hypothesis. This paper aims to show both. It first
performs a quantitative analysis of Nastaliq and
then explains its contextual behavior. This
behavior is captured in the form of a context
sensitive grammar. This computational model
could serve as a first step towards electronic
Typography of Nastaliq.

I. INTRODUCTION

Urdu is spoken by more than 60 million
speakers in over 20 countries [1]. Urdu is derived
from Arabic script. Arabic has many writing
styles including Naskh, Sulus, Riqah and
Deevani. Urdu however is written in Nastaliq
script which is a mixture of Naskh and an old
obsolete Taleeq styles. This is far more complex
than the others.

Firstly, letters are written using a flat nib
(traditionally using bamboo pens) and both
trajectory of the pen and angle of the nib define a
glyph representing a letter. Each letter has
precise writing rules, relative to the length of the
flat nib. Secondly, this cursive font is highly
context sensitive. Shape of a letter depends on
multiple neighboring characters. In addition it
has a complex mark placement and justification
mechanism. This paper examines the context
sensitive behavior of this script and presents a
context sensitive grammar explaining it.

A. Urdu Script

The Urdu abjad is a derivative of the Persian
alphabet derived from Arabic script, which in
itself is derived from the Aramaic script (Encarta
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2000, Encyclopedia of Writing and [2]). Urdu
has also retained its Persio-Arabic influence in
the form of the writing style or typeface. Urdu is
written in Nastalig, a commonly used
calligraphic style for Persio-Arabic scripts.
Nastaliq is derived from two other styles of
Arabic script ‘Naskh’ and ‘Taleeq’. It was
therefore named Naskh-Taleeq which gradually
shortened to “Nastaliq”.

- b
3 b S

T I S RTINS
- [ A b N
z d d kb h [ i H t t p b -
[2] 4] [d]  [x1 [h) [¥] [31 [s] [t1 [t] [pl [k] [u}[e]
c " . 5 5 b
[ S - - I I T T B T B
gh : z t z $ sh B zh 2z [ i
[¥] Clel 2] [t [z21 [=1 [f1 [s1 [3] [21 [1] [r]
197, 8]
5o : JS£d s a
¥ t i v n n m | q k q f
[bi  [t] [h@][vuwo se [n] [m] [1] [a] [k] [a] [f]

B £] o, ow]  noes

Fig. 1. Urdu Abjad

II. POSITIONAL AND CONTEXTUAL FORMS

Arabic is a cursive script in which successive
letters join together. A letter can therefore have
four forms depending on its location or position
in a ligature. These are isolated, initial, medial
and final forms. Consider the following table 1,
in which letter ‘bay’ indicated in gray has a
different shape when it occurs in a) initial, b)
medial, ¢) final and d) isolated position. Since
Urdu is an derived from Arabic script and
Nastaliq is used for writing Urdu, both Urdu and
Nastaliq inherit this property.

TABLE 1
PosITIONAL FORMS FOR LETTER B4Y
L d >
L—-& —
(@ | ) () (d)
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Letters ‘alif’, ‘dal’, ‘ray’ and ‘vao’ only have
two forms. These letters cannot join from front
with the next letter and therefore do not have an
initial or medial forms.

Nastaliq is far more complex than the 4-shape
phenomenon. In addition to position of character
in a ligature, the character shape also depends on
other characters of the ligature. Thus Nastaliq is
inherently context sensitive. Table 2 below
shows a sample of this behavior in which a letter
bay, occurring in initial form in all cases, has
three different shape indicated in grey. This
context sensitivity of Nastaliq can be captured by
substitution grammar. This is discussed in detail
later in this paper.

TABLE 2
CONTEXTUAL FORMS FOR LETTER B4Y IN INITIAL FORM

Lod| O

[€)] [(9)] ()

III. GROUPING OF ‘SIMILAR’ LETTERS

There are some letters in Arabic script and
consequently in Urdu, that share a common base
form. What they differ by is a diacritical mark
placed below or above the base form. This can
be seen in table 3 below which shows letters
‘bay’, ‘pay’, 'tay’, ‘Tey’ and ‘say’ in isolated
forms. And it’s clearly evident that they all have
the same base form. This is also true for initial,
medial and final forms of these letters.

TABLE 3
LETTERS WITH SIMILAR BASE FORM

ol A h-:;vf | | W
. - >
= I N A

i) ik ic) i) (e}

Since these letters have a similar base shape, it
would be redundant to examine the shape of all
these letters in different positions and context.
Studying the behavior of one letter would suffice
the others. Table 4 below shows all groupings
that are possible. The benefit of this grouping is
that instead of examining about 35 letters in

Urdu, only half of them need to be looked into.
Note that only the characters that are used in
place of multiple similar shapes are shown. The
rest of the characters in the abjad are used
without any such similar-shape classification.

TABLE 4
GROUPING OF LETTERS WITH SIMILAR BASE FORM
Similar Base Forms Letter

\ .

Also ¢ and ¢ in initial and
medial form

990

oo
o o

\gv
\"' -

C JCs
SR

N

(‘t)b
e

(_\(‘Q\*rchq LN VS (,\) .(

=
(_\

IV. METHODOLOGY: TABLETS

The Nastaliq alphabets for Urdu have been
adapted from their Arabic counterparts as in the
Naskh and T’aleeq styles from which it has been
derived. However, even for Urdu, this style is
still taught with its original alphabet set. When
the pupil gains mastery of the ligatures of this
alphabet, then he/she is introduced to the
modifications for Urdu.

The methodology employed for this study is
similar to how calligraphy is taught to freshmen.
The students begin by writing isolated forms of
letters. In doing so, they must develop the skill to
write a perfect shape over and over again by
maintaining the exact size, angle, position etc.
When the students have achieved the proficiency
in isolated form it is said that they have
completed the first ‘taxti’, meaning tablet. The
first tablet is shown in figure 2 below; ‘taxti’ or
tablet can be considered as a degree of
excellence. First tablet is considered level 0
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Fig. 2. Tablet for Isolated forms

Once this level is completed, the students
move over to level 2. In this level, they learn to
write all possible two-letter ligatures. This phase
is organized into 10 tablets. The first tablet
consists of all ligatures beginning with ‘bay’, the
second abjad of Arabic script. For example in
English it would be like writing ba, bb, bc etc. all
the way till bz. Note that the first letter in Arabic
script is ‘alif’ which has no initial form and
therefore does not form two letter ligatures
beginning with it. See section 2 above. The bay
tablet is shown in figure 3 below.

Fig. 3. Bay Tablet

In the similar way the students move over to
the second tablet of this phase which has
ligatures beginning with ‘jeem’ and so on. The
‘jeem’ tablet is also shown below in figure 4.

- & -
SRt

ety

Fig. 4. Jeem Tablet
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Note: If the students learn to write ligatures
beginning with ‘bay’, then it is automatically
assumed they can also write ligatures beginning
with ‘tay’, ‘say’, etc because all these letters
have the same shape as ‘bay’ and only differ in
the diacritical mark. Please refer to section 3
above for details.

The level 0 and 1 helps to understand a lot
about the initial and final forms of letters. There
are however no further (formal) levels of any
kind. So, in addition to understanding the medial
forms, the students are also expected to learn to
write three and above letter ligatures on their
own through observation and consultation.

For this study, a calligrapher was consulted
who provided the tablets and other text that was
required.

V. SEGMENTATION

Before moving over to the analysis of
Contextual substitution of Nastaliq, one of the
predecessor worth mentioning is segmentation.
Since Nastaliq is a cursive script, segmentation
plays an important role in determining the
distinct shapes a letter can acquire. Consider a
two letter ligature composed of jeem and fay.
There can be a number of places from where this
ligature can be segmented (as indicated by 1,2
and 3 ) giving different shapes for initial form of

jeem.
* + & I~
— -, —f
3

M @

If (1) is adopted as the segmentation scheme
and being consistent with it, when this is applied
on another two letter ligature that also begins
with a ‘jeem’, it follows that both the ligatures
share a common shape of ‘jeem’. Both the
ligature are shown below with segmentation
approach (1). The resulting, similar ‘jeem’
shapes is also given.

. C’?
U)Z ¥/ Shape identified: _7
*

Where as if the second (2) option is accepted for
segmentation, then the two initial forms will be
different.
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Shapes Identified
respectively:

* 0

The segmentation approach selected for this
analysis is the later one or approach (2). The
reason for this selection is that the resulting
shapes are a close approximation to the shapes in
the calligrapher’s mind. Most probably because
these shapes represent complete stokes (, though
an expert calligrapher may be able to write the
whole ligature in one stroke). While in former
case there seems to be some discontinuity in the
smooth stroke of a calligrapher’s pen.

The discussion on contextual shape analysis in
next section is therefore based on the “stroke
segmentation’ approach.

VI. CONTEXTUAL ANALYSIS OF NASTALIQ

This section lists the context sensitive
grammar for characters occurring in initial
position of ligatures.

Explanation of Grammatical Conventions:
The productions such as:

@ > <1 /_<A> | - Initial Form ___
is to be read as < transforms to «; (<« 2 <)), in
the environment (/) when <« occurs before class
A (_<A>) or (| ) when « occurs before
initially occurring <.

Note that ‘OR’ ( | )operator has a higher
precedence than ‘Forward Slash’ (/) operator.
Thus, it would be possible to write multiple
transformations in one environment using
several ‘OR’ (| ) operator on the right side of a
single (/).

Contextual Shift

One invariant that have predominantly existed
in this contextual analysis of Nastaliq is that the
shape of a character is mostly dependent on
immediate proceding character. That is given a
ligature composed of character sequence X; X,
....Xy for N>2, the shape of character X; where i
< N, is determined by letter X;.;, While all
preceding letters X; ...X;; and character
sequences after its following character i.e X
.... Xy have no (or little) role in its shaping.
Sequence of bay’s form an exception to this
general rule. Other exceptions are also
mentioned

Initial-Position characters:

The following table lists the initial shapes of
letter ‘Bay’.  The last eight shapes were
identified during analysis of three-character
ligature and do not realize in two character
ligatures. Another way of putting it is that these
form can only occur in ligatures of length greater
than or equal to three. There is no such
restriction for the first 16 shapes.

TABLE 5
INITIAL FORMS OF BAY

Vd//

init1 Sit2 Snits Snita
J ) )

inits inite itz initg

»

S 7

it | Pinitto hnit11 Sinit12
v |~ , J
itz | St | Shnitts hnit1e

~ |V

A N
T

i1 | iz | s | Siniza
hnitzs hnitze inito7 initzs

The context in which these shapes occur has
been formulated in the form of a context
sensitive grammar. The grammar for initial
forms of ‘bay’ is given below. Note: The word
‘medial’ used in the grammar represents medial
shapes of ‘bay’ given in appendix A

QD Qi / _d_ / ‘5_ | S | |
QD i/ __ “Final

« > “.—’mits/_ c

@ “.—'Init4/_‘)

<D Sis/ W

‘T’e‘f'lnitel_ua

*.—'9‘.—'|nit7/_£
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4 ‘.—‘lnits/_&
o> ‘-—'InitQ/_‘—.’
o> “.—‘lnit1o/_é|_}

< > “.—‘lnim/ _¢
@ “.—‘lnit12/_ o

« > “.—'lnn13/_ OFinal
QD Qiinal _ D
@D Cnins/ &
<D Cnne/ o
DD i /_h.| Medial Only if none of the below
apply

QD Qi /_‘.—’ Medial2
QD Qs /_‘.—’ Mediald
QD Qs /_‘.—’ Medial5

“ D Sies /_‘?’ Medial13

S D Chige/dp | ba
I_Jdes | <o

@ > Qpnigr/__a Otherwise

S D Oiios /_° Medial

All other letters have similar number of shapes
occurring in similar context. The initial forms of
‘jeem’ have been shown in table below. The
grammar of ‘jeem’ can be derived from grammar
of ‘bay’. Likewise, shapes of other letters can be
deduced from table 5 and table 6. Medial Shapes
of Bay have been listed in Appendix A

TABLE 6
INITIAL FORMS OF JEEM

C itt i Cnits it

7] 94

* Inits * Init7 * Init8
d d d

i

C it C nit1o it C nit12
vy 7 7D

& nit13 Enivta | Einit1s & nit1e

s Vg N

Cnriet | Emiz | iz | Tinies

Same
as
shape
11

Cnit2s Conis | Tonier | Tinitzs

Note that the terminating shape of < -init2 is
very different from that of z-init2. This is
because they connect to different shapes of final
‘bay’. This is discussed in the next section.

Final Forms:

With the exception of ‘bay’ and ‘ray’, all other
letters have a unique final form. Both ‘bay’ and
‘ray’ have two final forms. These are shown in
the table below. For ‘bay’, the first form occurs
when it is preceded only by ‘bay’, (shape <« -
init2 in the table above), ‘fa’, ‘qaf’, ‘la’ and ‘ka’,
all in initial forms. While the other more frequent
is realized else where and an example of letter
connecting to it is ‘jeem’ having the form g-
init2. This explains the noticeable difference
between the ending strokes of < -init2 and -
init2.

TABLE 7
FINAL FORMS FOR LETTER BAY AND RAY
‘~_’Final 1 ‘-_1 Final 2
J Final 1 J Final 2

The context for each of these shapes is given
below. Interesting observation here is that ‘ray-
finall” occurs only when it is preceded by initial
forms of ‘bay’ and ‘jeem’. There is however no
such precinct for letters ‘ka’ and ‘la’, which can
be in any form (initial or medial).

@« ‘.—‘Fina|1/ Initial Form ____
@2 ‘.—‘Fina|1/ <2 nifial Form _
< Cenai 1/ Binitial Form _
@ “.—'Finam/ dlnitial Form ___
@« “.—'Finam/ ‘—<*|nitia| Form ___

<& -> Srinal2 Otherwise

0 Urina1/ < initial Form _
J -> JFinaI1/ C Initial Form ____
‘)9 JFinaM/ ‘5_
‘)9 JFinaM/ J _

D -> JFinal2 Otherwise
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APPENDIX A: MEDIAL SHAPES OF BAY WITH EXAMPLES

REFERENCE

[1] www.ethnologue.com

[2] http://en.wikipedia.org/wiki/Aramaic_script

Given below is a detailed analysis of 20 medial shapes and 4 initial shapes of letter ‘bay’. These 4 initial
shapes are mentioned here since they are used in medial position of a ligature also. Following table lists
context sensitive grammar of a particular shape and the shape’s glyph it self when it occurs in medial

position. Also included is an example corresponding to each glyph.
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Abstract - This paper will discuss the proposed XML-
based authoring environment. An authoring
environment is proposed to accommodate authors in
creating structured content without familiarity of
XML techniques

1. INTRODUCTION

The world of publishing rapidly changing among the changes are
the need of customised content or Publishing on Demand, the
availability of different kinds of new publishing media.

In order to stay ahead of the changes in publishing industry the
adaptation of database publishing techniques is needed. The content
therefore needs to be structured, medium independent and reusable
in order to make possible the automation of publishing. XML is
suitable technology to achieve this [1].

Implementing this technology in the content authoring process in
chorus needs to make sure that authors can deal with the changes
brought by the implementation. With developing any technology we
shall notice that the authors’ main task is content creation. Must of
them have little or no knowledge of XML. To require them create
content using XML is quite unreasonable. The authoring
environment must be simple and easy to use for authors to create
structured content without being diverted or delayed from their main
task.

An authoring environment is proposed to accommodate authors in
creating structured content without familiarity of XML techniques.

This paper will discuss the proposed XML- based authoring
environment. The paper is organised as follows: Chapter 2 discuss
the act of writing and authoring need. Chapter three will describe the
authoring models of Hyperbook. In chapter four the XML based
Hyperbook authoring tool will be discussed. Chapter five is
concentrated on conclusion and further work.

2. THE ACT OF WRITING AND AUTHORING NEED

Authoring for Hyperbook means creating the resources, labelling
them combining them in a domain model or adaptive Hyperbook
(AHB). An other step (probably by publisher) is to create a user
model, responsible for customising the user. In order to help the
creative work of authors and avoid technical requirements of
authoring a book the authoring process has to be simple, efficient
systematic, with clear semantic [2] and system independent.

AHB potentially allows writers to produce more writerly texts.
Firstly HB offers the possibility of creating all kinds of multiple
links between both the data assembled and the interpretative text
which comment upon these data [3]. To assist book authors in
creating content competently and effectively the general process of
writing to be understand:

The author’s target is to pass on information to readers. Each
authors has a unique style and way of writing. Schriver [4] describes
three traditions that influence writing:

The Craft Tradition (CT): This approach focuses mainly on
writing techniques e.g guidelines, principles, styles, etc.). The CT

emphasizes grammatical correctness and proper usage along with the
ability to distinguish differences among styles of writing, various
genres, modes of writing and techniques for exposition. In this
tradition mastering these techniques and fundamentals are dominant.

The Rhetoric Tradition (RT): According to this tradition writing
can be thought, learning to writes is a much perspiration as
inspiration, and in order to write well, one need not to be born with a
gift. The art of creation is fundamental. One has to acquire the (a) to
create what to say about a subject, (b) to discover sensitive points of
view for readers and (c) to develop clear arguments and descriptions.

The Romantic Tradition (RoT): Writing is successful when it
expresses the inner vision of the writer in Romantic Tradition.
Writing is seen as un-analyzable and un-teachable. Individuals either
have the ability to write well or not. Writing is not something that
you can just learn it. One must posses a unique, personal “gift” or
genius to be able to write well. RoT basically focused on the idea of
working by intuition.

Writers must identify content appropriate to the audience and to
evaluate the quality of their drafts and route to a final product.

Understanding writing tradition can help in recognising the
extraction of authors’ hypothesis about writing.

The author’s writing strategy is other fact to be considered in
developing authoring tools. Chandler [5] surveys authors and
categorizes their writing in to 5 strategis: The architectural strategy
involves conscious pre-planning and organization, followed by
writing out, with relatively limited revision. The bricklaying strategy
involves polishing each sentence (or paragraph) before proceeding to
the next. The completed text is not subjected to much subsequent
revision. The oil painting strategy involves minimal pre-planning
and major revision. Ideas are jotted down as they occur and are
organized later. The water-colour strategy involves producing a
single version of a text relatively rapidly with minimal revision. The
Mixed strategy involves producing content of book using more than
one strategy.

Understanding how authors write and what effect them will help in
better accommodating their needs in an authoring environment. This
understanding will help in developing an authoring environment,
that would be better usable by authors.

3. AUTHORING MODELS OF HYPERBOOK

Today most authors are required to deliver their content digitally.
In order to achieve these, authors requires assistance. Today word
process has replaced typewriters. Authors are now used to work with
them. This may make the transcoding [6] process to an authoring
environment more difficult because authors will inevitably tend to
generalise authoring tools.

The authoring environment aimed in this paper is not common
word processor. Unlike Microsoft Word for example the
environment which implements XML has a structure to which the
created content must be integrated. This is one of most effective
changes that cause the creative freedom of writers [7]. The author
has three tasks: to carry out a creative process, to transfer of its
results and to process received commends [7]. The creative process
however usually lies totally within author’s own domain. It arises
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during the brainstorming of authors. The problem is transferring
author’s idea into structured content.

Several solutions are offered for this problem. Michiel Schrage [8]
classifies three kind of editors one can use: syntax-directed editors,
syntax-recognizing editors and hybrid editors. Syntax-directed
editors mainly support edit operations targeted at the document
structure, whereas syntax-recognizing editors support edit operations
on the presentation of the document. A hybrid editor combines
syntax-directed with syntax-recognizing features. B. Usdin [9]
highlights this point by justifying the need for semantics and not
syntax. She proposes that an authoring tool avoids ambiguity,
providing authors with as much functionalities as needed to create
meaning. She suggests strictly defined rules and structures to hinder
author’s creative process. Callista [7] argues that Syntax-recognizing
editors let users edit the presentation freely while the editor tries to
recognise the document structure a paper. Because the document is
derived from the presentation edit operation on the document are
difficult to support.

Hybrid editor supports structural edit operations as well as
presentation-oriented (often just textual) edit operations.

This research has attempts to study on implementation of a hybrid
authoring environment. The hybrid editor takes a form freely
structured environment simulating the blank page seen in Microsoft
Word. Author can switch between editing the content and the
structure showing the XML elements of work.

One of the critical parts of the authoring tool is the structure. In
XML document structure is usually represented with DTD or an
XML Schema [10]. These specify how the content is set in the
document. Taking all the above factors into account one can come to
the conclusion that there are two types of authoring environments:
One whit a strict structured resembling a wizard [11, 12] and one
with free structure. The wizard environment guides authors linearly
during the development process. The author has therefore no choice
but to create the specific form of content at a certain time [7]. While
the freely structured environment let authors decide what he/she
wants to create and when.

Figure 1 describes the writing process in a freely structured
environment. As in figure 1 described the process of writing occur
as follows:

1. The author creates a content, which is targeted to a
certain target group according to the agreement between
publisher and author.

2. The created frameworks are developed in chapters. The
author also will specify some media specifications.

3. The metadata for chapters is created. The chapters are
specified in to paragraphs.

4. During writing the author can develop content that was
not specified in the frame work

5. After creating content the author or publishing editor may
edit or restructure

6. After restructuring the content, the editor/author finalise
the visualisation of the Hyperbook.

7. The content might be validated or the author adds a new
content to the book.

The author shall have freedom to stop the process and deliver the
final draft at any time during writing period of the content.

Creating the
content of book

Creating
framewark

Creating
Metadata (MD)

Developing
contenk

EARConent ' [_adang petures |

Restructuring Adding references
Content

—| Walidating cont_ent

Fig. 1: A content creation model
4. XML BASED HYPERBOOK AUTHORING TOOL

Adaptive Hyperbook is not mature filed. However in adaptive
hypermedia dozens of experimental and practical systems are
developed. Toolkits, systems or shells that can be used by non-
programming authors to develop an adaptive Hyperbook are too
young. Before producing a real authoring tool the research have to
be develop an explicit design approach that requires developing one
or more Hyperbook. The framework is to be application independent
which can be applied by their authors to rapid development of
adaptive Hyperbooks in different domains.

The basic steps of creating an adaptive Hyperbook are not entirely
different from steps in creating a hypertext system. In both cases the
writer has to create the content object and to specify the links
between them. As in previous section mentioned there are three
major approaches used by authoring tools: Syntax-directed, syntax-
recognizing and hybrid authoring tools.

Hierarchical structure of a book can be described an XML schema
to take full advantages of XML processing tools, e.g. information in
XML documents can be presented according to several different
presentation styles and XML query languages provide facilities to
retrieve data. An XML source document describing a Hyperbook
presentation contains two kinds of specifications: The Chapter
Window, Image section.

The Chapter Window (CW): The CW section contains the
spatial layout of the book chapter in the presentation window (figure
2).

The Component Section (CS): The CS contains the description
of the media objects involved in the chapter, their types, links to
media files, etc. Media objects are organised in modules: each
presentation contains at least one module enclosing continuous
media objects, called images and pages [13].

Each element has a unique identifier id, which is used to reference
the object from the other object sections of the document, a #ype and
a channel in which it is viewed.

When XML specification describes a presentation, the images
have an attribute file that value is the path of the book files. In figure
2, the image XMLeditor refers to media object which does not
directly depend on chapter.
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Fig. 2 : XML schema for a book chapter

The objective of this research is to support authors on the creation
of Hyperbook, which does not prescribe any instructional approach,
variables or conditions for writers. As result developing a hybrid
content editor that includes the definition of Hyperbook elements
such as picture objectives, roles, key tags and so on. Moreover
definitions of customizing properties and adaptive rules that will be
considered to adjust the Hyperbook design shall be available.

6. CONCLUSION

Implementing and XML based authoring environment is not a simple
task. Besides considering diverse writing styles, strategies and
processes of the authors the demand of content is also to be
considered. Therefore deciding the right environment that can
technically support the writing process is a vital part of developing
Hyperbook studies.

In this paper issues related to the query formulation and execution,
XML schema and the integration are not discussed. These are of
course problem of crucial importance and it is not claimed it is easy
to formulate formally and to solve it.

In other hand any technical solution without authors’ involvement
can not fulfil its objectives. Therefore getting authors involve in the
development process of the authoring tools is recommended.
Understanding authors’ perception may significantly reduce the risk
of a failed research and implementation.
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Abstract. This paper presents architecture for development of
Hyperbook, using XML to describe the application domain to adapt the
content of Hyperbook to the user’s behaviour. XML data-centric
orientation makes it possible to describe application domain, data
access and dynamic data composition functions. The system
architecture of the Hyperbook is summarised. The characteristic of
XML useful to manipulate data in a dynamic way is described. A
general approach to data representation is described and the metadata
and data presentation is presented.

1 INTRODUCTION

Since the emergence of the World Wide Web, the concept of
hypertext has become a main representation and presentation format
for variety of applications. Hypertext books or Hyperbooks are
among them, which are characterized as a grouping of electronic text
which considered as entity [1]. In most cases, these hyperbooks still
retain the conventional book structure and are partitioned into sub
documents called chapters, sections, subsections or appendices. In
[2] have been identified four properties of constructive hypermedia.
These properties include the following:

1. Intertextuality: the process of interpreting one
text by means of a previously composed text.

2. De-centeredness and re-centeredness: the points
of focus depend on the interactive learners forcing the
active learning processes

3. Multivocality: the networking, multi-perspective,
and multi-media features of hypertext. This includes the
multi-perspective, multi-channel, and Crisscross
capabilities.

4. Malleability: allowing learners to transform the
presentation of information into personal representations of
knowledge

The linking mechanism of Hyperbook offers users freedom so that
it becomes necessary to offer support during navigation. To
efficiently allow the realisation of user-adaptable contents and
presentations, a clear separation between multimedia contents,
domain model and user model should be achieved [3].

Basic Component of Hyperbook Systems are:

e The Adaptation domain Model [3]
e User Adaptation Model

e Bookmark Model

e Storage Model [4].

This paper presents architecture for development of Hyperbook,
using XML to describe the application domain and interface model
to adapt the content of Hyperbook to the user’s behaviour. XML
data-centric orientation makes it possible to describe application
domain, data access and dynamic data composition functions.

The rest of paper is organised as follows: Section two summarises
the system architecture of the Hyperbook. Section three describes the
characteristics of XML useful to manipulate data in a dynamic way.
Section four describes a general approach to data representation.

Section five and six present the approach to metadata and adaptive
presentation.

2 SYSTEM ARCHITECTURE

The main goal of Hyperbook system is to provide customised view
of the content of the book responding to different preferences,
interest and users. The application is to serve the strategy of active
readying as the need of society in information age. In this respect a
system to support Application Domain and User Adaptation Model
is designed. The system has a three-tier architecture comprising the
Author Module, Application and Data layer (Fig. 1). Author Module
corresponds to the browser. It allows designing and validating the
XML documents to create the content of Hyperbook (2.1).
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Fig. 1: Hyperbook system architecture - Application and Data Layers and
Author Module.

The implementation of system is suggested either those concerning

the on-line access to database, data composition and data delivery1

or those allowing client-side elaboration (e.g. Java Applet).

2.1 AUTHORING MODULE
The Authoring Module (AM) comprise a content repository, which
stores the content of Hyperbook files and an XML file which
represent the structure of content.
The main object of Authoring Module is to allow design and validate
(with respect to syntactic and semantic correctness the XML
documents representing the concept of the Hyperbook. For
simplifying the authoring process of Hyperbook the main
components of Author Module are (fig. 1):

e The Content editor (CE), which allows the content of

Hyperbook.

1. E.g. JDBC, Java Servlet, Enterprise Java Beans, XML and SOAP .
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e The Content validator, which receives content description
from CE and after validation of them, stores them in the
Data layer (Data repository) [5].

2.2 APPLICATION MODULE

The task of Application layer is to provide integrated Hyperbook
structure to the user. The application Layer consists of three main
models:
e The Domain Model will be used to characterise the
information accessible in the Hyperbook that is used to
conclude in the user model.

® The Task Model, provide framework for structuring the
content of Hyperbook and representing to user profile.

e The User Model stores individual users’ information,
preferences, goals and history.

2.3 DATA LAYER

The Data Layer (fig. 1) has two major means: the store of persistent
data and to offer efficient access primitives. The content that stored
to database consists of fine grained atomic units of the Hyperbook
material. The aim of automatic units is to provide the maximum
flexibility and reuse of these components in the variety of
combinations [5].

2.4 METADATA LEVEL

The aim of using Metadata Level is to represent the logical structure
of the data, as well as information concerning their usage and
management (display, retrieval). A metadata is defined as a shared
database of information about the content and data of the
Hyperbook, that provided by the Data Layer or product by the
Author. It stores: XML documents including the metadata, the Data
Presentation Description, Schemes and XSL stylesheets [3, 5].

3 XML BINDING

Accessing Hyperbook from different devices will provide the basis
for many important future in publishing industry. This will involve
in some cases accessing local information that provide background
about the local environment that are related to the content of
Hyperbook.  This service could be XML (extensible Markup
Language) web service nature [6].

XML is a markup language for the construction of structured
documents (fig. 2). It is a meta-language that allows us to create
specialized markup languages for specific purposes [8]. XML is
data-centric, which expresses the structure and eventually the
meaning of the data contained in a document leaving its visualization
to subsequent elaboration [9].

The Hyperbook application should be able to manage Modules
from different types and domains of application using database
technology which is suited to improve the usability and access to
huge amounts of documents [10]. To make use of Hyperbook

system, which architecture presented in previous sections, a format
which allows storage, easy access, combination and adaptation of
modules by a Hyperbook system is needed. The XML bindings are
defined as a Document Type Declaration (DTD). The DTD
definition was preferred to XML Schema [11].

The Hyperbook system should be able to manage Adaptation
Modules from different types and domains of application using
database technology which is particularly suited to improve
especially the access to huge amounts of documents [12]. To make
use of the advantages of our Hyperbook approach presented in the
previous sections, we need a format which allows storage, easy
access, combination and adaptation of Modules by a sophisticated
system. XML document is a hierarchy comprising elements that
have contents and attributes, XML is perfectly suited for
representing the Hyperbook content, which is the conceptual content
of the basic modules as well as the modular structure. The
Hyperbook-specific model and its domain-specific instantiations
serve as a well defined basis for a corresponding XML based markup
language, the elements of which represent conceptual Content
Objects by syntactical means. Furthermore the realization of View
Specific by Style Sheets of the Extensible Style Language (XSL)
[13] is used to Module Properties and Conceptual properties coming
from XML bindings of different metadata proposals and standards as
affirmed in [14].

Fig. 2. The XML content of the Hyperbook, created for mobile
environment®.

4 DATA REPRESENTATION

XML will play two distinct roles in Hyperbook development: The
first role is that the infrastructure in which XML is used for data
interchange and description. For example the content of book
chapter are encoded in XML using SOAP and described in XML
using WSDL (Web Services Description Language) [15]. The
second role that XML plays could be named programming medium.
In this programming role, the development of Hyperbook will be
exposed to XML when designing the application interfaces in a top-
down approach [15]. XML has several attractive features as a data
representation and communication language, especially for Web
applications.

The advantage of the XML is that it gives structure to
unstructured data. It does this by embedding metadata tags in the
data. Without these metadata tags, the fluid, unstructured contents of
text documents would be difficult for Hyperbook application to

2 The figure is part of Hyperbook project in Lappeenranta University of
Technology for mobile environment, where six groups of students are
participated. Figure 3. is one of examples, have been developed by group
of students.
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reference other than as a single body of text, or as a random
collection of individual words. XML tags provide meaning to
segments of data that are associated with a particular topic, usage or
context and mark access points for data segment reference and
retrieval [16]. Data stored as XML benefit from the numerous search
techniques developed for XML formatted data including keyword
searching, querying languages XPath and XQL, and linking
functions XLink and XPointer [16].

Because XML is defined as a textual language rather than a data
model, an XML documents always has implicit order—order that
may or may not be relevant but is nonetheless unavoidable in a
textual representation. A well-formedXML document places no
restrictions on tags, attribute names, or nesting patterns [17].

5 CONTENT METADATA

Semantic annotations and metadata are seen as a crucial technique
for transforming the World Wide Web from huge set of amorphous
pages interlinked with each other to a semantic web, which uses
semantic annotations in order to give meaning to these pages and
their relationships [18]. This is in line with the development of
Hyperbook, which semantic data models and schemata to define and
give meaning to data and parts of programs.

The Hyperbook data related to the particular module are represented
by the XML — based document according to its DTD [19]. Each
element contains several conditions, which define the model of
presentation according to the given context. Attributes and their
values within each element represent conditions. The aim of
Hyperbook is to experiment with attributes related to the type of
data, granularity of presentation, time and spelling [19] of the
presented information to several views.

6 ADAPTIVE PRESENTATION

The goal of Hyperbook study is to increase the functionality of
Hyperbook by making it personalised. Adaptive Hyperbook will
build a model of preferences of individual user and use this
throughout the interaction of the content based on the needs of that
user [4].

The critical feature of Hyperbook system is possibility of
providing Hyperbook adaptation on the base of the user model [4].
The adaptive Hyperbook has to implement the following
functionality:

e adaptive presentation
e adaptive navigation support
e adaptive information resource

The aim of the Adaptive presentation is to adapt the content of
Hyperbook view to the user goals: device profile and other
information stored in model [4]. In a system with adaptive
presentation the views are not static, but adaptively generated or
assembled from pieces for each user. The idea of adaptive navigation
support is to guide the user in reading the Hyperbook by changing
the appearance of visible link. Adaptive navigation as defined in can
be considered as a generalisation of curriculum sequencing
technology in Hyperbook context.

Adaptive information resource gives the authors and publisher
editors appropriate information while developing the content of the
book [4].

7 CONCLUSION

In this paper System Architecture to support the Application Domain
and User Model was suggested to store XML based Hyperbook
documents. The database schema is generic and independent of
particular document type or schema. XML documents can be stored
in a database where they are automatically clustered according to
profile of users. The XML binding offer Hyperbook system is able to
manage Adaptation Modules from different types and domains of
application using database technology which is particularly suited to
improve the access to huge amounts of documents.

The next work shall extend the current work by examining the
details of the system architecture.
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Abstract— This paper presents a novel image retrieval system
(SVMBIR) based on dual tree complex wavelet transform (CWT)
and support vector machines (SVM). We have shown that how
one can improve the performance of image retrieval systems by
assuming two attributes. Firstly, images that user needs through
query image are similar to a group of images with same
conception. Secondly, there exists non-linear relationship
between feature vectors of different images and can be exploited
very efficiently with the use of support vector machines. At first
level, for low level feature extraction we have used dual tree
complex wavelet transform because recently it is proven to be
one of the best for both texture and color based features. At
second level to extract semantic concepts, we grouped images of
typical classes with the use of one against all support vector
machines. We have also shown how one can use a correlation
based distance metric for comparison of SVM distance vectors.
The experimental results on standard texture and color datasets
show that the proposed approach has superior retrieval
performance over the existing linear feature combining
techniques.

Index Terms—complex wavelet transform (CWT), support
vector machine (SVM), content based image retrieval, texture
image retrieval.

I. INTRODUCTION

igitization has made a profound effect in our everyday

life from HDTV to digital camera. Global village

concept is truly visualized in todays filed of
communication where boundaries of many independent
technologies have been merged to a common technology.
With the rapid development of computing hardware, digital
acquisition of information has become one popular method in
recent years. Every day, G-bytes of images are generated by
both military and civilian equipment. Large set of medical
images, architectural and engineering designs, journalism and
advertising, are worth mentioning. Consequently, how to
make use of this huge amount of images effectively becomes a
highly challenging problem [1]. Historically, only way to
search through these collections was text based. Images were
first annotated using text and then traditional Database
Management Systems (DBMS) were used to retrieve relevant
images when required.

There were two main problems with this approach; at first

the amount of labor involved in manually annotating these
images and secondly the inherent complexity and richness of
image contents were making the annotation process difficult.
For example it was not easy to label two images containing
similar objects but with different meanings. In order to
overcome these problems and to automate the retrieval
process researchers from the field of computer vision
proposed a new idea [2], which is known as content based
image retrieval (CBIR). CBIR is also known as query by
image content (QBIC) and content-based visual information
retrieval (CBVIR). In these days many commercial and
research CBIR systems are available. IBM’s QBIC [7] and
UC Berkeley’s Blobworld are well known. Detailed
comparison of such systems can be found at [3].

In content based image retrieval, we automatically extract
features from images and then compare images using these
features. Images having similar features would have similar
contents. Basic block diagram of a content based image
retrieval system is shown in Fig. 1.
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Image
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Fig.1. Typical CBIR s_ystem

At first features from all images in a database are extracted
and stored into a feature database. This process is also known
as indexing. When a user tries to search some images from the
collection, he provides the system with a query image.
Different options for query image are possible i.e.

e Image

e  Rough Sketch

e Color or textural layout

e Verbal or semantic description

Features from query image are extracted by the same
indexing mechanism. Then these query image features are
matched with feature database using a similarity metric and
finally similar images are retrieved.

A majority of indexing techniques are based on pixel

67

T. Sobh (ed.), Innovations and Advanced Techniques in Computer and Information Sciences and Engineering, 67-72.

© 2007 Springer.



68 MUMTAZ ET AL.

domain features such as color [4], texture [5], and shape [6].
However, with recent advancements in image compression,
compressed domain indexing techniques gained popularity
due to their less complexity. Some frequency domain
techniques include wavelet domain features, Gabor transform
and Fourier domain features. Comprehensive survey of
existing CBIR techniques can be found in [1, 2].

Researchers have shown that texture is one of the most
important features for CBIR. Texture refers to the visual
patterns that have properties of homogeneity that do not result
from presence of only single color or intensity. It is an innate
property of virtually all surfaces, including clouds, trees,
bricks, hairs, fabric, etc. It contains important information
about the structural arrangement of surfaces and their
relationship to the surrounding environment. There are many
review papers exist on texture based image retrieval.
Manjunath and Ma [8] evaluated the texture image annotation
by various wavelet transform representations and found that
Gabor transform was the best among the tested candidates.

Kingsbury [13] proposed a new complex wavelet
transform which gives a fast way of computing Gabor-like
wavelets. Peter and Kingsbury [14] in his paper have shown
that how one can use this new transform to speedup and
enhance the image retrieval process. Kokare et al. [15] have
proposed even better extension of this work. Janney et al. [17]
have shown how we can enhance the texture extraction
capabilities of CWT for color image retrieval. They have
shown that we can achieve almost the same precession for
color image retrieval as well. These properties of CWT have
motivated us to use it as feature extraction for our proposed
system.

Mostly during the comparison phase of features, linear
metrics like Euclidean distance etc. were used. Recently Han
et al. [9] has shown how one can improve the performance of
image retrieval systems by assuming non-linear relationship
among feature vectors and grouping the images into similar
classes. We have applied a similar idea for retrieving of
texture images. We have used support vector machines for
classification of images in the database.

The paper is organized as follows: Section II provides a
brief introduction to dual tree complex wavelet transform and
some of its applications. Section III provides an overview of
support vector machines and how SVM can be used for
classification. Section IV explains feature extraction process.
Section V describes proposed and implemented CBIR system.
Section VI discusses the results of our technique in
comparison with existing techniques. Section VII gives the
concluding remarks.

II. DUAL TREE COMPLEX WAVELET TRANSFORM

Kingsbury's [13] dual-tree complex wavelet transform
(CWT) is an enhancement to the discrete wavelet transform
(DWT), with important additional properties. The main
advantages as compared to the DWT are that the complex
wavelets are approximately shift invariant (meaning that our

texture features are likely to be more robust to translations in
the image) and that the complex wavelets have separate sub-
bands for positive and negative orientations. Conventional
separable real wavelets only have sub-bands for three different
orientations at each level, and cannot distinguish between
lines at 45° and -45°.

The complex wavelet transform attains these properties by
replacing the tree structure of the conventional wavelet
transform with a dual tree. At each scale one tree produces the
real part of the complex wavelet coefficients, while the other
produces the imaginary parts. A complex-valued wavelet

/() can be obtained as:
vy =y, O+ jy, @) )

where , (#) and /() are both real valued wavelets.

CWT like Gabor transform have six orientations at each
of four scales (any number of scales can be used, but the
number of orientations is built into the method). The main
advantage as compared to the Gabor transform is speed of
computation. It has a redundancy of only 4 in 2-dimensions
and so the post-processing stages (of calculating mean and
standard deviation) are also faster as it has less redundancy
than the Gabor wavelets. Fig. 2 shows magnitudes of CWT
coefficients for a texture image, one can see more details
about orientation and scales. Each row represents one scale
and columns represent angles within that scale.

Fig.2. Four-scale CWT of a texture image

III. SUPPORT VECTOR MACHINES

There exists many pattern matching and machine learning
tools and techniques for clustering and -classification of
linearly separable and non-separable data. Support vector
machine (SVM) is a relatively new classifier and is based on
strong foundations from broad area of statistical learning
theory [11]. Since its inception in early 90’s, it is being used
in many application areas such as character recognition, image
classification, bioinformatics, face detection, financial time
series prediction etc.

SVM offers many advantages as compared with other
classification methods such as neural networks. Kashif and
Nasir [11] highlights many of advantages of support vector
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machines, these includes:
e  Computationally very efficient as compared with
other classifiers especially neural nets.
e Work well even with high dimensional data, a
factor which limits many efficient classifiers.
e Can work well with less number of training data.
e Attempts to minimize test error rather than training
error.
e Very robust against noisy data (noise greatly
degrade the performance of neural nets).
e  Curse of dimensionality and over fitting problems
does not occur during classification.
Fundamentally SVM is a binary classifier but can be
extended for multi-class problems as well. The task of binary
classification can be represented as having, (Xi, Yi) pairs of
data. Where Xi € X*, a p dimensional input space and Yi €[-1,
1] for both the output classes. SVM finds the linear
classification function g(x)=W.X+b, which corresponds to a
separating hyperplane W.X+b=0, where W and b are slope and
intersection. SVM unlike other classifiers finds the optimal
hyperplane, examples of optimal and non-optimal hyperplanes
is shown in Fig. 3.
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Fig.3. Optimal and non-optimal hyper-planes

SVM usually incorporate kernel functions for mapping of
non-linearly separable input space to a higher dimension
linearly separable space. Many kernel functions exist such as
radial bases functions (RBF), Gaussian, linear, sigmoid etc.
Different options exist to extend SVM for multi-class cases,
these includes one against all, one against one and all at once.
Fig. 4 shows how one against all SVM can be used for
grouping of different classes inside an image database. Each
support vector machine separates one class of images from
rest of the database, which is shown by non-linear boundaries.

SVM-1

Fig. 4. One against all classification

IV. IMAGE CONTENT REPRESENTATION

First we performed a four scale (six angles) CWT on an

image. We get 24 real and 24 imaginary detailed sub-bands,
and 2 real and 2 imaginary approximation sub-bands. By
taking the magnitudes of corresponding real and imaginary
coefficients of both approximation and detailed sub-bands we
get 26 sub-bands. To calculate the features we measure the
mean and standard deviation of the magnitude of the
transform coefficients in each of 26 sub-bands, in the same
way as [14]. For color images we applied above process on
each RGB color channels to get the feature vector.

V. CWT AND SVM BASED IMAGE RETRIEVAL SYSTEM

In this section, we describe the structure of the proposed
SVMBIR system in detail. Fig. 5 shows the main components
of the proposed system and the control flows among them.

Feature Extraction

Image Database using CWT

Select typical images from
ith group for training

T
I
|
I
I
I
I
I
I
I
I
I
|
I
I
I
|
I
I
i
¥

Traln ith one against all
VM

Retrieve top N
images with
minimum

Compute distance from
oach trained SVM

Distance Vectors

T
|
I
I
|
¥

Correlation based distance
MEasure

Fig. 5. The structure of the proposed SVMBIR system

The proposed system is based on SVM classifier. Our
system is based on similar assumption as Han et al.[9] that is
images users need are often similar to a set of images with the
same conception instead of one query image and the
assumption that there is a nonlinear relationship between
different features. Following steps shows the detail of our
proposed algorithm:

Step 1: Features are extracted from each image present in
the image database using the aforementioned feature
extraction process. These features are then stored in feature
database for later comparison.

Step 2: From each class of images present in the image
database some typical images (K) are selected for training of
support vector machine for that class. We used one against all
training method as it is the best when one needs good speed
and reliable performance. This is done using trainlssvm
function of LSSVM [16]. We used ‘RBF’ as kernel function
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for training of support vector machines. Optimal parameter
selection is always a bottleneck of support vector machines.
LSSVM provides a function tunelssvm which can be used for
estimation of optimal parameters. We used grid search
approach for searching of optimal parameters. Our used and
final parameter values are 100 and 20 for gam and sig2
respectively.

Step 3: In this step distance of each image present in the
database from each SVM is calculated. This is done using
simlssvm function of LSSVM. Each of this distance is
grouped in the form of distance vectors. Finally we store all
these distance vectors in distance vectors database.

Steps 1-3 are done offline and after these steps our system
is ready to process the user queries.

Step 4: When the user give the system a query image,
features from the query image are extracted. Using this feature
vector of query image distance vector of query image is
calculated.

Step 5: Query image distance vector is compared with all
the distance vectors present in the distance vector database
using correlation based similarity metric. Experimentally it is
found that the following correlation metric performs the best

for this comparison.
’

(x, ~%Jx, -%,)

d. =1- )
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This equation is one minus the correlation coefficient

between vectors X, and X . In our case X, is the query image

distance vector and x_ is the distance vector of images
present in the database. S varies from 1...N, where N is the

total number of images present in the image database. X, and
X, are the means of the vectors x, and x_ .

Step 6: Finally top O images having minimum distance are
retrieved and presented to the user.

VI. EXPERIMENTAL RESULTS

In this section we have shown some experimental results to
evaluate the performance of our proposed system.

For texture images we have used the same dataset as was
used by Peter and Kingsbury [14]. The texture data set used in
the experiments contains 100 texture images from the
Massachusetts Institute of Technology (MIT) VisTex [12]
database. Each 512x512 image is divided into 16 smaller
images of size 128x128 giving a total of 1600 texture images
in the database. Each original image is treated as a single class
and so we have 16 examples from each of our 100 classes. For
color images we used the same dataset as was used by Janney
et al. [17]. The color image data set used in the experiments
contains 7200 color images from the Columbia University
Image Library (COIL-100) [18]. These images are organized
as having 100 objects photographed at 72 different angles
giving total of 7200 images.

For performance comparison we have used the same
technique as was used by Peter and Kingsbury [14]. They
used plots similar to precision recall graphs. For each of the
1600 images in the texture database we compute the distance
to all of the other images and select the N nearest neighbors
for each image. We then count how many of these belong to
the correct class (up to a maximum of 15) and define the
retrieval rate as this number divided by 15. This gives us a
retrieval rate for each of the 1600 images and we simply
average these rates to give an overall retrieval rate. In our
results we plot the retrieval rate for a number of choices of N.
A good set of features will give a retrieval rate that rapidly
rises to 1. For each object present in coil-100 database we
selected first instance out of 72 instances giving total of 100
query images and rest of the process is same.

Fig. 6 shows the comparison of our technique with Peter
and Kingsbury’s technique. In this comparison we used only
25% images from each class for training of support vector
machines. As in Fig. 6 our technique performs better. We
believe that the results can be significantly improved if we use
more images for training. Fig. 7 shows the comparison with
50% training images.
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Fig. 6. Retrieval rate comparison using 25% training images
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Fig. 7. Retrieval rate comparison using 50% training images
Table 1 shows error rate (number of mismatched images)
comparison of our technique (with 25% training images) and
Peter and Kingsbury’s technique, for different types of texture
images. We used 100 query images one from each class.
Results are accumulated for different categories of images for
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example Bricks include ‘Brick.0002’, ‘Brick.0003’,
‘Brick.0004°, ‘Brick.0005°, ‘Brick.0006’, and ‘Brick.0007’
images of the VisTex database. It is very much clear from the
table that our technique performed well almost in each
category.

085 1
. anney
09r VMEIR |

085 -

TABLE 1 g
RETRIEVAL PERFORMANCE FOR DIFFERENT CATEGORIES OF IMAGES e B
% ERROR % ERROR CWT T gl :
IMAGE CATEGORY SVMBIR [14] %
Bark 12.5 21.87 T oort
Brick 15.62 44.79 -
Buildings 39.84 58.59
Clouds 28.12 50 i 0 Zm am AEIIFI S 0 7m
Fabric 5.46 28.12 Fig. 9. Retrieval rr;:h;;gs;ﬂrei;zﬁr;n:;;sg 25% training images
Flowers 18.75 33.03
Food 20.62 275 Table 2 shows error rate (number of mismatched images)
Grass 41.66 54.16 comparison of our technique (with 12.5% and 25% training
Leaves 28.36 39.90 images) and Janney’s technique, for different types of color
Metal 15.62 33.33 images. We used 20 query images from different classes.
Misc 6.25 43.75 Names of query image file in coil-100 database are also
Painfings 22 91 29.16 shown in the table. It is very much clear from the table that
Sand 11.60 1785 our technique performed we_}-l alm;)st in each category.
Stone 6.25 6.25 RETRIEVAL PERFORMANCE FORAISII;]EERENT CATEGORIES OF IMAGES
Terrain 57.81 68.75 . % ERROR % ERROR
il 4375 53.12 i | 128 | 25% manine
Water 13.75 37.5 IMAGE FILE NAME [17] TRAINING IMAGES
IMAGES
Whe\r;z:;aldo 70(.)83 70(.)83 Obj5_ 0.png 229;‘;;‘ 4.1(?67 g
Objl0_ 0.pn .
Average 24.19 37.81 Objlls O.Iljngg 583 599 889
Fig. 8 shows the comparison of our technique with Janney Obj20  0.png 40.278 19.444 13.889
et al. [17]. In this comparison we used only 12.5% images Obj25_ 0.png 0 0 0
from each class for training of support vector machines. As in Obj30_ 0.png 0 0 0
Fig. 8 one can see significance improvement in results. Obj35  0.png 0 0 0
! ' ‘ i i ‘ : 0bj40_ 0.png 48.611 16.667 13.889
nost Obj45__ 0.png 76.389 69.444 33.333
Obj50__0.png 0 0 0
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Fig. 8. Retrieval rate comparison using 12.5% training images
Here we also believe that the results can be significantly
improved if we use more images for training. Fig. 9 shows the
comparison with 25% training images. This shows we can
almost get over 90% precision by using the idea presented in
this paper.

Fig. 10 and Fig. 11 show the retrieved results of the
proposed SVMBIR system, in which the first image is the
query image. In Fig. 10, the query image is a texture image,
while in Fig. 11 the query is a color image. We can see from
these figures that the proposed system is very efficient as set
of images with same conception can be retrieved, which is
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more similar to the human visual system.

Fig. 10. Retrieved results of SVMBIR system for “Query” image

11 2
Fig. 11. Retrieved results of SVMBIR system for “Query” image

VII. CONCLUSION

In this paper, we presented a novel dual tree complex
wavelet transform and support vector machine based image
retrieval system. Proposed system is based on the observation
that the images users need are often similar to a set of images
with the same conception instead of one query image and the
assumption that there is a nonlinear relationship between
different features. In addition, we have shown how a
correlation based distance measure can be used to enhance the
retrieval accuracy. Finally, we compare the performance of
the proposed system with other image retrieval system.
Experimental results show that it is more effective and
efficient to retrieve visually similar images having non-linear
relationship among their feature vectors.
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Feature Level Fusion of Night Vision Images Based
on K-Means Clustering Algorithm
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Abstract: A region based visual and thermal image fusion technique
based on k-means clustering algorithm is presented in this paper.
This novel region fusion method segments regions of interest from
thermal image using k-means clustering algorithm. Later on, these
regions of interests are fused with visible image in DWFT domain. A
prominent feature of our proposed technique is its near-real-time
computation. Objective comparison of the scheme proposed in this
paper has been done with other well known techniques.
Experimental results and conclusion outlined in this paper will
explain how well the proposed algorithm performs.

Keywords: Image fusion, discrete wavelet frame transform
(DWET), k-means clustering, Discrete wavelet transform (DWT),
Mutual Information (MI).

1. INTRODUCTION

For past many years, there has been an increasing interest of
researchers in the area of thermal and visual image fusion,
because of its applications in both civilian and military projects.
The motivation behind this increasing interest is to get better
situation assessment; which can never be obtained from the data
acquired from a single sensor, either infra-red or visual.

Due to immense advances in sensor technology, the
requirement to monitor our surrounding has been greatly
increased. In various military and civilian applications, we need
to fuse thermal and visible images into a single image because
information from single source is not sufficient to provide a clear
perception of the real world. In military applications, for
example, night vision sensors are normally used for helicopter
navigation and driving. Thermal sensors provide clues on the
terrain and surrounding environment by sensing emitted infra-red
radiation. These features can be as subtle as the cooling hand and
footprints left by a person who has recently passed through the
area [2].Visible image on the other hand provides information
based on the reflected light. If we, in some way, combine images
from both sensors, into a single image in real time, it could be
used in helmet mounted display for soldiers and fire fighters, or
on a penal mounted in a vehicle, which enable the driver to drive
with a clear view even in bad weather conditions. In recent years,
many researchers have taken keen interest in the use of thermal
and visible images to detect mines [3], mapping and scene
understanding [4] for military defence applications. Other
civilian application areas of image fusion include medical
imaging, search and rescue operation, police surveillance and fire
fighting [2].

Image fusion is generally performed at three different levels of
information representation; these are pixel level, feature level and
decision level [5]. Fusing images at pixel level means to perform
integration at a level where the pixels are least processed. Each
pixel in the fused image is calculated from pixels in the source

images by for-example averaging. Fusion at feature level first
requires extraction of features from the source images (through
e.g. segmentation); fusion then takes place based on features that
match some selection criteria. At symbol level/decision level, the
output from the initial object detection and classification using
source images is then fed into the fusion algorithm. Every image
fusion algorithm is performed at one of these three levels or some
combination thereof. Algorithm proposed in this paper is based
on feature level fusion, images we tend to fuse are segmented
into regions and fused image is captured from the integration of
required segments from both the images.

Looking in the literature, we find image fusion techniques
which vary from simple pixel averaging to complex methods
involving principal component analysis (PCA) [6], pyramid
based image fusion [7] and wavelet transform (WT) fusion [8].
All these methods mainly fuse images on pixel level, which
results in reduction of contrast and addition of artifacts. We fuse
image to accelerate or improve the fusion post-processing tasks
like object detection or target recognition. Region fusion helps
detection of objects or regions of interest with improved
confidence. Piella [9] and Zhang et al. [10] proposed region
fusion algorithms in which they integrate images with the help of
regions of interest.

In this paper a novel image region fusion algorithm is proposed
in which images are transformed using DWFT and images are
fused after regions from k-means clustering algorithm are
acquired.

The subsequent sections of this paper are organized as follows.
Section 2 explains the components of the proposed algorithm.
Section 3 explains the method with the help of algorithm and
flowchart. Section 4 explains Mutual Information (MI), an
objective image fusion quality evaluation measure followed by
experimental results and conclusion.

2. INGREDIENTS OF PROPOSED SCHEME

The key constituents of our scheme are discrete wavelet frame
and k-means clustering. Below we have discussed some of the
prospects regarding these techniques.

A. Why DWFT?

The lack of translation invariance together with rotation
invariance is the key drawback of DWT in feature extraction.
Due to shift variance the fusion methods using DWT lead to
unstable and flickering results. This can be overcome with
DWFT by calculating and retaining wavelet coefficients at every
possible translation of convolution filters or in other words the
redundant transforms. More detail can be found in MATLAB
wavelet toolbox, where it is called Stationary Wavelet Transform
(SWT).

B. k-mean clustering
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K-means is a technique for clustering which partitions a group
of n data items into k groups and finds a cluster center in each
group such that a cost function is minimized [11]. This algorithm
is used for clustering because of its stability and extensibility. It’s
a heuristic approach of clustering under unsupervised
environment.

3. PROPOSED IMAGE FUSION SCHEME

It is important to know for the readers that the set of images
used in this algorithm are registered images. With registration
we find correspondence between images. It is necessary because
only after it is ensured that spatial correspondence (information
from different sensors can be guaranteed to come from identical
points on inspected object) is established, fusion makes sense.
For image registration, normally two approaches are used. They
are global [15] and local [16] motion estimation. More detail on
image registration can be found in [12], [13].

A. Algorithm

1. Take DWFT of both visual and thermal image resulting
into their 1 approximation and 3 detail sub-bands. The
decomposition level in this case has been set to 1. This
is because; this decomposition level gives optimum
results.

2. Segment the thermal image into important and sub-

important regions using k-means clustering algorithm,
resulting into a clustered image where zero represents
the unimportant region and one represents important
region.
If we visually analyze the thermal image, it contains
grey levels either belonging to upper range of grey
levels (e.g. greater then 200) or belonging to lower
medium range of grey levels (e.g. less than 140).
Exploiting this fact, if we segment these grey levels into
two parts (i.e. important and sub-important regions), we
can extract significant important details from thermal
image which can be further used for fusion.

3. Compute the fused coefficient map using the following
relation.

F@,j)=q " e
Vi, ))—iCG,j)=0
here F'(i, ) (fused DWFT coefficients) is equated to
T(i,j) (Thermal image DWFT coefficients) if
Clustered image (C(i,j)) is 1 at index i, j and

M

similarly F'(7, j)is equated to V(7, j) (visual image
DWFT coefficients) when C(i, j) is 0.

4. Take the inverse discrete wavelet frame transform
(IDWFT) of the fused coefticient map and get the fused
image.

B. Flowchart

The general framework of the proposed algorithm can be shown
with the help of flowchart. Algorithmic steps performed at each
major step of algorithm are shown in mathematical form in Fig.1.

4. MUTUAL INFORMATION
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Fig. 1. Flowchart of the proposed scheme

Mutual Information [1] has been used as a objective image
fusion quality evaluation measure. Mutual Information of X and
Y is the amount of information gained about X when Y is learned
and vice versa. It is observed to be zero in case X and Y are
independent. Mutual Information between two source images and
the fused image is defined as follows.

Pra(fsa)

1 »d) = r(fia)log, ————
ra(f>a) ;P (f,a)log 2, (f)p (@) (2)

I (f,0) = s (f,0)1 ZM
(f.b) ;p (f,b)log PRGYXD) 3)

In equation 2 and 3 p,,(f,a) and p.,(f,b) are the joint

histograms of fused image and image A and fused image and
image B. The mutual information is thus calculated as:-

AB
ML =1,,(f,a)+1(f,0) “
The more the value of MI the better is the quality.

5.  RESULTS AND DISCUSSIONS

Three existing image fusion schemes are used for comparative
analysis of our proposed scheme. These schemes are.
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A. DWT based image fusion

In this method, images are first decomposed using DWT.
Approximation and detail sub-bands are fused by choosing
maximum wavelet coefficients from both the DWT coefficients
of source images. Fused image is acquired by applying Inverse
DWT [5].

B. aDWT based image fusion

An advanced wavelet transform (aDWT) method that
incorporates principal components analysis and morphological
processing into a regular DWT fusion algorithm. [6].

C. Image region fusion using fuzzy logic

In this method images are first segmented into three regions
(Important, sub-important and background) using k-means
clustering algorithm. These regions are then fused using fuzzy
inference system [7].

In all these schemes images are decomposed to 1st level and
wavelet named ‘dbl’ is being used. This fusion algorithm is done
using MATLAB.

A set of 32 UN camp visual and infra-red registered images
with 256 grey levels is tested on proposed scheme and the
schemes mentioned above. The results obtained from these tests
are shown in the graph (Figure 3).

D. Computational Time

As mentioned in the abstract that the elapsed computational
time of our proposed scheme is very less as compared to other
known techniques which can also be verified by the following
graph in fig. 2.

Comparison of Computational Time
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Fig. 2. Graph showing the Computational Time of proposed scheme in
comparison with the computation time of other known techniques. Clearly, the
proposed scheme performs quite better.

Two sample images have been taken for subjective/ visual
comparative evaluation of the proposed and existing schemes.
Fig. 4 and 5 are there for subjective evaluation of proposed
scheme with other techniques.

6. CONCLUSION
An image fusion algorithm, based on k-means clustering and
DWEFT is presented in this paper. With experimental results and
discussion we conclude that proposed algorithm outperforms
existing fusion schemes as far as the quality of fused image is
concerned and in computational time too; as this scheme fuse
images in near-real time.

Mutual Information

T

13 5 7 9 11131517 1921 23 25 27 29 31

Image Pairs

—o— ADWT —=— DWT —aA— k-means proposed scheme

Fig. 3. Graph showing the temporal comparison of value of Mutual
Information of proposed scheme with other known techniques. Again, it is
evident that the proposed scheme performs far better than other given
techniques.

Future work includes extending our algorithm for concealed
weapon detection. In this case, thermal image provides
information regarding the concealed weapon. So, all we have to
do is, extract the concealed weapon information from thermal
image, refine it to extract the regions of interest and then fuse it
with visible image.
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Chaotic Fractals with Multivalued Logic in
Cellular Automata

Amal K. Ghosh
Electronics Test and Development Centre,
West Bengal
4/2 B.T. Road, Kolkata-
700 056, India.

Abstract: This report deals with the application of multi-valued
logic in cellular automata. A four valued logic system with dibit
representation has been considered in this case. The general
properties and their relations to build such logical systems are
also investigated and the question of implementation of this
logical system in cellular automata environment has also been
studied. It is shown, that chaotic fractals i.e, fractals as function
of initial conditions are formed in such cases. It is interesting to
note also that fractals so formed are multifractals and thus may
have applications in analyzing natural fractal formation.

Subject. terms: Multivalued Logic, Cellular Automata, Fractals.

1. Introduction

Two valued logic includes those logical systems,
which are based on the hypothesis of two valued
propositions. This two valued conception of logic is
expressed, for instance, by constructing the propositional
calculus in such a way that all tautologies of the two-valued
algebra of propositions are derivable in it, so that it is
deductively complete with respect to the two-valued algebra
of proposition. By many —valued logical systems we mean
many-valued constructions in the logic of proposition and
predicates. It includes along with construction of such logical
systems, the investigation of their properties and relations [,
Historically, the first many-valued propositional logic is the
system constructed by Lukasiewicz.

Starting with the analysis of modal propositions,
Lukasiewicz came to the conclusion that two-valued logic is
insufficient for the description of the mutual relations and
properties of these propositions that we need here a logic in
which, besides the classical truth values ‘true’ and ‘false’,
there is a third value ‘possible’, ‘neutral’(a neutral
intermediate value). Later Lukasiewicz ' revised his point of
view on modal logic and applied instead of a three valued
logic, a four valued one in which the laws of two-valued
proposition logic remain valid. In the present report we have
has shown its importance in application to cellular automata.
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Cellular automata are mathematical idealization of
physical systems in which space and time are discrete, and
physical quantities take on finite set of discrete values. A
cellular automation consists of a regular uniform lattice (or
‘array’), usually infinite in extent, with a discrete variable at
each site (cell). The state of a cellular automation is
completely specified by the variables at each site. A cellular
automation evolves in discrete time steps, with the value of the
variable at one site being affected by the variables at sites in
its ‘neighborhood” on the previous time step!. The
‘neighborhood’ of a site is typically taken to be the site itself
and all immediately adjacent sites.

The variables at each site update synchronously based
on the values of the variables in their neighborhood at the
preceding time step and according to a definite set of ‘local
rules’. The development of structure and pattern in biological
systems often appears to be governed by very simple local
rules and thus may be described by cellular automation
model™. Any physical system satisfying differential equation
may be approximated as a cellular automation by introducing
fine differences and discrete variables. Multivalued logic may
play an important role in solving such differential equations.
In the present report the different possibilities of such
applications of multivalued logic has been discussed.

In the past few years some work has also been initiated
in the field of optoelectronic cellular automata for massive
parallel processing tasks in relation to parallel computing '
as well as for parallel processor for vision tasks ). Optics has
advantages over electronics not only in parallel processing but
also in four- bit representation. As in this case along with
presence or absence of light the nature of the polarization state
of the light beam may be an additional parameter for
representing such states.

2. Multivalued Logic

2.1 Galois field of the form GF2™)
The field of integers modulo a prime number is, of course,
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the most familiar example of a finite field, but many of its
properties extend to arbitrary finite fields. Let F be a field . A
subset p of that is itself a field under the operations of F will
be called a sub field of F and F is called an extension (field) of
p. If p#F, it is said that p is a proper subfield of F. If Fisa
finite field such that F has p™ elements, where prime p is the
characteristic of F and m is the degree of F over its prime
subfield then the finite (Galois) field GF(p™ ) , which has p™
elements, supports basic arithmetic operations under the
closure condition. For quaternary logic i.e, with four states,
Galoi’s field may be represented as GF(2%).

However, the data representation in such cases is
important. The elements of GF(p®™) can be represented using
the integers from 0 to p-1, where p is at least two but GF( 2™),
the extended field can not be represented by integers alone in a
straight forward way. The main conventions for representing
elements of GF(p™) are the exponential format and the
polynomial format. Here we present a method for constructing
the Galoi’s field of 2™ elements (m>1) from the binary field
GF(2), (m>1) from the binary field GF(2). The basis of this
representation is if all y; € GF(2) for 0 < i <m-1, are
linearly independent, over the set I' = { vo vi, Y2, Y5, Ym-1
}form a basis of GF(2™) can be expressed as o = X a; v; ,
where a; € GF(2). The term a; is represented as the i co-
ordinate of a with respect to basis I' .

Starting with two elements, 0 and 1 from GF(2) and a
new symbol o representation of the Galois field for GF(2™)
may be made so that we have the following set of elements on
which a multiplication operation “.” is defined :

F={0,1,0,0a%........ o, }
the element 1is o [°.

Next we put a condition on element o so that the set F
contains only 2" elements and is closed under the
multiplication “.” Let p(x) be a primitive polynomial of degree
m over GF(2). We assume that P(a) =0. Since p(x) divides
2"—=1 ., we have

szfl F1 =q)PR)  eeerreeeeeeen (3)
If we replace x by a, we obtain
azm -1 +1=q(a) pa) oovvviiieiid (4)

Since, p(cr) =0, we have
271 <

Adding 1 to both sides (using modulo 2 addition), we
obtain

a2m71 =1

So, under this condition that p(a)=0, the set F become
finite and contains the following elements:

F*=1{0,1, o, o%......... ,a2™ -2}

The non-zero elements of F* are closed under the
multiplication operation defined by (1). Let i and j be two
integers such that, 0 <i, j<2™!. If i+j<2™' then

a.ad=a",
which is obviously a non-zero element in F. If i+j >2™",
We can express
i+j=Q2™1)+r, where 0< r<2™.
Then of. od=ai" =, 2" +r = 2" a" =l.a" = af

which is also a non-zero element in F*. Hence, it can be
concluded that the non-zero elements are closed under the

@

multiplication “.” .

Also we see that for 0<i<2 ™', 2™—i—1 is the inverse
of o' since

20T = oMy =

Hence, { 1, o, o.......... 2" 2}
distinct elements.

represent 2™ —1

Next we define an additive operation + on F* so that F*
forms a commutative group under “+”. For 0< i< 2 ™-1 we
divide the polynomial x ' by p(x) and obtain the following

X'= g(p(x) + Qi(x)

where q;(x) and Q;(x) are the quotient and the remainder
respectively. The remainder Q;(x) is obviously a polynomial
of degree m-1 or less over GF(2) and is of the form

Qi(x) = Qio + Qux + QuX” +.oe. Qi max ™ @)

Since x and p(x) are relatively prime i.e., they do not have
any common factor except 1, x' is not divisible by p(x). Thus
elements in the GFQ2™) are { 0, 1, o, o2,......... 2 -2}
where o is the root of m degree primitive polynomial.

Ifm=2 then 2"-2=2.

Hence {0,1, a, az} ={0,1, 0, atl } are the elements in
quadruple logic of 2* states.

Thus elements of GF(2* ) are

Ordered pairs
0=0 +0.0 00
1= 0o + 1 01
a= o + 1.0 10
o =a +1 11

Ordered pairs represent the elements and the states
{0,1,2,3} are represented by dibit as {00, 01, 10, 11}
respectively.

2.2 Truth Tables based on dibit representation
The basic logical operations with dibit representation as
mentioned in the Sec.2.1 may be expressed in the following
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fashion. In the present system the normal logical gates e.g.,
OR, AND, NOT or X-OR may be represented bit wise. The
truth table for these conventional bit wise logic gates are
represented in Table — 1.

N 00 01 10 11 N0 00 01 10 11

00| 00 01 10 11 00| 00 00 00 00

o1l o1 o1 11 11 o1 00 01 00 o1

1010 11 10 11 10 {00 00 10 10

il 111 1mfoo o1 10 11
(a) (b)

Al A B\S 00 01 10 11

00| 11 0000 01 10 11

01| 10 01|01 00 11 10

10| o1 1010 11 00 o0l

11|00 1|11 10 o1 00
(¢) (d)

Table-I: Truth tables for (a) OR, (b) AND, (c) NOT and (d) XOR using
bitwise Logic.

At this point it is interesting to note that the addition and
multiplication are not simple bit-wise XOR and AND
operations, these operations are performed in bit serial
fashion. This is apparent from the truth table given in Table-I.
In binary system the XOR gate is also the modulo-2 gate and
thus gives the addition which is not true in case of dibit logic
gates based on binary logic for each bit as in such cases, XOR
operation is not the modulo-4 gate. Similarly, AND gate
defined in Table-I does not represent either the multiplication
logic or generates the carry bit. Then four-valued logic system
calls for a more number of gates and the mathematical
equations are to be developed using bit serial fashion. The
most important mathematical gates i.e., the addition gate and
the multiplication gates may be defined in the following
fashion.

For addition gate, if
aja; T byb =¢j¢
then ¢; = a; XOR b
and c¢; = (a AND b;) XOR (a; XOR b;)
where “+” stands for addition.
Similarly, the multiplication gate
aja; . bjb; =djd;
then d;i = a; AND b;
and d; = (a; AND b)) XOR (a; ANDb;)

The corresponding truth tables for the addition and
multiplication are given in Tables II(a) and II(b) respectively.

a3 aa
b; b; 00 01 10 11 b; by 00 01 10 11
00 00 O 10 11 00 [ 00 00 00 00
01101 10 11 00 01| 00 01 10 11
1010 11 00 O1 10100 10 00 10
1111 00 01 10 111 00 11 10 01
(a) (b)

Table-1I: Truth tables for (a) Addition and (b) Multiplication.

Thus the logical and mathematical operations over GF(2™)
field can be subdivided in different classes. Some operations
are bit-wise but for others it is in bit serial fashion or in which
some information are carried over from the results of earlier
bit.

3. Application of digital logic to cellular automata

As mentioned earlier, cellular automata are mathematical
idealization of physical systems in which space and time are
discrete, and physical quantities take on a finite set of discrete
values. Wolfram™! presented a detailed analysis of elementary
cellular automata consisting of a sequence of sites with value
0 or 1 on a line, with each site evolving deterministically in
discrete time steps according to definite rules involving the
values of the nearest neighbors. He has also shown that an
eight-bit number describes the local rules for a one
dimensional neighborhood-three cellular automation. Hence,
there are 2° = 256 possible distinct automation rules in one
dimension. Wolfram also showed that of these only 32 rules
may be considered to be legal.

If now one finds the evolution of all 32 possible legal
cellular automata from an initial configuration containing a
single site with value 1, it is interesting to note that only nine
rules show some kind of fractal formulation i.e, a particular
configuration repeats itself. The polynomial rules for said
rules are

(1) Sp1Sa® SiSpi1 @ Sp @Sy rule no.18
(2) Sp1S0 Sps1 @ Spt @ S, @D Syig rule no.22
(3) SpiSu1 @S, B S, @ S, rule no.54
(4) S, @ Sy rule no.90

(5) Su1Sh ® SuSui1 @ Spt Suit ® Syt ® Sy ® Syt rule 10.126

(6) Si1Sh Spe1®@S01S, @ S, Sps1 @ S ® Sy rule no. 146
NS @S, ® Sisy rule no.150
(8) Si1SnSui1 @ SniSui1 @ Sp1® S, @ Sy rule no.182
(9) SiSis1 @ Si1 @ Sy rule no.210

Sh-1,Sn and S, are the values of left number, the number
under consideration and its right number and @ stands for Ex-
OR operation. No fractal formation is taking place using other
possible rules. These cellular automation rules exhibit the
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important simplifying feature of “additive superposition” or
additivity. Evolution according to such rules satisfies the
superposition principle.

S=a,®t, &S, =t,Du,

The additive principle of nine rules mentioned above
combine values at different sites by addition modulo 2. Thus it
is evident that modulo-2 operation or Ex-OR logic play an
important role in cellular automata.

4. Application of four-valued logic to cellular automata
rules

The multivalued GF(2?) cellular automata can be viewed
as an extension of GF(2) CA discussed in earlier section. It
consists of an array of cells, spatially interconnected in a
regular manner, each cell is capable of storing an element of
GF(2™). In effect each GF(2%) CA cell has the capability to
store 0,1, 2 or 3.

In this paper we will discuss the basic three neighbor
rules same as that used in binary system. However, the rules
may be divided in two classes, one in which bit wise operation
is made and in other groups when the logic operation is made
in bit serial fashion.

In case of bit wise logic it is evident that only in nine
rules as in case of binary system show fractal formation.
However, it is to be noted that each neighbouring state i.e, S
might have different values depending upon the Gray levels,
in the present case which is four. It is also verified that in such
cases exclusively the nine rules, which lead to fractal
formation in binary system, are giving rise to fractal
formation. The rule representing are equivalent form of the
rule 90 in binary logic defined as

Sn (t+1): Sn—l(t) ® SnH(t)

where @ stands for XOR operation.

The evolution process based on XOR with different
values at the initial states are shown in Figs..1(a to c). It is
interesting to note that the nature of the fractals in all cases are
same only the value at each site is higher or lower according
to the initial state. This is expected and will be evident as X-
OR is inferred as a linear gate. As this operation is linear,
hence evolution process based on Ex-OR logic should not
depend on the initial state. At this point we recall that addition
logic rules give rise to fractal formation in binary logic,
however, XOR operations are not the addition logic in
multivalued system. So we use an equivalent addition rule in
multivalued system as

Sa (tH1)= S (1) + Sper(D)
- where ‘+’ stands for additive logic.

Fig.1(a): Evolution of Cellular automata using bitwise Ex-OR equivalent to
Rule 90 for the initial state 01 — 1

2 2 2
2222 2.2 22

Fig. 1(b): Evolution of Cellular automata using bitwise Ex-OR equivalent to
Rule 90 for the initial state 10 — 2

3333333 33 3 333333
3

3 3 3 3
3333 333 3

Fig. 1(c): Evolution of Cellular automata using bitwise Ex-OR equivalent to
Rule 90 for the initial state 11 — 3

Here also, it is interesting to note that the nine rules
mentioned earlier replacing XOR logic with additive logic,
give rise to fractal formation. The evolution process based on
this logic rule with different initial states are given in Figs. 2
(atoc).
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12 1
13 3 1
1 2 1
112 2 1 1
123 321
1313 3 1 31
1 2 1
11 2 2 11
P21 2 2 12 1
133122 2 2 1331
1 3 32 1
112233 332 21 1
123 123 3.2 1 321
1313131 3 3 1313 1 31
1 2 1
11 2 2 11
121 2 2 121
13 31 22 2 2 13 3 1

Fig.2 (a): Evolution of Cellular automata using addition modulo 4 logic
equivalent to Rule 90 for the initial state 01 — 1

2 2 2 2
2 2 2
2222 2 222
2 2
22 22 2 2 2 2
2 2 2 2 2 2 2 2
2222222 222222222
22 2 2
2 2 2 2
2222 222 2

Fig.2 (b): Evolution of Cellular automata using addition modulo 4 logic
equivalent to Rule 90  for the initial state 10 — 2 .

3 2 1 1 3
332211 112233
321 21 123 1
31313131 13131313
3 2 3
33 22 33
323 2 2 323
3113 2222 3113

Fig.2 (c): Evolution of Cellular automata using addition modulo 4 logic
equivalent to Rule 90 for the initial state 11 — 3.

It is interesting to note that the nature of the fractal forms
becomes a function of initial condition. The multivalued logic
opens the horizon of non-linear equation simulation and
fractal formation. The similar results with a rule equivalent to
Rule 150 of binary system are also shown in figure 3(a to c)
for XOR and figure 4(a to c) for additive gates with different
initial states using the following rules

Sn (H—l): Snfl(t) ® Sn(t) ® Sn+l(t)
and S, (t+1)=Spi(t) + Su() + Spn(h)

3 (a): Evolution of Cellular automata using bitwise Ex-OR equivalent to
Rule 150 for the initial state 01 — 1

2
222
2 2 2
22 2 22
2 2 2
222 222 222
2 2 2 2 2
22 22 222 22 22
2 2 2
222 222 222
2 2 2 2 2 2 2 2 2
22 2 22 22 2 22 22 2 22
2 2 2 2 2
222 222 222 222 222
2 2 2 2 2 2 2 2 2 2 2
22 22 22 22 22 2 22 22 22 22 22

3 (b): Evolution of Cellular automata using bitwise Ex-OR equivalent to Rule
150 for the initial state 10 -2

3
333
3 3 3
33 3 33
3 3 3
333 333 333
303 3 3 3
33 33 333 33 33
3 3 3
333 333 333
3 3 3 3 3 3 3 3
33 3 33 33 3 33 33 3 33
3 3 3 3 3
333 333 333 333 333
33 3 3 3 3 3 33 33
33 33 33 33 33 3 33 33 33 33 33

3 (c): Evolution of Cellular automata using bitwise Ex-OR equivalent to Rule
150 for the initial state 11 — 3.

1
111
12321
1323231
12 3 2 1
11321312311
1212221222121
13 112111211 31
1 2 3 2 1
Irr1r 222 333 222 111
12323 2 12121 2 32321
1323 11233 1 33211 3231
P21 2 2 2 1 2 2 2 1 21
11323132 2 23132 2 23132311
1212 2321 2 12321 2 1232 2121
13 13 1323323323233233231 31 31

Fig. 4 (a): Evolution of Cellular automata using addition modulo 4 logic
equivalent to Rule 150 for the initial state 01 — 1.
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2
222
2 2 2
22 2 22
2 2 2
222 222 222
2 2 2 2 2
22 22 222 22 22
2 2 2
222 222 222
2 2 2 2 2 2 2 2 2
22 2 22 22 2 22 22 2 22
2 2 2 2 2
222 222 222 222 222
2 2 2 2 2 2 2 2 2 2 2
22 22 22 22 22 2 22 22 22 22 22

Fig. 4 (b): Evolution of Cellular automata using addition modulo 4 logic
equivalent to Rule 150 for the initial state 10 — 2

3
333
32123
3121213
32 1 2 3
33123132133
3232223222323
31 332333233 13
3 2 1 2 3
333 222 111 222 333
32121 2 32323 2 12123
3121 33211 3 11233 1213
3 2 3 2 2 2 3 2 2 2 3 23
33121312 2 21312 2 21312133
3232 2123 2 32123 2 3212 2323
31 31 3121121121211211213 13 13

Fig.4 (c): Evolution of Cellular automata using addition modulo 4 logic
equivalent to Rule 150 for the initial state 11 — 3

It shows that in binary field the additive logic is
responsible for the fractal formation, whereas in multivalued
extended field the additive logic gives chaotic fractals. A close
look to these fractals will reveal that they are multifractals,
one important aspect of such studies is that the natural fractals
are also multifractals "%, hence fractal geometry using
multivalued logic may play an important role in natural fractal
studies.

4. Conclusion

Over the last two decade, physicist, biologist,
astronomers and economists have created a new way of
understanding the growth complexity in nature. One of the
reason behind such idea is that the structural determinism and
apparently accidental development are not mutually exclusive,
but rather their co-existence is more the rule in nature. It has
been seen that the development of a process over a period of
time and the structural process of such developments may be
explained in many cases using chaos theory and fractal
geometry. At this point, additive digital logic in cellular
automata environment has potential application possibilities in
different scientific fields. A good review of such applications
is given in reference !'*!.

The use of multivalued logic in digital logic architecture
will extend such application possibilities to more involved
problems through chaotic fractals. The application of variable
dimensional Galois fields in computational architecture was
discussed by Hasan and Ebledaei ", Hasan and Warsal )
have also suggested design of a possible instruction set
architecture for different cryptographic applications. This may
be considered as a new emergent field with application to not

only in analyzing the natural structures encountered in biology
but also in future architecture of computer, communication
and image processing.

In optics, two orthogonal states of polarization as well
as that of absence and presence of light may express the binary
states. Using both the properties at a time we can generate
four-state logic system using dibit representation. In the two
previous papers !'"'? Basuray and others have used such
representation to trinary logic systems. In this report the logic
used has been extended to incorporate quadruple logic
systems.
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Abstract-The main focus of this paper is to define the
operational semantics for the message passing strategy called
Asynchronous Message Passing System (AMPS) used in the
distributed programming language, LIPS (Language for
Implementing Parallel/distributed Systems). AMPS is a point-to-
point message passing system that does not use any message
buffers. It is based on simple architecture and interfaces. In
order to adequately provide implementation information for the
message passing strategy, we have defined the operational
semantics and the codes needed for the abstract machine of LIPS.
Keywords: Operational semantics, Asynchronous Message Passing,
point-to-point message passing, abstract machine.

1. INTRODUCTION

Operational semantics describes the executional behaviour
of a programming language and gives a computational model
for the programmers to refer to. This paper presents the
operational semantics that models the asynchronous message
passing behaviour of LIPS, a Language for Implementing
Parallel/distributed Systems [1].

LIPS has the following properties:

e Communication by assignment

e  Separation of communication from computation

o A data flow nature coupled with asynchronous message
passing.

e  Portability
A program is made up of processing nodes (processes)
which are linked by unidirectional data channels that
carry messages between cooperating nodes.

The detailed explanation of LIPS can be found in [1].

A LIPS program consists of a network of nodes described
by a network definition and node definitions. A network
definition describes the topology of the program by naming
each node (representing a process) and its relationships (in
terms of input and output data) to other nodes in the system. A
node consists of one or more guarded processes which
perform computations using the data that arrive as input and
produces output that are sent to other relevant nodes. We
formally specify the message passing between the various
nodes in LIPS using the Specification of Asynchronous
Communication System (SACS) [2], a synchronous variant of
Synchronous Calculus of Communicating System (SCCS) [3]
(network definition in a LIPS program). The design techniques
of SACS allow the programmer to develop programs that are
virtually free of livelock and deadlock conditions.
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The main focus of this paper is to define the operational
semantics for the message passing strategy called
Asynchronous Message Passing System (AMPS) [4] used in
LIPS. AMPS is a point-to-point message passing system that
does not use any message buffers and is based on a simple
architecture and interfaces.

The operational semantics of LIPS is described using an
evaluation relation (P, s) U (P”, s”), where a
program expression, P in state s is evaluated to P’ with a
change of state to s’. The particular style of operational
semantics and the abstract machine we have adopted was
inspired by Crole [5]. This style uses an evaluation relation to
describe the operational semantics by showing how an
expression evaluates to a result to yield a change of state and a
compiled Code Stack State (CSS) machine for an imperative
toy language called IMP.

We have defined the abstract machine for LIPS called
LIPS Abstract Machine (LAM) that executes instructions
using re-write rules. A re-write rule breaks the execution step
into number of sub-steps and transform the given expression P

into a final value V (P J° V) as follows:
Ph P P ...V

In order to define the AMPS using the LAM, we need a few
preliminary definitions. The LAM consists of rules for
transforming the LAM configurations. Each configuration in
the LAM is a triplet, (C,S,s) where

e C is the Code to be executed

e S is a Stack which can contain a list of integers, real
numbers, Booleans, characters, or strings

® s is a state which is the same as that defined in the LIPS
operational semantics.

The remainder of this paper is structured as follows:
Section II describes AMPS, the architecture of the virtual
message passing system which has been developed to pass
messages asynchronously without message buffers. Section 111
describes the operational semantics and the codes needed for
the AMPS. Section IV concludes the discussion.

II. THE AMPS OF Lips

The Asynchronous Message Passing System (AMPS) of
LIPS has been developed in order to achieve asynchronous
message passing effectively across different platforms without
any message buffers. AMPS consists of a very simple Data
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Structure (DS) and a Driver Matrix (DM). The LIPS compiler
automatically generates the DS, DM and required AMPS
interface codes. With network topology and the guarded
processes, it is easy to identify the variables participating in
the message passing. This section first describes the DS and
the DM and then goes on to describe how AMPS transfers
data to and from the nodes using simple interfaces.

A. The Data Structure (DS) OfAMPS

The Data Structure is a doubly linked list where all the
nodes in the network including the host node are linked to the
other nodes. Each node has the following six components:

1. A node number (NodeNum — an integer) — a unique
number is assigned to each node.

2. Name of the function it is executing (name — a symbolic
name)

3. A pointer to the next node in the system

4. Further two pointers:

i. A pointer to a list of input channel variables

associated with that node.

ii. A pointer to a list of output channel variables
associated with that node.

5. Input channel variable — each input channel variable
consists of a data field giving the channel number (vnum

— an integer) and two pointers, one pointing to the next

channel variable in the list and the other points to a record

with the following fields

i.  Channel name (varl-symbolic name). This is used
for debugging purposes.

ii. Currency of the data present — old data (status = 0) or
new data (status = 1). Only data with status = 1 is
passed on to a node for processing.

iii. Value of the data. (value — actual value of specified
ype)

6. Output channel variable - each output channel variable
consists of a data field giving the channel number (vhum

— an integer) and two pointers, one pointing to the next

channel variable in the list and the other points to a record

with the following fields:

i.  Channel name (varl-symbolic name)

ii. The number of nodes that are to receive the data
(counter — 0..n), which will be decremented as a
copy of the data is transferred to a destination node.
New data is only accepted (written) when this
counter is 0.

iii. Value of the data. (value — actual value of specified

ope).
B. The Driver Matrix (DM) of AMPS

The DM facilitates the distribution of messages and
contains the details of the channel variables in the network
which are as follows:

i.  The channel number, vinum (Integer),

ii. The node number (Integer) from where the channel
variable originates (Source node),

iii. The data type of each channel variable (Integer value — 0
to 8) and

iv. The nodes where they are sent as input, the destination
nodes (either 1 or 0 in the appropriate column). A ‘1’ in a
column indicates that the corresponding destination
receives a copy of the input and a ‘0’ otherwise.

All the values in the matrix are integers. The integer values
given to the source nodes and destination nodes are same as
the node numbers used in the DS.

C. The Operation of AMPS

When a node outputs a message, a message packet in
the following format is generated.

Src_Node_Number ‘Vnum ‘Type ‘data‘

Message packet — 1 sent from a node

Once a piece of data is ready, the process in the source node
makes the following call to AMPS:

Is_ok_to_send(Src_node_number, vnum)

When this call is received, the AMPS checks the DS to
see if the output channel of the node has its copy value set to
zero. If it is set to zero, it returns a value 1 else a 0. If the
value received is 0, the sending process waits in a loop until a
1 is received. When a value 1 is received, the sender node
sends the message in a packet using the following call.

Send(src_node_number, vnum, type, data)

On the receipt of this packet, the AMPS checks the DS to see
whether the vnum and the type are correct, stores the data in
the appropriate field. The copy counter is set to the number of
nodes that are to receive the data by consulting the DM. The
Send function returns a 1 to indicate success else a 0 to
indicate a failure.

After storing the data, the AMPS consults the DM,
distributes the data to other DS nodes and decrements the copy
counter accordingly. Here the data is written to the input
channel variable of a receiving DS node, provided the status
counter of that input channel variable is 0 (that is, the channel
is free to receive new data). Once the data is received the
status is set to 1. If any of the DS destination nodes were
unable to receive the new data, AMPS periodically checks
whether they are free to accept the data.

When a guard in a node requires an input, it makes the
following call to the AMPS:

Is_input_available(Rec_node_number, vnum)

The AMPS checks the appropriate DS node and the channel
variable number, vnum. If the status is 1, the function returns
a “17 to tell the caller that data is available, else it returns a 0.
In the event of a “0” return, the DM is consulted to find the
source. If the data is available, the system transfers a copy to
the input channel of the waiting DS node and waits for the
corresponding  process to make another «call of
Is_input_available function.

If the receiving call gets a “17 in return, then the node
makes a request to AMPS to send the data. The AMPS
extracts the data from the appropriate channel of the DS and
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returns it to the calling process and sets the status to 0. The
data is sent in the following format:

[ Node Number  [Vnum [ Type
Message Packet-2 sent from AMPS
If a 0 is returned to the Is_input_available function,
then the process does other things or repeat similar calls.

| data |

III. OPERATIONAL SEMANTICS FOR THE AMPS

In this section, we describe the operational semantics for
the AMPS by defining the following:
e  Primitives needed for the message passing
e Basic rules for the communication between various

process nodes and

e Evaluation relation for these rules.
We assume that the assignment statement, while-statement,
and if-statement have already been defined.

A. The Primitives of Asynchronous Message Passing and Their
Semantics

LIPS has been extended with certain data types and
functions, in addition to the existing data types and
commands, to handle the communication between processes.

TABLE 1 lists the additional data types of LIPS.

TABLE 1
DATA TYPES FOR AMPS

Name of the type Purpose

channel a means of communication that carries data belonging to

allowed types.

Flag which can be set or reset depending upon the availability
of data type = binary.

node_number | number of the node from where the data is received or to

where the data is sent

Vnum variable number — a unique number is assigned to the
channel variables in the network

type is a unique number assigned to each of the data types in
LIPS integer, 1.. 9

Data the data participating in the message passing which is in

the string form

data_packet |used to pass the message between the nodes and between
the data structure and data matrix. The data packet is an
enumerated data type which is a combination of

(node_number, vnum, type_number, data)

TABLE 1I lists the commands to perform asynchronous
message passing.
TABLE II
COMMANDS FOR ASYNCHRONOUS MESSAGE PASSING

Name of the type Purpose

Sender checks whether
it can send data to the
data structure

checks the
availability of data

Sender send the data
packet

Is_ok_to_send
(Src_node_number, vnum)

Is_input_available
(node_number, vnum)

Receiver

Send(data_packet)

B. Communications Axioms for the Guarded Processes

As described in Section I, a node in a LIPS program is a
collection of guarded processes and a guarded process consists
of a guard and a statement block. A guard is a collection of
channels which holds valid data for the statement block to be
executed. As message passing takes place through these
channels, it is appropriate to define the communication rules
required for them in a guarded process.

A typical node in LIPS has the following structure:

node area (int x[n], int y[m]) -> (int xx, int yy){
intr, s;

[X[0..n1], y[O]] =>{

<statements>  //process body

xx = valt;

[X[n1+1..n], y[1..m]] =>{ :
<statements>

&/y =val2;
}

where area is the name of the node and x[i], y[i] and xx, yy are
input and output channels respectively. When input channels
x[0..n1], and y[0] have new data in them, the corresponding
process is executed and vall is put on the output channel xx.
Now, we go on to define the communication rules required for
the execution of the guarded processes.

Let GP be the set of n number of guarded processes in a
process node where,

GP = {gpi, 9p2, 9ps, > gpbn}
LetG;, Gz, Gz, .., Gpbe the guards corresponding to the
guarded process gp1, 9Pz, 9P3, .., JpPnrespectively.
Let G;j = {chi1, chiz, chis, .., chi}
where chji, chj,, ch;isz, .., chj, be some channels
which are waiting for the data Vi: 1 < 1 < n and m varies
between 0 and p.
Let fch;;, fFchi,, fchiz, .,
corresponding flags associated with them Vi:1 < i

fch;, be the
<n
and m varies between 0 and p.
Flag fch;j will be set to true if data is available in ch;j for
some ¥ whereVil < 1 < nandjwhereVi:l <1 <
m. The code to execute the set of guarded processes in a node
can be given as:
while(true) do{

number = random()* no_of_guards

if(number == guardno)) A (G1){statement_block 1}

else

if(number == guardno,) » (G2){statement_block 2}

else

else

if(number = guard_non) A(Gn){statenent_block n}
}od
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where

e Number - arandom integer which ranges between 1 and
number of guards (no_of guards).

e guard no; - the number assigned to a guard (i
integer where 1 <i<n).

e the statement_block_1 for G; will be executed only
when data is available in the channels. If fchy,,
fchy,, fchyz, .., Fchy, are the flags to the input
channels for G1, then fChll/\fChlzl\ fCh13/\ .../\fchlm
should be true to confirm the availability of data in the
input channels.

e the statement_block_2 for G, will be executed only
when data is available in all the channels. If fchyy,
fchy,, fchys, .., Fchy, are the flags to the input
channels for G;, then fchyyafchn Fehoga . Afchyy,
should be true to confirm the availability of data in the
input channels and so on.

is an

Let P;;5Pias Piss - - -5 Py be the sequence of program
expressions associated with the 1™ guarded processes where
0 <1 <nand0 < k < s for some integer S.

The communication rules needed for the AMPS are stated
below:

(1) The statement for a guarded process gp; is an
alternate construct in the node expression consisting of
n guarded processes. This can be stated as:
if(fch;, A fch;, A fchy; A ... A fch;,)
then Py 5 Pio; Piss - - -5 Pix

whereP;,; Py, 5 Piss - - - 5 Pjcbe the sequence of program
expressions and they will be executed for gp; only when
fchijiafchjafchiza Afchi,  becomes true to
confirm the availability of data in the input channels
chji,chij,, Chi3, ,Chij,forO < i < nand0 < m
< p for some integer P. Whenever a guard needs data, it
will make a call to the data structure to find whether data is
available.

(2) The function to check whether input data is available
can be stated as:

[Is_input_avai lable(node_number, vnum)|

(3) The function to find whether data can be sent or not
can be stated as:

| Is_ok_to_send(Src_node_number, vnum)|

(4) The function for the sender to send the data can be
stated as:

[Send(data_packet)|

The same Send function is to send data to a requested node.

These four rules, based on the working of AMPS form the
major communication rules used in the LIPS language. The
major advantage of this approach is that the user need not be

concerned about the implementation and working of AMPS.

C.  Evaluation Relation for the Communication Axioms

The types in LIPS stated are as follows:

o = int] real | bool | string | char | channel
| flag | node _ number
| vnum | type _ number | data _ packet | cmd

TABLE III lists only the syntactic categories of AMPS of

LIPS.

TABLE 1L
SYNTACTIC CATEGORIES FOR AMPS

Description

Category

Set of channels — positive integer values.

CHANNEL  def {ch,ch,,..., chp}

Set of flags which takes Boolean values.

FLAG  def {fchj,fchy, ..., fchn}

Set of node numbers (node number is a unique
number assigned to a node in a network).

NODE_NUMBER def {finite set
ofintegers }

Finite set of integers (the unique number assigned
to a the channel variables in a network).

VNUM def {finite setofintegers

Finite set of integers — number assigned to each
type of data

TYPE def {,2,3,4,56,7.8,9%

The data in string form

DATA def {data | data e STR}

Data packet

DATA_PACKET def {node _ number, vnum,
type_ nunber, data}

Function call to check for the availability of data

Is_input_aai lable(ade_number; vaum)

Function call to check whether can send data

Is_ok_to_=nd(Src_nale_number,vnum)

Function call to send data

Send(datapacket;

The evaluation relation needed for the communication rules

described are given below:

(1) A channel ch of type CHANNEL will evaluate to a channel
in the same way an integer number gets evaluated to an
integer. The deduction tree for ch is given as below:

(ch, s) I (ch, )

U CHANNEL

The evaluation rules for flags (fch), node number (n), variable
number (n), type (n) and data (data) are similar to the
evaluation relation of a channel given above. They are

expressed as below:

Flag (fch)

Node number (n)

—_—
(fch, s) U (fch, s)

@.s) U (.9

FLAG

U NODE_NUMBER
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Variable number (n) U vNUM

@, s) ! (n,s)

Type number (n) U TYPE_NUMBER

@, s) U (n,s)

Data (str) U DATA

(str, s) U (str, s)
(2) Is_input_available - returns a 1 or 0.
Function returning a 1:

A B

U IS_INPUT_AVAILABLE;
(Is_input_available,s)) U @ sp)

A is (Is_input_available,sp) U (T, s7)
B is @sp U @sy
Function returning a 0:

A B

U 1S_INPUT_AVAILABLE,
(Is_input_available,s;) U (@, sp)

A is (Is_input_available,s)) U &, s9)
B is Esp U ©sy)

(3) Is_ok_to_send - returns a 1 or 0.

Function returning a 1:

Al B
(Is_ok_to_send, s1) { (@ sp)
A is (Is_ok_to_send, s1) U @, s9)
B is (T.sp) (O.sp U @ sp)

Function returning a 0:

Al B
(1s_ok_to_send, s1) ¥ (0, sp)
A is (Is_ok_to_send,sy) U (, sp)
B is (.s1) E.sp U @ sp)

(4) Send

U 1S_OK_TO_SEND;

(Send, s1) U (T.51)(T.s1) ¥ Asp)
(send, sq) U (@, sp)

(Send, sq) U (E, s1)(F, s1) U (o, S2) U SEND
(send, s1) U (0, s2)

SEND

5. Implementation of the guarded processes:

Let fch; for 1 <i<nand 1 <j<m be a flag to the channel
ch;j (where i is the guard number and j is the channel number
in that guard, n and m are two positive integers).

Let (fchu AN fchu ASTRYAN fchlm) be FCH[
Let (fchy; A fchy, A...A fch,,) be FCH,

U 1S_OK_TO_SEND4q

Let (fchy A fchy, A...A fechy,,) be FCH,
Let g1, g2, ....,gn be the guard number(integer) for the n
guards.
Let number be a random integer number.
Let statement_block_1, statement_block_2, and,
statement_block_n be the statement blocks for the respective
n guarded processes.
Let if((number == g;) A FCH)) then statement_block _i be G;
for 1<i<n.

The evaluation relation for the execution of guarded
processes in a node which randomly selects and executes a
guard and is given as:

Let P be number =1 + (int)rand() * n;

FCH_else FCH_...else FCH
1 2 n

A B ...

LOOP
(while true do P,sl)U(While true do P, si)

where i is some integer

A is (true,sl)U(true,sl)(P,sl)U(empty.32)

B is (while true do P,SZ)U(while true do P, sy)

D. Re-write Rules and LAM Codes for the AMPS

In this section, we describe the re-write rules for the
AMPS and the respective LAM code necessary for these rules.
The re-write rules are defined inductively and they have no
premises. The initial and final states of the re-write rules for
the AMPS of LIPS is summarised below.

1. Push a constant n of data type o (channel, flag,
node_number, vnum, type_number, data) into the stack S.

[N:cfs]s]

[Cln:o:s]s ]

2. Fetch a value from memory location / and place in the
stack S.

Leclsls] - [cls®:s]s]

3. Assignment instruction — assign a value P to a memory
location of the same data type, i.e, /:=P.

LL=pcfess]s ||

P:ASGNWNT():C [ S| s ]

[rsowntc[ns[s]
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4. 1s_input_available
Re-write for the function returning a 1:

Is_input_available(node_number,vnum):C | S | S

-

Re-write for the function returning a 0:

H Is_input_available(node_number,vnum):C H S H S H

= s{l 0}
5. 1s_ok_to_send

Re-write for the function returning a 1:

H Is_ok_to_send(node_number, vnum):C H S H S H

[N

Re-write for the function returning a 0:

| Is_ok_to_send(node_number, [s]s]

~ [c[s[sem0]

6. send — Is-ok_to_send and Is_input_available functions
return either a 1 or 0. When a 1 is received, the DS sends the
message packet using the send function.

| send(data_packet):C |[S]s |

= H C “ S ” s{l data_packet} H

Having defined the re-writes, let us compile the LIPS program
expressions into LAM codes. Let

[-]] - EXP — LAMcodes

be the function which takes a LAM program expression and
compiles it to LAM code of LIPS. LAM must start in a known
state and it is assumed that the program expression fed into the
LAM has been type checked by the existing LIPS compiler.
There are no explicit rules are needed for the nodes and
guarded processes as they can be managed with the existing
while construct and alternate construct. The LAM codes for
the above re-write rules are as follows:

Is_input_available:
[[i s_input_available(node_number, vnum)]]
def
IS_INPUT_AVAILABLE(node_number, vnum)
Is_ok_to_send:
[[is_ok_to_sand (node_mmber,vnumj]
def
1S_OK_TO_%ND(node_rumber,vnum)
send:

[[send(data_packet)]
def
SEND(data_packet)

IV.CONCLUSION

This paper presents an operational semantics for the
asynchronous message passing strategy of LIPS. The code
needed for the abstract machine that describes the executional
behaviour has been included. The communication rules
derived not only describe the asynchronous communication
that takes place in LIPS but also serve as a reference for
implementers of the language. The code added to the LAM for
message passing, unambiguously expresses the dynamic
behaviour of the message passing in LIPS. The LAM is
common (virtually same) to the operational semantics
definition of the computational part of LIPS which is not
included in this paper.
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Abstract — A computer code has been developed that simulates
the performance of organic spin sandwiches. Chemical vapor
deposition of polymer is simulated by placing monomers in
random positions and allowing them to follow a random walk
until joining some given linear polymer chain. Spontaneous
magnetization in the intermediate region of the sandwich is
simulated via Ising model. A genetic algorithm randomly flips
a spin whenever the Hamiltonian of the system is optimized in
energy space. Magnetization plateau turns out to be maximal
when the border spins are parallel and is minimal when border
spins are antiparallel. Simulation results are in agreement with
recent experimental results for pyrochlore oxide

superconductor K 05206

Keywords — Genetic Algorithms, Computer Modelling,
Organic Spin Sandwiches, Simulation.

I. INTRODUCTION

Ito et. al. synthesised polyacetilene thin films [1] which
came out to be conducting polymers once they were doped
[2]. The first organic semiconductor spin-valve was
developed by Xiong et. al., based on Alg3 [3], an electron
transporter that shows Organic Magnetoresistance. Organic
Magnetoresistance is  independent of the material
characteristics as long as it has been observed in materials
with distinct chemical properties such as many organic
semiconductors made of different & —conjugated polymers
and molecules [4]. This lead to the conjecture that Organic
Magnetoresistance should have a simple and general
explanation. Nevertheless no model has been able to explain
the experimental behavior of organic semiconductors [5] in
terms of a simple model. For instance, other authors have
recently tried to give a complete description of organic
magnetoresistance using theoretical and experimental
modelling by means of an excitonic pair modelling based on
hyperfine interaction without being successful [6].
Therefore, it is important to develop simplified models of
organic semiconductors to contribute to the search of a
simple description of organic semiconductor spin valve
physical behavior.

In this study we develop a genetic algorithm to simulate a
spin valve with a synthetic metal in the middle via a
simplified model. This way we obtain computational
evidence about magnetization plateau enhancement in spin
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valves when borders spins are flipped from antiparallel to
parallel via a simple model.
II. METHODOLOGY

We have built a simplified computational model of a spin
sandwich that works as a spin valve in terms of the
magnetization enhancement obtained when spins in the
ferromagnetic borders turn from antiparallel to parallel.

In the middle of the sandwich linear polymer chains are
developed randomly placing monomers that follow a
random walk until being absorbed by a given polymer linear
chain. Also, spontaneous manetization is supposed to appear
in the cavities formed by the linear polymer chains, which is
modeled by an Ising Model Hamiltonian.

Spins are successively flipped until system energy is
minimized and this way a correlation is obtained between
the magnetization and the temperature for distinct values of
the non null local conductance probability. In the rest of this
section we describe the genetic algorithm used to obtain a
spin distribution optimized in energy space, next we
describe the genetic algorithm used to build up the linear
polymer chains in the middle of the sandwich, and finally
we describe the Ising Model Hamiltonian used to model the
spontaneous magnetization in the cavities of the linear
polymer chains.

1) Genetic Algorithms: These kind of algorithms are
stochastic global optimization methods based on survivial of
the fittest. There is a function f associated to the fitness of

the population elements. Given f , the problem in genetic
algorithms is to find a set of global maximums of f . A set
of points in the space {01}’ is evolved simulating the
fis a
measure of this adaptation. Population for a given time is:
X, = {an,X’f,,,,, Xn”'} where X! are words of size N.
m individuals of a population are selected using a
probability distribution that screens the best adapted

individuals.
mh P () 3 )

vhell,..,

adaptation of individuals to the environment.

M
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Fig. 1. Shows a sample of an antiparallel ferromagnetic electrodes organic
sandwich.

To obtain a new population element of the spin lattice, a site
is randomly chosen and its spin is flipped with a probability
given by:

p = exp(—BH)/[1 +exp(—BH | ©)
where:
B =1/(k,T) 3

and A is the Hamiltonian of the system.

This is the algorithm employed to simulate the build up of
the linear polymer chains and the spontaneous
magnetization as explained in the following subsections.

2) Monte Carlo simulation of linear polymer chains:
In our simulation, a random position in the middle of the
sandwich is chosen to place the monomer and afterwards the
monomer follows a random walk until it hooks to either the
tail of a linear polymer chain or to another monomer, as
long as the energy of the system is optimized. This way
linear chains are built up in the middle of the sandwich, and
in the spaces left between these linear polymer chains,
spontaneous magnetization is simulated to obtain the
magnetization in the sandwich.

Linear polymer chains have been recently simulated in [7]
using Monte Carlo method and simple models where
particles interact via a spherically symmetrical repulsive
potential obtaining a behavior similar to percolation
phenomena and Ising spin systems. Monomers belonging to
the polymer chains interact via a screened Coulomb
potential obtained by a linearization of the Poisson-
Boltzmann equation for the salt:

Xi.wl

E:(k/Z)Z ’ +[q2/(47r ereo)]z [eif‘f”‘/‘xij” “

where K is he screening Debye length for a 1:1 salt given
by:

k=q2N ¢, /(e.€, k,T) ()

and ¢ is salt concentration in molars(M ) and N ,is
Avogadro number. When ¢, =0.01M,0.1M 1M , it

follows that: & = 0.1992 ,0.63,1.992 respectively [8].

2) Spontaneous Magnetization: Ising model was first
used to describe polymer gelation by Flory [9]. An Ising
Hamiltonian is used here to obtain an stable configuration of
the spin particles once a genetic algorithm is applied:

N\ \
n=—y 22 -uy?
Magnetization is defined as:

M= <§VI; s, /N> (N

and conductivity between neighbours is given by:

o; =lwhen S-S, =1 8)

(6

and; o =0, elsewhere. This way a non null local

conductance probability is defined as:
v
plo# 0) = <2 10,1+ 0,0 +0,;+0u,;~ 1)/N> ©)
ij

where: I(x) =1,when: x >0 and I(x) = ( elsewhere.

011 033

Magnetization [a.u.]

-0.33 -0.11

2 4 6 8
Temperature [K]

Fig. 2. Shows enhanced magnetization for the parallel arrrangement.
Magnetization as a function of temperature for the organic spin-valve
simplified model with parallel ferromagnetic borders. A critical temperature
close to 5K is observed, as well as a magnetization plateau of about 0.88.
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III. RESULTS

When the ferromagnetic border spins are antiparallel (Fig.
1), magnetization is minimal attaining a value of about
0.02, while in the parallel ferromagnet electrodes
arrangement, spontaneous magnetization turns out to be
maximal attaining a value of about 0.88 (Fig. 2), for high
values of the non null local conductance probability.

Therefore magnetization changes in about 4300% and
hence this system works as a valve that is magnetized when
the electrodes are spin parallel and is scarcely magnetized
when the electrodes are spin antiparallel. In both cases,
magnetization plateaus correspond to high values of the
probability of no null local conduction. This is in qualitative
agreement with a experimental study of pyrochlore oxide

superconductor KOs,0; [10].

IV. CONCLUSION

We have obtained a simplified model based on a genetic
algorithm that replicates the behavior of spin valves in terms
of magnetic plateau enhancement due to parallel
arrangement of the ferromagnetic electrodes. This
contributes to the search for a simple model of organic spin
valves.
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Abstract - The paper presents a new framework for the extraction
of region based affine invariant features with the view of object
recognition in cluttered environments using the radon transform.
The presented technique first normalizes an input image by
performing data pre-whitening which reduces the problem by
removing shearing deformations. Then four invariants are
constructed by exploiting the properties of radon transform in
combination with wavelets which enable the analysis of objects at
multiple resolutions. The proposed technique makes use of an
adaptive thresholding technique for the construction of
invariants. Experimental results conducted using three different
standard datasets confirm the validity of the proposed approach.
Beside this the error rates obtained in terms of invariant stability
in noisy conditions are significantly lower when compared to the
method of moment invariants and the proposed invariants
exhibit good feature disparity.

Keywords - Affine invariants, Radon transform, Feature
Extraction, Geometric transformations, Wavelets, Pattern
recognition.

I. INTRODUCTION

Recognizing objects when subjected to perspective
transformations in noisy and cluttered environments is one of
the primary tasks in computer vision. Viewpoint related
changes of objects can broadly be represented by weak
perspective transformation which occurs when the depth of an
object along the line of sight is small compared to the viewing
distance [10]. This reduces the problem of perspective
transformation to the affine transformation which is linear.

Constructing invariants to certain groups Euclidean, affine
and projective deformations hold potential for wide spread
applications for industrial part recognition [11], handwritten
character recognition [12], identification of aircrafts [13], and
shape analysis [14] to name a few.

The affine group includes the four basic forms of geometric
distortions, under weak perspective projection assumption,
namely translation rotation, scaling and shearing. Finding a set
of descriptors that can resist geometric attacks on the object
contour can act as a good starting point for the more difficult
projective group of transformations.

In this paper we propose a new method of constructing
invariants which is based on normalizing an affine distorted
object using data pre-whitening which removes shearing
distortion from the object on the Cartesian grid. Then a set of
four invariants are constructed using a combination of radon

and wavelet transform over the region of support of the object
and using the un-parameterized object boundary.

The rest of the paper is organized as follows. In section 2 we
review some the previously published works, section 3
describes the proposed method in detail and section 4 provides
experimental results and comparisons with previously
published techniques. But before we move ahead let us have a
brief overview of radon transform.

A. Radon Transform

Introduced by Peter Toft [8] and related to Hough
transform, it has received much attention in the past couple of
years with applications emphasizing its use for line detection
and localization [9]. Primarily it is able to transform two
dimensional images with lines into a domain of possible line
parameters where each line gives a peak at the corresponding
orientation.

The two dimensional discrete radon transform for an images

f(x,y) can be expressed as:

R(p.6) = [[f(x.)8(p - xc0s6 - ysin®) (1

where p is the distance of the line from the origin, J is the
dirac delta and @ is the orientation. Radon transform satisfies
linearity, scaling, rotation and skewing which relates it
directly to the affine group of transformations.

The above properties combined with the capability of radon
transform to detect lines under high noise levels was the
primary motivation for its selection as a tool for invariant
feature extraction.

II. RELATED WORK

Importance of constructing invariants to certain geometric
transformations can be gauged from the fact that research has
been conducted by many during the last two decades which
can broadly be classified into two groups namely: Region
based and Contour based invariant descriptors.

Region based techniques can further be classified into two
groups: symmetric and asymmetric. In the context below we
review some of the region based techniques that are most
related to the present work.

Hu [1] introduced a set of seven affine moment invariants
which were later corrected in [2] and have widely been used
by the pattern recognition community. They are
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Fig. 1 shows the complete system diagram for the construction of region based invariant descriptors.

computationally simple and invariant to translation, scaling,
rotation and skewing but suffer from several drawbacks like:
information redundancy, which occurs because the basis used
in their construction are not orthogonal, noise sensitivity,
higher order moments are very sensitive to noise and
illumination changes, finally large variation in the dynamic
range of values may cause numerical instability with larger
object size.

Some of the problems associated with moment invariants
were addressed by Teague [3] who proposed the use of
continuous orthogonal moments with higher expressive power.
Zernike and Legendre moments were introduced by him based
on the zernike and legendre polynomials. Zernike moments
have proven to better represent object features besides
providing rotational invariance and robustness to noise and
minor shape distortions. But several problems are associated
with the computation of zernike moments like numerical
approximation of continuous integrals with discrete
summations which leads to numerical errors affecting the
properties such as rotational invariance and increase in
computational complexity when the order of the polynomial
becomes large.

Zhang et al [4] solved the problem of noise sensitivity
associated with the framework of moment invariants and
constructed invariants using the framework proposed in [2] in
the spatial domain after Fourier filtering. An adaptive
thresholding technique was developed as part of the
framework to enable the establishment of the correspondence
between the affine related images under high noise levels. But
the technique has only been shown to work for symmetric
images suffering from RST group of distortions.

More recently Petrou et al [5][6] introduced the trace
transform for affine invariant feature extraction. Related to
integral geometry and similar to radon transform however
more general than either of them it computes image features
along line integrals and performs calculations of any
functional over the group of transformations in a global
manner. They have used a set of three functionals namely line,
diametrical and circus for the computation of invariant
features. The major drawback is the computational cost which
increases exponentially with the number of trace functionals.

Finally Heikkila et al [7] introduced the concept of
autoconvolution across multiple scales of an input image and
constructed a set of 29 invariants in the Fourier domain. They

use the expected value of autoconvolution as an invariant.
Although their technique produces excellent results but their
method results in feature overlapping across different
frequencies which serves as a major limitation in object
classification.

In an attempt to solve the problems mentioned above, the
present work makes use of the radon transform in combination
with wavelets to construct a set of invariants that can be used
for recognizing objects under the affine transformations
coupled with high noise distortion levels.

In short we improve on many of the short comings
mentioned above.

III. PROPOSED TECHNIQUE

We propose a three step process for the construction of
region based invariant descriptors of the objects. The first step
acts as foundation for second and third steps in which radon
transform is applied and then invariants are constructed. In the
context below we provide the detailed description of each
step.

A. Data Pre-whitening

Let us consider an image f(x,») which is parameterized as
Y(t) = [x(t), y(t)] with parameter ¢ on a plane by performing
raster scanning on the coordinate axis. Thus a point from Y(z)
under an affine transformation can be expressed as:

X(t) = ag + apx(t) + ap (1)

V() = by +byx(6) + by(1) @)
The above equations can be written in matrix form as:
ol L]
y@)] b by y(®)] [bo
ﬁ(r' )} _ P{x(l)} B 3)
y() (o)

Y'(#')=PY()+B

Next whitening is performed on Y'(#") by computing the
Eigen value decomposition of covariance matrix as:
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Yr YrT _ EDET
¥Y'=ED"E"Y’ 4)

where E is the orthogonal matrix of eigenvectors of { ¥’ Y7 }
and D is the diagonal matrix of eigen values. As a result the
data Y’ becomes uncorrelated after this step which effectively
removes shearing distortion from the input image. Let us call
the obtained image f'(x, ).

B. Invariant Wavelet-Radon Descriptors
Invariant descriptors of the image can now be computed by
following the steps mentioned below:

1. Perform high pass filtering on f'(x, y) to obtain image
I ).

2. Compute the 2-Dimensional wavelet transform of
f "x, ) with decomposition at level i to obtain 4;(x,y)
and Dy(x,y), where A;(x,y), Di(x,y) represent the
approximation and detail coefficients.

3. Project the output 4;(x,y) and the absolute additive of
Dj(x,y) across the horizontal, vertical and diagonal
directions onto different orientation slices using (1) to
obtain the radon transform coefficients R(p,8). The
orientation angles of the slices are ordered in counter
clockwise direction with an angular step of [7/n,
where 7 is the number of orientations.

4. Estimate: A =max(R)*K , 5)
where K is a predefined constant between {0-1}.

5. Perform thresholding of R(p,0) as:

R .
Q={ (p,0) if pr,9)>A ©)
0 otherwise

6. Compute average value of Q which is an invariant.

7. Repeat from step 2 with decomposition at level j,
where i <j.

(d) (e) ®
Fig. 2 (a) Original Image. (b) Affine transformed input image. (c) Image
obtained after data whitening. (d) Approximation coefficients of the wavelet
transform. (e) Corresponding Radon transform output. (f) Output obtained
after adaptive thresholding.

Invariant I; and I, reported in section IV are constructed
using the above methodology, where as Fig. 2 provides a brief
overview of the steps mentioned above.

C. Invariant Ridgelet Descriptors

Here we propose another technique for the construction of
invariant descriptors using the ridgelet transform. For each a >
0, each b € R and each 0 € [0, 2I1] the bivariate ridgelet

Vabo :RZ R is defined as:

Vb0 :afl/zw((xl cos@+xp sin@—b)/a) @)

where y () is a wavelet function. A ridgelet is nothing but a
constant along the line xj cos@ + x; sin@, equation (7) shows

that a ridgelet can be represented in terms of the radon and
wavelet transforms which simplifies the construction of
invariants using the ridgelets. The stepwise process for the
construction of invariant descriptors is detailed below:

1. Project f'(x,y) onto different orientation slices to
obtain the radon transform coefficients R(p,6). The
orientation slices pass though the rectangular image
with a lag of p between each slices.

2. Compute one dimensional wavelet transform on the
orientation slices R(p,6) with decomposition at level i
and j to obtain the ridgelet coefficients R,; and Ry;.

3. Estimate the threshold A from equation (5) with R,
as input, where m € {i, j}.

4. Perform thresholding of R,, as per equation (6) to
obtain R,

5. Take average value of R,,," as an invariant.

6. Repeat from step 2 with decomposition at level £,
where i <j <k.

Invariant I; and I, reported in section IV are constructed
using the above methodology where as Fig. 3 provides a brief
overview of the steps mentioned above. Fig. 1 shows the
complete system diagram and elaborates the above mentioned
operations in a sequential and precise manner.

(a) (b)
Fig. 3(a) Ridgelet coefficients obtained for image in figure 2(c). (b)
Corresponding output obtained after adaptive thresholding of the coefficients.

IV. EXPERIMENTAL RESULTS

The proposed technique was tested on a 2.4 GHz Pentium 4
machine with Windows XP and Matlab as the development
tool. The datasets used in the experiments include the Coil-20
dataset, MPEG-7 Shape-B datasets and English alphabets
dataset. Coefficients at level two are used in the construction
of invariant {I;, I, I3, I4} where as decomposition is
performed using the daubechies wavelets and the value of K
and n used is 0.70 and 180.
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This section is divided into three parts first we demonstrate
the stability of the four invariants against five different affine
transformations  then ~we  demonstrate the feature
discrimination capability of the invariants and finally we
provide a comparative analysis of the invariants with the
method of moment invariants [2].
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Fig. 4 shows the 3D surface plot of the four invariant descriptors for the object
in figure 2(a) against fifteen affine transformations Order of invariants has
been changed for clarity.

Table 1 shows the magnitude of the invariant descriptors
{I;, I, I, 14} against different affine transformations for the
object shown in figure 2(a). In the table following notation is
used: Rotation (R) in degrees, Scaling (S) along x and y axis,
Shear (Sh) along x and y axis, Translation (T) and mirror (M).
The figures in brackets represent the parameters of the
transformation.

To further elaborate and demonstrate invariant stability fig.
4 shows the 3D surface plot of four invariants against fifteen
affine deformations covering all aspects of the affine group in
a precise manner.

TABLE 1
SHOWS THE MAGNITUDE OF THE INVARIANTS AFTER APPLYING
DIFFERENT AFFINE TRANSFORMATIONS.

Object 4 from coil-20 dataset,

Transformation

Original Image 13.97 | 2133 | 432 | 3.54

R(40), S(3,1) 13.72 | 21.95 | 394 | 242
R(135),S(2.3), T, M | 13.45 | 2136 | 4.63 | 2.92
R(45),8h(2.05,1.0),T | 13.96 | 21.47 | 461 | 2.89

R(165), S(3,3),

Sh(1.2). T. M 1451 | 2154 | 486 | 3.14

R(230), S(4,1),

Sh(3.3), T. M 1337 | 21.88 | 437 | 273

Fig. 5 demonstrates the feature discriminating capability of the
proposed invariants for different objects from the coil-20
dataset. A classifier can be trained which makes use of the
proposed set of invariants to perform object recognition.

40
35 & —e—Object 1
30 4 —=a— Object 2
8 251 —a— Object 3
_é 20 | Obj.ect4
2 15 —x— Object 5
= 8- Object 6
107 —-+--Object 7
51 .~ Object 8
0 ‘ ‘ ‘ Object 9

Invariant 1 Invariant 2 Invariant 3 Invariant 4 o Object 10
Invariants

Fig. 5 shows the feature discrimination capability of the proposed invariants
for ten different objects from the coil-20 dataset.

Finally fig. 6 compares the proposed invariants with the
method of moment invariants [2] (first six invariants are used)
at different noise (salt & pepper) variance levels. A set of 20
affine transformations are used in the experiment. The results
are averaged over the coil-20 dataset. The metric used for
computing the error is ¢ / x. The error has been averaged for
all invariants.

—o—Proposed Approach

T 3 —&— Moment Invariants
S
o
2 25 - " L =
$
s 2
>
o
Q15
kel
]
T o1
]
2054 /‘\ + > —*
o
& 0 : : : : :
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Noise Variance

Fig. 6 shows the comparison between the proposed set of invariants and the
method of moment invariants [2] against different noise variance levels.

Obtained results show significant reduction in error thus
validating the proposed framework.

CONCLUSION

In this paper we have presented a new framework for the
construction of affine invariant descriptors using the radon and
wavelet transforms. Experimental results demonstrate the
robustness of invariants against different affine
transformations and under various noise levels, which only
became possible through the use of radon transform. Beside
this the use of wavelet transform provided the much needed
discriminative power to the proposed set of invariants.
Presently, work is in progress to extend the framework to
handle the projective group of transformations and estimation
of the affine parameters, in future we intend to build an
intelligent classifier for performing object recognition over a
large dataset based on the proposed invariants.
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Abstract:

A discrete- time signal or time series is set of observations
taken sequentially in time, space, or some other independent
variable. Examples occur in various areas including engineering,
natural sciences, economics, social sciences and medicine.
Financial time series in particular are very difficult to model and
predict, because of their inherent nature. Hence, it becomes
essential to study the properties of signal and to develop
quantitative techniques. The key characteristics of a time series
are that the observations are ordered in time and that adjacent
observations are related or dependent. In this paper a case study
has been performed on the BSE and NSE index data and methods
to classify the signals as Deterministic, Random or Stochastic and
White Noise are explored. This pre-analysis of the signal forms the
basis for further modeling and prediction of the time series.

Keywords:
Time Series, Signal
Deterministic, Stochastic.

Analysis, Time Series Analysis,

1. INTRODUCTION

A discrete-time signal or time series [1] is a set of
observations taken sequentially in time, space or some other
independent variable. Many sets of data appear as time series:
a monthly sequence of the quantity of goods shipped from a
factory, a weekly series of the number of road accidents,
hourly observations made on the yield of a chemical process
and so on. Examples of time series abound in such fields as
economics, business, engineering, natural sciences, medicine
and social sciences.

An intrinsic feature of a time series is that, typically,
adjacent observations are related or dependent. The nature of
this dependence among observations of a time series is of
considerable practical interest. Time Series Analysis is
concerned with techniques for the analysis of this dependence
[2]. This requires the development of models for time series
data and the use of such models in important areas of
application.

A discrete-time signal x (n) is basically a sequence of real
or complex numbers called samples. Discrete-time signals can
arise in various ways. Very often, a discrete-time signal is
obtained by periodically sampling a continuous-time signal,
that is x (n) = x. (nT), where T = 1/ F; is the sampling period
and F is the sampling frequency. At other times, the samples

of a discrete-time signal are obtained by accumulating some
quantity over equal intervals of time, for example, the number
of cars per day traveling on a certain road. Financial signals,
like daily stock market prices are inherently discrete-time.

When successive observations of the series are dependent,
the past observations may be used to predict future values. If
the prediction is exact, the series is said to be deterministic.
We cannot predict a time series exactly in most practical
situations. Such time series are called random or stochastic,
and the degree of their predictability is determined by the
dependence between consecutive observations. The ultimate
case of randomness occurs when every sample of a random
signal is independent of all other samples. Such a signal,
which is completely unpredictable, is known as White noise
and is used as a building block to simulate random signals
with different types of dependence. To properly model and
predict a time series, it becomes important to fundamentally
and thoroughly analyze the signal it self, and hence there is a
strong need for signal analysis.

1. SIGNAL ANALYSIS

The classification of signals as deterministic, random or
stochastic and white noise is very important in deciding about
models and methods for prediction. The signal analysis has to
be viewed in this regard. The primary of goal of signal
analysis is to extract useful information that can be used to
understand the signal generation process or extract features
that can be used for signal classification purposes. Typical
applications of signal analysis include detection and
classification of radar and sonar targets, speech and speaker
recognition, detection and classification of natural and
artificial seismic events, event detection and classification in
biological and financial signals, efficient signal representation
for data compression, image processing, etc.

A.  Signal analysis Techniques

The main objective of signal analysis is the development
of quantitative techniques to study the properties of a signal
and the differences and similarities between two or more
signals from the same or different sources. The major areas of
random signal analysis are:

1. Statistical analysis of signal amplitude, that is the

sample values
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2. Analysis and modeling of the correlation among
the samples of an individual and
3. Joint signal analysis that is, simultaneous analysis

of two signals in order to investigate their
interaction or interrelationships.
The various random signal analysis techniques found in the
literature are shown in the Figure 1.

‘Random signal Analysis ‘
\
! . I

Single ggnal Single signal Joint signal
Amplitude Dependence 4
X . analysis
analysis anallysm l
Autocorrelation Cross-correlation
Averages Power spectrum Cross power spectrum
Probability density P POWer sp
Parametric models Coherence
Extreme-value s

analysis self-similarity Frequency response

4 Higher order statistics | | Higher order statistics

Fig. 1. Signal analysis Techniques.

The prominent tool in signal analysis is spectral
estimation, which is a generic term for a multitude of
techniques used to estimate the distribution of energy or
power of a signal from a set of observations. Spectral
estimation finds many applications in areas such as medical
diagnosis, speech analysis, seismology and geophysics,
nondestructive fault detection, testing of physical theories and
evaluating the predictability of time series.

The range of values taken by the samples of a signal
and how often the signal assumes these values together
determine the signal variability. The signal variability can be
seen by plotting the time series and is quantified by the
histogram of the signal samples, which shows the percentage
of the signal amplitude values with in a certain range. The
numerical description of signal variability, which depends
only on the value of the signal samples and not on their
ordering, involves quantities such as mean value, median,
variance and dynamic range.

B. Correlation

Scatter plots give the existence of correlation, to
obtain quantitative information about the correlation structure
of a time series x (n) with zero mean value.

The better estimate is to use the empirical normalized
autocorrelation sequence, which is an estimate of the
theoretical normalized autocorrelation sequence. For lag L =
0, the sequence is perfectly correlated with itself and we get
the maximum value of 1. If the sequence does not change
significantly from sample to sample, the correlation of the
sequence with its shifted copies, though diminished, is still

close to 1. Usually the correlation decreases as the lag
increases because distant samples become less and less
dependent. Signals, whose empirical autocorrelation decays
fast, such as exponential, have short memory or short-range
dependence. If the empirical autocorrelation decays very
slowly, as a hyperbolic function does, then the signal has a
long memory or long-range dependence.

The spectral density function shows the distribution
of signal power or energy as a function of frequency. The
autocorrelation and the spectral density of a signal form a
Fourier transform pair and hence contain the same
information. However, they present this information in
different forms, and one can reveal information that cannot be
easily extracted from the other.

Various tools found in the literature [3][4][5][6]
which are used in the classification of signals are:

e Power spectrum
Correlation dimension
Embedding parameters
Lyapunov exponent
Surrogate data study
Deterministic Versus Stochastic plot
Structure function
Average Mutual Information
False Nearest Neighbors
Embedding dimension
Hurst exponent
Recurrence Histogram
Spatio-Temporal Entropy

1II. EXPERIMENTAL RESULTS

Th

[¢]

data taken (1447 samples) for this experimentation are
+« BSE index for the years 1999 — 2004
% NSE index for the years 1999 — 2004

A. Time Series Chart

Time series chart is the regular 2-dimensional graph
that shows the dynamics of the scalar series in time. Time
series chart are shown in Figure 2 and 3.

B.  Auto Correlation Function

The auto correlation functions for BSE and NSE
index are shown in Figure 4 and 5. This shows long range
dependence (LRD) for both NSE and BSE.

C. Correlation between NSE and BSE
Pearson coefficient r, gives a measure of association
between two variables.
r=1 perfect Positive relationship
r=0 No relationship
= -1 perfect negative relationship
Relationship between NSE and BSE for the period is
explored and the results are shown in Table I.
A total of 1447 sample data was taken for the
experiment. The correlation is significant at the 0.01 level (2-
tailed).



EVALUATING THE PREDICTABILITY OF FINANCIAL TIME SERIES 101

D. Average Mutual Information

Mutual information function can be used to
determine the “optimal” value of the time delay for the state
space reconstruction, as first proposed in an article by Andrew
M. Fraser and Harry L. Swinney in "Independent coordinates
for strange attractors from mutual information", Phys. Rev. A
33 (1986) pp. 1134-1140. The idea is that a good choice for
the time delay T is one that, given the state of the system X(t),
provides new information with measurement at X(t+T).

Mutual information is the answer to the question,
"Given a measurement of X(t), how many bits on the average
can be predicted about X(t+T)?" A graph of I(T) starts off
very high (given a measurement X(t), we know as many bits
as possible about X(t+0)=X(t)). As T is increased, I(T)
decreases, then usually rises again. It is suggested that the
value of time delay where I(T) reaches its first minimum be
used for the state space reconstruction.

Average mutual information chart for BSE and NSE
index are shown in Figure 6 and 7.

E.  Correlation Dimension:

For Chaotic signals the Correlation Dimension will
saturate as Embedding dimension is increased, and for
Stochastic signals the Correlation Dimension will be equal to
embedding dimension. The charts are shown in Figure 8 and
9.

BSE Index appears to be more random than NSE for
the period 1999 to 2004. Due to this if we choose to model the
index as having contributions for deterministic and stochastic
models, BSE index will have more contributions for stochastic
model than that for NSE.

F. Recurrence Histogram

The recurrence histogram shows the characteristic
periodicity in time series. The recurrence histograms are
shown in Figure 10 and 11.

G. Spatio-Temporal Entropy

Spatio-Temporal Entropy measures the image
"structureness" in both space and time domains. The following
range of spatio-temporal entropy should be expected for
different signals:

Signal Spatio-Temporal Entropy
Periodic near 0%

Chaotic 0 .. 100%

Random near 100%

For NSE and BSE the values are found as
NSE:  55%

BSE: 51%

H. Applications
As discussed above these techniques are very useful
in the analysis of signals and in modeling them. The important
areas and applications are
e Population growth (Plants, Animals)
e Meteorological data (Temperature, etc.)

El Nino (Pacific ocean temperature)

Seismic waves (Earthquakes)

Tidal levels

Astrophysical (sunspots, Cephids, etc.)

Fluid fluctuations / turbulencePhysiological (EEG,
EGC, etc.)

Epidemiological (Diseases)

Music and Speech

Geological core samples

Written text - sequence of ASCII codes

Lorenz attractor — x(t) sampled at regular intervals
for flow

Visual Recurrence Analysis, version 4.7 software
program was used for some experimentation.

1v. CONCLUSION

The importance of signal analysis or pre-analysis of
signals in the modeling and prediction of time series was
discussed in this paper. The signal analysis plays a vital and an
important role in evaluating the predictability of a time series.
The various methods and techniques of signal analysis are
applied for the financial time series namely BSE and NSE
index and the results are shown and discussed.
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T
Table 1. Correlation coefficient for BSE and NSE :
Correlations ?5 |
-
BSE NSE 3
Pearson BSE | 1.000 .960* i b [
Correlation NSE 960" 1.000 : |
.
Sig. BSE . .000 E,\ |
(2-tailed) NSE | .000 . '
N BSE | 1447 | 1447 | _
NSE | 1447 | 1447 P
™. Correlation is |i
significant at the 0.01 ? 1 |
level (2-tailed). ;
1
N — Number of samples: 1447. JREI DR SR T MG SRR AUUGRIR REERNUT
Treloglios|

Fig. 7. AMI chart for NSE: Time lag 29
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ABSTRACT

Software Cost estimation at activity level is very much
accurate than macro estimation with respect to phases of
software development life cycle, but the same is very difficult
to achieve[1]. Activity based estimation focus on key activities
should not be left out and if any effort variance occurs it will
be possible to track at particular activity level rather than
affecting the entire activities[1]. Activity-based Software
estimation based on work break down structure has been
explained by collecting and analyzing the data for 12
Enhancements from Application service Maintenance project
which were already delivered. This paper explains how to
arrive accurate estimation at different micro level activities of
Software Development Life Cycle(SDLC).

1. Introduction

Work break down structure(WBS) results in breaking of major
component or activity into sub-components or smaller
activities. This breaking down process will continue until it is
not possible to breakdown each lower lever of sub-
components either logically or physically. Each sub-
component or smallest activity need to be analyzed and
mapped to set of Requirements. WBS suits for most of the
Application service maintenance projects since they involve in
executing small Enhancements, where we cannot apply the
full pledged Estimation Methodology either Function Point
Analysis or lines of code(LOC). In this case, most of the
company’s goes for Activity based software estimation using
Work Break down Structure(WBS).

2. Work Break Down Structure

WBS focuses on breaking down project into different
activities and assigns efforts to each sub activity. Breaking up
of activities into to different activities is not uniform across
all the applications or different projects and also varies from
one organization to another organization depending on their
process defined. There is a need to predict various potential
parameters to make WBS more accurate, by analyzing the

Dr. K.C Shet
Professor, Computer Department, National Institute of
Technology Karnataka, Surathkal
keshet@nitk.ac.in; keshet@yahoo.co.uk

estimated efforts data of similar projects executed at micro
level Activities of SDLC.
3. Work Done

We have taken 12 Enhancements data for simulation
which, were delivered for analysis purpose as shown in Figl.
Here Author is not explicitly mentioning the Enhancement
names and application names in view of maintaining the
company/client confidentiality.

Data collected contains Initial Estimation, Revised
Estimation, Approved efforts and Effort variance details.

Effort Variance Details->Six months data
Initial |Revis|Appr |Appr [Actu |Actual
Estimed |oved |oved |al Vs
ation |Estimleffort Vs  |Effort (Initial
ation |s Initial |s Estimat
Estim|spent|ed -
ated Varianc
Sr|Enanc - e in %
. |lement Varia
N |((Enh) nce
o |[Name in %
1|[Enh1 440/ N/A | 500{13.64| 607| 37.95
2|[Enh2 160/ N/A | 300|87.50|276.5 72.81
3|[Enh3 168/ N/A | 211|25.60{119.3| -33.15
4|Enh4 194/ N/A | 194| 0.00{153.6| -14.64
5[Enh5 | 317|N/A | 456(43.85/426.8) 31.86
6|Enh6 130/ N/A | 180|38.46|221.7| 16.69
7|Enh7 120| N/A | 180/50.00(151.7| 68.92
8[Enh8 | 200| N/A | 310/55.00[319.7| 59.85
9|Enh9 166/ N/A | 172| 3.61|163.4] 5.36
10[Enh10| 172|N/A | 180|27.91|206.8] 15.29
11|[Enh11| 130 N/A | 145|11.54|162.3| 24.85|
12|Enh12| 198/ N/A | 250[26.26|224.9] 19.39
Fig 1. Effort variance details
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Again data has been collected for estimated efforts and actual PM 4 0 1.33 0.00
efforts at different micro level Activities of SDLC for each QA 4 0 1.33 0.00
Enhancement as listed in below tables Reviews 12 95 4'00 3' 44
Enhancements-Activities Wise Efforts Details | gﬁ-srite 10 0 3.33 0.00
Enhancement(Enh)1 Coordination 0 6 0.00 217
Estim Estimate |Actual Estimate and
ated d Efforts |Efforts in Statement of
Effort Actual | In% % Work(SOW) of 10 0.0 3.62
Activities s Efforts 300] 2765
gz?alry;ls & Enhancement 3
Resolution 90 101 18.00 16.64 Estimat Estim/Actual
Design 90 97| 1800  15.98 O orte [ 200 [erortsin
Coding 200 207| 40.00 34.10 Effortlsin |
Testing 40, 39.8 8.00 6.56 Activities s %
PM 5 0 1.00 0.00 Analysis & Query
Quality Resolution 42|  54/19.91 45.26
Assurance(QA) 15 0 3.00 0.00 Design 24| 16/11.37 13.41
Reviews 300 822  6.00 13.54 Coding so 82370 671
UAT(User . ' '
Acceptance Testing 24| 16/11.37| 13.41
Testing) 15 28 3.0 4.61 PM 4 0190 000
Documentation | 1 o 020 0.00 QA 9 04274 000
Config Reviews 16| 11.3| 7.58 9.47
Management 2 0 0.40 0.00 Documentation 22 5/10.43 4.19
Onsite Onsite Coordination 8 2| 3.79 1.68
Coordination 7l 135 1.40 2.22 Test Case
Test Case Preparation 12 5| 5.69 4.19
Preparation 5 5 1.00 0.82 Implementation/build 0 2 0.00 1.68
Defect Fixing 0 2 0.00 0.33 211/119.3
EntV|ronment 0 ; 0.00 115 Enhancement 4
setup - - - Estimat |Act |Estimat|Actual
Implementatlon/ - ual led Efforts in
build 0 11 0.00 1.81 Efforts |Eff |Efforts |%
Release 0 11 0.00 1.81 ort lin %
Status Activities s
Meetings 0 1.5 0.00 0.25 Analysis & Query
Knowledge Resolution
Transfer 0 1 0.00 0.16 64 5222 52.99 14.32
500 607 Design 32| 3 1649  34.05
Enhancement 2 — T Coding 48] 38 24.74] 24.74
stim stimate |Actua :
ated d Efforts |Efforts in ;‘::tmg 2; 13 12?; 3(1)2)
Effort in % % . :
s actual QA 8l of 412 0.0
Activities Efforts Reviews 10/9.8] 5.15 6.38
Analysis & UAT 0/0.5 0.00 0.33
Query Documentation 0 5 0.00 3.26
Resolution 90 90,  30.00 32.55 Onsite Coordination 0 2 0.00 1.30
Design 35 30 11.67 10.85 Defect Fixing 0| 32| 0.00 20.83
Coding 125 124 41.67 44.85 15
Testing 20 7 6.67 2.53 194]3.6
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Enhancement 5

107
S
Analysis & Query
Resolution 65| 50| 36.11]  32.96
Design 40| 31| 22.22 20.44
Coding 35| 54| 19.44 35.60
Testing 16| 5 8.89 3.30
PM 8| 0 4.44 0.00
QA 4 0 2.22 0.00
Reviews 49.7] 2.22 6.39
UAT 8 0 4.44 0.00
Onsite Coordination 0f 2| 0.00 1.32
15
180/ 1.7
Enhancement 8
Estimat |Act |Estimat|Actual
ed ual [ed Efforts in
Efforts |Eff [Efforts [%
ort |in %
Activities s
Analysis & Query
Resolution 70| 80| 22.58] 25.02
Design 50 20| 16.13 6.26
Coding 88| 59| 28.39 18.45
58.
Testing 30 1 9.68 18.17
PM 10 1 3.23 0.31
QA 100 0 3.23 0.00
15.
Reviews 10 8 3.23 4.94
UAT 0/0.8] 0.00 0.25
Documentation 18| 12| 5.81 3.75
Config Management 0/0.5/ 0.00 0.16
Onsite Coordination 16/9.5 5.16 2.97
Test Case
Prepapartion 8 0] 2.58 0.00,
Implementation/build 0 29] 0.00 9.07]
Release 0l 18] 0.00 5.63
Estimate and SOW 0| 8 0.00 2.50
Delivery 0 8 0.00 2.50
31
310/9.7
Enhancement 9
Estimat |Act |Estimat|Actual
ed ual [ed Efforts in
Efforts |Eff [Efforts %
ort (in %
Activities S
Analysis & Query
Resolution 50| 50 29.07]  30.60

Activities Estimat |Act |Estimat|Actual
ed ual [ed Efforts in
Efforts |Eff |Efforts |%
ort |in %
s
Analysis & Query 11
Resolution 135 7| 29.61] 27.41
10
Design 85/ 3| 18.64 2413
Coding 65| 80| 14.25 18.74
77.
Testing 53 7] 11.62 18.21
PM 2010.5] 4.39 0.12
QA 20l 0 4.39 0.00
18.
Reviews 23| 5 5.04 4.33
Documentation 25| 3| 5.48 0.70
Onsite Coordination 30/8.3] 6.58 1.94
Estimate and
SOW(Statement of
Work) 0l 2| 0.00 0.47
Delivery 0 9 0.00 2.1
Follow up 0/4.8] 0.00 1.12
Configuration control 0 3 0.00 0.70
42
456| 6.8
Enhancement 6
Estimat |Act [Estimat|Actual
ed ual |ed Efforts in
Efforts |Eff [Efforts (%
ort |in %
Activities s
Analysis & Query
Resolution 40| 53| 22.22|  23.91
Design 40| 45| 22.22 20.30
Coding 60| 65| 33.33 29.32
16.
Testing 200 5 11.11 7.44
PM 5| 6| 278 2.71
QA 5/ 0 2.78 0.00
26.
Reviews 100 2| 5.56 11.82
Documentation 0l 6/ 0.00 2.71
Onsite Coordination o 1 0.00 0.45
Implementation/build 0l 3 0.00 1.35
22
180/ 1.7
Enhancement 7
Estimat |Act |Estimat|Actual
ed ual [ed Efforts in
Efforts |Eff [Efforts (%
Activities ort |in %
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28. Coding 30| 40| 20.69 24.65
Design 24 232 13.95 17.26 Testing 20] 13 13.79 8.01
Codng 28 s s O Y Y
Testing 32 6| 18.60| 23.62 Reviews 863 552 388
PM 100 ol 5.81 0.00 UAT 019.5 0.00 5.85
QA 10, O 5.81 0.00 Documentation 0 6 0.00 3.70
Reviews 8 o 465 5.51 Config Management 0 2 0.00 1.23
Documentation 8la1 465 251 Onsite Coordination 0] 21 0.00 12.94
Config Management ol 4 o000 245 Environment setup 0 2| 0.00 8.63|
?nstit(e: Coordination 605 349  0.31 145 213
est Case
Preparation o 4 000 245 Enhancement 12
Status Meetings o 1 o0.00 0.61 Estimat |Act |Estimat|Actual .
Delivery ol05] 000 031 A e A iﬁms in
17. ort |in %
Follow up 0l 5 0.00 10.71 Reiviies 5
172 312 Analysi§ & Query 78.
Enhancement 10 Resolution 90 5 36.00 84.90
Estimat |Act [Estimat|Actual Design 25 9107 10.00 7.56
E?forts E?f' E‘f’forts ffms n Coding 25 1| 10.00] 40.06
ort lin % Testing 38 10| 15.20 4.45
Activities s PM 11 0 4.40 0.00
Analysis & Query QA 11 0 4.40 0.00
Resolution 40/ 41| 22.22| 19.83 12.
Design 50| 63| 27.78 30.46 Reviews 20, 3 8.89 5.47
Coding 32 35] 17.78] 16.92 UAT 25 0 11.12 0.00
36. Documentation 0] 13] 0.00 5.78
Testing 28| 5 15.56 17.65) Config Management 0 2 0.00 0.89
PM 12| 5| 6.67 2.42 Onsite Coordination 5 2| 222 0.89
QA 18/ 0] 10.00 0.00 Delivery 0l 21 0.00 9.34
Reviews 12/7.8] 6.67 3.77 Follow up 0/0.5] 0.00 0.22
Documentation 10, 8/ 5.56 3.87 22
Config Management 0/0.5{ 0.00 0.24 . 250 _4-9 ) .
Onsite Coordination 18/3.5| 10.00 169 Fig 2. Enhancements-Activities Wise Efforts Details
Delivery 0 5 0.00 2.42 4. Results
Follow up 0 128 0.00 0.73 Out of these 12 listed Enhancements, In estimated efforts,
180l 6.8 Analysis & Query. resolution has come  as major for 6
- Enhancements, Coding has come as major for 5 Enhancements
& Design has come has major for 1 Enhancement. In Actual
Enhancement 11 efforts spent, Analysis & Query resolution has come as major
Estimat |Act Estimat|Actual for 5 Enhancements, Coding has come as major for 5
ed ual led Efforts in Enhancements & Design has come has major for 2
Efforts |Eff |Efforts |% Enhancements.
ort |in % Just for illustration purpose line charts have been displayed for
Activities S three Enhancements, which show estimated Vs Actual effort
Analysis & Query 48. variance with respect to micro levels of Activities defined in
Resolution 33| 5| 2276] 29.88 the above tables.
Design 26| 14| 17.93 8.63
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By doing similar analysis for remaining Enhancements, it has
come to know that, more problematic area is Analysis &
Query resolution phase.

Concept of fish bone diagram can be used by identifying
root causes ‘X’s which need to be taken care for estimating
next cycle of Enhancements as lessons learnt or by past
experience encountered in the respective stage.

This we can put mathematically as

Y =Fx1,x2x3.....ccccnnen. Xn)

Each x1,x2,x3 .... xn is root cause.

In this case Analysis & Query Resolution is having below root
cause codes as authors experienced while executing the above
listed Enhancements.

Analyst capability

Query Resolution delay

Understanding of requirements

Creep in requirements

. Inadequate inputs from the client

This Activity-based approach also makes an attempt to
identify the micro level Activities of SDLC in estimation
phase itself to maximum extent to avoid of encountering in
actual work.

N

5. Conclusion

Capturing the metrics on monthly/bimonthly basis & doing the
appropriate root cause analysis & fixing the LSL, USL and
control charts for all the potential ‘X’s/Critical ‘Xs , it is
possible to achieve consistent accuracy to maximum extent in
WBS estimation technique. However this does not result in
hundred percent accuracy in estimation , but tends to nearer to
achieve the accuracy in deploying work breakdown structure
estimation technique in future.
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ABSTRACT

Function Point Analysis method serves better efficient way of
predicting estimation in beginning phase of software
development life cycle(SDLC). Size and complexity of the
software can be derived by function point analysis method.
Difficulties of estimation using LOC(Lines of Code) can be
avoided using Function Point Analysis, since it deals directly
with functions or requirements and independent of language or
technology. This paper explains how to calculate Function
point analysis for the case study Defect Tracking
System(DTS) by using function point analysis. Defect
tracking system(DTS) case study has been taken from “XYZ”
company. In the intention of maintaining confidentiality,
authors are not disclosing the company name. Authors also
discusses difficulties and challenges by using Function Point
Analysis as part of their Research Work.

1. Introduction

Function Point Analysis was developed by Allan J. Albrecht
in the mod 1970s. Function points are independent of
language, technology, tools and database. Reestimate can be
easily achieved by function point since function points are
directly linked with change of requirements. Function point
analysis can be done at the beginning stage of software
development life cycle(SDLC), so that development
estimation effort can be predicted at each stage of requirement
phase or design phase.

2. Case Study — Defect Tracking System

The Defect Tracking System will be a web application
that serves as an aid to managing the testing cycles in software
projects. It presents a simple yet effective interface to log
defects and provides for workflow management of the defect
life cycle right through the typical processes of assigning,
fixing and closing a defect.

The DTS will be low cost, and use simple and easily
accessible technology, without demanding a high learning
curve on the part of the users. The solution shall be low cost,
and implemented in quick time. The preferred platform is
Microsoft ASP and MS Access. Reporting can be done
through MS Excel pivot tables, and thus all the Defect
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Tracking System should require as installation pre-requisites is
a Windows 2000 machine with MS Office installed. A normal
desktop running the DTS should serve multiple projects
simultaneously.

2.1 Functional Requirements
2.1.1 Testing Defects
2.1.1.1 Enter New Defect : This is the main defect

entry screen, the fields that need to be captured are shown in

the figure below.

Defect Title [

1
Description
_
Test Case
Test Step -
Test Cycle =
TModule Mame =+
Severity =
Priority =
Detected By -
Assign to -
Phase Introduced : [ 7]
Dhase Detected: [~

-] Submit
Fig1. Testing Defect Entry screen

Root Canse Code : |

2.1.1.2 View Defect ID : In this screen the user enters
the Defect ID known to him. On submitting this, if this is a
valid defect, the details of the defect are displayed.

2.1.1.3. Query : This screen presents a range of query
options. The user can filter the entire list of records for
various criteria.

Defect Tyie
Fending Only
Show Diescription

= Testing ¢ Rewview ¢ Al

D efect Title
Tlodule :
Test Case
Status

=1

Fhase ITretected
Sewerity

Test Twcle
Dietected b

I
Stort Do I
|

End Date |

—
—

[

[

[
-~
=
-

=

Submit

A mmismed e I

Fig 2. Query screen
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2.1.2 Review Records :

Review Record entry : This Captures the Review Record
report.

2.1.2.1 Enter Review Record Header :
should be captured are given below

The fields that

Project Code : [

IModule IMame : -
Ttern Under Review |
Itern Type : -

Wersion Mo [
Review Iteration : [ =]
[
[
[
[
I

Fewiew Criteria :

Aouther f Developer ©

Felease Date :
Fewview Date :

FEewiewer |

FPhasze Detected :

- Start Rewview

Fig 3. Enter Review record Header Screen

2.1.2.2 Enter Review Defects: The user adds review
defects one by one. The fields to be captured are:

2.1.2.4 Review Status : When the user ends the review
session, he has to enter the following details:

# Pages
No of ag inspected :
" Lines
Eewiew Effort (munmtes) ©
Decision : & Accept product as is

" Eevise (no frther review)

" Revise and schedule another review

Cancel Submit

Fig 6. Review status entry screen

2.1.2.5. Review Record View : User enters the ID of a
valid review record and it will be displayed

2.1.2.6 Review Record Query : User is given query
criteria to select similar to defect query. The query fields are
given below.

Defect Location |

Description

L]

Sewernity d
Phase Introduced : M

Root Cauge Code ‘

Cancel

~] Add Defect
Finish Review

Fig 4. Enter Review Defects Screen

2.1.2.3 Review Record Report : As each record is
submitted, the screen should be refreshed so that the review
record report is built as shown below. The defects will be
automatically assigned to the author. The phase differences
and totals of the defect severity are totaled and summarized

automatically.
Projest Code Medile Weme
Tiera Under Review Tem Typ:
Tter Version Eeview teration
Review Crteria Lochor { Developar
Relzase Date Thase Detectzd
Review Date Eeriewer
Pages or Lines Mo of Pages ! Lines nspested
Tecision Feview Effort
Defect - Sty Brage  Buase

D Location Deseription M s b Diff. (éan\:ls: Status
1 M 3 0 Assigned
2 M 3 0 Assgned

C2 00 0

Fig 5. Review Record

Eeview Ttem |

Wersion Mo |

Author / Developer - |

Eeviewer |

lodule ’—Ll
Phase Detected : ,—L|

Start Date |
End Date : | Submit

Fig 7. Review Record Query Screen

1. Ona successful log in the user will see the test
defects entry screen by default.

2. The user should have a navigation menu so that he
can access the different screens easily.

3. The user should be able to submit an attachment for a
defect, e.g. screen shots, or a detailed write-up.

4. To reduce data entry load of the user, commonly used
default values should be populated in the entry fields
wherever possible, e.g. today’s date.

5. Date entry should be made easy with a calendar
popup function.

6. Defects will be of status “New” as soon as entered.
The different status changes depending on the defect
status like assigned, on hold, dropped, etc.,

7. Defect history should be maintained and tracked.

Flexible reports generation using MS Excel

9. There will be an administrator role for DTS. This
user can edit defect details after they are committed
to the system. He can also edit review records.

o
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2.1.2.7 Defect Status History : Only the administrator can

apply status changes. Status changes can be requested by non-

administrators. Normally a status change request will be

approved by the admin. Also the admin can directly apply a

status change. The view of a typical defect status history is
iven below.

Defect History :
Detected by sira
Defect itk 5
Review Record D
Requestedon  StatusReq. Effort AssimedTo  Requester Comments Approved on Approver Comments
TNH0011632 Assiged sarosh (new defe=f) 111200001633 Peease fiz the same

Fixed 10 s 11122000 16:34  sentto approval

Clesed B 1220021635 closed

Cotfirmn new status - (action teken) ’ﬁ
Efort (in ranwtes)
Assgr to:[shva

Corment ‘ M
Fig 8 : Defect History screen

3. Analysis of case study

Each screen of the case study — DTS application has been
analyzed for counting function Points. Boundary has been
identified for Defect tracking system, navigating from start
point to end point by mapping to requirements. Physical &
logical interfaces are addressed while counting the Function
Point.

3.1 FP Counting Procedure

FP counting procedure includes identification of counting
boundary, in this case complete DTS. Counting boundary
includes Data Function Types count, Transactional Function
Types Count which leads to Unadjusted Function FP
Count[UAF]. Counting Boundary also includes Value
Adjustment factor[VAF] which is determined by General
Systems characteristics.

We have arrived Final FP count for case study using
below formulae[14].

Final FP = UFP * VAF

Again Data Function type count includes identification of
Internal logical files(ILF) and External Interface files(ILF).
Transactional Function Type count includes identification of
External Inputs, External Outputs, and External Inquiries.

In this case study, we have divided complete application
boundary into four modules. Each module we have arrived
External Inputs, External Outputs, External Inquiry, Internal
logical files(ILF) and External Interface files(ILF), File Type
Referenced(FTR) , Record Element Type(RET), and Data
Element Type(DET).

3.2 General systems Characteristics (GSC).
We need to consider other things also while making a
software, depending on architecture followed, response time

Portability, scalability & etc., This turns to external factors
which affects software cost. From GSC we can arrive VAF
(Value Added Factor). There are 14 points considered to come
out with VAF (Value Added factor)[12].

Data communications
Distributed data processing:
Performance
Heavily used configuration
Transaction rate
On-Line data entry
End-user efficiency
On-Line update
Complex processing

10. Reusability

11. Installation ease

12. Operational ease

13. Multiple sites

14. Facilitate change
All the GSC has ratings from 0 to 5.[12]

In our case study implementation, we have assigned a
degree of influence (DI) on a 0-5 scale to each GSD. We have
arrived Total Degree of Influence (TDI) by summing all DIs
for all 14 GSCs.

Degrees of Influence are defined as below[12].

Not present, or no influence

Incidental or insignificant influence

Moderate influence

Average influence

Significant influence

Strong influence throughout

Variable adjustment factor[ VAF] is calculated by below
formulae[14]

VAF = (TDI * 0.01) + 0.65

O XN B DN =

DN AW~

4. Results

In case study implementation, we have divided complete
application into various sub modules. Each module we have
identified External Inputs, External Outputs, External Inquiry,
Internal logical files(ILF) and External Interface files(ILF),
File Type Referenced(FTR) , Record Element Type(RET),
Data Element Type(DET) for each screens by taking into
consideration of physical layout of the screen & logical
perspective also.

4.1 ILF/ELF Complexity

A functional complexity based on number of DET and
RET is assigned to each identified ILF and EIF as below
mentioned complexity matrix.

Table 1. Complexity Matrix|[ DETs/RETs][12]

RETSs DETs

1-19 20-50 >=51
1 Low Low Average
2-5 Low Average | High
>=6 | Average | High High
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Table 2. ILF/EIF Complexity Matrix[14]

Rating Values
ILF EIF
Low 7 5
Average 10 7
High 15 10

4.1.1 El Complexity

A functional complexity based on number of File Type
Referenced(FTRs) and Data element types(DETS) is assigned
to each identified EI as below mentioned complexity matrix

Table 3. Complexity Matrix[ DETs/FTRs][12]

FTRs DETs
1-4 5-15 >=16
Low Low Average
2 Low Average | High
>=3 Average | High High

Table 4. EI Complexity[14]

Rating Unadjusted FP
Low 3
Average | 4
High 6

4.1.2 EO Complexity

A functional complexity based on number of File Type
Referenced(FTRs) and Data element types(DETs) is assigned
to each identified EO as below mentioned complexity matrix.

Table S. Complexity Matrix|[ DETs/FTRs][12]

FTRs DETs

1-5 6-19 >=20
0-1 Low Low Average
2-3 Low Average | High
>=4 | Average | High High

Table 6. EO Complexity[14]

Rating | Unadjusted FP
Low 4
Average | 5
High 7

e EQ Complexity

A functional complexity based on number of File Type
Referenced(FTRs) and Data element types(DETSs) is assigned
to each identified EQ as below mentioned complexity matrix.

Table 7. Complexity Matrix| DETs/FTRs] [12]

FTRs DETs

1-5 6-19 >=20
0-1 Low Low Average
2-3 Low Average | High
>=4 | Average | High High

Table 8. EQ Complexity[14]

Rating Unadjusted FP
Low 3
Average | 4
High 6

5. FP Calculation Details
Assumptions are arrived from the requirements of the case
study stated as below.
In Testing defects Module phase introduced and phase
detected taken as hard coded values as

1. Requirements and specification — 1

2. Design—2

3. Coding and unit testing — 3

4. System Testing — 4

5. Integration testing - 5
Test Cycle value is hard code like 1, 2, and 3
Module name, Severity, Priority and Root cause code values
are maintained as static table values.
In View Defect ID module, Defect ID is internally Generating
while adding the Defects in Enter New Defect screen.
In Query Module name, status name values are maintained as
static table values and Start Date will be made available as
Current system Date to the user. Choice is given to the user if
he wants to change also.
In Enter review record header module, Project Code and Item
Type values are maintained as static table values and Review
Iteration is hard coded.
No maintenance screens are to be provided for static tables.
Assuming that data need to be entered from Data Base
Administrator.
There is no screen shot provided for login screen in the
requirement. Assuming that one screen is to be provided as
login screen which included wuser name, password and
project. Project codes are maintained as static table.

Testing Defects Module

Enter New defect screen - DET is counted as 15.
[Defect Title, Description, Test Case, Test Step, Test Cycle,
Module Name, Severity, Priority, Detected By, Assigned to,
Phase Introduced, Phase Detected, Root Cause Code, Submit
and also Defect ID is generating while entering the details.
Here we need to count DET for this also as one].

RET is counted as one since this screen/module is
considered as user recognizable subgroup of data elements
within an ILF or EIF.
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FTR is counted as one since ILF is maintained and read
by the EI we need to count as only one.

ILF is counted as one, since this module is maintained
within application boundary.

El is counted as four[Module Name, Severity, Priority,
Root Cause Code-All are Maintained in different static
tables].

EO is not
applicable.

counted for this screen, since it is not

EQ is counted as six[Test Cycle, Module Name, Severity,
Priority, Phase Introduced, Phase Detected-All drop down
boxes].

EIF is counted as one since Item under review and Item Type
is referenced by Module name.

In similar way we have calculated FP counts of other modules
and the same has been depicted below.

DETAIL SHEET
Wt | et | Efend | sty EWH;W “":f"i
Fie
L e
rul::;ﬂ::w :; p:\ﬁ» a::: a;:; Lo v v e Lo Ao i | Low e L B
ol
TosimOefess gy 1 1 14 § 1 1
g 000 |
TN |
Roiorods T 1 1 B3 1
Y |
I B
Ut
01 |
1
" 01 |
" 0o
Dty gy 0 1 Bt
ot [1[o[5[T 00 59T 00T QT 01

Fig 9: FP Calculation Sheet-Detail

UNADJUSTED FUNCTION POINTS

Type Complexity Count  Multiplier Subtotal

]

External Inputs Low
Average
Hish

External Outouts Low
Average
Hish

External Inauiries Low
Average
High
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o |a
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Internal Lomcal File  Low
Average
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External Interface File Low
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UNADJUSTED FUNCTION POINTS

PROCESSING COMPLEXITY

Na. General Systern Characteristics
1. Data Commumcahons

2 Distributed Data Processing

3 Performance

4. Heavily used configuration

5 Transaction rate

6, On-line data entry

7 End-user efficiency

2 On-line update

9. Complex processing

10 Reusability

1 Installation ease

12, Operational ease

13. Multiple sites

14. Facilitate change

Total degree of influence —_tr

TOTAL FUNCTION POINT COUNT

Value Adustment Factor = (Total Degree of Influence * 0.01) + 0.65= 0.82
Total Function Point Count = Unadiusted Function Points * Value = 96,76
Adustment Factor

Fig 10: FP Calculation Sheet-Summary[14]

7. Difficulties and Research Challenges

Discussion : Even though Function Point Analysis method is
a mature technology in software estimation, major problem
lies in how to adjust it for specific application environment
for getting accurate and precise measurement. Also Function
Point Analysis is based on manually driven method and takes
lot of time to calculate function pint counts. Again Expertise
involved in arriving Function Point count differs from the
non-experienced people in arriving the function point count
for the same set of requirements for same specific application
environment. Weight ages assigned to Complexities discussed
were also under discussion, since same may differ depending
on application environment, complexity and nature and type of
the project. Also other than General System Characteristics
some other factors may also influence or applicable while
estimating depending on specific application environment[16].
Authors are addressing this exercise as part of their research
to come out with pattern for Function Point Analysis
Methodology.
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8. Conclusions

In this case study, we have attempted to calculate Function
points accurately by identifying external inputs, external
outputs, internal logic files, external interface files, , file type
referenced, record element type, Data element type for each
screens. It is believed that, due to this approach there will be
significant improvement in accuracy of predicting estimation
in earlier phases of SDLC in case of business applications but
it may not applicable for scientific or technical or system
applications.
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Abstract - An intruder tries to disable the single point in a
network, i.e. the central analyzer. If this is disabled, the
entire network is without protection. Since the sensor
nodes fail often, the use of a centralized analyzer is highly
limited. Processing all the information at a single host
implies a limit on the size of the network that can be
monitored. Because of the limit of the central analyzer, it
is difficult to keep up with the flow of information in large
network like sensor. We have proposed distributed
intrusion detection system for distribute sensor networks.

[. INTRODUCTION

In today’s world, information has gained an utmost
importance. The failure to protect information could result in
the loss of people, organizational resources and a great deal of
time in attempting to recover it. Intrusion Detection Systems
(IDS) help computer systems prepare for and deal with
external and internal attacks. Information is collected from a
variety of system and network sources, and that is then
analyzed so that it adheres to the security required for the
system. Vulnerability assessment technologies along with
Intrusion Detection allow organizations to protect themselves
against network security problems. An Intrusion Detection
System (IDS) is a computer program that attempts to perform
intrusion detection (ID). There are two well known methods
to implement the same. They are misuse detection and
anomaly detection. At times a combination of these
techniques is used depending on the applications. It is
preferred that the IDS perform its tasks in real time. IDs are
usually classified as host-based or network-based. In Host-
based systems, the decisions on information are obtained from
a single host usually called as audit trails [3], while network-
based systems obtain data by monitoring the traffic of
information in the network to which the hosts are connected.
Intrusion detection models in a distributed system can be
distinguished as follows:
a. Misuse detection model [5]: A specific pattern of events
within a network is analyzed to detect that the system has
been misused. The sequence of events such as audit trails or
systems logs on analysis will depict an unusual pattern. This
pattern corresponds to exploitation of weak points within the
system.
b. Anomaly detection model [5]: Changes in the patterns of
behavior of the system is analyzed. Metrics obtained from the
system’s operation aids in building a model for this type of

Intrusion. Events or observations that are intrusive in nature
are flagged, if they have a significant deviation from the
model used.
Motivation: Intrusion detection is one of the most important
aspects in distributed sensor networks. Distributed sensor
networks communicate among large numbers of sensor nodes;
those are connected remotely or locally. Different types of
intrusion are possible in sensor networks. Some of them are as
follows:
1. Some sensor nodes from the group compromise the
information.
2. Nodes from other groups which are not authorized to
get information and join the group with false
identification and access the messages.

General sensor

nodes Cluster head

Relay nodes

Authentic group
. B)
Authentic group
)
ntruder group
Compromised node ©)

Figure 1. Motivational architecture

In figure 1 group A and B are authentic groups. Group C
is nodes. The relay node can compromise and passes the
information to unauthentic group. The above figure shows
such relay nodes. So the relay node is intruder. Other sensor
nodes can also be the intruder, if it passes information to other
unauthentic group.  The other intrusion possible is if
unauthentic nodes of group C can join authentic group A or B
by falsifying the identification.

General constraints in sensor networks

e Hardware: The hardware constraints for deployment
of intrusion detection in sensor networks are
memory, power, CPU, radio frequency channel. In
modern distributed computers those parameters are
not important.

e Failure: Sensor nodes fail frequently. The routing
changes frequently.
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e  Size: Size of the sensor network devices need to be
considered. The nodes and network device need to be
small, as sometime it needs to deploy it in secret
locations.

e Scalability: Sensor nodes are deployed in multiple
groups. The number of nodes in each group is large.

Existing intrusion detection systems [2]: Many of the existing
network and host-based intrusion detection systems perform
data collection and analysis centrally using a monolithic
architecture (single layered). Audit trails or packets in a
network are monitored and collected by a single host, and it is
then analyzed by a single module using anomaly-based or
rule-based detection techniques. In distributed applications,
the patterns from the different distributed modules are
collected and the data is sent to a central location where it is
analyzed by a monolithic engine.

An intruder tries to disable the single point in a network,
i.e. the central analyzer. If this is disabled, the entire network
is without protection. Since the sensor nodes fail often, the
use of a centralized analyzer is highly limited. Processing all
the information at a single host implies a limit on the size of
the network that can be monitored. Large numbers of sensor
nodes are deployed. After that limit, the central analyzer
becomes unable to keep up with the flow of information.
Distributed data collection can also cause problems with
excessive data traffic in the sensor network. It is difficult to
add capabilities to the IDS. Changes and additions are usually
done by editing a configuration file, adding an entry to a table
or installing a new module. Analysis of network data can be
flawed. Performing collection of network data in a host other
than the one to which the data is destined can provide the
attacker the possibility of performing Insertion and Evasion
attacks. We have modified the existing distributed intrusion
detection system. We will see if it can fit in distributed sensor
network.

Problem Statement: Different types of intrusions are possible
in sensor networks. There can be an active intruder and a
passive intruder. Active intruders are nodes who come from
outside to harm the network, and passive intruders are insider
nodes which passes the authentic information to outsiders.
Below we have analyzed different possible intrusion in sensor
network.

Relay node as intruder: In figure 1 group A and B are
authentic groups. Group C is not authentic. The cluster head
of group A has the final information of the group. It passes
the information to group B through relay nodes. The relay
node can compromise and passes the information to the
unauthentic group. The above figure shows such relay nodes.
So the relay node is the intruder. Other sensor nodes can also
be the intruder, if it passes information to other unauthentic
group. The other intrusion possible if unauthentic nodes of
group C can join authentic group A or B by falsifying the
identification.

Cluster head node as intruder: Sensor network works in
different clusters, each cluster has a cluster head. In figure 1,
each cluster head will have the final data or final decision on

behalf of the group. If cluster head passes the information to
the unauthentic group C, then it is taken as the intruder.
General sensor nodes as intruder: General sensor nodes can
also be intruder because of the following reasons:

1. It can misroute the information or data from its
neighboring nodes.

2. Sensor nodes have very limited memory. Some
sensor nodes can send unnecessary information to
other nodes to make buffer overflow.

3. It can jam the network by not passing the
information to other nodes.

Outsider senor nodes as intruder: 1f some sensor node can
falsify the identity and join an authentic sensor group, then it
is hard for the authentic group to distinguish between
authentic and intruder sensor nodes. After joining a authentic
group, that node can pass the information to the unauthentic
group.

Constrains of sensor network which make intrusion
probability high: Battery Power/Energy, Transmission Range,
Memory (Program Storage and Working Memory),
Unattended Operations, Ad hoc Networking, Limited Pre-
Configuration, Channel error, Unreliable communications,
Isolated subgroups, Unknown Recipients.

Intrusion because of less Battery Power/Energy: Sensor
nodes having limited battery power. Intruder nodes can falsify
the identity and replace the failed authentic node.
Implementation of IDS also requires energy, so we need to
balance it with the other functions done by the sensor
network.

Intrusion because of Transmission Range: Low transmission
range of sensor nodes can leads to loosing of information and
the intruder nodes can take advantage of that.

Memory: Intrusion is possible by buffer overflow.

Intrusion because of Unattended Sensor node groups: The
deployment of sensor network is very dynamic; sensor
network can be deployed from aircraft. There can be
unattended sensor group near intruder group, and managing
module may not be aware of that. If some other sensor nodes
send some authentic information this unattended group then
the intruder sensor group can get that information.

Intrusion because of Ad hoc Networking: Sensor network is
ad hoc in nature. Because of frequently changing position of
nodes, intruder nodes get to falsify identification.

Channel error: Wireless sensor networks use radio frequency
(RF) channel. This channel has very less capability because of
its not physical channel. Intruder nodes can attack the channel
and get the information.

Intrusion because of Unknown Recipients: Sensor network
contains hundreds and thousands of sensor nodes. It is
impossible to keep track of all sensor groups and all sensor
nodes. Authentic information can be sent to intruder nodes by
mistake.

Intrusion  because  of  Unreliable ~ communications:
Communication can fail because of frequently sensor node
failure. Intruder nodes can take advantage of this situation and
act as authentic node to get the information.
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Sub problems: We have divided the problem in four sub-
problems. We have divided the sensor network groups in four
modules they are, Monitor module, Behavior Collection
module, Managing module, and General sensor nodes. We
have to analyze the distributed IDS’s implications in the
sensor network.

1. Implication of Distributed IDS “Monitor module” in
Sensor Network:

e Distributed computers have more hardware resources
than sensor nodes, so more efficient than sensor
network module.

e Data streaming is different in distributed monitor and
sensor monitor module, so the detecting properties
are different.

2. Implication of Distributed IDS “Behavior collection
module” in Sensor Network:

e Sensor network behavior collection modules cannot
store much behavior because of memory constraints.

e Isolated sub-groups can have miscommunication
with the monitor module because of failure of relay
nodes.

3. Implication of Distributed IDS “Managing module” in
Sensor Network:

e Frequent routing change of intruder nodes can be
hard to handle.

e False alarm could occur because of unknown sensor
nodes, though the nodes could be authentic.

4. Implication in General and Intruder sensor nodes:

e False positives and false negatives can occur. False
positives are when authorized nodes are identified as
intruders, and false negative is when intruder nodes
are identified as authentic nodes.

II. RELATED WORK

In [1] the monitoring of intrusions is done by the sensors
in a network. There are a number of different systems to
detect intrusions. In the signature based intrusion detection
systems, the sensors are configured with a number of
signatures that are matched against an incoming stream of
events. Most systems are initialized to the set of signatures.
To update the signature set, the sensor has to be stopped and
the execution has to be restarted. Certain types of responses
are associated to a known signature. This is a severe
limitation when it comes to distributed attacks over a long
period of time. The configuration of existing tools is mainly
performed manually and is prone to errors. This is especially
important if the intrusion detection sensors are deployed in a
heterogeneous environment and with different configurations.
One major challenge is to determine if the current
configuration of sensors is valid for the given environment. In
[6] different network based attacks has been explained. The
ideas of intrusion detection systems are explained considering
operating system and network. ‘“Network-based intrusion
detection is challenging because network auditing produces
large amounts of data, and different events related to a single
intrusion may be visible in different places on the network”.
State Transition Analysis Technique (STAT) to network

intrusion detection has been proposed here. Network based
intrusions are modeled using state transition diagrams. In [7]
conventional host based and network based intrusion and
misuse detection systems have explained. Different IP
vulnerabilities have been considered. In [8] Different concepts
of intrusion detection are discussed. In [3] Intrusion detection
(ID) is defined as “the problem of identifying individuals who
are using a computer system without authorization (i.e.,
‘crackers’) and those who have legitimate access to the
system but are abusing their privileges (i.e., the ‘insider
threat’).” We add to this definition the identification of
attempts to use a computer system without authorization or to
abuse existing privileges. Thus, our definition matches the
one given in, where an intrusion is defined as “any set of
actions that attempt to compromise the integrity,
confidentiality, or availability of a resource.” In [4] each
mobile node in the network has an intrusion detection system
agent running on it all times. This agent is responsible for
detecting intrusions based on local audit data. It participates
in cooperative algorithms with other intrusion detection
system agents. From this it decides if the network is being
attacked. Each agent has five modules they are, Local Audit
Trial, Local Intrusion Database, Secure Communication
Module, Anomaly Detection Modules, and the Misuse
Detection Modules. Considering the problems in detecting
unknown patterns in Intrusion and its detection and possible
approach is using Probabilistic Models [17] that detect
intrusions that deviate from known patterns of normal
behavior. This is based on Anomaly Detection. Initially the
system would have to be either trained to data in which
intrusions are known or the system is directly run on noisy
data, containing intrusions that are detected by its large
deviation from other data. One direct assumption in this case
is that intrusive data are very different from the normal data.
In [16] A variation to the probability distributions using
Markov models is anomaly detection over noisy data using
learned probability distributions. In this method, the number
of normal elements in the data set is significantly larger than
the number of anomalous elements. Here a mixture model is
used, which separates elements into two cases:

a. an anomalous element with small probability A and

b. a majority element or normal element with probability (1-

2).

Thus two distributions are possible, a majority distribution
(M) and an anomalous

distribution (A). The generative distribution for the data, D, is
D=(1-AM+ 1A

For the normal elements we have a function Ly which takes as
a parameter the set of normal elements M, and outputs a
probability distribution, Py, over the data D. Similarly we
have a function L, for the anomalous elements which take as
a parameter the set of anomalous elements A;.

Therefore,
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Py (X) = L (M )(X) [16]

Pae (X)=La(A)X) [16]

To detect anomalies, we determine if an element X, is an
anomaly and should remain in My, or is an anomaly and
should be moved to A To determine this, we examine the
likelihood of the two cases. The likelihood, L, of the
distribution D at time t is

N
L(D) =TI Po(xi) = [ (1- )™M T Pu(x:) /11“]1 Pa
() [16]
i=] X; € M,
XjeA!

The log likelihood is calculated (LL) at time t as:

LL (D)= M log (1- A)+ Z log (Py(xi)) + | Al log A +
2 log(Pa (%))
X; € M(
X; € A

The change in LL,is:

Mi=Mui\ { X}
A=A U {xe}

If the difference (LL;_LL,, ) is greater than some value c,
we state that the element is an anomaly and permanently
move the element from the majority set to the anomaly set;
else the element remains in the normal distribution. Thus
intrusive traces are found out.

If we use the information theoretic measure to measure the
regularity of data, conditional entropy, we can use the
variation in entropy to detect intrusive data. By definition,

HX/Y) = - 24 Plxy) loga P(xly) [15]
x,y€X,Y

Where P(x,y) is the joint probability of x and y and P(x[y) is
the conditional probability of x given y. Using the entropy
measure, we can determine the optimal window size for
different audit trails, which give the least entropy. That means
that this data is more regular with better intrusion detection
rate. In [11] Information- theoretic measures can be used for
anomaly detection in the following approaches: Measure the
regularity of audit data and perform appropriate data
transformation. To make the dataset regular, this step is
iterated. Determine how to achieve the best performance or
the optimal performance/cost trade-off, according to the
regularity measure. Use relative entropy to determine whether
a model is suitable for a new dataset. This point is particularly
important while shifting the approach to a new environment.

III. PROPOSED MODEL

Figure 2 shows our proposed model for intrusion
detection. Sensor nodes are deployed in groups. Each group

will have part of the responsibility for intrusion detection.
Each group acts as a module. There are three modules,
monitor module, managing module and behavior collecting
module. The responsibility for each module is as follows.
Monitor module: It monitors the system. If it finds
unaccepted behavior, then it reports to the managing module.
Behavior collection module: 1t collects the accepted behavior
and keeps the information in its memory. The monitor module
compares the monitored behavior with the accepted behavior.
The behaviors which do not match are taken as unaccepted
behavior.

™

Behavior
AnTlantinn

!

Cluster

!

\ //V
Managing

General

Figure 2. Architecture of proposed model

Managing module: 1t manages the network from intruder.
When monitor module reports occurrence of unaccepted
behavior of certain sensor nodes. Then the managing module
broadcasts alert message in the network. The message
contains the identification of the intruder node.

We have developed an algorithm for each module in IDS of
sensor network. We have taken all the constraints into
account. The final algorithm is the integrated functions of all
the modules. We have shown the block diagram, and then
written the algorithm according to the working criteria. The
filter filtered the information to get the intrusion related
information. Then it sends the data to the monitor module and
the monitor module compares the data with the collected data
in the behavior collection module.

Algorithm:
//Collecting the accepted behavior in behavior collection module
For (Time = initial Time, Time <= final Time, Time++)

{

If (Network is in working state)

{

Collect the accept behavior from the Distributed sensor network

Else wait till it can communicate

}
//Storing the behavior in different senor nodes in the behavior collection
module
For (Node = node number 1, Node<= final node in the module, Node++)
If (Memory! = Full)

Store the rule based behavior in the behavior collection module

Else switch to different node in that module
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//Collecting information in the filter and deliver the intrusion related
information
While (Network is not in sleep mode)

¢

Collect the information of the network into the filter

}
Filtered the data and deliver the intrusion related information to the monitor
module.

//Comparison in monitor module
‘While ( Not end of comparison of accepted behavior with behavior
collection module)

Compare the accepted behavior with the behavior collection module
If (Feels like, it can be an intrusion)

Decides whether to notify the managing module

}

Else keeps working to find intrusion
Sends the decision to the managing module

//Final decision in managing module
Managing module takes the final decision
If (Its an intrusion)

{

Broadcasts intrusion alert message

}

Else discard the information, and wait for information from monitor module

IV. IMPLEMENTATION OF INTRUSION DETECTION
TECHNIQUES IN A SENSOR ENVIRONMENT
We use the anomaly-detection technique to detect
intrusions in a sensor network to check for behaviors of
sensors that deviate from known patterns. We propose two
types of detection techniques to achieve this. Both the
techniques have their merits and demerits in the sensor
network and it would be as per the constraints applicable that
we can decide which of these would be most suitable.
The two techniques are using:
a. Probabilistic models
b. Information theoretic measures

Probabilistic models: Here we focus on Markov Chain
Models to detect intrusions. A discrete-time stochastic process
specifies how a random variable changes at discrete points in
time. If X, is a random variable representing the state of a
system at time t, where t = 0, 1, 2, ... A stationary Markov
Chain is a special type of discrete time stochastic process with
the following assumptions:
a. the probability distribution of the state at time t+1 depends
on the state at time t, and does not depend on the previous
states leading to the state at time t;
b. a state transition from time t to time t+1 is independent of
time.
Let P;; be the probability that the system is in a state j at time
t+1 given the system is in state t at time t. For a finite number
of states, 1, 2, ...., s, the stationary Markov chain can be
defined by a transition probability matrix:

Py P Py . Py
Py Py Py ... Py

P= . . L
Psl PSZ PsS Pss

And the initial probability distribution Q=[q; q ... qs]
Where q, is the probability that the system is in state i at time
0, and

j=s

2 pj=1

=1

The probability that a sequence of states X ...., Xrat time 1,

..., T occurs in the context of the stationary Markov Chain is
computed as follows:

T

P(Xi, ..., X1) = qx1 IT Pxeix [17]
t=2

The transition probability matrix and the initial probability
distribution of a stationary Markov chain is learned from the
observations of the system state in the past. Given the
observations of the system state Xy X; X5 ..., Xx.; at time
t=0, ..., N-1, we learn the transition probability matrix and the
initial probability distribution as follows:

Pij = N,J/ Ni
qi = Nl/ N

where
Nij is the number of observation pairs Xz and X¢+1 with
Xt in state i and X#+1 in state j;
Ni. is the number of observation pairs Xz and X¢+1 with
Xt in state / and X#+1 in any one of the states 1, ... , s;
Ni is the number of X7’s in state i; and
N is the total number of observations.
Over here, the system trains to the data given and builds the
stationary Markov chain model of temporal behavior. Let the
sequence of audit events be Et-(N-1)=t-N+1, ... , Et, where E
stands for event. The sequence of states X7-99, ... , Xt
appearing in the window, where Xi is the state (the type of
audit event) that the audit event Ei takes is examined. Using
the formula below, the probability that the states occurs in the
context of the normal usage is calculated and seen if it
supports the sequence of states X#-99, ... , Xt.
t

P(Xi99, Xi...., X0) = Qx99 TT Pxeixe

i=t-98
The higher probability denotes that the sequence of states
results from normal activities. Intrusive events give a low
probability of support from the Markov model of the norm
profile.
How can the Markov Chain Model be used to the sensor
network: The values in the Markov transition matrix are
deduced by learning the behavior of the system, i.e. the sensor
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nodes. The model enlists all transitions that the sensor node
has as per its actions. For example, let us consider sensor
nodes in a particular group to belong or have the same set of
states. If we consider a single sensor node, let us consider that
the node is first in a power off state. It then makes a transition
to the power on state due to the action power on. This
transition would have a high probability as it is considered
normal. The next transition could be a connect query to the
cluster head. This represents a transition to the connected
state. There could be innumerous transitions within this
connected state.

One transition could be the join query given by the sensor
node to the group. This query would first follow the security
protocols before it becomes part of the group. Once the sensor
joins the group, the activities of the sensor node are monitored
to check for intrusive behavior. Deviations from the studied
behavior will give a low probability of support in the Markov
transition matrix. Other queries and data could be location
tracking data for objects in the sensor’s range. All queries
pertaining to normal data in this regard would give a higher
probability of support. These data could be data related to
object id, object found and object tracking data. From the
known patterns of traces on these data, the matrix would give
a higher probability of support for data that is more likely to
happen.

Considering the type of intrusions possible, we will have
to fix a discrete variable on time to analyze other possible
intrusion parameters. These could be battery life, memory
usage or other implicit parameters of the sensor.

V. Conclusion

We have shown architecture for distributed intrusion
detection in wireless distributed sensor networks. The model
is distributed and cooperative. The existing intrusion detection
algorithm can be used according to the need for intrusion
detection. Different possible intrusions have been discussed.
Constraints of sensor networks have been explained.
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Abstract : Debris flows such as avalanches and lahars
differ from the classical dam-break problem of hydraulics
due to the relative importance of viscous versus inertial
forces in the momentum balance. An equation of motion
describing debris flow in the limit of zero inertia is
developed and solved using a converged finite difference
numerical, in two limits: short time and long time. These
solutions are then combined into a single, universal
model.

L. Introduction

Since Ritter’s original work on dam-break flow [1], many
studies have been performed focusing on experiments, theory
and numerical methods (Gill [2]). Dam-break flow has become a
classical hydraulic problem with such a large complexity that a
higher degree of reproduction of real conditions raises new
studies, as certain scenarios of initiation of debris flows, flash
floods and lahars can be modelled by dam failures. So, among
others, Zanuttigh and Lamberti [3] apply an exact Riemann
solution that allows a second-order accuracy of the solution for
the power-law section shape to the dam-break problem in valleys
with different shapes but the same dam area; Frazao and Zech
[4] present an experimental study of a dam-break flow in an
initially dry channel with a 90° bend, and successfully compare
their measurements of water level and velocity field with
numerical results.

Consider a dam obstructing a horizontal smooth channel, dry
downstream and with a given quantity of fluid upstream (with

height 4 ), contained between a fix plate and a dam.

Wl y

N

Dam
fg

Fluid

Fig.1: Flow Configuration at negative time

At initial time, the dam collapses and the fluid is released
downstream (positive wave), while a negative wave propagates
upstream (negative wave). From dam-collapse date to time
where negative wave reaches the fix plate, Ritter [1] gives the
so-called inertial solution, stating that the wave front advances
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with a constant speed of 2ygho , while the negative wave

moves back with constant speed 1/gho .

Between these two extremities, average speed U and the
hydrograph are respectively given by

2|x

U==\"+\gho ) ()]
3
e :l(z g —i) @
3 t

where the dam is assumed to be located at x=0 .

This configuration generally represents flow generated by dam
failure caused by exceptional rainfall (e.g. Malpasset, France in
1959) or by war action (e.g. Dnieproghes, Ukraine in 1941). The
fluid is water and the flow is described by the Navier Stokes and
continuity equations, together with the non slip condition.
Assuming the shallow water approximation, this system of
equations leads to the Barré de Saint-Venant equations (De Saint
Venant [5]), a one-dimensional hyperbolic system. The complete
hydrodynamic equations describing this unsteady flow in open
channel were solved by Faure and Nahas [6], using the method
of characteristics. Hunt [7], comparing one-dimensional
turbulent flow model down a slope with its viscous counterpart,
concluded that the viscous flow model gives the best description
for debris flows. Indeed, these flows develop within a long
domain, i.e. a domain of space that is much longer than it is
wide, so short time behavior described by the previous studies
are inappropriate to give a complete description of these natural
flows. In the nature, the fluid is generally mud, ie. a very
viscous complex mixture of water with diverse sediments, so the
viscous terms are dominant here over the inertial ones. To
represent such natural dam-break flow, Nsom et al. [8], Nsom
[9] performed an experimental study with glucose-syrup fluids
characterized with adjustable viscosity and density. Hunt [7]
built similarity solutions for “geological flows” down a sloping
1D channel. Also, Schwarz [10] achieved a numerical study of
viscous thin liquid films down an inclined plane. Solving free
surface lubrication equations, including the effects of both
gravity and surface tension, he states a scaling law for the
prediction of finger-width.

In this work, a 1-D model is presented, aiming to provide
practical laws, useful to engineers. A priori knowledge of the
speed of the flood wave is indeed important because this will
determine the available time in which forecast and rescue
measures need to be effected. Assuming the shallow-water
approximation, equations of motion governing viscous dam-
break flow are built and put in non-dimensional form and the
initial and boundary conditions are stated. Then, an analytical
solution is presented both for short time and long time behavior.
Zoppou and Roberts [11] tested the performance of 20 explicit
schemes used to solve the shallow water wave equations for
simulating the dam-break problem. Comparing results from
these schemes with analytical solutions to the dam-break
problem with finite-water depth and dry bed downstream of the
dam, they found that most of the numerical schemes produce
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© 2007 Springer.



124 NSOM ET AL.

reasonable results for subcritical flows. So an explicit procedure
was used here, which does not take into account turbulence
generated by dam-break wave, as the flow develops over a dry
smooth bed (Shigematsu et al. [12]). Numerical results are
shown and compared with the analytical ones in each regime.

1I. Problem statement

Equations of motion

Let ho denote the height of fluid at negative time in a smooth
horizontal rectangular channel, g the gravity, p and u the fluid
density and viscosity, respectively. Using a cartesian system of
coordinates with origin at dam site, x-axis lying on channel-
length and z-axis in upwards vertical direction (fig. 1). The fluid
is assumed to flow mainly in the direction of x-axis with height 4
at given control section of abscisse x, at time ¢. So, the vertical
velocities are negligibly small, and therefore the pressure is
hydrostatic, the pressure in the flow is given by

p=po+pg(h—z) 3)

where p( denotes the (constant) pressure at the free surface and
g the gravity. The balance between the pressure gradient and the
viscous forces is thus expressed by

6214
v @)
pox Ox Oz

190 oh
=8

where horizontal derivatives have been neglected in comparison
with vertical derivatives on the right-hand side of (4) because the
length of the current is very much greater than its thickness. At
the base of fluid layer the no slip condition writes

u(x,O,t):O 5)

Considering that the shear stress at the top of the current is very
much less than its value within the current, and then can be
approximated as

Z—u(x,h,t)=0 ©)

the solution of (4), (5) and (6) is

u(x,z,t)=—Lahz(2h—z) 7)

2 v ox
A complete determination of the unknowns « and 4 requires the
equation of continuity which can be written here as

A
@+i(f)udz)=o ®)
ot Ox

Substituting (7) into (8) we obtain
2.4

o(h")

@_pg—zzo ©)
ot 12u ox

If / denotes the reservoir length, assume the following set of non
dimensional variables:

xr pgh’
(h',x',x/',t‘):(i,i,L,
ho ho ho 12ul*

) (10)

where subscript /" denotes wave-front, equation of motion (9)
then becomes, in non dimensional form:

2aty 4, 0

2 an

Ox or'

Eq.11 is similar to the equation of motion obtained by Schwarz
[10] and Barthes-Biesel [13], in describing the evolution of a
thin liquid layer, flowing down a horizontal plane when surface
tension effects can be neglected.

Initial and boundary conditions

Using (10), the fluid height at initial time is given by:

=0 Kl for —1<¥'<0 (12)

h'(x‘,t’O ):0 otherwise (13)
Furthermore, a complementary boundary condition should be
imposed upstream, assuming that a short time or an asymptotic
solution is sought. These boundary conditions are suggested by
experimental observation. For short time case, it is written:

h‘(x‘:—l',t'):l with l':L (14)

ho
which means that only a given fluid quantity in the upper part of
the reservoir is released downstream at the very first instants
following dam collapse. While for long time case, it is written:

%(XE—I'J'):O (15)
ox'

which means that there is no flow at the fixed wall so, at that
site, the free surface is horizontal.

For convenience, in the rest of the paper, non dimensional
quantities will be denoted by corresponding capital letters with
no primes.

1I1. Numerical solution
Discretization

To build a numerical procedure, it is necessary to define the

channel total length / . The non dimensional extreme
(downwards) abscissa is
Le:u (16)

ho
This point is so far from dam site, that the flow is supposed to
never reach it during the while of a given experiment (1D
assumption), with total duration z . Then, the problem to solve
numerically is described by the following equation of motion

*(HY

oH_~ - (17)
or ox’

associated with the following initial conditions

H(X,0)=1 if Xe[—L,O] (18)
H(X,0)=0 otherwise (19)
and boundary conditions

a—H(fL,T):O vT>0 (20)
¢

H(Xe,1)=0 V720 21)

This problem is solved by a finite difference method.
For this, the function H(X,T) is computed in the set

[—L,Le]X[O,T], itself discretized in a finite number of identical

small rectangles with sides AT and AX .
The equation will be approximated at grid points located at the

following coordinates in the [—L,Le]x[o,r] set:

(X,- iy ):(—L+i-AX, j~AT),ie[0,_L+Le J jE[O,LJ ©2)
AX AT

Notice that eq.(32) can be put in the form
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+3 — (23)

An heuristic approach (Smith [14], Forsythe and Wasow [15],

Richtmeyer and Morton [16]) considers the product (4H 3) in

the right-hand side of eq.(23) as a “coefficient of diffusion”.
Indeed, the following equations are considered :

2
oV
a—V=4—2 (24)
oT oX
and
V(X.0)=H(X,0) (25)

The numerical scheme of equations (24-25) is tested using the
von Neumann method to provide a stability criterion which is
necessary to ensure the convergence of our non-linear problem.

Algorithms
Using Taylor’s formula, the derivative of the unknown function

can be given by:

AT " H

OH | H(){,T‘FAT)*H(){,T) (
or (X’T): AT _n§2 n! or" \X’T)
26)

Also, Taylor’s formula can be used to write the non linear term
in eq.(17):

), bl B}

ox? KT (AX)z

fu(er)f
_ (ax) > () ox™

() 5
ax 5% gt

(xr) e

Introducing eq.(26) and eq.(27) in eq.(17) produces

H(X,T+AT)»H(X,T) [ XrART )]4 +[”'(X‘AX’T)]4

AT ()
_2[H(X’T )]4 (XT)

5 +RAX, AT
(ax)

(28)

with

s AT" 0"H
Rax (X,T = —(XT)
AT n22 pyoar"

—AT (XT) (29)

Rax, AT(X,T ) is the residual term which is neglected to solve

the numerical problem. Notice that this term can be numerically
approximated knowing the solution at the former time step.
Now let

j={x;.1 ) @0

where X; and 7; are given by eq.(22), then the finite

difference equation to solve, which uses a first order time
scheme and a centered second order spatial scheme, is written as

4 4 4

o =H . H | HH .| 3H
Lj b > i+l,j i-l,j Lj
()

(31
Notice that Ho,j+1 corresponds to upstream Neumann condition.
It is derived from eq.(30), say

HO,j+1:H1,j+1 (32)
Also, if imax denotes the maximum value that subscript i can
reach, i.e. imax is rounded off to the integer that is closest to

L+ X, .. ..
£ , then downstream Dirichlet condition yealds
Himax, j+1=0 (33)
AT 5 L (34)
AX 8
Iv. Numerical Results
Free surface profile

The free surface profile is presented in fig.2.

Fig 2

Fig.2: Time variation of free surface profile for L=10

At large time after dam collapse, it completely differs from
Ritter’s solution (fig.3), i.e. when the fluid is water, computed
using egs.(1) and (2) which is concave.
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Fig. 7
Fig.3: Ritter’s solution of inertial dam-break flow

This shows that the convex shape of free surface profile for
viscous dam-break flow is intrinsic to the equations of motion
governing the problem.
Furthermore, a complete description of the flow should include
surface tension, introducing a complementary term in the
equation of motion, say

3

0°H
ol po 177 35)
or oX 0X BoX
where B denotes the Bond number, defined as
pel?
B=— (36)

o

and o the fluid surface tension. Computation of eq.(54) was
carried out using the procedure described in previous section for
assigned glucose syrup concentration in water. Fluid physical
properties (density, viscosity and surface tension) were taken in
Weast et al. [17]. For similar flow configuration, results were
quite identical to those obtained from eq.(32), i.e. when surface
tension is neglected. In fact, surface tension would affect viscous
dam-break flow, only in film lubrication conditions (e.g.
Schwarz [10]).

Fluid height

Also, fig.2 shows that during a very short while after dam
collapse (short time solution), flow height remains constant at
dam site, with

H 7(X=0,T)~0.684 (37)

in excellent agreement with analytical solution (eq.20). Viscous
solution is characterized by a decreasing of flow height at dam
site.

At a given location inside the reservoir, time variation of fluid
height is shown in fig.4 which indicates fluid height collapses
for stations close to dam site, followed by a smoother decrease
for all upstream stations.

Fig.4: Typical time-height variation at upstream stations

o8k

Fig &

Fig.5: Typical time-height variation at downstream stations

At given downstream station, flow height increases abruptly at
first stage, then smoothly to a maximum value and finally
decreases after elapsed long time (fig.5).

Front wave position

Time evolution of front wave is presented in fig.6 where three
flow regimes can clearly be identified.

Fig. 3
Fig.6: Wave-front evolution for assigned reservoir length

An inertial regime valid immediately after dam collapse,
corresponding to H<0.684 at dam site and governed by

X /(T)=400T T'<0.004L" (38)

which meets Ritter’s analytical solution.
Then, a viscous regime takes place with the following equation
of motion

Xf(nz\g 0.004L ' <7<0.2082 (39)

This regime can be observed during a long time period if the
value of the length L grows. This means that the asymptotic
solution corresponds to an infinite reservoir length. Indeed, fig. 7
shows that the numerical solution using L=/0 is in a good
agreement with the short time solution until time reach a value
around 50.
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Fig.7 : Comparison between asymptotic and numerical solutions.
L=1, dash line (long time asymptotic solution) and cross ‘x’
(numerical simulation). L=10, full line (short time asymptotic
solution) an cross ‘+’ (numerical simulation).

The model predicts that this asymptotic solution is valid for
T<20.8. This threshold is then numerically confirmed. The
numerical simulation doesn’t last enough time to reach the long
time asymptotic solution. Nevertheless, when L is set to 1, the
long time solution is reached quite early (fig. 7) in order to be
observed within the duration of the simulation.

It should be stressed that the reservoir extent L is not involved in
short time solution as it holds only near the front moving
downstream, while the long time asymptotic solution depends on
L, as it holds everywhere.

Nsom [9] obtained experimentally, a Ritter’s type evolution of
the front (7'<0.2); in the viscous regime, a scaling law with the
form

X pocr!? (40)
and the following equation of motion for the asymptotic regime
X p=1.867"°-0.902 @1

These results agree well with the numerical results obtained in
present work. Also, Huppert [18] obtained a concordant
analytical asymptotic solution in the following dimensional form

1/5 (42)

where E , is a constant depending on the fluid physical
properties.

Meanwhile, a comparison with other previous experimental and
numerical results is difficult because in the configuration
generally considered, the viscosity is neglected (e.g. Martin and
Moyce [19], Stanby et al. [20], Shigematsu et al. [12]).

xp=Et

Front wave velocity

The front wave velocity is obtained from the derivation of
X f(T ) . The numerical result is computed using the following
centred second order scheme :

X (T +AT)—X (T)
~(T+AT/2)=%+0(AT2)

U
/ AT

(43)

where Uy is the front velocity. The asymptotic velocity is

directly calculated from equations (17) and (30). So, we can
write :

o)L

for short time and
U »(T}1.8625T—4/5 5)
Y 5

for long time.

The velocity is computed setting L=/0 and compared to the
short time asymptotic solution

(eq. 63). Fig.8 shows that the time evolution of the velocity,
obtained using computational resolution, is very similar to the
tendency calculated from the asymptotic model for 7</50.

Fig.8 : Front velocity vs time (L=10). ‘“+’ : numerical solution.
Full line : short time asymptotic solution.

The difference between the value of the velocity given by the
numerical and asymptotic models in fig.9 shows that the short
time solution differs from the numerical solution up to 5% when
T>20.71 which is in very good agreement with the expected
value (20.8).

10
9F - - -
-] E—

AU, (%)
(4]

Fig.9 shows also that the short time solution is less sharp for
very short time as the error coefficient grows below 7=2 when
the time decreases.

Conclusion

The horizontal viscous dam-break flow was considered. The
channel was smooth and dry at initial time. Applying the
conservation of mass and momentum with the shallow water
approximation, an equation of motion was derived and made non
dimensional, when the viscous forces were assumed to be the
dominant ones. Then, an analytical solution of the equation of
motion was built. Immediately after the dam collapse, an inertial
regime takes place. In this regime, flow height at dam site has a
(fix) characteristic value and the equation of motion of front
wave is of Ritter’s type. As flow height inside the reservoir
reaches this characteristic value, a short time viscous regime
holds with no influence of reservoir extend on front wave
equation of motion. Finally, a long time viscous regime takes
place depending on reservoir length. Also, a convex free surface
profile with a self-similar form and time variation of flow height
at both upstream and downstream stations were furnished.
Furthermore, the problem was considered numerically. The
previous equation of motion was of porous medium type and
was approximated using an explicit finite difference method.
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The stability and convergence of the computations were insured
using a criteria based on heuristic approach. The very good
agreement between numerical and asymptotic solutions shows
the consistence of the numerical scheme for both short time and
asymptotic form of long time solution which correspond
respectively to long and short reservoir length L..
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Abstract: The motivation behind fusing multi-resolution images is
to create a single image with improved interpretability. In algorithm
(based on pixel and feature level) presented in this paper, images are
first segmented into regions with fuzzy clustering and are then fed
into a fusion system, based on fuzzy “if-then” rules. Fuzzy clustering
offers more flexibility over traditional strict clustering; thus
allowing more robustness as compared to other segmentation
techniques (e.g. K-means clustering algorithm). A recently proposed
subjective image fusion quality evaluation measure known as IQI
(Image Quality Index) [1] is used to measure the quality of the fused
image. Results and conclusion outlined in this paper would help
explain how well the proposed algorithm performs.

Keywords: Image Fusion, Discrete Wavelet Frame Transform
(DWFT), Fuzzy C-Mean Clustering, Discrete Wavelet Transform
(DWT) and Image Quality Index (IQI).

1. INTRODUCTION

In the past few years multi-sensor systems have utilized data
fusion to get the improved and enhanced versions of acquired
data. This can be useful in some diagnostic and research
situations. Image fusion is a process by which several registered
images or some of their features are combined together in such a
way that there is no loss of information and introduction of
distortion [2]. Fused image produced is thus more suitable and
enhanced for human / machine perception. Composite image
improves image content and make it easier for detection,
recognition and identification of targets and thus increase
situational understanding.

Image fusion has a number of applications in remote sensing,
multi-focus camera applications, medical imaging, concealed
weapon detection and night-time security.

Image fusion is generally performed at three different levels of
information representation; these are pixel level, feature level and
decision level [2]. Fusing images at pixel level means to perform
integration at a level where the pixels are least processed. Each
pixel in the fused image is calculated from pixels in the source
images by for-example averaging. Fusion at feature level first
requires extraction of features from the source images (through
e.g. segmentation); fusion then takes place based on features that
match some selection criteria. At symbol level/decision level, the
output from the initial object detection and classification using
source images is then fed into the fusion algorithm. Every image
fusion algorithm is performed at one of these three levels or some
combination thereof. Our algorithm focuses on a framework

which combines aspects of both pixel and feature level image
fusion.

Looking in the literature, we find image fusion techniques
which vary from simple pixel averaging to complex methods
involving principal component analysis (PCA) [4], pyramid
based image fusion [3] and wavelet transform (WT) fusion [5].
Lately methods involving wavelet based fusion have gained
much popularity because wavelet transform provides directional
information while the pyramid representation doesn’t introduce
any spatial orientation in the decomposition processes. Liu et al
[7] proposed a method in which authors take discrete wavelet
frame transform (DWFT) of images because of its shift invariant
property which lacks in DWT (discrete wavelet transform).
Images are then segmented into regions using k-means clustering
algorithm and are fed into the fuzzy fusion system.

In this paper an image fusion algorithm based on fuzzy logic is
introduced. The segmentation of images is done using fuzzy c-
mean clustering algorithm instead of k-means clustering
algorithm because fuzzy clustering not only preserves but also
emphasizes the grey level present in the image.

The subsequent sections of this paper are organized as follows.
Section 2 explains the components of algorithm proposed.
Section 3 is about the proposed scheme of image fusion Section 4
explains IQI, an objective image fusion quality evaluation
measure followed by results in Section 5 and conclusion.

II.  INGREDIENTS OF PROPOSED SCHEME

The key constituents of our scheme are discrete wavelet frame
and fuzzy c-mean clustering. Below we have discussed some of
the prospects regarding these techniques.

A. Why DWFT?

The lack of translation invariance together with rotation
invariance is the key drawback of DWT in feature extraction.
Due to shift variance the fusion methods using DWT lead to
unstable and flickering results. This can be overcome with
DWFT by calculating and retaining wavelet coefficients at every
possible translation of convolution filters or in other words the
redundant transforms. More detail can be found in MATLAB
wavelet toolbox, where it is called Discrete Stationary Transform
(SWT).
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B. Fuzzy c-mean Clustering:

Fuzzy c-means is a technique for clustering which allows one
data item to belong to more than one cluster, whereas in hard (k-
means) clustering an entity belongs to one and only one cluster.
For more information on k-means clustering you may visit [11].

In fuzzy c-mean clustering algorithm random membership
values and cluster centers are assigned. The iterative process
continues to calculate the new membership values and cluster
centers according to the distance b/w entities and centers. This
process comes to stop when a maximum number of iteration is
reached or an objective function reaches a required threshold
value [6].

III. PROPOSED IMAGE FUSION SCHEME

It is important to know for the readers that the set of images
used in this algorithm are registered images. With registration
we find correspondence between images. . It is necessary because
only after it is ensured that spatial correspondence (information
from different sensors can be guaranteed to come from identical
points on inspected object) is established, fusion makes sense.
More detail on image registration can be found in [8], [9].

A. Algorithm and Flowchart:

The general framework of the proposed algorithm can be
shown with the help of a flowchart. Step # refers to the steps of
the algorithm 