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Béla Bollobás, University of Memphis
William Fulton, University of Michigan
Frances Kirwan, Mathematical Institute, University of Oxford
Peter Sarnak, Princeton University
Barry Simon, California Institute of Technology

For information about Cambridge University Press mathematics publications visit

http://publishing.cambridge.org/stm/mathematics/



Representation Theory of Finite
Reductive Groups

MARC CABANES, MICHEL ENGUEHARD

Université Paris
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Preface

This book is an introduction to the study of representations of a special class
of finite groups, called finite reductive groups. These are the groups of rational
points over a finite field in reductive groups. According to the classification of
finite simple groups, the alternating groups and the finite reductive groups yield
all finite non-abelian simple groups, apart from 26 “sporadic” groups.

Representation theory, when applied to a given finite group G, traditionally
refers to the program of study defined by R. Brauer. Once the ordinary charac-
ters of G are determined, this consists of expressing the Brauer characters as
linear combinations of ordinary characters, thus providing the “decomposition”
matrix and Cartan matrix of group algebras of the form k[G] where k is some
algebraically closed field of prime characteristic �. One may add to the above
a whole array of problems:

� blocks of k[G] and induced partitions of characters,
� relations with �-subgroups,
� computation of invariants controlling the isomorphism type of these blocks,
� checking of finiteness conjectures on blocks,
� study of certain indecomposable modules,
� further information about the category k[G]−mod and its derived category

D(k[G]).

In the case of finite reductive groups, only parts of this program have been
completed but, importantly, more specific questions or conjectures have arisen.
For this reason, the present book may not match Brauer’s program on all points.
It will generally follow the directions suggested by the results obtained during
the last 25 years in this area.

Before describing the content of the book, we shall outline very briefly the
history of the subject.

xi
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The subject. Finite simple groups are organized in three stages of mounting
complexity, plus the 26 sporadic groups. First are the cyclic groups of prime
order. Second are the symmetric groups (or, better, their derived subgroups)
whose representation theory has been fairly well known since the 1930s. Then
there are the finite reductive groups, each associated with a power q of a prime
p, a dimension n, and a geometry in dimension n taken in a list similar to the one
for Dynkin “ADE” diagrams. A little before this classification was complete,
Deligne–Lusztig’s paper [DeLu76] on representations of finite reductive groups
appeared. It introduced to the subject the powerful methods of étale cohomol-
ogy, primarily devised in the 1960s and 1970s by Grothendieck and his team
in their re-foundation of algebraic geometry and proof of the Weil conjectures.
Deligne–Lusztig’s paper set the framework in which most subsequent studies
of representations over the complex field of finite reductive groups took place,
mainly by Lusztig himself [Lu84] with contributions by Asai, Shoji and others.

The modular study of these representations was initiated by the papers of
Fong–Srinivasan [FoSr82], [FoSr89], giving the partition of complex charac-
ters induced by the blocks of the group algebras over a field of characteristic �

(� �= the characteristic p of the field of definition of the finite reductive group).
Meanwhile, Dipper [Dip85a–b] produced striking results about the decompo-
sition numbers (relating irreducible representations over the complex field and
over finite fields of order �a) for finite linear groups GLn(pb), emphasizing the
rôle played by analogues in characteristic � of concepts previously studied only
over the complex field, such as Hecke algebras and cuspidal representations.
These works opened a new field of research with numerous contributions by
teams in Paris (Broué, Michel, Puig, Rouquier, and the present authors) and
Germany (Dipper, Geck, Hiss, Malle), producing several new results on blocks
of modular representations, Deligne–Lusztig varieties, non-connected reductive
groups, and giving new impulse to adjacent (or larger) fields such as derived
categories for finite group representations, cyclotomic Hecke algebras, non-
connected reductive groups, quasi-hereditary rings or braid groups. Dipper’s
work was fully rewritten and generalized in a series of papers by James and
himself, linking with James’ study of modular representations of symmetric
groups, thus generalizing the latter to Hecke algebras of type A or B, and
introducing the so-called q-Schur algebra.

In 1988 and 1994, Broué published a set of conjectures postulating that
most correspondences in Lusztig theory should be consequences of Morita
or derived equivalences of integral group algebras. One of them was recently
proved by Bonnafé–Rouquier in [BoRo03]. It asserts that the so-called “Jordan
decomposition” of characters ([Lu84]; see [DiMi91] 13.23) is induced by a
Morita equivalence between group algebras over an �-adic coefficient ring.
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Their proof consists of a clever use and generalization of Deligne–Lusztig’s
most significant results, in particular a vanishing theorem for étale sheaves
supplemented by the construction of Galois coverings for certain subvarieties
in the smooth compactification of Deligne–Lusztig varieties.

The book. Our aim is to gather the main theorems around Bonnafé–Rouquier’s
contribution and the account of Deligne–Lusztig’s methods that it requires.
This makes a core of six chapters (7–12). After establishing the main algebraic-
geometric properties of the relevant varieties, we expound Deligne–Lusztig
theory and Bonnafé–Rouquier theorems. The methods are a balanced mix of
module theory and sheaf theory. We use systematically the notions and methods
of derived categories.

In contrast to this high-flying sophistication, our Part I gathers most of the
properties that can be proved by forgetting about algebraic groups and work-
ing within the framework of finite BN-pairs, or “Tits systems,” a framework
common to finite, algebraic or p-adic reductive groups. (There are not even
BN-pairs in Chapter 1 but finite groups possessing a set of subquotients sat-
isfying certain properties.) This, however, allows us to prove several substan-
tial results, such as the determination of simple modules in natural character-
istic ([Ri69], [Gre78], [Tin79], [Tin80]), the results about the independence
of Harish-Chandra induction in relation to parabolic subgroups in transversal
characteristics ([HowLeh94], [DipDu93]), or the theorem asserting that Alvis–
Curtis–Deligne–Lusztig duality of characters induces an auto-equivalence of
the derived category (transversal characteristics again, [CaRi01]). Chapter 5 on
blocks is a model of what will be done in Part V, while Chapter 4 gives a flavor
of sheaf theory and derived categories, topics that are at the heart of Part II.

Apart from in Part I, the finite groups we consider are built from (affine
connected) reductive F-groups G, where F is an algebraically closed field of
non-zero characteristic (we refer to the books [Borel], [Hum81], [Springer]).
When G, as a variety, is defined over a finite subfield of F and F : G → G is
the associated Frobenius endomorphism (think of applying a Frobenius field
automorphism to the matrix entries in GLn(F)), the finite group GF of fixed
points is specifically what we call a finite reductive group.

Parts III to V of the book give proofs for the main theorems on modular
aspects of character theory of finite reductive groups, i.e. the type of theo-
rems that started the subject, historically speaking. Just as characters are a
handy computational tool for approaching representations of finite groups over
commutative rings, these theorems should be considered as hints of what the
categories OGF−mod should look like (O is a complete discrete valuation
ring), either absolutely, or relative to OLF−mod or OW−mod categories for
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certain F-stable Levi subgroups L or Weyl groups W (see Chapter 23). The
results in Parts III to V are thus less complete than the ones in Part II.

The version we prove of Fong–Srinivasan theorems (Theorem 22.9) is our
generalization [CaEn94], introducing and using polynomial orders for tori,
and “e-generalized” Harish-Chandra theory [BrMaMi93]. This allows us to
check Broué’s “abelian defect” conjecture when e = 1 (Theorem 23.12). As
for decomposition numbers, we prove the version of Gruber–Hiss [GruHi97],
giving the relation between decomposition numbers for the unipotent blocks of
GF and the decomposition numbers of q-Schur algebras (see Theorem 20.1).
The framework is an extended “linear” case which comprises (finite) general
linear groups, and classical groups with the condition that both � and the order
of q mod. � are odd.

Chapter 16 gives a full proof of a theorem of Lusztig [Lu88] about the
restriction of characters from GF to [G, G]F . This checking consists mainly in
a quite involved combinatorial analysis of conjugacy classes in spin groups.

The general philosophy of the book is that proofs use only results that have
previously appeared in book form.

Instead of giving constant references to the same set of books in certain
places, especially in Part II, we have provided this information in three appen-
dices at the end of the book. The first gathers the basic knowledge of derived
categories and derived functors. The second does the same for the part of al-
gebraic geometry relevant to this book. The third is about étale cohomology.
Subsections and results within the appendices are referenced using A1, A2, and
A3 (i.e. A2.12 etc.).

Historical notes, indicating authors of theorems and giving references for
further reading, are gathered at the end of each chapter.

We thank Cédric Bonnafé and Raphaël Rouquier for having provided early
preprints of their work, along with valuable suggestions and references.

To conclude, we should say that there are surely many books to be writ-
ten on neighboring subjects. For instance, we have not included Asai–Shoji’s
determination of the RG

L functor, which is a crucial step in the definition of
generic blocks [BrMaMi93]; see also [Cr95]. Character sheaves, Kazhdan–
Lusztig cells, or intersection cohomology are also fundamental tools for several
aspects of representations of finite reductive groups.



Terminology

Most of our terminology belongs to the folklore of algebra, especially the group
theoretic branch of it, and is outlined below.

The cardinality of a finite set S is denoted by |S|. When G is a group and
H is a subgroup, the index of H in G, i.e. the cardinality of G/H , when finite,
is denoted by |G : H |.

The unit of groups is generally denoted by 1.
Group actions and modules are on the left unless otherwise stated.
If G acts on the set S, we denote by SG the subset of fixed points {s ∈ S |

gs = s for all g ∈ G}.
The subgroup of a group G generated by a subset S is denoted by <S>.

In a group G, the action by conjugation is sometimes denoted exponentially,
that is h g = hgh−1 and gh = h−1gh. The center of G is denoted by Z(G). If
S is a subset of G, we denote its centralizer by CG(S) := {g ∈ G | gs = sg
for all s ∈ S}. We denote its normalizer by NG(S) := {g ∈ G | gSg−1 = S}.
The notation H � G means that H is a normal subgroup of G. The notation
G = K >� H means that G is a semi-direct product of its subgroups K and H ,
with H acting on K .

For g, h ∈ G, we denote their commutator by [g, h] = ghg−1h−1. If H ,
H ′ are subgroups of G, one denotes by [H, H ′] the subgroup of G generated
by the commutators [h, h′] for h ∈ H , h′ ∈ H ′.

If π is a set of primes, we denote by π ′ its complementary set in the set
of all primes. If n ≥ 1 is an integer, we denote by nπ the biggest divisor of n
which is a product of powers of elements of π . If G is a group, we denote by
Gπ the set of elements of finite order n satisfying n = nπ . We call them the
π -elements of G. A π -group is any group of finite order n such that nπ = n.
The π ′-elements of G are sometimes called the π -regular elements of G. Any
element of finite order g ∈ G is written uniquely as g = gπ gπ ′ = gπ gπ ′ where
gπ ∈ Gπ and gπ ′ ∈ Gπ ′ . We then call gπ the π -part of g.

xv



xvi List of terminology

If n ≥ 1 is an integer, we denote by φn(x) ∈ Z[x] the nth cyclotomic poly-
nomial, defined recursively by xn − 1 = �dφd (x) where the product is over
divisors d ≥ 1 of n.

Let A be a (unital) ring. We denote by J (A) its Jacobson radical. If M is an
A-module, we denote the head of M by hd(M) = M/J (A).M . We denote by
soc(M) the sum of the simple submodules of M (this notion is considered only
when this sum is non-empty, which is ensured with Artin rings, for instance
finite-dimensional algebras over a field).

If n ≥ 1 is an integer, we denote by Matn(A) the ring of n × n matrices with
coefficients in A (generally for a commutative A). We denote the transposition
of matrices by X �→ t X for X ∈ Matn(A).

We denote by A× the group of invertible elements of A, sometimes called
units. We denote by Aopp the opposite ring.

We denote by A−Mod (resp. A−mod) the category of A-modules (resp.
of finitely generated A-modules). Note that we use the sign ∈ for objects in
categories, so M ∈ A−mod means that M is a finitely generated A-module.

When M ∈ A−mod, we denote by GLA(M) the group of automorphisms
of M . For a field F and an integer n ≥ 1, we abbreviate GLn(F) = GLF(Fn).

If A, B are two rings, an A-B-bimodule M is an A × Bopp-module, that
is the datum of structures of left A-module and right B-module on M such
that a(mb) = (am)b for all a ∈ A, b ∈ B and m ∈ M . Recall that M ⊗B −
then induces a functor B−Mod → A−Mod. When A = B, we just say A-
bimodule. The category of finitely generated A-B-bimodules is denoted by
A−mod−B.

If C is a commutative ring and G is a group, we denote by CG (sometimes
C[G]) the associated group ring, or group algebra, consisting of finite linear
combinations

∑
g∈G cgg of elements of G with coefficients in C endowed with

the C-bilinear multiplication extending the law of G. The trivial module for this
ring is C with the elements of G acting by IdC . This CG-module is sometimes
denoted by 1.

The commutative ring C is sometimes omitted from the notation. For in-
stance, if H is a subgroup of G the restriction of a CG-module M to the
subalgebra C H is denoted by ResG

H M . In the same situation, CG is considered
as a CG-C H -bimodule, so we have the induction functor IndG

H defined by
tensor product CG ⊗C H −.

Let O be a complete local principal ideal domain (i.e. a complete discrete
valuation ring) with field of fractions K and residue field k = O/J (O). Let A
be an O-algebra which is O-free of finite rank over O. Then O is said to be
a splitting system for A if A ⊗O K and A ⊗O k/J (A ⊗O k) are products of
matrix algebras over the fields K and k, respectively. Note that this implies that
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A ⊗O K is semi-simple. For group algebras OG (G a finite group) and their
blocks, this is ensured by the fact that O has characteristic zero.

If G is a finite group and � is a prime, a triple (O, K , k) is called an �-modular
splitting system for G if O is a complete discrete valuation ring containing the
|G|th roots of 1, free of finite rank over Z�, K denoting its field of fractions (a
finite extension of Q�) and k its residue field (with |k| finite, a power of �). Then
O is a splitting system for OG, i.e. K G (resp. kG/J (kG)) is split semi-simple
over K (resp. k); see [NaTs89] §3.6. Note that if (O, K , k) is an �-modular
splitting system for G, it is one for all its subgroups.

Let G be a finite group. We denote by Irr(G) the set of irreducible char-
acters of G, i.e. trace maps G → C corresponding with simple CG-modules.
Generalized characters are Z-linear combinations of elements of Irr(G). They
are considered as elements of CF(G, C), the space of central functions G → C

of which Irr(G) is a base. Since finite-dimensional CG-modules may be re-
alized over Q[ω] for ω a |G|th root of 1, classically Irr(G) is identified with
the trace maps of simple K G-modules for any field K of characteristic zero
containing a |G|th root of 1. They form a basis of CF(G, K ) (central functions
G → K ).

Classically we consider on CF(G, K ) the “scalar product” 〈 f, f ′〉G :=
|G|−1 ∑

g∈G f (g) f ′(g−1) for which Irr(G) is orthonormal.





PART I

Representing finite BN-pairs

This first part is an elementary introduction to the remainder of the book.
Instead of finite reductive groups G := GF defined as the fixed points under

a Frobenius endomorphism F : G → G in an algebraic group, we consider finite
groups G endowed with a split BN-pair. This is defined by the presence in G of
subgroups B, N satisfying certain properties (see Chapter 2 for precise defini-
tions). Part I gathers many of the results that can be proved about representations
of G within this axiomatic framework. Though some results are quite recent,
this should not mislead the reader into the idea that finite reductive groups can
be studied without reference to reductive groups and algebraic varieties.

However, many important ideas are evoked in this part. We shall comment on
Harish-Chandra induction, cuspidality, Hecke algebras, the Steinberg module,
the duality functor, and derived categories.

The six chapters are almost self-contained. We assume only basic knowledge
of module theory (see, for instance, the first chapter of [Ben91a]). We also
recall some elementary results on BN-pairs (see, for instance, [Asch86] §43,
[Bour68] §IV).

A group with a split BN-pair of characteristic p is assumed to have parabolic
subgroups decomposed as P = UP >� L , the so-called Levi decomposition,
where L is also a finite group with a split BN-pair. A leading rôle is played by
the G-L-bimodules

RG.e(UP )

where R = Z[p−1] and e(UP ) = |UP |−1 ∑
u∈UP

u, and their R-duals

e(UP ).RG.

A first natural question is to ask whether this bimodule depends on P and not just
on L . We also study “Harish-Chandra induced” modules RG.e(UP ) ⊗RL M for
M simple kL-modules (k is a field where p �= 0) such that (L , M) is minimal
with regard to this induction process. It is important to study the law of the
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“Hecke algebra” EndkG(RG.e(UP ) ⊗RL M) and show that it behaves a lot like
a group algebra.

The RG-bimodules

RG.e(UP ) ⊗RL e(UP ).RG

allow us to build a bounded complex defining an equivalence

Db(RG−mod) → Db(RG−mod)

within the derived category of the category of finitely generated RG-modules.
We see that the main ingredients in this module theory are in fact permutation

modules. In finite group theory, these are often used as a first step towards the
study of the full module category, or, more importantly, through the functors
they define. In our context of groups G := GF , we may see the G-sets G/UP

as 0-dimensional versions of the Deligne–Lusztig varieties defined in G.



1

Cuspidality in finite groups

The main functors in representation theory of finite groups are the restriction
to subgroups and its adjoint, called induction.

We focus attention on a slight variant. Instead of subgroups, we consider
subquotients V � P of a finite group G. It is natural to consider the fixed point
functor ResG

(P,V ) which associates with a G-module M the subspace MV of
its restriction to P consisting of fixed points under the action of V . This is a
P/V -module. When the coefficient ring (we denote it by �) is such that the
order of V is invertible in �, the adjoint of

ResG
(P,V ): �G−mod → �P/V −mod

is a kind of induction, sometimes called Harish-Chandra induction,

IndG
(P,V ): �P/V −mod → �G−mod

which first makes the given �P/V -module into a V -trivial �P-module, then
induces it from P to G.

The usual Mackey formula, which computes ResG
P IndG

P ′ , is then replaced by
a formula where certain non-symmetric intersections (P, V ) ∩↓ (P ′, V ′) :=
((P ∩ P ′)V ′, (V ∩ P ′)V ′) occur. This leads naturally to a notion of ∩↓-stable
�-regular sets L of subquotients of a given finite group. For such a set of
subquotients, an L-cuspidal triple is (P, V, M), where (P, V ) ∈ L and M is a
V -trivial �P-module such that ResP

(P ′,V ′) M = 0 for all (P ′, V ′) ∈ L such that
V ⊆ V ′ ⊆ P ′ ⊆ P and (P ′, V ′) �= (P, V ).

The case of a simple M above (for � = K a field) has remarkable properties.
The induced module IndG

(P,V ) M is very similar to a projective �G-module. The
indecomposable summands of IndG

(P,V ) M have a unique simple quotient, and a
unique simple submodule, each determining the direct summand that yields it.

A key fact explaining this phenomenon is the property of the endomorphism
algebra EndK G(IndG

(P,V ) M) of being a self-injective algebra. This last property

3
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seems to be intimately related with cuspidality of M . These endomorphism alge-
bras are what we call Hecke algebras.

Self-injectivity is a property Hecke algebras share with group algebras. To
prove self-injectivity, we define a basis of the Hecke algebra. The invertibility of
these basis elements is related to the following quite natural question. Assume
(P, V ) and (P ′, V ′) are subquotients such that P ∩ P ′ covers both quotients
P/V and P ′/V ′ and makes them isomorphic. Then, the V -trivial P-modules
and the V ′-trivial P ′-modules can be identified. The “independence” question
is as follows. Are IndG

(P,V ) and IndG
(P ′,V ′) tranformed into one another by this

identification? A positive answer is shown to be implied by the invertibility of
the basis elements mentioned above.

1.1. Subquotients and associated restrictions

Let G be a finite group. A subquotient of G is a pair (P, V ) of subgroups of G
with V � P .

Definition 1.1. When V � P and V ′ � P ′ are subgroups of G, let
(P, V ) ∩↓ (P ′, V ′) = ((P ∩ P ′).V ′), (V ∩ P ′).V ′).

One denotes (P, V ) ≤ (P ′, V ′) if and only if V ′ ⊆ V ⊆ P ⊆ P ′.
One denotes (P, V )−−(P ′, V ′) if and only if (P, V ) ∩↓ (P ′, V ′) = (P ′, V ′)

and (P ′, V ′) ∩↓ (P, V ) = (P, V ).

Proposition 1.2. Keep the above notation. (i) If (P, V )−−(P ′, V ′), then
V ∩ P ′ = V ′ ∩ P = V ∩ V ′ and P/V ∼= P ′/V ′ ∼= P ∩ P ′/V ∩ V ′.

(ii) ((P, V ) ∩↓ (P ′, V ′))−−((P ′, V ′) ∩↓ (P, V )).
(iii) (P, V )−−(P ′, V ′) if and only if (P, V ) ∩↓ (P ′, V ′) = (P ′, V ′) and

|P/V | = |P ′/V ′|.

Proof. (i), (ii) are easy from the definitions.
(iii) The “only if” is clear from (i). Assume now that (P, V ) ∩↓ (P ′, V ′) =

(P ′, V ′) and |P/V | = |P ′/V ′|. Then (P ∩ P ′).V ′ = P ′ and V ∩ P ′ ⊆ V ′.
Then P ′/V ′ is a quotient of (P ∩ P ′)/(V ∩ P ′) by reduction mod. V ′. But
(P ∩ P ′)/(V ∩ P ′) is a subgroup of P/V . Since |P/V | = |P ′/V ′|, all those
quotients coincide, so P ∩ P ′ ∩ V ′ = V ∩ P ′ and (P ∩ P ′).V = P . This gives
(P ′, V ′) ∩↓ (P, V ) = (P, V ) and therefore (P, V )−−(P ′, V ′). �

Notation 1.3. When V � P are subgroups of G, let �P/V −mod be the cate-
gory of finitely generated �P-modules having V in their kernel (we sometimes
call them (P, V )-modules).
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Let

ResG
(P,V ): �G − mod → �P/V − mod

be the functor defined by ResG
(P,V )(M) = MV (fixed points under the action of

V ) as �P-module.

Definition 1.4. When G is a finite group, � is a commutative ring, and V ,
V ′ are two subgroups of G whose orders are invertible in �, let e(V ) =
|V |−1 ∑

u∈V u ∈ �G. If V V ′ is a subgroup, then e(V )e(V ′) = e(V V ′). In par-
ticular e(V ) is an idempotent.

Proof. Clear.

Proposition 1.5. Let � be a commutative ring. Let V � P and V ′ � P ′ in G
with |V | and |V ′| invertible in �. Let L ⊆ P be a subgroup such that P = LV .
Let N be a �P/V -module identified with a �L/(L ∩ V )-module. Denote e =
e(V ).

(i) �Ge is a G-L-bimodule and �Ge ⊗�L N ∼= IndG
(P,V ) N by ge ⊗ m �→

g ⊗ m for g ∈ G, m ∈ N.
(ii) If M is a �G-module, then ResG

(P,V ) M = eM. If moreover (P ′, V ′) ≤
(P, V ), then ResP

(P ′,V ′) ◦ ResG
(P,V ) = ResG

(P ′,V ′).
(iii) IndG

P and ResG
(P,V ) induce exact functors preserving projectivity of mod-

ules, and adjoint to each other between �P/V −mod and �G−mod.
(iv) If N ′ is a �P ′/V ′-module, we have

Hom�G
(
IndG

P N , IndG
P ′ N ′)

∼=
⊕

Pg P ′⊆G
Hom�(P∩gP ′)

(
ResP

g(P ′,V ′) ∩↓ (P,V ) N , Res
gP ′
(P,V ) ∩↓ g(P ′,V ′)

gN ′)

as �-modules.

Proof. (i) One has clearly �G ⊗�P �Pe ∼= �Ge by g ⊗ pe �→ gpe (g ∈ G,
p ∈ P). So one may assume G = P . Then one has to check �Pe ⊗�L N ∼= N
by pe ⊗ m �→ pem. This is clear, the reverse map being m �→ e ⊗ m since
P = LV .

(ii) It is clear that the elements of eM are V -fixed. But an element fixed by
any u ∈ V is fixed by e. So eM = ResG

(P,V ) M as subspaces of ResG
P M . The

composition formula comes from e(V ′).e = e.
(iii) The right �P-module �Ge is projective (as direct summand of �G,

which is free), so �Ge⊗ is exact. The image of �P/V is a projective
�G-module. So �Ge⊗ sends projective �P/V -modules to projective �G-
modules. Similarly, e�G is a projective right �G-module and a projective
left �P/V -module, so ResG

(P,V ): �G−mod → �P/V −mod is exact and pre-
serves projectives. Concerning adjunction, the classical adjunction between
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induction and restriction gives Hom�G(IndG
P (N ), M) ∼= Hom�P (N , ResG

P (M))
and Hom�G(M, IndG

P (N )) ∼= Hom�P (ResG
P (M), N ) for all �P-modules N and

�G-modules M (see [Ben91a] §3.3). When, moreover, N is V -trivial one
may replace the ResG

P by fixed points under V since eN = N , (1 − e)N = 0
and therefore for all �P-modules N ′, Hom�P (N ′, N ) = Hom�P (eN ′, N ) and
Hom�P (N , N ′) = Hom�P (N , eN ′).

(iv) Note first that the expression Hom� (P∩gP ′) (ResP
g(P ′,V ′) ∩↓ (P,V ) N ,

Res
gP ′
(P,V ) ∩↓ g(P ′,V ′)

gN ′) makes sense since P ∩ gP ′ is a subgroup of the first terms
in both g(P ′, V ′) ∩↓ (P, V ) and (P, V ) ∩↓ g(P ′, V ′). The Mackey formula and
adjunction between induction and restriction give Hom�G(IndG

P N , IndG
P ′ N ′) ∼=

⊕Pg P ′⊆GHom�(P∩gP ′)(ResP
P∩gP ′ N , Res

gP ′
P∩gP ′ gN ′). Now, we may replace the sec-

ond term with its fixed points under V ∩ gP ′ (hence (V ∩ gP ′).gV ′) since
N = e(V ∩ gP ′)N . Similarly, we may replace the first term with its fixed points
under P ∩ gV ′ (hence (P ∩ gV ′).V ) since (1 − e(P ∩ gV ′))gN ′ = 0. �

1.2. Cuspidality and induction

We fix � a commutative ring.

Definition 1.6. A G-stable set L of subquotients (P, V ) is said to be �-regular
if and only if, for all (P, V ) ∈ L, V is of order invertible in �. One says that
L is ∩↓ -stable if and only if L is G-stable, (G, {1}) ∈ L, and, for all (P, V ),
(P ′, V ′) ∈ L, one has (P, V ) ∩↓ (P ′, V ′) ∈ L.

For the remainder of the chapter, we assume that G is a finite group,
and L is a �-regular, ∩↓-stable set of subquotients of G.

Example 1.7. (i) When V � P are subgroups of the finite group G, and |V | is
invertible in �, it is easy to show that there is a minimal �-regular, ∩↓-stable
set of subquotients L(P,V ) such that (P, V ) ∈ L(P,V ). It consists of finite
∩↓ -intersections (with arbitrary hierarchy of parenthesis) of G-conjugates of
(P, V ).

(ii) Let F be a finite field, let G := GL2(F) be the group of invertible matrices(
a c
b d

)

(a, b, c, d ∈ F, ad − bc �= 0). Let B be the subgroup defined by c =
0, let U � B be defined by a = d = 1, c = 0. Then the pair (G, {1}) along with
the G-conjugates of (B, U ) is ∩↓-stable. This is easily checked by the equality

G = B ∪ BwB for w =
(

0 1
1 0

)

, and the (more obvious) fact that B = (B ∩
Bw)U with B ∩ Uw = {1}.

The system just defined is �-regular as long as the characteristic of F is
invertible in �.
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(iii) In the next chapter, we introduce more generally the notion of groups
with split BN-pairs of characteristic p (p is a prime). These groups G have a sub-
group B which is a semi-direct product U.T where U is a subgroup consisting
of all p-elements of B. The subgroups of G containing B are called parabolic
subgroups. They decompose as semi-direct products P = V .L , where V is
the largest normal p-subgroup of P . The set of G-conjugates of pairs (P, V )
is ∩↓ -stable (see Theorem 2.27(ii)) and of course �-regular for any field of
characteristic not equal to p.

The reader familiar with these groups may assume in what follows that our
system L corresponds with this example. The notation, however, is the same.

Definition 1.8. A �G-module M is said to be L-cuspidal if and only if
(G, {1}) ∈ L, and ResG

(P,V ) M = 0 for each (P, V ) ∈ L such that (P, V ) �=
(G, {1}). This clearly implies that, if some pair (P, {1}) is in L, then P = G.
When (P, V ) ∈ L and M is a �P/V -module, M is said to be L-cuspidal if
and only if it is LP/V -cuspidal for LP/V = {(P ′/V, V ′/V ) | L � (P ′, V ′) ≤
(P, V )} (this implies that the only pair (P ′, V ) ≤ (P, V ) in L is (P, V )).

Remark 1.9. If L is ∩↓ -stable, �-regular, and (P, V ) ∈ L is such that there
is a cuspidal �P/V -module, then the condition

(P ′, V ) ≤ (P, V ) implies P ′ = P

is a strong constraint. Applying it to the pairs (P, V )g ∩↓ (P, V ), one gets that,
if g ∈ G is such that V g ∩ P ⊆ V , then P = (P ∩ Pg).V .

Notation 1.10. A cuspidal triple in G relative to L and � is any triple τ =
(P, V, M) where (P, V ) ∈ L and M is an L-cuspidal �P/V -module.

When τ ′ = (P ′, V ′, M ′) is another cuspidal triple, one denotes τ−−τ ′ if and
only if (P, V )−−(P ′, V ′) and ResP

P∩P ′ M ∼= ResP ′
P∩P ′ M ′.

Let I G
τ = IndG

P M . Then I G
τ = I G

gτ for all g ∈ G.
When � = k is a field, let cuspk(L) be the set of all triples τ = (P, V, S)

such that (P, V ) is in L and S is a simple cuspidal k P/V -module (one for each
isomorphism type).

Proposition 1.11. Assume that � = k is a field. Let M be a simple kG-module.
Then

(a) there exists a simple cuspidal triple
τ ′ ∈ cuspk(L) such that M ⊆ soc(I G

τ ′ ),

(a′) there exists a simple cuspidal triple
τ ∈ cuspk(L) such that M ⊆ hd(I G

τ ).
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Proof. Let (P, V ) ∈ L of minimal |P/V | be such that ResG
(P,V ) M �= 0 (recall

(G, {1}) ∈ L). Let S be a simple component of the head of ResG
(P,V ) M . There

is a surjection ResG
(P,V ) M → S. For every (P ′, V ′) ≤ (P, V ), one has a surjec-

tion ResG
(P ′,V ′) M → ResP

(P ′,V ′)S since ResP
(P ′,V ′) is exact. Then ResP

(P ′,V ′)S = 0
when |P ′/V ′| < |P/V | by the choice of (P, V ). So (P, V, S) ∈ cuspk(L). This
gives (a). One would get (a′) with τ ′ = (P, V, S′) by considering S′ a simple
component of soc(ResG

(P,V ) M). �

Remark. Assume (P, V )−−(P ′, V ′) in L. For each V -trivial k P-module M
there is a unique V ′-trivial k P ′-module M ′ with the same restriction to
P ∩ P ′ as M . This clearly defines an isomorphism between k[P/V ]−mod
and k[P ′/V ′]−mod. Then M is simple if and only if M ′ is so. Similarly one
checks that (P, V, M) is cuspidal if and only if (P ′, V ′, M ′) is so. Indeed, if
M ′V ′′ �= 0 for (P ′′, V ′′) ≤ (P ′, V ′) inL, then M ′ P∩V ′′ = M P∩V ′′ �= 0 and there-
fore M (P∩V ′′).V �= 0. But (P ′′, V ′′) ∩↓ (P, V ) ∈ L and (P, V, M) ∈ cuspk(L),
so (P ′′, V ′′) ∩↓ (P, V ) = (P, V ). Along with (P ′′, V ′′) ≤ (P ′, V ′)−−(P, V ),
this clearly implies (P ′′, V ′′) = (P ′, V ′).

1.3. Morphisms and an invariance theorem

In the following, � is a commutative ring, G is a finite group and L is a �-
regular, ∩↓-stable set of subquotients of G.

Definition 1.12. When τ = (P, V, M), τ ′ = (P ′, V ′, M ′) are cuspidal triples
(see Notation 1.10), and g ∈ G is such that τ−−gτ ′, choose an isomor-
phism θg,τ,τ ′ : ResP

P∩gP ′ M ∼= Res
gP ′
P∩gP ′ gM ′. It can be seen as a linear isomor-

phism θg,τ,τ ′ : M → M ′ such that θg,τ,τ ′ (x .m) = xg.θg,τ,τ ′ (m) for all m ∈ M
and x ∈ P ∩ gP ′. Assume θ1,τ,τ = IdM .

When τ−−gτ ′, define ag,τ,τ ′ : I G
τ → I G

τ ′ by I G
τ = �G ⊗�P M and

ag,τ,τ ′ (1 ⊗�P m) = e(V )g ⊗�P ′ θg,τ,τ ′ (m).(1)

Proposition 1.13. Assume τ−−gτ ′. Let L be a subgroup such that P = LV ,
g P ′ = L .gV ′ (for instance L = P ∩ gP ′). Denote e = e(V ), e′ = e(V ′).

The equation (1) defines a unique �G-morphism I G
τ → I G

τ ′ . Through
the identifications I G

τ
∼= �Ge ⊗L M and I G

τ ′ ∼= I G
gτ ′ ∼= �Gge′ ⊗L

gM ′ (see
Proposition 1.5(i)) the map ag,τ,τ ′ identifies with the map µ ⊗L θg,τ,τ ′ :
�Ge ⊗L M → �Gge′ ⊗L

gM ′ where µ: �Ge → �Gge′ is multiplication by
ge′ on the right.

Proof. Since the morphism µ is clearly a morphism of G-L-bimodules, it
suffices to check the second statement to have that ag,τ,τ ′ is well-defined and
�G-linear.
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Let us recall that, by Proposition 1.5(i), �G ⊗�P M ∼= �Ge ⊗L M by
x ⊗ m �→ xe ⊗ m for x ∈ G, m ∈ M . Similarly I G

τ ′ ∼= I G
gτ ′ ∼= �Gge′ ⊗L

gM ′ by
x(ge′) ⊗ m ′ �→ xg ⊗ m ′ for x ∈ G and m ′ ∈ M ′. Now the map ag,τ,τ ′ would
send the element corresponding with xe ⊗ m to the one corresponding with
x .e.ge′ ⊗ θg,τ,τ ′ (m). This is clearly the image by µ ⊗L θg,τ,τ ′ . �

Theorem 1.14. Assume � = k is a field. Assume that for each τ , τ ′ in cuspk(L)
and τ−−τ ′, the map a1,τ,τ ′ : I G

τ → I G
τ ′ is an isomorphism.

Then, whenever (P, V )−−(P ′, V ′) in L, the map kGe(V ) → kGe(V ′) de-
fined by x �→ xe(V ′) is an isomorphism (and therefore |V | = |V ′|).

We give a homological lemma used here in a special and quite elementary
case, but stated also for future reference.

Lemma 1.15. Let A be a finite-dimensional algebra over a field. Let X =
(. . .

di+1−−→Xi
di−−→Xi−1

di−1−−→ . . .) be a bounded complex of projective right A-
modules. That is, the di are A-linear maps, di ◦ di+1 = 0 for any i , and Xi = 0
except for a finite number of i’s.

Let M be a set of (left) A-modules such that any simple A-module is in some
hd(M) for M ∈ M. Then X is exact (that is Ker(di ) = di+1(Xi+1) for all i ) if
and only if

X ⊗A M = (
. . .

di+1⊗A M−−→ Xi ⊗A M
di ⊗A M−−→Xi−1 ⊗A M

di−1⊗A M−−→ . . .
)

is exact for any M ∈ M.

Proof of Lemma 1.15. We use the classical notation Hi (X ) for the quotient
Ker(di )/di+1(Xi+1).

Suppose X is not exact, i.e. X ⊗A A is not exact. Let i0 be the maximal
element in {i | Hi−1(X ⊗A M) = 0 for all M in A−mod}.

By the projectivity of the Xi ’s, any extension 0 → M3 → M2 → M1 →
0 gives rise to an exact sequence of complexes 0 → X ⊗A M3 → X ⊗A

M2 → X ⊗A M1 → 0 and then, by the homology long exact sequence (see
[Ben91a] 2.3.7), to the exact sequence

Hi0 (X ⊗A M3) → Hi0 (X ⊗A M2) → Hi0 (X ⊗A M1) → 0

= Hi0−1(X ⊗A M3).

Suppose first Hi0 (X ⊗A M2) �= 0, then either Hi0 (X ⊗A M1) or Hi0 (X ⊗A

M3) �= 0. This allows us to assume that there is a simple A-module S such
that Hi0 (X ⊗A S) �= 0. Now, there is an extension with M1 = S and M2 ∈ M.
Then Hi0 (X ⊗A M2) = 0 by the hypothesis, and the above exact sequence gives
Hi0 (X ⊗A S) = 0, a contradiction. �
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Proof of Theorem 1.14. We apply the above lemma for

X = (. . . → 0 . . . → 0 → X1 = kGe(V )
µ−−→X0

= kGe(V ′) → 0 . . . → 0 . . .)

where µ(b) = b.e(V ′) and A = kG ′ for G ′ = P ∩ P ′/V ∩ V ′ (isomorphic to
both P/V and P ′/V ′, by Proposition 1.2(i)). This tells us that µ is an iso-
morphism if and only if µ ⊗ M is an isomorphism for each M in a set M of
kG ′-modules satisfying the condition given by Lemma 1.15.

The kG ′-modules can be considered as restrictions to P ∩ P ′ of V -trivial
k P-modules (resp. V ′-trivial k P ′-modules). By Proposition 1.11, a set M
may be taken to be the set of induced modules Mi = ResP

P∩P ′ IndP
(Pi ,Vi ) Ni for

(Pi , Vi , Ni ) ∈ cuspk(L) and (Pi , Vi ) ≤ (P, V ). Let τ = (P0, V0, N0) be such a
triple. It is easily checked that (P ′, V ′) ∩↓ (P0, V0) = (P0, V0) (see also Exer-
cise 3). Then Proposition 1.2(ii) implies (P0, V0)−−((P0, V0) ∩↓ (P ′, V ′)) =
((P0 ∩ P ′).V ′, (V0 ∩ P ′).V ′). So let N ′

0 be the (P0, V0) ∩↓ (P ′, V ′)-module
defined by having the same restriction to P0 ∩ P ′ as N0.

Denote τ ′ = ((P0, V0) ∩↓ (P ′, V ′), N ′
0)−−τ . Now, recalling that θ1,τ,τ ′ = Id,

Definition 1.12 implies that a1,τ,τ ′ is the map defined by

kGe(V0) ⊗P0∩P ′ N0 → kGe((V0 ∩ P ′).V ′) ⊗P0∩P ′ N ′
0,(1)

x ⊗ n �→ xe((V0 ∩ P ′).V ′) ⊗ n

for x ∈ kGe(V0), n ∈ N0 (see also Proposition 1.13).
The hypothesis of our theorem tells us that map (1) is an isomorphism.
Thanks to Lemma 1.15, we just have to check that µ ⊗ M0 is an

isomorphism, where M0 = ResP
P∩P ′ IndP

(P0,V0) N0 = IndP∩P ′
(P0∩P ′,V0∩P ′) N0

∼= k(P ∩
P ′).e(V0 ∩ P ′) ⊗P0∩P ′ N0 (see Proposition 1.5(i)). With this description of M0,
µ ⊗ M0 is the map

kGe(V ) ⊗P∩P ′ k(P ∩ P ′)e(V0 ∩ P ′) ⊗P0∩P ′ N0 →(2)

kGe(V ) ⊗P∩P ′ k(P ∩ P ′)e(V0 ∩ P ′) ⊗P0∩P ′ N0,

y ⊗ y′ ⊗ n �→ ye(V ′) ⊗ y′ ⊗ n

where y ∈ kGe(V ), y′ ∈ k(P ∩ P ′)e(V0 ∩ P ′), n ∈ N0.
Note that e(V )e(V0 ∩ P ′) = e(V0) by Definition 1.4 and since V .(V0 ∩ P ′) =

V0 ∩ (V .(P ∩ P ′)) = V0 ∩ P = V0. Through the trivial G-(P0 ∩ P ′)-bimodule
isomorphisms

kGe(V ) ⊗P∩P ′ k(P ∩ P ′)e(V0 ∩ P ′) → kGe(V0), y ⊗ y′ �→ yy′,

kGe(V ′) ⊗P∩P ′ k(P ∩ P ′)e(V0 ∩ P ′) → kGe(V ′.V0 ∩ P ′),

z ⊗ z′ �→ zz′,
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(for y ∈ kGe(V ), y′ ∈ k(P ∩ P ′)e(V0 ∩ P ′), z ∈ kGe(V ′), z′ ∈ k(P ∩
P ′)e(V0 ∩ P ′)), map (2) becomes the map

kGe(V0) ⊗P0∩P ′ N0 → kGe(V ′.V0 ∩ P ′) ⊗P0∩P ′ N ′
0,

yy′ ⊗ n �→ ye(V ′)y′ ⊗ n

with the same notation as above. But this is map (1) since we may take
y = ge(V ) (g ∈ G), y′ = e(V0 ∩ P ′), and we have yy′ = ge(V )e(V0 ∩ P ′) =
ge(V0). So map (2) is an isomorphism. �

1.4. Endomorphism algebras of induced cuspidal modules

We keep the hypotheses of §1.3 above. We show that, under certain assumptions,
the elements introduced in Definition 1.12 give a basis of the endomorphism
algebra of the induced module I G

τ .

Proposition 1.16. Let τ = (P, V, M), τ ′ = (P ′, V ′, M ′) be two cuspidal
triples (see Notation 1.10).

(i) The set of g ∈ G such that τ−−gτ ′ is a union of double cosets in P\G/P ′.
(ii) Assume � is a subring of the algebraically closed field K and M ⊗ K ,

M ′ ⊗ K are simple. If τ−−gτ ′, then the maps ag,τ,τ ′ and a1,τ,gτ ′ differ by an
isomorphism I G

τ ′ → I G
gτ ′ .

Proof. (i) is trivial. (ii) is clear from the definitions. �

We now study the modules IndG
(P,V ) M for cuspidal triples (P, V, M) (see

Notation 1.10). We are mainly interested in the case where � is a field and M
is absolutely simple, but we may also need a slight variant where � is not a
field. When C is a set of cuspidal triples, one defines the following.

Condition 1.17. Either
(a) � is a splitting field for the group algebra �G and C ⊆ cusp�(L),
or
(b) � is a principal ideal domain, subring of a splitting field K of K G,

C has a single element (P, V, M) such that (P, V, M ⊗ K ) ∈ cuspK (L),
and, whenever g ∈ G satisfies (P, V, M ⊗ K )−−(P, V, M ⊗ K )g, then
(P, V, M)−−(P, V, M)g.

Proposition 1.18. Let C be a set of cuspidal triples satisfying the above
Condition 1.17.

Consider the ag,τ,τ ′ of Definition 1.12 as endomorphisms of I := ⊕
τ∈C I G

τ .
(i) One may define a linear form f : End�G(I ) → � by f (Hom�G(I G

τ ,

I G
τ ′ )) = 0 when τ �= τ ′, x(1 ⊗ m) ∈ f (x)(1 ⊗ m) + ⊕

Pg P �=P �Pg P ⊗ M
when (P, V, M) ∈ C, m ∈ M and x ∈ End�G(IndG

P M).
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Then
(ii) f (ag′,σ,σ ′ag,τ,τ ′ ) �= 0 only if P ′g′ P � g−1, and (τ, τ ′) = (σ ′, σ );
(iii) |V ′|. f (ag−1,τ ′,τ ag,τ,τ ′ ) = |V |. f (ag,τ,τ ′ag−1,τ ′,τ ) = λ|gV ′ ∩ V |, where

θg,τ,τ ′θg−1,τ ′,τ = λIdM for λ ∈ �×.

Proof. (i) It suffices to check that, if (P, V, M) ∈ C, x ∈ End�G(�G ⊗P M)
and m ∈ M , then x(1 ⊗ m) ∈ f (x)(1 ⊗ m) + ⊕

Pg P �=P �Pg P ⊗ M for a
unique scalar f (x) ∈ �. The restriction to P of IndG

P (M) = �G ⊗P M is
the direct sum of �P-submodules �Pg P ⊗ M associated to the double
cosets Pg P . Then there is θ ∈ End�P (M) such that x(1 ⊗ m) ∈ 1 ⊗ θ (m) +
⊕

Pg P �=P �Pg P ⊗ M for all m ∈ M . But End�P (M) = � by hypothesis,
hence our claim.

(ii)–(iii) The elements of End�G(I ) are in the matrix form (xτ,τ ′ )τ,τ ′∈C
with xτ,τ ′ ∈ Hom�G(I G

τ , I G
τ ′ ). The linear form satisfies f ((xτ,τ ′ )τ,τ ′ ) =

∑
τ f (xτ,τ ).
One clearly has f (ag′,σ,σ ′ag,τ,τ ′ ) = 0 when (σ, σ ′) �= (τ ′, τ ).
Denote τ = (P, V, M), τ ′ = (P ′, V ′, M ′). Let m ∈ M . One

has ag′,τ ′,τ ag,τ,τ ′ (1 ⊗ m) = ag′,τ ′,τ (|V|−1∑
u∈V ug ⊗ θg,τ,τ ′ (m)) =

|V |−1|V ′|−1∑
u∈V, u′∈V ′ (ugu′g′ ⊗ θg′,τ ′,τ θg,τ,τ ′ (m)). Using the direct sum

decomposition �G ⊗P M = ⊕
Ph P �Ph P ⊗ M , the projection on 1 ⊗ M is

non-zero only if V gV ′g′ ∩ P �= ∅. Thus (ii).
If in addition g′ = g−1, then V gV ′g−1 ∩ P = V by Proposition 1.2(i).

Thus ag−1,τ ′,τ ag,τ,τ ′ (1 ⊗ m) ∈ 1 ⊗ m ′ + ⊕
Px P �=P �Px ⊗ M where m ′ =

|V ′|−1|gV ′ ∩ V |θg−1,τ ′,τ θg,τ,τ ′ (m). So, for all m ∈ M , f (ag−1,τ,τ ′ag,τ ′,τ )(1 ⊗
m) = |V ′|−1|gV ′ ∩ V |(1 ⊗ θg−1,τ ′,τ θg,τ,τ ′ (m)). This gives us that θg−1,τ ′,τ θg,τ,τ ′

is a scalar, necessarily invertible, denoted by λ and therefore f (ag−1,τ,τ ′ag,τ ′,τ ) =
λ.|V ′|−1|gV ′ ∩ V | ∈ �×. Changing (g, τ, τ ′) into (g−1, τ ′, τ ) gives the same λ

since, if θg−1,τ ′,τ θg,τ,τ ′ = λIdM , then θg−1,τ ′,τ = λ(θg,τ,τ ′ )−1 and θg,τ,τ ′θg−1,τ ′,τ =
λIdM ′ . Thus (iii). �

Let us recall the following notions (see [Ben91a] §1.6, [NaTs89] §2.8,
[Thévenaz] §6).

Definition 1.19. Let � be a principal ideal domain and let A be a �-free finitely
generated �-algebra.

A is said to be a symmetric algebra if and only if there exists f : A → � a �-
linear map such that f (ab) = f (ba) for all a, b ∈ A, and a �→ (b �→ f (ab))
induces an isomorphism A → Hom�(A, �).

One says that A is a Frobenius algebra (see [Ben91a] §1.6) if and only if
� = K is a field, and there exists f : A → K a K -linear map such that, for all
a ∈ A \ {0}, f (a A) �= {0} and f (Aa) �= {0}.
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Note that A is symmetric (resp. Frobenius) if and only if the opposite algebra
Aopp is symmetric (resp. Frobenius). Note also that, when � = K is a field, any
symmetric algebra is Frobenius.

Theorem 1.20. Let C be a set of cuspidal triples satisfying Condition 1.17.
(i) Let τ = (P, V, M), τ ′ = (P ′, V ′, M ′) ∈ C. Take a representative in each

double coset Pg P ′ such that τ−−gτ ′. Then the corresponding ag,τ,τ ′ form a
�-basis of Hom�G(I G

τ , I G
τ ′ ).

(ii) In case (b) of Condition 1.17 (which impliesC = {τ0}), the endomorphism
algebra End�G(I G

τ0
) is a symmetric algebra.

(iii) In case (a) of Condition 1.17 (which implies � is a field), the �-algebra
End�G(

⊕
τ∈C I G

τ ) is a Frobenius algebra.
(iv) In case (a) of Condition 1.17 and if L has the additional property that

any relation (P, V )−−(P ′, V ′) in L implies |V | = |V ′|, then End�G(
⊕

τ∈C I G
τ )

is a symmetric algebra.

Proof of Theorem 1.20. Consider the ag,τ,τ ′ above as endomorphisms of I =
⊕

τ∈C I G
τ . Denote E := End�G(I ). Having chosen representatives g ∈ G for

each pair τ, τ ′ ∈ C, denote by T the resulting set of triples (g, τ, τ ′).

Lemma 1.21. E ∼= �T as a �-module.

Proof of Lemma 1.21. By Proposition 1.5(iv), one has

Hom�G(I G
τ , I G

τ ′ )
∼= ⊕Pg P ′⊆GHom�(P∩gP ′)

(
ResP

g(P ′,V ′) ∩↓ (P,V) M, Res
gP ′
(P,V ) ∩↓ g(P ′,V ′)

gM ′)

where the summand is zero unless (P, V )−−g(P ′, V ′) by cuspidality of M and
M ′. By Condition 1.17 on C, the corresponding summand is isomorphic to �

if τ−−gτ ′, zero otherwise. �

Returning to the proof of Theorem 1.20, take f as in Proposition 1.18.
Let K0 be the field of factions of �. Let x = ∑

(g,τ,τ ′)∈T λg,τ,τ ′ag,τ,τ ′ ∈
E ⊗ K0 be a linear combination of the ag,τ,τ ′ ’s with coefficients in K0. Propo-
sition 1.18(ii) and (iii) yield

λg,τ,τ ′ = f (xag−1,τ ′,τ ) f (ag,τ,τ ′ag−1,τ ′,τ )−1(1)

(where f denotes also the extension of f to E ⊗ K0). This implies at once that
the ag,τ,τ ′ ’s for (g, τ, τ ′) ∈ T are K0-linearly independent. Then the ag,τ,τ ′ ’s
for (g, τ, τ ′) ∈ T are a K0-basis of E ⊗ K0 by Lemma 1.21. But (1) above
and Proposition 1.18(iii) show that any x ∈ E is a combination of the
(ag,τ,τ ′ )(g,τ,τ ′)∈T with coefficients in �. Thus (i) is proved.
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The ag,τ,τ ′ ’s for (g, τ, τ ′) ∈ T and the ag−1,τ ′,τ ’s for (g, τ, τ ′) ∈ T are both
bases of E by (i). The formula in (1) also implies that f induces an isomorphism
between E and Hom(E, �), the basis dual to (ag,τ,τ ′ )(g,τ,τ ′)∈T being

( f (ag−1,τ ′,τ ag,τ,τ ′ )−1ag−1,τ ′,τ )(g,τ,τ ′)∈T .

This gives (iii). When, moreover, C has a single element, Proposition 1.18(ii)–
(iii) for τ = τ ′ (hence V = V ′) gives f (aa′) = f (a′a) for all basis elements,
hence for every a, a′ ∈ E . This implies our (ii). A similar result holds if in L
the relation (P, V )−−(P ′, V ′) implies |V | = |V ′|, whence (iv) is proved. �

Remark 1.22. The linear form f gives the coefficient on IdI G
τ

= a1,τ,τ (see
Definition 1.12) in the basis of Theorem 1.20(i).

Proposition 1.23. Let H be a subgroup of G and let M be a �H-module.
Then the subalgebra of End�G(IndG

H M) consisting of f : IndG
H M → IndG

H M
such that f (1 ⊗ M) ⊆ 1 ⊗ M is isomorphic to End�H (M) by the restriction
map f �→ f|1⊗M .

Let (P ′, V ′) ⊆ (P, V ) be in L, and let τ = (P ′, V ′, N ) be a cuspidal triple
satisfying Condition 1.17. Then the injection above sends ag,τ,τ ∈ End�P (I P

τ )
to the element denoted the same in End�G(I G

τ ).

Proof. Writing IndG
H M = �G ⊗H M = ⊕

HgH∈H\G/H �Hg ⊗ M as a �H -
module, the summand MH for g ∈ H is isomorphic to M . Let E be the subalge-
bra of End�G(IndG

H M) of endomorphisms x such that x MH ⊆ MH . To show that
E is isomorphic to End�H (M), it suffices to show that every y ∈ End�H (M)
extends to a unique ȳ ∈ E . The uniqueness is ensured by the fact that MH

generates IndG
H M as a �G-module. The existence is just the functoriality of

IndG
H = �G⊗H . One takes ȳ = �G ⊗H y, defined by ȳ(g ⊗ m) = g ⊗ y(m)

for m ∈ M , g ∈ G. This gives our first claim.
For the second, let us recall the defining relation for ag,τ,τ : ag,τ,τ (1 ⊗P ′

n) = e(U ′)g ⊗P ′ θg(n) for any n ∈ N . It is clear that ag,τ,τ stabilizes M =
�P ⊗P ′ N when g ∈ P and coincides with the element denoted ag,τ,τ in
End�P (I P

τ ). �

1.5. Self-injective endomorphism rings and an equivalence
of categories

In the following, k is a field and A is a finite-dimensional k-algebra. One denotes
by A−mod (resp. mod−A) the category of finitely generated left (resp. right)
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A-modules. One has the contravariant functor M �→ M∨ = Homk(M, k) be-
tween them.

Notation 1.24. Let Y be a finite-dimensional A-module and let E := EndA(Y ).
Let H be the functor from A–mod to mod−E defined by H (V ) = HomA(Y, V ),
where E acts on H (V ) by composition on the right.

Let A − modY be the full subcategory of A−mod whose objects are the
A-modules V such that there exist l ≥ 1 and e ∈ EndA(Y l) with V ∼= e(Y l).

Theorem 1.25. Let Y be a finitely generated A-module. Let E := EndA(Y )
and let H = HomA(Y, −) be as above. Assume that E is Frobenius (see
Definition 1.19). Then

(i) H is an equivalence of additive categories from A−modY to mod-E.
Assume moreover that all simple A-modules are in A−modY . Then

(ii) if M is in A−modY then it is simple if and only if H (M) is simple. This
induces a bijection between the simple left A-modules and the simple right
E-modules.

(iii) If Y ′ is an indecomposable direct summand of Y , then soc(Y ′), hd(Y ′)
are simple, and H (soc(Y ′)) = soc(H (Y ′)), H (hd(Y ′)) = hd(H (Y ′)).

(iv) If Y ′, Y ′′ are indecomposable direct summands of Y , then soc(Y ′) ∼=
soc(Y ′′) (and hd(Y ′) ∼= hd(Y ′′)) if and only if Y ′ ∼= Y ′′.

Over a Frobenius algebra, projective modules and injective modules coincide
(see [Ben91a] 1.6.2(ii)). Considering injective hulls, we get the following.

Lemma 1.26. If E is a Frobenius algebra, then every finitely generated E-
module embeds into a free module El for some integer l.

We shall use the following notation.

Notation. If M ⊆ H (V ), we denote M.Y := ∑
m∈M m(Y ) ⊆ V .

Assume that E is Frobenius.

Lemma 1.27. Let V be in A−mod.
(i) H (Y ) = EE (E considered as right E-module) and, if l is an integer ≥ 1,

H (HomA(Y l , V )) = HomE ((EE )l , H (V )).
(ii) If V = e(Y l) for e ∈ EndA(Y l), then H (V ).Y = V .
(iii) Let l ≥ 1 and M ⊆ H (Y l) = (EE )l be a right E-submodule. Then M.Y

is in A−modY and H (M.Y ) ∼= M, the latter being induced by the image by H
of the inclusion M.Y ⊆ Y l .

Proof of Lemma 1.27. (i) is straightforward.
(ii) Writing V = e(Y l) for e ∈ EndA(Y l), H (V ) clearly contains e composed

with all the coordinate maps Y → Y l , hence H (V ).Y = V .
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(iii) One has M.Y ⊆ Y l and M ⊆ H (M.Y ) ⊆ (EE )l as right E-modules.
The sum M.Y = ∑

m∈M mY may be turned into a finite sum since M is finite
dimensional, so M.Y is a sub-A-module of some finite power of Y . Therefore
M.Y is in A−modY .

Let us assume H (M.Y )/M �= 0. Then there exists a right E-module N such
that M ⊂ N ⊆ H (M.Y ) ⊆ (EE )l and N/M is simple. By Lemma 1.26, N/M
injects into some (EE )m . So there is a non-zero map f : N → EE such that
f (M) = 0. By the self-injectivity mentioned above ([Ben91a] 1.6.2), the mod-
ule EE is injective, so f extends into f̂ : (EE )l → EE . But then f̂ is in the
form f̂ = H (e) where e ∈ HomA(Y l , Y ) (Lemma 1.27(i)). The hypothesis on
f implies e(M.Y ) = 0, e(N .Y ) �= 0. But M.Y ⊆ N .Y ⊆ H (M.Y ).Y ⊆ M.Y ,
so N .Y = M.Y , a contradiction. �

Proof of Theorem 1.25. (i) Let M be a right E-module, then M is a submodule
of some (EE )l by Lemma 1.26. Then Lemma 1.27(iii) applies, so one gets
M = H (V ) for V = M.Y , which is in A−modY .

It remains to check that H is faithful and full. Let V , V ′ be A-modules in
A−modY ; one must check that H induces an isomorphism of vector spaces
between HomA(V, V ′) and HomE (H (V ), H (V ′)).

Obviously H is linear. If f ∈ HomA(V, V ′) is in its kernel, then
f (H (V ).Y ) = 0 by definition of H , but H (V ).Y = V by Lemma 1.27(ii), so
f (V ) = 0 and f = 0.

In order to check surjectivity, one may assume that V = e(Y l), V ′ = e′(Y l)
for e, e′ ∈ EndA(Y l). Then H (V ) and H (V ′) are submodules of (EE )l . Let g ∈
HomE (H (V ), H (V ′)). By injectivity of (EE )l , g extends to ĝ ∈ HomE ((EE )l ,

(EE )l) which is H (HomA(Y l , Y l)) by Lemma 1.27(i). Then ĝ = H ( f̂ ) for f̂ ∈
EndA(Y l). We have f̂ (V ) ⊆ V ′ since f̂ (V ) = f̂ (H (V ).Y ) = (ĝ.H (V )).Y =
(g.H (V )).Y ⊆ H (V ′).Y = V ′. Therefore g = H ( f ), where f : V → V ′ is the
restriction of f̂ .

This completes the proof of (i).
Assume now that all simple A-modules are in A−modY .
(ii) Take V in A−modY and assume that H (V ) is simple. One may assume

that there is some l such that V ⊆ Y l and V = H (V ).Y by Lemma 1.27(ii). Let
X be a simple submodule of V . Then X occurs in hd(Y ), so H (X ) �= 0. But
H (X ) ⊆ H (V ) so H (X ) = H (V ) and therefore X = H (X ).Y = H (V ).Y =
V , so V is simple.

Conversely, assume that V is a simple A-module. By the hypothesis on Y ,
V is a submodule of Y . Let S be a simple submodule of H (V ), then 0 �= S.Y ⊆
H (V ).Y = V by Lemma 1.27(ii). Then S.Y = V and S = H (S.Y ) = H (V ) by
Lemma 1.27(iii).
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The equivalence of (i) then implies (ii).
(iii) Let Y ′ be an indecomposable direct summand of Y , then H (Y ′) is a

(projective) indecomposable direct summand of EE , so its head and socle are
simple (see [Ben91a] 1.6).

Now it is clear by (ii) above that H (soc(Y ′)) is a non-zero semi-simple
submodule of soc(H (Y ′)), whence the first claimed equality.

By what we have just checked, soc(Y ′) is simple. We may now apply this to
Y ∨ since EndA(Y ∨) = EndA(Y )opp. We obtain that the indecomposable direct
summands of Y have simple heads. To check the second equality of (iii), note
that we have a non-zero element in HomA(Y ′, hd(Y ′)) while both modules
are in A−modY , so by the equivalence of (i), there is a non-zero element in
HomE (H (Y ′), H (hd(Y ′))). The first module has simple head while the second
is simple by (ii) and what we have just said. So we have hd(H (Y ′)) = H (hd(Y ′))
as claimed.

(iv) This follows from (iii) and the fact that this is true for indecomposable
direct summands of EE . �

1.6. Structure of induced cuspidal modules and series

We take again a finite group G, k a field such that kG/J (kG) is split (i.e. a
product of matrix algebras over k), and L a k-regular ∩↓-stable set of subquo-
tients of G. This allows us to consider the set cuspk(L)) of cuspidal triples (see
Notation 1.10).

Theorem 1.28. For each cuspidal triple (P, V, M) where (P, V ) ∈ L and M
is a simple cuspidal k P/V -module, the induced module IndG

P M can be written
as a direct sum

⊕
i Yi where

(a) each Yi is indecomposable,
(b) soc(Yi ) ∼= soc(Y j ) if and only if Yi

∼= Y j ,
(b′) hd(Yi ) ∼= hd(Y j ) if and only if Yi

∼= Y j .
(c) If moreover L has the property that any relation (P, V )−−(P ′, V ′) im-

plies |V | = |V ′|, then soc(Yi ) ∼= hd(Yi ) for all i .

Proof. Let Y = ⊕
τ IndG

P S where τ ranges over cuspk(L)). Theorem 1.20 tells
us that EndkG(Y ) is Frobenius. The H (Yi ) are the indecomposable projective
E-modules. Any simple kG-module occurs in both hd(Y ) and soc(Y ) by Propo-
sition 1.11. We may now apply Theorem 1.25 to the module Y .

When the condition of (c) is satisfied, Theorem 1.20(iv) tells us that E is
symmetric. This implies that hd(H (Yi )) ∼= soc(H (Yi )) (see [Ben91a] 1.6.3),
whence (b) by Theorem 1.25(iv). �
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Notation 1.29. When τ , τ ′ ∈ cuspk(L), we write τ−−Gτ ′ if and only if there
exists g ∈ G such that τ−−gτ ′.

When τ ∈ cuspk(L), denote by E(kG, τ ) the set of simple components of
hd(I G

τ ).
One has E(kG, τ ) = E(kG,gτ ) for all g ∈ G.

Theorem 1.30. Assume that L has the property that any relation (P, V )−−
(P ′, V ′) in L implies |V | = |V ′|.

(i)
⋃

τ∈cuspk (L) E(kG, τ ) gives all simple kG-modules.
(ii) If E(kG, τ ) ∩ E(kG, τ ′) �= ∅, then τ−−Gτ ′.
(iii) Assume L satisfies the hypotheses of Theorem 1.14. Then −−G is an

equivalence relation on cuspk(L), and the union in (i) is a partition of the
simple kG-modules indexed by the quotient cuspk(L)/−−G.

(iv) If S′ is a simple composition factor of some I G
τ (τ = (P, V, N ) ∈

cuspk(L)), then S′ ∈ E(kG, τ ′) where τ ′ = (P ′, V ′, N ′) and (P ′, V ′) ∩↓
(P, V ) = (P, V ) (and therefore |P ′/V ′| ≥ |P/V |). If moreover |P ′/V ′| =
|P/V |, then τ−−Gτ ′.

Proof. (i) is clear from Proposition 1.11.
(ii) Since the head and socle of each I G

τ yield the same simple kG-modules
thanks to Theorem 1.28(c) above, E(kG, τ ) ∩ E(kG, τ ′) �= ∅ implies that there
is a non-zero morphism I G

τ → I G
τ ′ . Then τ−−Gτ ′ by Theorem 1.20(i).

(iii) When the hypotheses of Theorem 1.14 are satisfied, I G
τ

∼= I G
τ ′ when-

ever τ−−Gτ ′. Since the converse is true (see Notation 1.10), there is an
equivalence. Therefore −−G is an equivalence relation. Then we also have
E(kG, τ ) = E(kG, τ ′) as long as τ−−Gτ ′, so the union in (i) is a partition.

(iv) This won’t be used. We leave it as an exercise (hint: consider a projective
cover of S′). �

Exercises

1. Find a counterexample in a commutative group showing that −− is not
transitive. Find one with minimal cardinality of G.

2. Let a, b be subquotients of a finite group.
(a) Show that a ∩↓ (a ∩↓ b) = a ∩↓ b and a ∩↓ (b ∩↓ a) =

(a ∩↓ b) ∩↓ a = (b ∩↓ a) ∩↓ a = b ∩↓ a. More generally, when
b′ ≤ b, relate b′ ∩↓ (b ∩↓ a), b ∩↓ (b′ ∩↓ a), (b ∩↓ a) ∩↓ b′,
b ∩↓ (a ∩↓ b′), and (a ∩↓ b) ∩↓ b′ with b′ ∩↓ a and a ∩↓ b′.
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(b) Show that ∩↓ induces a structure of an (associative) monoid on
La,b = {a, b, a ∩↓ b, b ∩↓ b}.

(c) Let M be the monoid generated by two generators x , y, subject to
the relations x2 = x , y2 = y, xyx = yx and yxy = xy. Show that
Z[M] ∼= Z × Z × U where U is the ring of upper triangular matrices in
Mat2(Z).

3. Let a, a′, b, b′ be subquotients of a finite group. If a ∩↓ b = b, a′ ≥ a, and
b ≥ b′, show that a′ ∩↓ b′ = b′.

4. LetLbe a set of subquotients of a finite group G. Show that a ∩↓b = b ∩↓a
for all a, b ∈ L, if and only if there is a subgroup H ⊆ G such that, for all
(P, V ) ∈ L, V ⊆ H ⊆ P .

5. Show that there are groups G with subgroups U , V such that U V U is a
subgroup but e(U V U ) �= e(U )e(V )e(U ).

6. Prove a Mackey formula implying Proposition 1.5(iv),

ResG
(P ′,V ′)IndG

P N

∼=
⊕

P ′g P⊆G
IndP ′

g(P,V ) ∩↓ (P ′,V ′)igRes
g P
(P ′,V ′) ∩↓ g(P,V )

g N ,

where ig is the functor making a P ′ ∩ gV -trivial P ′ ∩ g P-module into a
gV -trivial (P ′ ∩ g P)gV -module.

You may use the following steps in relation to P ′-P-bimodules.
(a) e(V ′)�P ′ Pe(V ) ∼= �P ′e(V ′.(V ∩ P ′)) ⊗P∩P ′ e((V ′ ∩ P).V )�P .
(b) If g ∈ G, then e(V ′)�P ′g Pe(V ) ∼= �P ′e(V ′.(gV ∩ P ′)) ⊗g P∩P ′

e((V ′ ∩ g P).gV )�g P ⊗g P �g P .
(c) Decompose e(V ′)�G ⊗G �Ge(V ) = e(V ′)�Ge(V ).

7. Show Theorem 1.20(i) more directly, without using the linear form f or
the rank argument.

8. If τ = (P, V, S) ∈ cuspk(L), show that NG(V ) ⊆ NG(P).
9. Let L be a ∩↓-stable set of subquotients (P, V ) (V � P ⊆ G).

(a) Assume a−−a′ inL. Show that x �→ x ∩↓ a′ and x ′ �→ x ′ ∩↓ a induce
inverse isomorphisms between the intervals {x ∈ L | x ≤ a} and {x ′ ∈
L | x ′ ≤ a′} in L. Show that x−−x ∩↓ a (resp. x ′−−x ′ ∩↓ a′) for all
x ≤ a (resp. x ′ ≤ a′).

(b) If a = (P, V )−−a′ = (P ′, V ′), define a set LP∩P ′ of subquotients of
P ∩ P ′ in bijection with the above intervals. Show that cuspk(LP∩P ′ )
injects into cuspk(L) in two ways. Apply this to the proof of Theorem
1.14.

(c) See which simplification of that proof can be obtaind by assuming the
existence of a subgroup L such that P = LV , P ′ = LV ′ are semi-direct
products.
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10. Assume L is a ∩↓-stable �-regular set of subquotients of G. Assume
that, for every relation (P, V )−−(P ′, V ′) in L with |P| = |P ′|, the map
x �→ xe(V ′) is an isomorphism from �Ge(V ) to �Ge(V ′). Show that, for
all (P, V ), (Q, W ) in L, one has �Ge(V )e(W ) = �Ge(V ∩ Q)e(W ) =
�Ge(W )e(V ∩ Q).

11. Show a converse of Theorem 1.14.
12. Let A be a finite-dimensional k-algebra. Let i, j ∈ A be two idempotents

such that i + j = 1. Show that A is symmetric if and only if the following
conditions are satisfied:
(a) i Ai and j A j are symmetric for forms fi , f j such that fi (ia jbi) =

f j ( jbia j) for all a, b ∈ A,
(b) for all 0 �= x ∈ i A j , x Ai �= 0 and for all 0 �= y ∈ j Ai , y A j �= 0.

Application (see Theorem 1.20): if Y = Y1 ⊕ . . . ⊕ Yn is a sum of A-
modules, show that EndA(Y ) is a symmetric algebra if and only if each
algebra EndA(Yi ) is symmetric for a form fi such that, for all xi, j ∈
HomA(Y j , Yi ) and y j,i ∈ HomA(Yi , Y j ), one has fi (xi, j y j,i ) = f j (y j,i xi, j )
and, if xi, j �= 0, there is a y j,i such that xi, j y j,i �= 0.

13. Check Theorem 1.25 assuming that both E and Eopp are self-injective
instead of Frobenius. Recall that a ring is said to be self-injective when the
(projective) regular module is also injective.

14. Prove Theorem 1.25 assuming that only Eopp is self-injective.
Hint: only the proofs of (iii) and (iv) need some adaptation. Let Y ′ be

an indecomposable direct summand of Y . Show that hd(Y ′) is simple using
the following steps. Show that EndA(hd(Y ′)) ∼= EndE (H (Y ′), H (hd(Y ′))).
Then use a decomposition of hd(Y ′) as a sum of simple A-modules and its
image by H .

15. Let Y be an A-module such that EndA(Y ) is Frobenius and the semi-simple
A-modules soc(Y ) and hd(Y ) have the same simple components (possibly
with different multiplicities). Prove a version of Theorem 1.25 where the
simple A-modules are replaced by the ones occurring in soc(Y ).

Notes

Modular versions of Harish-Chandra induction (see, for instance, [DiMi91] §6
for the characteristic zero version) were used by Dipper [Dip85a], [Dip85b].
The general definition for BN-pairs is due to Hiss [Hi93] and was quickly
followed by Dipper–Du [DipDu93] who partly axiomatized it and gave a proof
of the independence with regard to (P, U ) of the Harish-Chandra induction (our
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Theorem 1.14). §1.5 comes from [Gre78] and [Ca90] (see also Chapter 6 below).
The application to generalized Harish-Chandra theory is due to Linckelmann
and Geck–Hiss; see [GeHi97] and [Geck01]. Exercise 14 is due to Linckelmann
(see [Geck01] 2.10).

For a more general approach to Harish-Chandra induction and restriction,
see [Bouc96]. For more general category equivalences induced by the functor
HomA(Y, −), see [Ara98] and [Aus74].
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Finite BN-pairs

The aim of this chapter is to give a description of a ∩↓-stable set of subquotients
(see the introduction to Chapter 1) present in many finite simple groups. The ax-
iomatic setup of BN-pairs (see [Asch86] §43, [Bour68] §IV, [CuRe87] §65) has
been devised to cover the so-called Chevalley groups and check their simplicity.
Such a G has subgroups B, N such that B ∩ N � N and the quotient group
N/B ∩ N is generated by a subset S such that the unions Ps := B ∪ Bs B are
subgroups of G for any s ∈ S. More generally, the subgroups of G containing
B (standard parabolic subgroups) are in bijection with subsets of S:

I ⊆ S �→ PI .

Under certain additional hypotheses, defining a notion of a split BN-pair of
characteristic p (p a prime), each PI has a semi-direct product decomposition,
called a Levi decomposition,

PI = UI L I ,

where UI is the biggest normal p-subgroup of PI and L I is a group with a split
BN-pair given by the subgroups B ∩ L I , N ∩ L I and the set I .

Among other classical properties, we show that the set L of G-conjugates
of subquotients (PI , UI ) (I ranging over the subsets of S) is ∩↓-stable.

The approach we follow uses systematically the reflection representation of
the group W = N/B ∩ N and the associated finite set of so-called roots. The set
� of roots α has a very rich structure which gives us a lot of information about
W and the structure of G itself (root subgroups). While the axiomatic study
of BN-pairs involves many (elementary) computations on double cosets BwB,
once the notion of root subgroups Bα is introduced, the description of subgroups
of B of the form B ∩ Bw1 ∩ Bw2 ∩ . . . for w1, w2, . . . ∈ W and of double cosets
BwB is much easier.

We develop several examples.

22
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The theory of cuspidal simple modules and their induced modules then
applies to finite groups with a split BN-pair. Lusztig has classified the cuspidal
triples (PI , UI , M) (see Definition 1.8) over fields of characteristic 0 (see
[Lu84]). Chapters 19 and 20 give the first steps towards a classification of
the cuspidal triples over fields of non-zero characteristic (see Theorem 19.20
for groups GLn(Fq )).

2.1. Coxeter groups and root systems

In the present section, (W, S) is a Coxeter system in the usual sense (see
[Asch86] §29, [Bour68] §IV, [CuRe87] §64.B, [Hum90] §5). We consider it as
acting on a real vector space R� with a basis � in bijection with S (δ �→ sδ) and
a symmetric form such that 〈δ, δ′〉 = −cos(π/|<sδsδ′>|). Then W acts faith-
fully on R� by a morphism which sends sδ to the orthogonal reflection through
δ.

Defining � := {w(δ) | w ∈ W, δ ∈ �} (“the root system of W ”), each el-
ement of � is a linear combination of elements of � (“simple roots”) with
coefficients either all ≥ 0 or all ≤ 0. This gives the corresponding partition
� = �+ ∪ �− (see [CuRe87] 64.18 and its proof, [Hum90] §5.3).

We use subsets of � as subsets of S and denote accordingly WI the subgroup
of W generated by the elements of S corresponding with elements of I , �I =
� ∩ RI , for I ⊆ �.

We use diagrams to represent the set � of simple roots. These are graphs,
where, in the examples given below, a simple (resp. double) link between two
elements means an angle of 2π/3 (resp. 3π/4). This also means that the product
of the two corresponding reflections is of order 3 (resp. 4). There is no link when
the angle is π/2 (commuting reflections).

In this notion of “root system,” each root could be replaced by the half-line
it defines. This notion is well adapted to the classification and study of Coxeter
groups.

In the classical notion of (finite, crystallographic) root systems (see [Bour68]
or A2.4 below), roots are indeed elements of a Z-lattice X (T) and root lengths
may be = 1 (this is the notion that will be used from Chapter 7 on to describe
algebraic reductive groups).

Example 2.1. (i) Coxeter group of type An−1 (see [Bour68] Planche I).
It is easy to see that the symmetric group on n letters Sn is a Coxeter group for

the subset of generators {si := (i, i + 1) | i = 1, . . . , n − 1}. Let E = Re1 ⊕
. . . ⊕ Ren be the n-dimensional euclidean space where the ei are orthogonal
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of norm
√

2/2. The reflection representation of Sn is given by the hyperplane
orthogonal to e1 + · · · + en , where Sn acts on E by permutation of the ei ’s,
with �A = {δi := ei+1 − ei | i = 1, . . . , n − 1}, represented by the following
diagram

δ1

•−−−−−
δ2

•−−−− · · · −−−−
δn−1

•(An−1)

� = {ei − e j | i = j, 1 ≤ i, j ≤ n − 1} and �+ = {ei − e j | 1 ≤ j < i ≤
n − 1}.

(ii) Coxeter group of type BCn (see [Bour68] Planche II, III). In E above,
take the basis �BC = {δ0} ∪ �A with δ0 = √

2e1.

δ0

•=====
δ1

•−−−− · · · −−−−
δn−1

•(BCn)

The corresponding reflections generate the matrix group W (BCn) of permu-
tation matrices with ±1 instead of just 1’s. Denoting by s ′

i the reflection of
vector ei , every element in the Coxeter group of type BC can be written in a
unique way as

s ′
i1

. . . s ′
ik
w

for w ∈ Sn and 1 ≤ i1 < . . . < ik ≤ n.
(iii) Coxeter group of type Dn (see [Bour68] Planche IV). This time, take

�D = {δ′
0} ∪ �A with δ′

0 = e1 + e2.

•

•

\\\
/
/
/
/

δ′
0

δ1

•−
δ2

−−−−
δ3

•−−−− · · · −−−−
δn−1

•(Dn)

The corresponding group W (Dn) is the subgroup of W (BCn) of matrices
with an even number of −1’s. This corresponds to the condition that k is even
in the decomposition above.

Definition 2.2. When w ∈ W , denote �w = �+ ∩ w−1(�−). If I ⊆ �, let
DI = {w ∈ W | w(I ) ⊆ �+}. If I, J ⊆ �, let DI J = DJ ∩ (DI )−1.

Proposition 2.3. (i) If δ ∈ �, then δ ∈ �w if and only if l(wsδ) = l(w) − 1.
(ii) �w is finite of cardinality l(w).
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(iii) If v, w ∈ W , then l(vw) = l(v) + l(w) ⇔ �w ⊆ �vw ⇔ �+ ⊆
v−1(�+) ∪ w(�+) ⇔ �vw = �w∪̇w−1(�v) ⇔ �v ∩ �w−1 = ∅.

Proof. (i) and (ii) are standard ([Hum90] §5.6, [Stein68a] (22) p. 270). (iii) is
left as an exercise. More generally, if �′

w denotes the set of lines correspond-
ing to elements of �w, one has �′

vw = �′
w +̇ w−1(�′

v) (boolean sum) for any
v, w ∈ W . �

Proposition 2.4. If I, J ⊆ �, then every double coset in WI \W/WJ con-
tains an element of minimal length, which is in DI J . This induces a bijection
WI \W/WJ ↔ DI J . (The letter D is for distinguished representatives.)

Proof. If w is of minimal length in WI wWJ , it is of minimal length in wWJ

and WI w, whence w(δ) ∈ �+ if δ ∈ J and w−1(δ) ∈ �+ if δ ∈ I , thanks to
Proposition 2.3(i). �

Example 2.5. Let Sn−1 ⊆ Sn be the inclusion corresponding to permutations
of n letters fixing the last one. In the reflection representation of Example 2.1
above, this corresponds to the subset �′ = � \ {en − en−1}. When i < j , let
si, j be the cycle of order j − i + 1 equal to (i, . . . , j). When i > j , let si, j =
(s j,i )−1. Checking images of the elements of �′, it is easy to see that si,n ∈ D∅,�′

for each i = 1, . . . , n. Then sn,i ∈ D�′,∅. Moreover, if w ∈ Sn , it is clear that
sn,w(n)w and wsw−1(n),n fix n, hence are in Sn−1. By Proposition 2.4 above, this
implies that

{si,n | 1 ≤ i ≤ n} = D∅,�′ and {sn,i | 1 ≤ i ≤ n} = D�′,∅.

For any w ∈ Sn , one gets w ∈ sw(n),nSn−1 and w ∈ Sn−1sn,w−1(n).

Theorem 2.6. If I, J ⊆ � and w ∈ DI J , let K = I ∩ w(J ) ⊆ �. Then WI ∩
wWJ = WK , �I ∩ w(�J ) = �K , and �+

I ∩ w(�+
J ) = �+

K .

Lemma 2.7. Given the same hypotheses as for Theorem 2.6, we have
wJ ∩ �+

I ⊆ I .

Proof of Lemma 2.7. Let δ ∈ J be such that w(δ) ∈ �+
I . Let us write w(δ) =

∑
δ′∈I λδ′δ′ with λδ′ ≥ 0. Then δ = ∑

δ′∈I λδ′w−1(δ′) ∈ � with each w−1(δ′)
a positive root since w−1 ∈ DI . One of the λδ′ is non-zero, say λδ0 > 0. Then
w−1(δ0) must be proportional to δ, hence equal to it. That is, δ0 = w(δ) ∈ I . �

Proof of Theorem 2.6. The inclusions WK ⊆ WI ∩ wWJ and �K ⊆ �I ∩
w(�J ) are clear.

Conversely, let x ∈ WI ∩ wWJ and let us check that x ∈ WK . We use induc-
tion on the length of x . If x = 1 this is clear. Otherwise let y = w−1xw ∈ WJ \ 1
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and δ ∈ J be such that y(δ) ∈ �−
J , or equivalently y = y′sδ with l(y′) = l(y) −

1. Since w ∈ DJ , one has xw(δ) = wy(δ) ∈ �−. One has w(δ) ∈ �+ since
w ∈ DJ . Then w(δ) ∈ �x ⊆ �+

I . Now Lemma 2.7 implies w(δ) ∈ I . Denot-
ing δ′ = w(δ), one has δ′ ∈ I ∩ w(J ). Moreover, x(δ′) ∈ �−, so x = x ′sδ′ with
l(x ′) = l(x) − 1. One may then apply the induction hypothesis to x ′ = wy′w−1.

Now let α be an element of �+
I ∩ w(�J ). Let t be the element of W cor-

responding to the reflection associated with α in the geometric representation.
Now t ∈ WI ∩ wWJ . Then t ∈ WK by what we have just proved, and therefore
�t ⊆ �+

K . But t(α) = −α, so α ∈ �+
K as claimed. Thus �+

I ∩ w(�J ) = �+
K .

Then, making the union with its opposite, we get �I ∩ w(�J ) = �K . The
equality �+

I ∩ w(�+
J ) = �+

K also follows since w(�+
J ) ⊆ �+. �

We assume W is finite. Then the form 〈−, −〉 on R� is positive def-
inite (see [CuRe87] 64.28(ii), [Bour68] §V.4.8, [Hum90] §6.4). Moreover,
W has a unique element of maximal length, characterized by several equiv-
alent conditions, among which is the fact that it sends � to −� (see [Hum90]
§1.8).

Notation 2.8. If I ⊆ �, one denotes by wI the element of maximal length in
WI . If δ ∈ � \ I , let v(δ, I ) = wI∪{δ}wI .

Example 2.9. (i) In Sn (see Example 2.1(i)), the element of maximal length is
defined by w0(i) = n + 1 − i (it is easily checked that this element makes neg-
ative all δi = ei+1 − ei ∈ �A). It is easily checked that v(δn−1, �A \ {δn−1}) =
sn,1 (cycle of order n, see Example 2.5).

(ii) For the Coxeter group of type BCn , w0 is −IdE in the geometric repre-
sentation (see Example 2.1(ii)). One has v(δn−1, �BC \ {δn−1}) = s ′

n .
(iii) In the geometric representation of Dn , one gets w0 = s ′

1 . . . s ′
n = −IdE if

n is even,w0 = s ′
2 . . . s ′

n = −s ′
1 if n is odd. One hasv(δn−1, �D \ {δn−1}) = s ′

1s ′
n .

Proposition 2.10. Let I ⊆ �, δ ∈ � \ I .
(i) We have �wI = �+

I , �v(δ,I ) = �+
I∪{δ} \ �+

I , and v(δ, I )(I ) ⊆ I ∪ {δ}.
(ii) Let w ∈ W satisfy w(I ) ⊆ �. Then l(w.v(δ, I )−1) = l(w) − l(v(δ, I )) if

and only if w(δ) ∈ �−. Otherwise, l(w.v(δ, I )−1) = l(w) + l(v(δ, I )).

Proof. (i) We have wI (I ) = −I , so wI (�+
I ) = �−

I and v(δ, I )(I ) =
−wI∪{δ}(I ) ⊆ −wI∪{δ}(I ∪ {δ}) = I ∪ {δ}. But l(wI ) = �+

I , hence �wI =
�+

I . This also gives �v(δ,I ) = �+
{δ}∪I \ �+

I since l(w{δ}∪I ) = l(wI ) + l(v(δ, I )).
(ii) Let now w be such that w(I ) ⊆ � and w(δ) ∈ �−. To show that

l(w.v(δ, I )−1) = l(w) − l(v(δ, I )), as a result of Proposition 2.3(iii), it is
enough to show that �w ⊇ �v(δ,I ). Let α ∈ �v(δ,I ), i.e. α ∈ �+

{δ}∪I \ �+
I thanks

to (i) above. Let us write α = λδδ + ∑
δ′∈I λδ′δ′ with λδ > 0 and λδ′ ≥ 0 for
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δ′ ∈ I . Then w(α) = λδw(δ) + ∑
δ′∈I λδ′w(δ′). If we had w(α) ∈ �+, since

w(δ) ∈ �− and w(I ) ∈ �, the non-zero coefficients in w(δ) would be for el-
ements of w(I ). So w(δ) ∈ �w(I ), or equivalently δ ∈ �I . But δ ∈ � \ I , a
contradiction.

It remains to show that, if w(I ) ⊆ � and w(δ) ∈ �+, then l(w.v(δ, I )−1) =
l(w) + l(v(δ, I )). We apply the implication we have just proved with w.v(δ, I )
instead of w, so we just have to check that w.v(δ, I )(δ) ∈ �−. We have seen
that δ ∈ �v(δ,I ), so v(δ, I )(δ) ∈ �+

δ∪I . Then its image by w is in �+ since w

sends both I and δ into �+ by hypothesis. �

Theorem 2.11. Assume as above that W is finite. Let w ∈ W and
�1 ⊆ � be such that w(�1) ⊆ �. Then there exist �1, . . . , �k subsets of
�, and a sequence δ1 ∈ � \ �1, . . . , δk ∈ � \ �k , such that, for all 1 ≤ j ≤
k − 1, v(δ j , � j )(� j ) = � j+1 and w = v(δk, �k) . . . v(δ1, �1) with l(w) =
l(v(δk, �k)) + · · · + l(v(δ1, �1)).

If moreover � \ �1 has a single element δ1, then w = 1 or v(δ1, �1).

Proof. The first point is by induction on the length of w. Everything is clear
whenw = 1. Otherwise, there is δ ∈ � such thatw(δ1) ∈ �−. Then δ1 ∈ �1 and
Proposition 2.10(ii) allows us to write w = w1v(δ1, �1) with lengths adding.
Letting �2 = v(δ1, �1)(�1), one may clearly apply the induction hypothesis
to �2 and w1.

We also prove the second point by induction on the length. If w = 1, we
are done. Otherwise, one has w = w1v(δ1, �1) with lengths adding and w1

satisfying the same conditions as w for �2 = v(δ1, �1)(�1) = −w0(�1). The
induction implies w′ = 1 or v(−w0(δ1), �2). But the latter is w0v(δ1, �1)w0 =
v(δ1, �1)−1. We get our claim. �

2.2. BN-pairs

We now define BN-pairs.

Definition 2.12. A BN-pair (or Tits system) consists of the data of a group
G, two subgroups B, N and a subset S of the quotient N/B ∩ N such that,
denoting T := B ∩ N and W := N/T :

(TS1) T � N (W is therefore a quotient group), W is generated by S and
∀s ∈ S, s2 = 1.

(TS2) ∀s ∈ S, ∀w ∈ W , s Bw ⊆ BwB ∪ BswB.
(TS3) B ∪ N generates G.
(TS4) ∀s ∈ S, s Bs = B.
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Remark 2.13. The notation Bw is unambiguous since w is a class mod. T and
T ⊆ B. Similarly, if X is a subgroup of B normalized by T , the notation Xw

makes sense (and is widely used in what follows).
The hypothesis (TS4) implies that all the elements of S are of order 2.
(TS2) implies

(TS2′) ∀s ∈ S, ∀w ∈ W , wBs ⊆ BwB ∪ Bws B.
For the next two theorems, we refer to [Bour68] §IV, [Cart85] §2,

[CuRe87] §65.

Theorem 2.14. (Bruhat decomposition) If G, B, N , S is a Tits system, the sub-
sets (BwB)w∈W are distinct and form a partition of G.

Definition 2.15. If G, B, N , S is a Tits system, and I ⊆ S is a subset, let WI =
<I>, and NI be the subgroup of N containing T such that NI /T = WI . Let
PI := B NI B = ⋃

w∈WI
BwB.

Theorem 2.16. Let (G, B, N , S) be a group with a BN-pair.
(i) W is a Coxeter group with regard to S.
(ii) The PI defined above are subgroups of G (“parabolic” subgroups) and

N ∩ PI = NI . If P is a subgroup of G containing B, we have P = PJ for
J := {s ∈ S|s ⊆ P}.

(iii) If PI is a parabolic subgroup, (PI , B, NI , I ) is a BN-pair.
(iv) If I , J are subsets of S, then PI \G/PJ

∼= WI \W/WJ .

Example 2.17. (see [Cart72b] §11.3, §14.5, [DiMi91] §15) Let F be a field, let
n ≥ 1 be an integer.

(i) Let GLn(F) be the group of invertible elements in the ring Matn(F) of
n × n matrices with coefficients in F. Let U (resp. T , resp. W ) be the subgroup
of upper triangular unipotent (resp. invertible diagonal, resp. permutation) ma-
trices. Let B = U T (upper triangular matrices in GLn(F)), N = T W and S
be the set of elements of W corresponding to the transpositions (i, i + 1) for
i = 1, . . . , n − 1.

Then B ∩ N = T and (B, N , S) makes a BN-pair for GLn(F) (see Exer-
cise 1). The associated Coxeter system (W, S) corresponds to Example 2.1(i),
i.e. type An−1.

A slight adaptation of the above allows us to show a similar result for SLn(F),
the group of matrices of determinant 1.

(ii) Assume now that F has an automorphism λ �→ λ of order 2. This ex-
tends as g �→ g for g ∈ GLn(F). Let w0 ∈ GLn(F) be the permutation matrix
corresponding to i �→ n + 1 − i for i = 1, . . . , n. Denote by

σ : GLn(F) → GLn(F)

the group automorphism defined by σ (g) = w0.
t g−1.w0.
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Let GUn(F) be the group of fixed points in GLn(F), i.e. g ∈ GLn(F) satisfying
g.w0.

t g = w0. Let Bσ , T σ , W σ be the subgroups of GUn(F) consisting of fixed
points under σ in the corresponding subgroups of GLn(F). Let m := [ n

2 ] be
the biggest integer ≤ n

2 . Then it is easily checked that W σ is isomorphic to
(Z/2Z)m >�Sm and that it is generated by the set S0 of permutation matrices
corresponding to the following elements of Sn: (i, i + 1)(n + 1 − i, n − i) for
2i < n, plus an element equal to (m, m + 1) when n = 2m is even, and equal
to (m, m + 2) when n = 2m + 1 is odd.

This makes a Coxeter system of type BCm .
From the fact that B, N , S of (i) above make a BN-pair, one may prove that

Bσ , N σ , and S0 are a BN-pair for GUn(F) (see Exercise 2).
When F is finite and λ �→ λ is non-trivial, |F| is a square q2 and λ = λq

for all λ ∈ F. Then, it is also easily checked that the above group GUn(F) is
isomorphic to the group of matrices satisfying a.t a = Idn (a more classical def-
inition of unitary groups). For that, it suffices to find an element g0 ∈ GLn(F)
such that g0.

t g0 = w0. This reduces to dimension 2 where one takes g0 =(
1 ε

ε(ε − η)−1 εη(ε − η)−1

)
for ε = η in F satisfying εq+1 = ηq+1 = −1.

Then a �→ ag0 is the isomorphism sought.
(iii) Let F be a field of characteristic = 2, m ≥ 2 an integer. Recall w0 ∈

SL2m(F), the permutation matrix associated with the permutation i �→ 2m −
i + 1.

Let SO+
2m(F) denote the subgroup of SL2m(F) consisting of matrices sat-

isfying t g.w0.g = w0. This is the special orthogonal group associated with
the symmetric bilinear form on F2m of maximal Witt index (hence the + in
SO+). Let B ′ (resp. T ′) be its subgroups of upper triangular, resp. diagonal,
matrices. Let S′ be the set of permutation matrices corresponding to the follow-
ing elements of S2m : (i, i + 1)(2m − i, 2m − i + 1) for i = 1, . . . , m − 1, and
(m − 1, m + 1)(m, m + 2). Clearly S′ ⊆ SO+

2m(F) and it generates the central-
izer W ′ of w0 in the group of permutation matrices in SL2m(F). Along with S′,
this makes a Coxeter system of type Dm (note that the embedding of W ′ in W σ

above corresponds with the embedding of type Dm in type BCm suggested in
Example 2.1).

Using a method similar to (ii) above (see Exercise 2), one may check that
B ′, T ′, W ′, and S′ make a BN-pair of type Dm for SO+

2m(F).

2.3. Root subgroups

We keep the same notation as in §2.2. G is a group with a BN-pair and finite
W . We show how to associate certain subgroups of G with the roots of W .

Assume B ∩ Bw0 = T .
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Definition 2.18. If w ∈ W , δ ∈ �, let Bw = B ∩ Bw0w, Bδ = Bsδ
.

Theorem 2.19. Let G be a group with a BN-pair and finite W . Assume
B ∩ Bw0 = T . Let w ∈ W , s ∈ S, δ ∈ �.

(i) If l(ws) = l(w) + 1, then B ∩ Bws ⊆ B ∩ Bs.
(ii) B = Bs(B ∩ Bs) = (B ∩ Bs)Bs.
(iii) w Bδ depends only on w(δ). We write w Bδ = Bw(δ).
(iv) There is a sequence α1, . . . , αN giving all the elements of �+ with no

repetition, such that B = Bα1 . . . BαN . The corresponding decomposition of the
elements of B is unique up to elements of T .

(v) If δ, δ′ ∈ � are such that w0(δ) = −δ′, then Pδ ∩ Pδ′ w0 = Bδ ∪ Bδsδ Bδ .

Proof. (i), (ii), (iii), (iv) are classic (see [Cart85] §2.5, [CuRe87] 69.2). They
can be deduced in a fairly elementary way from the axioms of the BN-pair (see
[Asch86] Exercise 10, p. 227).

(v) Let us show first
(v′) B ∩ (Pδ′ )w0 = Bδ .

Using (ii), one has Pδ′ = B ∪ Bsδ′ B = B ∪ Bδ′sδ′ B. Therefore Pδ′ =
sδ′ Pδ′ = sδ′ B ∪ sδ′ Bδ′sδ′ B = sδ′ B ∪ B−δ′ B and (Pδ′ )w0 = sδ Bw0 ∪ Bδ Bw0 by
the definition of δ′ from δ and (iii). Now B ∩ sδ Bw0 = (Bw0 ∩ sδw0 B)w0 = ∅
by Theorem 2.14 (Bruhat decomposition). So B ∩ (Pδ′ )w0 = B ∩ Bδ Bw0 = Bδ

since B ∩ Bw0 = T . This is (v′).
Let us write Pδ = B ∪ Bsδ Bδ , again by (ii). We have sδ , Bδ ⊆ (Pδ′ )w0 , so

(v′) implies that Pδ ∩ (Pδ′ )w0 = Bδ ∪ Bδsδ Bδ as claimed. �

Definition 2.20. The BN-pair (G, B, N , S) is said to be split of characteristic
p if and only if G is finite, B ∩ Bw0 = T , and there is a semi-direct product
decomposition B = U T where U � B is a p-group and T is a commutative
group of order prime to p. The BN-pair is said to be strongly split when
moreover, for all I ⊆ S, UI := U ∩ UwI is normal in U.

When α ∈ �, let Xα be the set of p-elements of Bα (see Definition 2.18).

Note that Bα = Xα.T (semi-direct product). In the following, (G, B =
U T, N , S) is a split BN-pair of characteristic p.

Theorem 2.21. (i) U is a Sylow p-subgroup of G and G has no normal
p-subgroup = {1}.

(ii) w Xδ depends only on w(δ), so we can write w Xδ = Xw(δ). It is not equal
to {1}.

(iii) There is a sequence α1, . . . , αN giving all the elements of �+ with no
repetition, such that U = Xα1 . . . XαN with uniqueness of the decompositions
(i.e. |U | = 
α∈�+|Xα|).
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Proof. (i) Since U is a Sylow p-subgroup of B, it suffices to check that
NG(U ) = B to have that U is a Sylow p-subgroup of G. We have NG(U ) ⊇ B,
so NG(U ) = PI for some I ⊆ S. Then, if s ∈ I , we have U s = U and therefore
Bs = B. This contradicts (TS4).

There is no normal p-subgroup = {1} in G since such a subgroup would be
in U ∩ Uw0 ⊆ B ∩ Bw0 = T , a group of order prime to p.

(ii) is a consequence of Theorem 2.19(iii). The group Xδ is non-trivial
since Xδ = {1} would imply Bδ = T , and therefore B = B ∩ Bsδ by Theo-
rem 2.19(ii), contradicting (TS4).

(iii) is a consequence of Theorem 2.19(iv). �

Lemma 2.22. Let α1, . . ., αm be m distinct positive roots and, for every i ,
let xi ∈ Xαi \ {1}. Let w ∈ W , then x1x2 . . . xm ∈ Uw if and only if w(αi ) is a
positive root for every i .

Proof. The “if” is clear since w(Xα) = Xw(α) ⊆ U when w(α) is positive (The-
orem 2.21(iii)).

We prove the converse by induction on the length of w. If w = 1, this is
clear. If w = sδ with δ ∈ �, one must check only that δ is none of the αi ’s.
Suppose on the contrary that δ = αi0 . Then in the product x1x2 . . . xm , all the
terms on the left of xi0 are in U sδ (by the “if” above), and the same is true
for the ones on the right. So xi0 ∈ U ∩ U sδ , while xi0 ∈ Xδ = U ∩ Uw0sδ . But
Bsδ ∩ Bw0sδ = T sδ = T , so xi0 = 1, contradicting the hypothesis.

For an arbitrary w of length ≥ 1, write w = w′s with l(w) = l(w′) + 1.
We have U ∩ Uw ⊆ U ∩ U s as a result of Theorem 2.19(i) so, by the case just
treated, s(αi ) is positive for all i . Now defining α′

i = s(αi ), x ′
i = (xi )g for g ∈ N

a representative of s, we have x ′
1 . . . x ′

m ∈ Uw′
and the induction hypothesis gives

our claim. �

Theorem 2.23. Let (G, B = U T, N , S) be a split BN-pair of characteristic p
(see Definition 2.20).

If A is a subset of W containing 1, denote �A = ⋂
a∈A a−1(�+) and UA =

⋂
a∈A U a.
(i) Let α1, α2, . . . , αN be a list of the positive roots such that U =

Xα1 . . . XαN (see Theorem 2.21(iii)). Let A be a subset of W containing 1.
Then, denoting �A = {αi1 , αi2 , . . . , αim } with 1 ≤ i1 < . . . < im ≤ N, one has

UA = Xαi1
. . . Xαim

= <Xα ; α ∈ �A>

and

�A = {α ∈ �+ | Xα ⊆ UA}.
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(ii) If A, A′, A′′ are subsets of W such that 1 ∈ A ∩ A′ ∩ A′′ and �A ⊆
�A′ ∪ �A′′ , then UA = (UA ∩ UA′ ).(UA ∩ UA′′ ) ⊆ UA′ .UA′′ .

Proof. (i) Repeated application of Lemma 2.22.
(ii) One has clearly, for arbitrary subsets of W containing 1, UA ∩ UA′ =

UA∪A′ and �A ∩ �A′ = �A∪A′ . By (i), one has |UA| = 
α∈�A |Xα|. There-
fore (UA ∩ UA′ ).(UA ∩ UA′′ ) has cardinality |UA∪A′ |.|UA∪A′′ |.|UA∪A′∪A′′ |−1 =

α∈�A∪A′ ∪�A∪A′′ |Xα|. We have �A∪A′ ∪ �A∪A′′ = �A ∩ (�A′ ∪ �A′′ ) = �A

by hypothesis. So |(UA ∩ UA′ ).(UA ∩ UA′′ )| = |UA|. This implies (UA ∩
UA′ ).(UA ∩ UA′′ ) = UA since the inclusion (UA ∩ UA′ ).(UA ∩ UA′′ ) ⊆ UA is
clear. This gives (ii). �

Remark. The sets �A of Theorem 2.23 coincide with the intersections of �+

with convex cones (see Exercise 3).
When the BN-pair is strongly split, i.e. U ∩ UwI � U for all I , the root

subgroups Xα satisfy a commutator formula (see Exercise 5).

2.4. Levi decompositions

We now assume that G has a strongly split BN-pair of characteristic p (see
Definition 2.20).

Definition 2.24. Let I ⊆ �. Let NI be the inverse image of WI in N, and recall
that UI = U ∩ UwI . Let L I = <BwI , NI >; this is called the Levi subgroup
associated with I .

Denote L = {(PI , UI )g | I ⊆ � , g ∈ G}.
Proposition 2.25. L I has a strongly split BN-pair of characteristic p given
by (BwI , NI , I ). One has a semi-direct product decomposition PI = UI >� L I ,
and UI is the largest normal p-subgroup of PI . So L above is a set of subquo-
tients.

Proof. Let us check first that L I has a split BN-pair. The axioms (TS1)
and (TS3) are clear. (TS4) and BwI ∩ (BwI )

wI = T both follow using Theo-
rem 2.23(i). One has BwI = (U ∩ BwI )T , a semi-direct product.

It remains to check (TS2). Let sδ ∈ S correspond with δ ∈ I and let w ∈ WI .
Using Theorem 2.23(ii), one has U = Uδ Xδ and therefore BwI = T (BwI ∩
U ) = T (BwI ∩ Uδ)Xδ . One has sδ(�+

I \ δ) = �+
I \ δ, so Theorem 2.23(i) im-

plies that sδ normalizes BwI ∩ Uδ . If w−1(δ) is positive, it is an element
of �+

I = �wI , so sδ BwI w ⊆ T (BwI ∩ Uδ)sδwBwI ⊆ BwI sδwBwI . If w−1(δ) is
negative, one may apply the preceding case to sδw, so it suffices to show
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sδ BwI sδ ⊆ BwI ∪ BwI sδ BwI . Now using the same decomposition of BwI as be-
fore, one has sδ BwI sδ ⊆ sδ Bδsδ BwI . Theorem 2.19(v) told us that Bδ ∪ Bδsδ Bδ

is a group, so sδ Bδsδ ⊆ Bδ ∪ Bδsδ Bδ . Thus we have our claim.
We must show that the BN-pair of L I is strongly split. We have seen

that BwI = X I T , a semi-direct product where X I = U ∩ BwI = U ∩ U x0wI .
So, given J ⊆ I , we must check X I ∩ (X I )wJ � X I . We have X I = U ∩
Uw0wI and X I ∩ (X I )wJ = U ∩ Uw0wI ∩ UwJ ∩ Uw0wI wJ . Knowing that U ∩
UwJ � U by the strongly split condition satisfied in G, it suffices to check
that U ∩ Uw0wI ∩ UwJ ∩ Uw0wI wJ = U ∩ Uw0wI ∩ UwJ . By Theorem 2.23(i),
this may be checked at the level of the corresponding subsets of �+.
This follows from �+ ∩ wJ (�+) = �+ \ �+

J , �+ ∩ wI w0(�+) = �+
I and

the fact that �+
I \ �+

J is made negative by wI wJ (all this follows from
Proposition 2.10(i)).

The strongly split condition gives UI � U . But UI is clearly normalized by
NI (use Theorem 2.23 (i)). Then UI � PI . Now L I has no non-trivial normal
p-subgroup, so UI ∩ L I = {1}. To check that UI L I = PI it suffices to check
B = UI BwI . This is clear by Theorem 2.23(ii). �

Definition 2.26. When I ⊆ �, let W I be the subgroup {w ∈ W | w I = I }.
Theorem 2.27. Let (G, B = U T, N , S) be a strongly split BN-pair of charac-
teristic p (see Definition 2.20). Let I , J ⊆ �, g ∈ G.

(i) If d ∈ DI J , then d (PJ , UJ ) ∩↓ (PI , UI ) = (PK , UK ) for K = I ∩ d J .
(ii) L (see Definition 2.24) is k-regular and ∩↓-stable for all fields k of

characteristic � = p.
(iii) (PI , UI )−−g(PJ , UJ ) if and only if g ∈ PI d PJ where d ∈ W satisfies

d J = I . This induces a bijection between PI \{g ∈ G | (PI , UI )−−g(PJ , UJ )}/
PJ and {d ∈ W | d J = I }. When (PI , UI )−−g(PJ , UJ ), one has PI =
UI >� L and g PJ = gUJ >� L for an L which is a PI -conjugate of L I .

(iv) {g ∈ G | (PI , UI )−−(PI , UI )g} = PI NG(L I )PI = PI W I PI (see Defi-
nition 2.26).

(v) Any relation (P, V )−−(P ′, V ′) in L implies |P| = |P ′| and |V | = |V ′|.
Proof. (i) Let (P, V ) = ((d PJ ∩ PI )UI , (dUJ ∩ PI )UI ) = d (PJ , UJ ) ∩↓
(PI , UI ).

Let us show first that P ⊇ PK . We have T ⊆ PI ∩ d PJ ⊆ P . If α ∈ �+
I ,

then Xα ∈ PI and d−1(α) ∈ �+ since d ∈ DI , therefore Xα ⊆ P . But UI ⊆ P ,
therefore (Theorem 2.23(ii)) B ⊆ P . It now suffices to check WK ⊆ P . But
WK ⊆ WI ∩ d WJ ⊆ PI ∩ d PJ ⊆ P .

Since P ⊆ PI , there exists a subset K ′ such that K ⊆ K ′ ⊆ I and UI .(PI ∩
d PJ ) = PK ′ .
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Let us show that Xα ⊆ V for all α ∈ �+ \ �K . If α ∈ �+ \ �I , then Xα ⊆
UI ⊆ V . If α ∈ �+

I \ �K , Xα ⊆ PI . It remains to show that Xd
α ⊆ UJ , which

in turn comes from d−1(α) ∈ �J . If α ∈ d(�J ), then α ∈ �I ∩ d(�J ) = �K

(Theorem 2.6). This contradicts the hypothesis. Therefore UK ⊆ V .
Now, since V is a normal p-subgroup in P = PK ′ , one has V ⊆ UK ′ , whence

UK ⊆ UK ′ and therefore UK ∩ Xα = {1} for all α ∈ �K ′ (Theorem 2.23(i)).
Then �+ \ �+

K ⊆ �+ \ �+
K ′ , i.e. K ′ ⊆ K . We already had the reverse inclusion,

whence the equality.
(ii) We have UI � PI and |UI | is a power of p. It remains to check

that (PI , UI )g ∩↓ (PJ , UJ )h is in L. This reduces to (i) recalling that G =
PI DI J PJ � gh−1.

(iii) is clear by (i) and (ii). We take L = x (L I ), where x ∈ PI is such that
g ∈ xd PJ and d ∈ W satisfies d J = I .

(iv) We clearly have {g ∈ G | (PI , UI )−−(PI , UI )g} ⊇ PI NG(L I )PI ⊇
PI W I PI . Now, if (PI , UI )−−(PI , UI )g , let us write g ∈ PI d PI for d ∈ DI I

satisfying (PI , UI )−−(PI , UI )d . By (i), this means d I = I , i.e. d ∈ W I as
stated.

(v) follows from (iii). �

Example 2.28. Let us give some examples of subgroups W I (see Defini-
tion 2.26). We use the notation of Example 2.1.

(i) For type An−1 (n ≥ 2), � = {δ1, . . . , δn−1}, let I = {δ1, . . . , δi } (i ≥ 1).

•−−−− · · ·−−−−•︸ ︷︷ ︸
I

−−−−•−−−−•−−−− · · · −−−−•︸ ︷︷ ︸
I ′

It is easy to see that any element w ∈ W I must correspond to a permutation
which increases on the set {1, . . . , i + 1} but is also such that {1, . . . , i + 1} is
preserved. So W I coincides with permutations fixing all elements of this set,
i.e. W I = <si+2, . . . , sn−1> = WI ′ where I ′ = {δi+2, . . . , δn−1}.

(ii) For type BCn , �BC ={δ0, δ1, . . . , δn−1}, let I ={δ0, δ1, . . . , δi−1} (i ≥ 1).
An element in W I must permute the basis elements e j in a fashion sim-

ilar to the case above, with trivial signs on e1, . . . , ei . So we get W I =
<s ′

i+1, si+1, . . . , sn−1>, which is a Coxeter group of type BCn−i represented
in the space generated by �I = {ei+1, δi+1, . . . , δn−1}.

I
︷ ︸︸ ︷
•===•−−−· · ·−−−•−−−−•−−−−•−−−· · ·−−−•

◦∖∖
ei+1

δi+1

(iii) For type Dn , �D = {δ′
0, δ1, . . . , δn−1} (n ≥ 4), let I = {δ′

0} ∪
{δ1, . . . , δi−1} (i ≥ 1).



2 Finite BN-pairs 35

If I = {δ′
0}, one finds W I = <s1> × <s ′

3s ′
4, s3, . . . , sn−1>, which is of

type A1 × Dn−2 with simple roots {δ1} ∪ {e4 − e3, δ3, δ4, . . . , δn−1}. When
i ≥ 2, one finds W I = <s ′

1s ′
i+1, si+1, . . . , sn−1> isomorphic with the Cox-

eter group of type BCn−i through its action on the space generated by �I =
{ei+1, δi+1, . . . , δn−1}.

I
︷ ︸︸ ︷
•

•

∖

/•−−−· · ·−−−•−−−−•−−−−•−−−· · ·−−−•

◦∖∖
ei+1

δi+1

2.5. Other properties of split BN-pairs

In the following, G is a finite group with a strongly split BN-pair (G, B =
U T, N , S) (see Definition 2.20). We state (and prove) the following results for
future reference.

Proposition 2.29. Let I ⊆ �. Then the following hold.
(i) NG(UI ) = PI and UI is the largest normal p-subgroup of PI .
(ii) If g ∈ G is such that gUI ⊆ U, then g ∈ PI and gUI = UI . If moreover

gUI = UJ for some J ⊆ �, then I = J .

Proof. (i) NG(UI ) contains PI , so NG(UI ) is a parabolic subgroup PJ with
J ⊇ I . Assume δ ∈ � \ I is such that (UI )sδ = UI . Since Xδ ⊆ UI , we have
X−δ = (Xδ)sδ ⊆ UI ⊆ U , a contradiction. So J = I .

The second statement of (i) is in Proposition 2.25.
(ii) Write g ∈ BwB (Bruhat decomposition). Since B normalizes UI and

U , one gets wUI ⊆ U . By Lemma 2.22, the inclusion UI ⊆ Uw implies that
�w ⊆ �I . This implies w ∈ WI (use Proposition 2.3(i)) and therefore g ∈ PI .

When UI = UJ , the normalizer gives PI = PJ and therefore I = J . �

Lemma 2.30. Assume that W is of irreducible type (i.e. there is no partition
of � into two non-empty orthogonal subsets). Let I be a subset of � such that
CG(UI ) ∩ BwI B = ∅. Then I = ∅ or �.

Proof. Let us take g ∈ CG(UI ) ∩ BwI B. Then g can be written as

g = unI u′

with u, u′ ∈ U and nI ∈ N such that nI T = wI . Denoting X I := U ∩ Uw0wI =
<Xα | α ∈ �+

I >, we have U = X I UI (see Theorem 2.23(i) and Proposi-
tion 2.25). So we may assume u ∈ X I .
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Let us show that wI (δ) = δ for all δ ∈ � \ I . Assume wI (δ) = δ. Then
wI (δ) ∈ �+ \ {δ} and therefore (Xδ)nI ⊆ Uδ . Take x ∈ Xδ , x = 1. We have
u ∈ X I ⊆ Uδ � U , so u x ∈ xUδ . But u x ∈ uUI = UI , so it is centralized by
g = unI u′. We get u x = xnI u′ ∈ (Xδ)nI u′ ⊆ (Uδ)u′ = Uδ . This contradicts u x ∈
xUδ since Uδ ∩ Xδ = {1}. So wI (δ) = δ.

Suppose that I ⊂ � is a proper non-empty subset. Let δ ∈ � \ I and δ′ ∈ I .
Then 〈δ′, δ〉 ≤ 0 since it is the scalar product of two elements of �. How-
ever, 〈δ′, wI (δ)〉 = 〈wI (δ′), δ〉 but wI (I ) = −I , so −〈wI (δ′), δ〉 ≤ 0. So we get
� = I ∪ � \ I , a partition into two orthogonal subsets. This contradicts the
irreducibility of W . �

Theorem 2.31. Assume that W is of irreducible type (i.e. there is no partition
of � into two non-empty orthogonal subsets) with |W | = 2. Then CG(U ) =
Z(G)Z(U ).

Proof. By Proposition 2.29(i), we have NG(U ) = B, so CG(U ) ⊆ B. Our state-
ment reduces to checking that CB(U ) ⊆ Z(G)Z(U ). Note that CB(U ) contains
Z(U ) as a central subgroup and that CB(U )/Z(U ) = CB(U )/CU (U ) injects in
B/U ∼= T , hence is a commutative p′-group. Then CB(U ) = Z(U ) × A where
A is a commutative p′-subgroup (take a Hall subgroup). Let � be a prime = p.
Then A� is a Sylow �-subgroup of CB(U ), while T� is a Sylow �-subgroup of
B. By Sylow theorems, there is b ∈ B such that b A� ⊆ T . But B normalizes
CB(U ), so b A� ⊆ T ∩ CB(U ) = CT (U ). So, to get our theorem, it suffices to
check

CT (U ) ⊆ Z(G).

Now take δ ∈ �. Denote Zδ = CLδ
(Uδ). We know that Xδ normalizes Uδ ,

hence Zδ , while Uδ centralizes Zδ . Then U = XδUδ normalizes Zδ .
Using Lemma 2.30 for I = {δ} = �, along with Pδ = B ∪ Bsδ B, we get

CPδ
(Uδ) ⊆ B. Since Pδ normalizes CPδ

(Uδ), we get CPδ
(Uδ) ⊆ B ∩ Bsδ = T Uδ .

Hence Zδ ⊆ T Uδ ∩ Lδ ⊆ T . Hence Zδ = CT (Uδ) is normalized by U , and also
normalizes U . So Zδ commutes with U since U ∩ T = {1}. Then

Zδ = CT (U ).

Since Zδ = CLδ
(Uδ) is normalized by T and sδ , this implies that CT (U ) is

normalized by T and any sδ for δ ∈ �. Then CT (U ) is normalized by N . But
CG(CT (U )) ⊇ T U = B, hence is a parabolic subgroup: CG(CT (U )) = PI for
some I ⊆ �. By Proposition 2.29(i), NG(PI ) = NG(UI ) = PI , so the fact that
N normalizes CT (U ) (and therefore CG(CT (U ))) implies that I = �. Then
CT (U ) ⊆ Z(G). �
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Exercises

1. Let G = GLn(F), B = U T , N = T W , S be as in Example 2.17(i). Then
(W, S) is a Coxeter system of type An−1 with root system denoted by � and
simple roots �A ⊆ � (see Example 2.1(i)). When δ ∈ �A, one associates
sδ ∈ S.
(a) Define and describe Bδ and Xδ for δ ∈ �A (see Definitions 2.18 and

2.20). Show that B = (B ∩ Bsδ ).Xδ , a semi-direct product.
(b) Describe w Xδ for all δ ∈ �A and w ∈ W . Show that it depends only on

w(δ) ∈ �. Denote w Xδ = Xw(δ). Check that Xα ⊆ B when α ∈ �+.
(c) Show that, if δ ∈ �A andw ∈ W are such thatw(δ) ∈ �+, thenwBsδ ⊆

Bwsδ B (use (a)).
(d) Show that G = B ∪ Bsδ B when n = 2 and �A = {δ}. Deduce that

G = <B, N> for all n.
(e) Show that (B = U T, N , S) is a strongly split BN-pair for GLn(F). De-

scribe the Levi decompositions PI = UI .L I of the standard parabolic
subgroups for I ⊆ S.

2. (a) Let (W, S) be a Coxeter system with finite W . Let σ : W → W be a
group automorphism such that σ S = S. Show that the group of fixed
points W σ is generated by the wI for I ⊆ S among the orbits of σ on
S (use the induced action of σ on roots and apply Proposition 2.3).

(b) Let (G, B = U T, N , S) be a finite group with a strongly split BN-
pair such that the extension N → N/T splits, i.e. there is a subgroup
W ⊆ N such that N = T .W is a semi-direct product (so S is considered
as a subset of N ). Let σ : G → G be a group automorphism such that
U , T and S are σ -stable.

Show that the group of fixed points Gσ is endowed with the strongly
split BN-pair Bσ = U σ .T σ , N σ = T σ .W σ , S0 = {wI | I ∈ S/<σ>}.
Hint: prove and use a refined version of Bruhat decomposition where
each g ∈ G can be written uniquely as g = unu′ for u ∈ U , n ∈ N ,
u′ ∈ U ∩ (Uw0 )n .

(c) Let n ≥ 1. Let F be a field endowed with an involution λ �→ λ (possibly
trivial). Let G = GLn(F) and extend λ �→ λ to G. Let w0 ∈ G be the
permutation matrix associated with i �→ n + 1 − i . Let σ : G → G be
defined by σ (g) = w0.

σ g−1.w0. Use the above and the usual split BN-
pair of G to show that Gσ has a split BN-pair of type BC[n/2]. Apply
this to orthogonal groups for maximal Witt index and unitary groups
(Example 2.17(ii)). Deduce also Example 2.17(iii).

(d) Assume n = 2m is even. Let ε ∈ GLn(F) be the diagonal matrix with m
first diagonal elements equal to 1, the others equal to −1. Let J := w0.ε.
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Use a slight adaptation of (c) above to check that the symplectic group
Sp2m(F), defined as the subgroup of matrices g ∈ GL2m(F) satisfying
t g.J.g = J , has a split BN-pair of type BCm .

(e) Show that GU2(Fq2 ) (see Example 2.17(ii)) is conjugated in GL2(Fq2 )
with SL2(Fq ).Z where Z ∼= F×

q2 is the group of matrices diag(a, a−1) for

a ∈ F×
q2 . Show that SO+

2 (F) ∼= F× (see Example 2.17(iii)) is the group

of diagonal matrices diag(a, a−1) whenever F is a field of characteristic
= 2.

3. Generalizing Theorem 2.23.
(a) Let E be a euclidean space endowed with a scalar product 〈., .〉. If

C and D are two closed convex cones of E such that C ∩ −C = D ∩
−D = C ∩ D = {0}, show that there is f ∈ E∨ such that f (C \ {0}) ⊆
]0, +∞[ and f (D \ {0}) ⊆ ] − ∞, 0[.

(b) Let F be a finite subset of the unit sphere of E . Let S 1
2
(F) denote the

set of subsets F ′ ⊆ F of the form F ′ = {x ∈ F | 〈x, a〉 < 0} for some
a ∈ E such that F ∩ a⊥ = ∅. Let S(F) (slices of F) denote the set of
intersections of any family of elements S 1

2
(F).

Show that the slices of F are the sets of the form F ∩ C for C a
closed convex cone of E such that C ∩ −C = {0}. Show that this also
coincides with the sets of the form F ∩ C for C an open convex cone
of E such that C = E .

(c) We fix a set of simple roots � ⊆ �. If A ⊆ W is a subset, denote
�A = ⋂

a∈A a−1(�+
�). Show that w �→ �{w} is a bijection between W

and S 1
2
(�). Show that S(�) = {�A | A ⊆ W, A = ∅}.

(d) Let G be a finite group endowed with a split BN-pair of characteristic
p and associated root system �. Generalize Theorem 2.23 to get an
injective map

� �→ U (�) = <Xα | α ∈ �>

from S(�) into the set of p-subgroups of G.
Show that U (�) ∩ U (� ′) = U (� ∩ � ′).

4. Let G be a group endowed with a BN-pair and finite W . Denote � ⊇ �

associated with the reflection representation of W .
Let I ⊆ � and let J = −w0(I ). Show that PI ∩ (PJ )w0 = <BwI , NI >

= ⋃
w∈WI

BwI wBwI . Deduce that this group has a BN-pair (BwI , NI ). This
allows L I to be defined without assuming that the BN-pair of G is split.
Hint: mimic the proof of Theorem 2.19(v); in particular, show that B ∩
(PJ )w0 = BwI .
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5. Let G be a finite group endowed with a split BN-pair of characteristic p.
We call the following hypothesis the commutator formula:

(C) If α, β ∈ � and α = ±β, then [Xα, Xβ] ⊆ <Xγ |γ ∈ Cα,β>,

where Cα,β is the set of roots γ ∈ � such that γ = aα + bβ

with a > 0 and b > 0.

(a) Show that (C) implies that the BN-pair is strongly split.
In the remainder of the exercise, we show a converse. So we assume

that G has a strongly split BN-pair with associated root system � and let
α = ±β in �.
(b) Show that Cα,β ∪ {α, β}, Cα,β ∪ {α}, Cα,β ∪ {β}, Cα,β ∈ S(�) (nota-

tion of Exercise 3(b)).
(c) Show <Xα, Xβ> ⊆ U (Cα,β ∪ {α, β}) (notation of Exercise 3(d)).

If, moreover, α ∈ �, β ∈ �+, β = α, show that [Xα, Xβ] ⊆
U (Cα,β ∪ {β}) (use Uα � U ).

(d) If α, β ∈ � and α = ±β, show that there exists w ∈ W such that
w(α) ∈ � and w(β) ∈ �+. Hint: Take w such that w(α) = δ ∈ �, but
if w(β) ∈ �−, try w0sδw instead of w.

(e) Show [Xα, Xβ] ⊆ U (Cα,β ∪ {β}). Deduce (C).
(f) Show that, if G is a finite group endowed with a split BN-pair of

characteristic p defined by B = U T , N , S, then the following three
conditions are equivalent:
(A) the BN-pair is strongly split,
(B) for any s ∈ S, U ∩ U s � U ,
(C) the commutator formula is satisfied.

Hint: note that in (c) we have used only the fact that Uδ � U for any
δ ∈ �.

Show that, if any Xδ , δ ∈ �, has cardinality p, then the above con-
ditions are satisfied.

6. Let G be a finite group with a split BN-pair given by B = U T , N ,
T = T ∩ B, W = N/T and associated root system � ⊇ �. Given δ ∈ �,
denote by Gδ the group generated by Xδ and X−δ . Let Nδ = N ∩ Gδ , Tδ =
T ∩ Gδ .
(a) Show that G = ⋃

n∈N UnU (a disjoint union).
Let δ ∈ �; show that there is nδ ∈ N ∩ Xδ X−δ Xδ such that nδT = sδ

(see Proposition 6.3(i)). We assume nδ has been chosen in that way for
the remainder of the exercise.

Check that Gδ has a split BN-pair (XδTδ, Nδ, {sδ}).
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(b) Show that [T, nδ] ⊆ Tδ and that Nδ normalizes any subgroup of T
containing Tδ . If δ1, δ2, . . . , δk ∈ � are such that sδ1 . . . sδk = 1, show
that nδ1 . . . nδk ∈ Tδ1 . . . Tδk . Hint: assume {δ1 . . . δk} = � and define a
map sδ �→ nδTδ1 . . . Tδk , checking that (nδnδ′ )m ∈ Tδ ∩ Tδ′ when δ, δ′ ∈
� and m is the order of sδsδ′ .

We want to show that there is a bijection P ′ �→ (I, T ′) between the
subgroups P ′ ⊆ G containing U and the pairs (I, T ′) where I ⊆ � and T ′

is subgroup of T containing <Tδ | δ ∈ I>.
(c) If (I, T ′) is as above, define N ′ as the group generated by T ′ and the nδ’s

for δ ∈ I . Show that P ′ := U N ′U is a subgroup. Show that P ′T = PI

and T ′ = N ′ ∩ T , N ′ = P ′ ∩ N .
(d) Let P ′ be a subgroup of G containing U . Show that P ′T is a subgroup.

Denote I ⊆ � such that P ′T = PI . Show that Gδ ⊆ P ′ for all δ ∈ I .
Show that P ′ ∩ N is generated by P ′ ∩ T and the nδ’s such that δ ∈ I .

(e) Check the bijection stated above.
7. Show that −− is transitive in the system L of Definition 2.24.

Notes

The notions of BN-pairs is due to Tits and originates in the simplicity proofs
common to reductive groups and their finite analogues; see [Tits], Ch55. It also
applies to p-adic groups. BN-pairs of rank 3 and irreducible W were classified
by Tits (see [Tits]). He also introduces a more geometrical object, the “building”
(see also [Brown], [Asch86] §43).

For finite groups, it has been proved that BN-pairs with an irreducible W of
rank 2 are split and correspond to finite analogues of reductive groups [FoSe73].
Finite BN-pairs of rank 1 were classified by Suzuki and Hering–Kantor–Seitz
(see [Pe00] for an improved treatment and the references). This is an important
step in the classification of finite simple groups (see [Asch86], and the survey
by Solomon [So95]).

The study of intersections (P, V ) ∩↓ (P ′, V ′) in finite reductive groups
somehow started with Lemma 1 in Harish-Chandra’s paper [HaCh70]
(expanded by Springer [Sp70]). We follow the approach of Howlett [How80].
We have also used [Stein68a], [Ri69], and [FoSe73]. Exercise 5 is due to Genet
[Gen02].
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Modular Hecke algebras for finite BN-pairs

We now study the Hecke algebras introduced in Chapter 1, in the case of BN-
pairs. Let G be a finite group with a (strongly) split BN-pair of characterisitic
p. It is defined by subgroups B, N , W := N/(B ∩ N ), S ⊆ W , giving rise to
parabolic subgroups B ⊆ PI = UI >� L I ⊆ G for each I ⊆ S (see Chapter 2).

LetH(G, B) be the endomorphism algebra of the permutation representation
on G-conjugates of B (over Z or any commutative ring). One finds for H the
well-known law defined by generators (aw)w∈W and relations

awaw′ = aww′ if l(ww′) = l(w) + l(w′)

and

(as)2 = qsas + (qs − 1)

for w, w′ ∈ W , s ∈ S, where qs = |B : B ∩ Bs | is a power of p.
Let k be an algebraically closed field of characteristic �= p. Let M be a

simple cuspidal kL I -module. We study the Hecke algebra EndkG(IndG
PI

M) and
find that the generators defined in Chapter 1 give rise to a presentation related
to the above. The main difference is that W is replaced by a subgroup W (I, M)
which is not generated by a subset of S. See §19.4 and §20.2 for more precise
descriptions.

A first result on the law of the Hecke algebra tells us that our generators
are invertible. This invertibility implies that the “independence” theorem of
Chapter 1 holds in these groups. As we have seen in Chapter 1, it may be
important to consider the endomorphism ring not just of such an induced module
but of a sum of induced cuspidal modules.

41
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3.1. Hecke algebras in transversal characteristics

In the following sections, (G, B = U T, N , S) is a strongly split BN-pair of
characteristic p (see Definition 2.20).

Let k be a field of characteristic � �= p. We apply certain notions and results
introduced in Chapter 1 with L the ∩↓-stable, k-regular set of pairs (P, V )
introduced in Definition 2.24.

In this section we fix I ⊆ �, and PI , L I , UI the corresponding subgroups
of G. Let M be a simple cuspidal kL I -module.

If n ∈ N is of class w ∈ W mod. T and w I ⊆ �, then n L I = Lw I and n M is
a cuspidal kLw I -module. It can also be considered as a cuspidal k(Pw I /Uw I )-
module. Using the notation of §1.3, for τ := (PI , UI , M) and τ ′ = (Pw I , Uw I ,
n M), one has τ−−n−1

τ ′ and one may clearly take θn−1,τ,τ ′ = IdM (where n M
is defined as the same underlying space as M with an action of n L I which is
that of L I composed with conjugacy by n). One may now put forward the
following.

Definition 3.1. Let W (I, M) be the subgroup of elements w ∈ W such that
w I = I and any representative n ∈ N of w satisfies M ∼= n M as kL I -module.

Let NI,� be the set of elements n ∈ N such that their class w mod. T satis-
fies w I ⊆ �. For such an n, define bn,M ∈ HomkG(IndG

PI
M, IndG

Pw I

n M) as
bn,M = an−1,τ,τ ′ with θn−1,τ,τ ′ = IdM in the notation of §1.3.

Let ind(w) = �α∈�w
|Xα| = |U : U ∩ Uw| = |U ∩ Uw0w| (see Theorem

2.23(i)).

Lemma 3.2. Assume n′n and n ∈ NI,�, and l(w′w) = l(w′) + l(w). Then

e(UI )e(Uw I )we(Uw′w I )w
′w = e(UI )e(Uw′w I )w

′w

in Z[p−1]G.

Proof. Any x ∈ UI .Uw′w I
w′w satisfies e(UI )xe(Uw′w I )w

′w = e(UI )
e(Uw′w I )w

′w. So it suffices to check that Uw I
w ⊆ UI .Uw′w I

w′w or
equivalently Uw I ⊆ wUI .Uw′w I

w′
. By Theorem 2.21(ii) and using

�+
w I = w(�+

I ) = w′−1(�+
w′w I ), it suffices to check that �+ \ �+

w I ⊆
(w�+ \ �+

w I ) ∪ (w′−1
�+ \ �+

w I ). This is a consequence of the additivity of
lengths (see Proposition 2.3(iii)). �

Theorem 3.3. Let R := Z[p−1]. We let the same letter R denote the trivial
RB-module.

The R-algebra EndRG(IndG
B R) has a presentation by generators (as)s∈S

obeying the following relations for any s, s ′ ∈ S:
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(as)2 = (ind(s) − 1)as + ind(s) (quadratic relation), and

asas ′ . . . = as ′as . . . with |ss ′| terms on each side (braid relations).

Another presentation is with generators (aw)w∈W subjected to the quadratic
relations for w ∈ S and the relations awaw′ = aww′ whenever w, w′ ∈ W satisfy
l(ww′) = l(w) + l(w′).

In this second presentation, one has EndRG(IndG
B R) = ⊕

w∈W Raw and no
aw is zero.

Proof. It is clear that τ = (B, U, R) is a cuspidal triple satisfying Condi-
tion 1.17(b). In the notation of Definition 1.12, one may take θg,τ,τ = IdR and de-
fine aw ∈ EndRG(IndG

B R) for w ∈ G by aw(1 ⊗ 1) = ind(w)e(U )w−1 ⊗ 1 (see
Proposition 1.13). Theorem 1.20(i) implies that EndRG(IndG

B R) = ⊕
w∈W Raw.

Let us show that we have all the relations of the theorem.
Take w, w′ ∈ W , and assume l(ww′) = l(w) + l(w′). Then awaw′ (1 ⊗ 1) =

ind(w)aw(e(U )w′−1⊗1) = ind(w)e(U )w′−1aw(1 ⊗ 1) = ind(w)ind(w′)e(U )
w′−1e(U )w−1 ⊗ 1 = y ⊗ 1 where y = ind(ww′)e(U )w′−1e(U )w−1e(U ).
By Lemma 3.2 with I = ∅, we have y = ind(ww′)e(U )(ww′)−1e(U ), so
awaw′ (1 ⊗ 1) = ind(ww′)e(U )(ww′)−1e(U ) ⊗ 1 = ind(ww′)e(U )(ww′)−1 ⊗
1 = aww′ (1 ⊗ 1). This implies awaw′ = aww′ .

The braid relations are a special case since ss ′ . . . = s ′s . . . (|ss ′| terms) are
reduced expressions.

Take s ∈ S corresponding to δ ∈ �. One has U = XδUδ (Theorem 2.23(i))
and s normalizes Uδ (Proposition 2.25), so as(1 ⊗ 1) = ind(s)e(Xδ)s ⊗ 1 =
ind(s)se(X−δ) ⊗ 1. Then (as)2(1 ⊗ 1) = ind(s)

∑
x∈X−δ

e(Xδ)x ⊗ 1. The sum-
mand for x = 1 gives 1 ⊗ 1. For other x , we argue in the split BN-pair Lδ . The
Bruhat decomposition in this group gives Lδ = T Xδ ∪ XδsT Xδ ⊆ B ∪ Xδs B.
Moreover X−δ ∩ B = {1} since B ∩ Bw0 = T . So X−δ \ {1} ⊆ Xδs B. Then
the summands for x �= 1 give ind(s) − 1 times e(Xδ)s ⊗ 1. Then (as)2 =
(ind(s) − 1)as + ind(s) since they coincide on 1 ⊗ 1.

Let E1 (resp. E2) be the first (resp. the second) algebra defined by genera-
tors and relations in the theorem. With our notation, the evident map gives a
surjection E2 → EndRG(IndG

B R) since we have checked the defining relations.
There exists a surjective morphism E1 → E2, since, by the “Word Lemma” (see
[Bour68] IV.1 Proposition 5), the expression as1 . . . asm ∈ E1 when s1 . . . sm is
a reduced expression, depends only on s1 . . . sm ∈ W . We therefore have two
surjections

E1 → E2 → EndRG
(
IndG

B R
)
.

Since R is principal, it suffices to check now that E1 is generated by |W |
elements as an R-module. We show that the elements of type as1 . . . asm ∈ E1
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with l(s1 . . . sm) = m generate E1 by verifying that the module they gener-
ate is stable under right multiplication by the as’s. If l(s1 . . . sms) = m + 1, the
checking is trivial. Otherwise, the “Word Lemma” argument (see above) al-
lows us to assume sm = s. Then the quadratic relation gives as1 . . . asm as =
(ind(s) − 1)as1 . . . asm + ind(s)as1 . . . asm−1 , thus our claim. �

The above theorem makes natural the following definition of a Hecke algebra
associated with a Coxeter system (W, S) and parameters qs (s ∈ S).

Definition 3.4. Let R be any commutative ring.
If (W, S) is a Coxeter system such that W is finite and if (qs)s∈S is a family

of elements of R such that qs = qt whenever s and t are W -conjugate, one
defines HR((W, S), (qs)) as the R-algebra with generators as (s ∈ S) obeying
the relations

(as + 1)(as − qs) = 0

and

asat as . . . = at asat . . .

(|st | terms on each side) for all s, t ∈ S.
If G is a finite group with a BN-pair defined by B, N, S ⊆ W := N/(B ∩ N ),

one defines HR(G, B) := HR((W, S), (qs)) for qs = |B : B ∩ Bs |.
Remark 3.5. We will sometimes use abbreviations such as H	(W, (qs)), for
HR((W, S), (qs)).

Using classical arguments, some similar to the proof of Theorem 3.3,
one proves that HR((W, S), (qs)) is R-free with basis aw (w ∈ W ) satisfying
awaw′ = aww′ when l(ww′) = l(w) + l(w′) (see [Bour68] p. 55, [GePf00] 4.4.6,
[Hum90] §7). This, along with the relations given in the definition about the as

(s ∈ S), may serve as another presentation.
Many properties follow, such as that HR((W, S), (qs)) ⊗R R′ ∼=

HR′ ((W, S), (qs)) and HR((WI , I ), (qs)) ⊆ HR((W, S), (qs)) when R′ is
a commutative R-algebra and I is a subset of S.

Those results will be used mainly in Chapters 18–20.

In the general case of the endomorphism ring of a kG-module induced from
a cuspidal simple module of a Levi subgroup, we shall try to obtain similar
presentations. We first prove a series of propositions about the composition of
the bn′,n M ’s (see Definition 3.1). When n, n′, n1, . . . ∈ N , their classes mod. T
are denoted by w, w′, w1, . . . ∈ W .
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Definition 3.6. (see Definition 1.12) If n is such that w ∈ W (I, M), then choose
θn ∈ Endk M such that it induces an isomorphism of kL I -modules n M → M
(i.e. θn(pm) = (n p)m for all p ∈ L I ). Let λ be the associated cocycle on the
subgroup of N corresponding to W (I, M), i.e. θnθn′ = λ(n, n′)θnn′ . Denote by
θ̃n = Id ⊗ θn the associated morphism kGe(UI ) ⊗L I

n M → kGe(UI ) ⊗L I M.
If w′ I ⊆ �, let n′

θ̃n be the map 1 ⊗kLw′ I
θn: kGe(Uw′ I ) ⊗kLw′ I

n′n M →
kGe(Uw′ I ) ⊗kLw′ I

n′
M.

Proposition 3.7. (i) With the notation above, one may choose θn so that n′
θ̃nn′ =

n′
θ̃n and bn′,M ◦ θ̃n = n′

θ̃n ◦ bn′,n M .
(ii) If [W (I, M)] is a representative system of W (I, M) in N, then (θ̃n ◦

bn,M )n∈[W (I,M)] is a k-basis for EndkGIndG
PI

M.

Proof. (i) The first equality is clear from the definition. The second follows
from the definition of bn,M = an−1,τ,τ ′ : kGe(UI ) ⊗L I M →kGe(Uw′ I )n′ ⊗L I M
as µ ⊗ IdM where µ is the right multiplication by e(Uw′ I )n′

(Proposition 1.13).
(ii) See Theorem 1.20(i) and Theorem 2.27(iv). �

Proposition 3.8. ind(w)ind(w′)
ind(ww′) is a power of p2. It is 1 when l(ww′) = l(w) +

l(w′).

Proof. Easy by Proposition 2.3 and induction on l(w′). �

Proposition 3.9. (i) Assume n′n and n ∈ NI,�, and l(w′w) = l(w′) + l(w).
Then bn′,n M bn,M = bn′n,M .

(ii) If δ ∈ � \ I and n ∈ N is of class w = v(δ, I ) (see Notation 2.8), then,
denoting M̃ := IndG

PI
M,

bn−1,n M bn,M =
{

ind(w)−1IdM̃ , if w �∈ W (I, M);
ind(w)−1IdM̃ + βθ̃n ◦ bn,M (with β ∈ k), if w ∈ W (I, M).

(iii) bn,M is an isomorphism for every n ∈ NI,�.

Proof. (i) By Definition 3.4, bn,M = an−1,τ,τ ′ with θn−1,τ,τ ′ = IdM . Then Propo-
sition 1.13 tells us that this identifies with the morphism kGe(UI ) ⊗L I M →
kGe(Uw I )w ⊗L I M obtained by multiplying the left-hand side by e(Uw I )w on
the right. Now bn′,n M bn,M consists in multiplying by e(Uw I )we(Uww′ I )ww′

. This
is the same as multiplying by e(Uww′ I )ww′

as a result of Lemma 3.2. Hence our
claim.

(ii) Let J = {δ} ∪ I . The spaces kG ⊗k PI M and kG ⊗k Pw I
n M have sub-

spaces k PJ ⊗k PI M and k PJ ⊗k Pw I
n M respectively. It is clear from the defini-

tion of these maps that bn,M sends the first into the second and bn−1,n M the
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other way around. These are clearly k PJ -linear, so that bn−1,n M bn,M ∈
Endk PJ (k PJ ⊗k PI M). Now, since UJ acts trivially on k PJ ⊗k PI M , this induced
module can be considered as a kL J -module induced from the cuspidal simple
kL I -module M . So, by Proposition 3.7(ii), Endk PJ (k PJ ⊗k PI M) has a basis
indexed by W (I, M) ∩ WJ and consisting of the restrictions of the bn′,M ’s
such that w′ I = I and M ∼= n′

M (Proposition 1.23). By Theorem 2.11 (last
statement), this group is W (I, M) ∩ {1, w}. This gives the dichotomy of the
Proposition, while the coefficient on IdM̃ is given by Proposition 1.18(iii)
with λ = 1 (recall that θn−1,τ,τ ′ = IdM and that the linear form of Proposi-
tion 1.18 gives the component on Id in the basis of Proposition 3.7(ii) since
θ̃n ◦ bn,M (1 ⊗ M) ⊆ k PI n PI ⊗ M). We find a coefficient whose inverse is
|UI : (Uw I )n ∩ UI |. This is ind(w) = |U : U n ∩ U | since U n ∩ U ⊇ Xα for each
α ∈ �+

I and U n ∩ UI ⊆ (Uw I )n .
(iii) The equality in (ii) reads b′ ◦ bn,M = IdM for some map b′. Then bn,M

is injective, hence an isomorphism since IndG
(PI ,UI ) M and IndG

(Pw I ,Uw I )
n M have

the same dimension. This applies to n of type v(δ, I ). For arbitrary n ∈ NI,�,
one may use a decomposition of w as in Theorem 2.11. Then (i) turns this into
a decomposition of bn,M as a product of isomorphisms of the type above. �

Theorem 3.10. Let (G, B = U T, N , S) be a strongly split BN-pair of charac-
teristic p (see Definition 2.20).

Let R = Z[p−1]. Assume (P, V )−−(P ′, V ′) in L (see Theorem 2.27(ii)),
then

RGe(V ) → RGe(V ′),

x �→ xe(V ′)

is an isomorphism of G-(P ∩ P ′)-bimodules.

Proof. The map x �→ xe(V ′) from RGe(V ) to RGe(V ′) is an R-linear map be-
tween two R-free modules of the same rank. R being a principal ideal domain,
it suffices to prove that this map has no invariant divisible by �, for every prime
� �= p. This is equivalent to proving that x �→ xe(V ′) from kGe(V ) to kGe(V ′)
is an isomorphism for every algebraically closed field k of characteristic � �= p
and every relation (P, V )−−(P ′, V ′). By Theorem 1.14, it suffices to check
that a1,τ,τ ′ is an isomorphism for each relation τ−−τ ′ in cuspk(L). By The-
orem 2.27(iii), one may assume τ = (PI , UI , M), τ ′ = ((Pw I )n, (Uw I )n, M)
for I , w I ⊆ � where M is considered as kL I -module. Then a1,τ,τ ′ differs
from bn,M by an isomorphism as a result of Proposition 1.16(ii). By the
above Proposition 3.9(iii), each bn,M is an isomorphism. This completes our
proof. �
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Notation 3.11. Keep (G, B = U T, N , S) as a strongly split BN-pair of char-
acteristic p (see Definition 2.20). Let L be a Levi subgroup of G. If 	 is a
commutative ring where p is invertible, we denote by

RG
L : 	L−mod → 	G−mod

and

∗RG
L : 	G−mod → 	L−mod

the adjoint functors IndG
(P,V ) and ResG

(P,V ), respectively, where P = LV is a
Levi decomposition. By the above theorem, it is not necessary to mention P
and V .

3.2. Quotient root system and a presentation
of the Hecke algebra

Let us recall some properties of root systems (see [Bour68] §IV, [Stein68a]
Appendix, [Hum90] §1).

Proposition 3.12. Let � be a finite subset of the unit sphere of a real euclidean
space E. Let W (�) be the subgroup of the orthogonal group generated by the
reflections through elements of �. Assume w� = � for all w ∈ W (�) (� is
then called a “root system”). Then,

(i) for any positive cone C such that C ∩ −C = ∅ and � ⊆ C ∪ −C, there
is a unique linearly independent subset � ⊆ C ∩ � such that � ∩ C is �+

�,
i.e. the set of elements of � which are combinations with coefficients all ≥ 0 of
elements of � (such a set � ∩ C is called a “positive system”, and � is called
a “set of simple roots” of �). Such C (and �) exist.

(ii) If �′ is another set of simple roots of �, then there is w ∈ W (�) such
that �′ = w�.

(iii) If S is the set of reflections through elements of �, then (W (�), S)
is a Coxeter system, and the length of an element w is the cardinality of
�+

� \ w−1(�−
�).

(iv) If I is a subset of �, the subgroup of W (�) generated by the reflections
corresponding to elements of I equals {w ∈ W (�) | (w − 1)(I ⊥) = 0}.
Definition 3.13. We take G, � ⊇ � ⊇ I , M a cuspidal kL I -module as in §2.5
and §3.1. If α ∈ � \ I , we say that “v(α, I ) is defined” if and only if there
exists w ∈ W such that I ∪ {α} ⊆ w−1�. We then write v(α, I ) = v(wα, w I )w.
Let �(I, M) be the set of α ∈ � \ I such that v(α, I ) is defined, belongs to
W (I, M) and is an involution. Let R(I, M) be the group generated by the v(α, I )
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such that α ∈ �(I, M). Let C(I, M) = {w ∈ W (I, M) | w(�(I, M) ∩ �+) =
�(I, M) ∩ �+}.
Remark. The definition of v(α, I ) above is clearly independent of w chosen
such that I ∪ {α} ⊆ w−1� since, if J ⊆ � and w′ J ⊆ �, then wJ = (ww′ J )w

′
.

Note also that v(α, I )2 = 1 is equivalent to v(α, I )(I ) = I .

Proposition 3.14. The group W (I, M) stabilizes RI and acts faithfully
on (RI )⊥. Let us identify W (I, M) ⊇ R(I, M), C(I, M) with subgroups of
GLR(I ⊥). Let �′ ⊆ I ⊥ be the orthogonal projection of �(I, M). Let �̄′ (resp.
�̄′+) be the set of quotients of elements of �′ (resp. the orthogonal projections
of �+ ∩ �(I, M)) by their norms.

(i) �̄′ is a root system in I ⊥ with positive system �̄′+.
Denote by �(I, M) the associated set of simple roots.

(ii) The image of R(I, M) is the Weyl group of the root system �̄′.
(iii) W (I, M) = R(I, M) >� C(I, M).

Proof. The elements of �(I, M) are outside RI by definition, so �̄′ makes
sense.

The group W (I, M) stabilizes I so it stabilizes I ⊥. The kernel of the action
of W (I, M) on I ⊥ is WI ∩ W (I, M), by Proposition 3.12(iv). One has WI ∩
W (I, M) = {1} since a non-trivial element of WI must send some element of
I to a negative root (use Proposition 2.3(ii)).

Take α ∈ �(I, M), α′ ∈ �′ its projection on I ⊥. Let us show

(ii′) v(α, I ) acts on I ⊥ by the reflection through α′.

The fact that v(α, I )(I ) = I allows us to write v(α, I ) = w′wI where w′ I =
−I , w′(α) = −α and w′ fixes all the elements of (I ∪ α)⊥ (assume I and α

are in �). Then v(α, I )(α) = −wI (α) ∈ −α + RI , so v(α, I ) acts on I ⊥ as the
reflection through α′.

Now (ii′) implies that the image of R(I, M) in the orthogonal group of I ⊥ is
the group generated by the reflections associated with elements of �′. Moreover
�′ is stable under R(I, M), so �̄′ satisfies the hypothesis of Proposition 3.12
in I ⊥, with associated W (�̄′) the restriction of R(I, M) to I ⊥. Thus (ii) is
proved.

The cone C generated by �+ ∩ �(I, M) clearly satisfies C ∩ −C = ∅ and
�(I, M) ⊆ C ∪ −C by the properties of �+ itself. Then the normalized pro-
jections satisfy the same since C ∩ RI = ∅. Thus (i) is proved.

(iii) The whole group W (I, M) acts faithfully on �̄′, so, by the transitivity
of the Weyl group of �̄′ on its sets of simple roots (hence on its positive
systems), one has W (I, M) = R(I, M) >� C where C is the stabilizer of �̄′+.
This stabilizer is C(I, M) since, if an element of �(I, M) ∩ �+ is sent to �−
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by w ∈ W (I, M), then its image in �̄′+ is sent into −�̄′+ since w stabilizes
�(I, M). �

In the following, (G, B = U T, N , S), k, I ⊆ �, PI , L I , UI , M are as in
§2.5.

Proposition 3.15. Let n, n′ ∈ N be such that nn′, n′ ∈ NI,�, and their classes
mod. T satisfy �w ∩ �w′−1 ∩ �(w′ I, n′

M) = ∅. Then

(
ind(w)ind(w′)

ind(ww′)

) 1
2

.bn,n′ M bn′,M = bnn′,M

(where the quotient ind(w)ind(w′)/ind(ww′) is a power of p2).

Proof. The proof is by induction on l(w). If w = 1, it is clear. Otherwise,
by Theorem 2.11, there is a decomposition w = w1w2 with lengths adding
and w1 = v(δ, J ) for J = w2w

′(I ) ⊆ � and δ ∈ � \ J . Let n = n1n2 be a
corresponding decomposition in N . Then, by Proposition 3.9(i), bn,n′ M =
bn1,

n2n′ M bn2,n′ M . The induction hypothesis applies to (n2, n′) replacing (n, n′)
since �w2 ⊆ �w by Proposition 2.3(iii). Therefore

bn,n′ M bn′,M =
(

ind(w2w
′)

ind(w2)ind(w′)

) 1
2

bn1,
n2n′ M bn2n′,M .(1)

If l(w1w2w
′) = l(w1) + l(w2w

′), one has

bn1,
n2n′ M bn2n′,M = bnn′,M(2)

by Proposition 3.9(i). One then gets the present proposition by combining (1)
and (2) since ind(ww′) = ind(w1)ind(w2w

′) by the additivity of lengths.
If l(w1w2w

′) �= l(w1) + l(w2w
′), then l(w1w2w

′) = −l(w1) + l(w2w
′) and

(w2w
′)−1(δ) ∈ �− by Proposition 2.10(ii). Proposition 3.9(i) gives

bn2n′,M = bn−1
1 ,n1n2n′ M bn1n2n′,M .(3)

Denote α = w−1
2 (δ). One has α ∈ �+ by the additivity in v(δ, J )w2 and

Proposition 2.10(ii). Then α ∈ �w′−1 . Also α ∈ w2
−1�w1 ⊆ �w by Proposi-

tion 2.3(iii). Therefore, by our hypothesis, α �∈ �(w′ I, n′
M).

But (α, w′ I ) = w−1
2 (δ, J ), so v(α, w′ I ) is defined and equals v(δ, J )w2 .

The fact that α �∈ �(w′ I, n′
M) means that v(α, w′ I ) �∈ W (w′ I, n′

M), or
equivalently v(δ, J ) �∈ W (J,n2n′

M). But now Proposition 3.9(ii) implies that
bn1,

n2n′ M bn−1
1 ,n1n2n′ M = ind(w1)−1.IdM̃ . Combining with (1) and (3) then gives

our claim since ind(ww′) = ind(w2w
′)/ind(w1). �



50 Part I Representing finite BN-pairs

Theorem 3.16. Let (G, B = U T, N , S) be a strongly split BN-pair of char-
acteristic p (see Definition 2.20). Let k be an algebraically closed field of
characteristic �= p, let PI ⊇ B, and let M be a simple cuspidal kL I -module.

Choose a section map W → N, w �→ ẇ. If w ∈ W (I, M), choose θẇ: M →
M a k-isomorphism such that θẇ(x .m) = ẇx .θẇ(m) for all x ∈ L I , m ∈
M. Assume θ1 = IdM . Define θẇt (m) = θẇ(tm) for all t ∈ T . Then θẇθẇ′ =
λ(w, w′)θẇẇ′ for a cocycle λ: W (I, M) × W (I, M) → k×. Assume that, if
w2 = 1, then (θẇ)2 acts as (ẇ)2 ∈ T .

The algebra EndkG(IndG
PI

M) has a basis (aw)w∈W (I,M) such that

� awaw′ = λ(w, w′)aww′ if w′ ∈ C(I, M), or w ∈ C(I, M), or w ∈ R(I, M)
and w′ = v(α, I ) for α ∈ �(I, M) and w(α) ∈ �+,

� (av(α,I ))2 = cαav(α,I ) + 1 where cα ∈ k.

The above relations on the aw (w ∈ W (I, M)) provide a presentation of
EndkG(IndG

PI
M).

Proof. If n ∈ N is such that w := nT ∈ W (I, M), one has chosen θn: M → M
a k-linear map such that θn(x .m) = nxn−1θn(m) for all x ∈ L I , m ∈ M (see
Definition 3.6). This gives rise to a cocycle λ on the inverse image of W (I, M) in
N . Changing θ changes λ into some cohomologous cocycle. One may choose θ

such that θt acts as t whenever t ∈ T , and θnt = θnθt . Then the product θ̃n ◦ bn,M

depends only on the class nT (note that, if t ∈ T , bt−1,M = θ̃t is the morphism
induced by the action of t on M).

Note that θ is just defined by the choice of the θẇ’s for w ∈ W (I, M). We
adjust this choice so that, if w2 = 1, then (θẇ)2 acts as (ẇ)2 ∈ T (divide θẇ by
some square root of λ(ẇ, ẇ)).

One may check that composing λ with any section w �→ ẇ, one gets a
cocycle (denoted by λ again) on W (I, M) (see [Cart85] 10.3.3, or Exercise 10
below).

Since k is algebraically closed, one may choose a square root of p in k× and
define accordingly (ind(w))

1
2 for each w ∈ W . Denote now

aw = (ind(w))
1
2 θ̃ẇ ◦ bẇ,M .

By Proposition 3.7(ii), this is a basis of the endomorphism algebra. It is clear
from the description of W (I, M) (Proposition 3.14) that the two formulae stated
in the theorem allow us to compute any product of two basis elements, so those
formulae give a presentation. Let us check them.

Assume w, w′ ∈ W (I, M) are as in the theorem. Then �w ∩ �w′−1 ∩
�(I, M)=∅ since each x ∈ C(I, M) satisfies �x ∩ �(I, M)=�x−1 ∩ �(I, M)
= ∅ and �v(α,I ) ∩ �(I, M) = {α}. So awaw′ = (ind(w)ind(w′))

1
2 θ̃ẇ ◦ bẇ,M ◦

θ̃ẇ′ ◦ bẇ′,M = (ind(w)ind(w′))
1
2 θ̃ẇ ◦ ẇθ̃ẇ′ ◦ bẇ,ẇ

′ M ◦ bẇ′,M = (ind(ww′))
1
2 θ̃ẇ ◦
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ẇθ̃ẇ′ ◦ bẇẇ′,M by Proposition 3.15. The map θ̃ẇ ◦ ẇθ̃ẇ′ on kGe(Uw I ) ⊗kLw I M
is 1 ⊗ (θẇ ◦ ẇθẇ′ ), i.e. λ(w, w′)θ̃ẇẇ′ . This gives awaw′ = λ(w, w′)aww′ as
claimed.

Let now v = v(α, I ) with α ∈ �(I, M), i.e. v = u−1v′u with u ∈ W , v′ :=
v(uα, uI ) for uα ∪ uI ⊆ � and �v ∩ �(I, M) = {α}.
Lemma 3.17. Let a′

v′ = (ind(v′))
1
2 (u̇ θ̃v̇′ )bv̇′,u̇ M . Then bu̇,M ◦ av = a′

v′ ◦ bu̇,M .

In view of this Lemma and Proposition 3.9(iii), it now suffices to check that
(a′

v′ )2 ∈ 1 + ka′
v′ . Replacing I with uI , M with u̇ M and the θn by the u̇θn , we

get the same cocycle and our claim reduces to showing that (av)2 ∈ 1 + kav as
long as v = v(δ, I ) for δ ∈ � ∩ �(I, M). Using the definition of av , we have
(av)2 = ind(v)θ̃v̇bv̇,M θ̃v̇bv̇,M = ind(v)θ̃v̇

v̇ θ̃v̇(bv̇,M )2. But (θv̇)2 is the action of
v̇2 ∈ T on M , so θ̃v̇

v̇ θ̃v̇ = bv̇−2,M . Then Proposition 3.15 and Proposition 3.9(ii)
give (av)2 = ind(v)bv̇−1,M bv̇ ,M ∈ 1 + kav . �

Proof of Lemma 3.17. Proposition 2.10(ii) implies that l(v(uα, uI ).u) =
l(v(uα, uI )) + l(u) and therefore bv̇′,u̇ M bu̇,M = bv̇′.u̇,M by Proposition 3.15 (or
Proposition 3.9(i)). Multiplying this by u̇ θ̃v̇′ on the left, one gets a′

v′bu̇,M =
ind(v′)

1
2 u̇ θ̃v̇′bv̇′u̇,M , i.e.

a′
v′bu̇,M = ind(v′)

1
2 u̇ θ̃v̇′bu̇v̇,M bt,M .

for u̇v̇t = v̇′u̇.
The equality �v ∩ �(I, M) = {α} implies that Proposition 3.15 may be used

with n = u̇ and n′ = v̇, thus giving bu̇v̇,M =
(

ind(uv)
ind(u)ind(v)

)− 1
2
bu̇,v̇ M bv̇,M . Substitu-

ting in the equation above gives

a′
v′bu̇,M = ind(v)

1
2 u̇ θ̃v̇′bu̇,v̇ M bv̇t,M .

The equality v̇t = u̇−1v̇′u̇ and Proposition 3.7(i) give u̇ θ̃v̇′bu̇,v̇ M =
u̇ θ̃v̇t bu̇,v̇ M = bu̇,M θ̃v̇t , so the above equality becomes

a′
v′bu̇,M = ind(v)

1
2 bu̇,M θ̃v̇t bv̇t,M .

This gives our claim since av can be defined by taking the representative v̇t
for v. �

Remark 3.18. Concerning the cocycle λ, it can be shown that λ is coho-
mologous to a cocycle which depends only on classes mod. R′(I, M) :=
<v(α, I ); α ∈ �(I, M), cα �= 0> (see [Cart85] §10).

Theorem 3.19. Keep the hypotheses of Theorem 3.16.
Assume that k is (algebraically closed) of characteristic zero. Let t be an

indeterminate and let A(t) be the k[t]-algebra defined by the generators aw
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(w ∈ W (I, M)) and the following relations (where cα ∈ k and λ are associated
with I , M as in Theorem 3.16):

� awaw′ = λ(w, w′)aww′ if w′ ∈ C(I, M), or w ∈ C(I, M), or w ∈ R(I, M),
w′ = v(α, I ) for α ∈ �(I, M) and w(α) ∈ �+,

� (av(α,I ))2 = t.cαav(α,I ) + 1.

Then
(i) the aw yield a k[t]-basis of A(t),
(ii) the specializations A(1) ∼= EndkG(IndG

PI
M) and A(0) ∼= kλ(W (I, M))

are isomorphic.

Proof. (i) The proof follows the standard lines. One considers a free k[t]-
module

⊕
wk[t].aw with two families (Lx )x and (Rx )x of operators indexed

by the set X = C(I, M) ∪ {v(α, I ) | α ∈ �(I, M)}. They are defined by the
expected outcome of multiplication on the left (resp. on the right) by the ax .
The main point is to show that Lx Ry = Ry Lx for all x , y ∈ X . This is essentially
a discussion on w, x , y to check that Lx Ry(aw) = Ry Lx (aw). In all cases, the
equality follows from the fact that it is satisfied when t = 1 in the law of
EndkG(IndG

PI
M).

(ii) It is clear that a presentation of W (I, M) is obtained by the above relations
with t = 0 and λ = 1. Therefore A(0) is isomorphic with kλ(W (I, M)) (recall
that λ(v(α, I ), v(α, I )) = 1; see Theorem 3.16). Then A(t) ⊗k[t] k(t) is sepa-
rable and therefore all the semi-simple specializations of A(t) are isomorphic
(see [CuRe87] §68). �

Exercises

1. Define C := {x ∈ E | ∀δ ∈ � (δ, x) ≥ 0} , C ′ := {x ∈ E | ∀δ ∈ � (δ, x)
> 0}.
(a) Show that C ′ �= ∅ and that

⋃
w∈W (�)w(C ′) is a disjoint union.

(b) Show that E = ⋃
w∈W (�)w(C) (if v ∈ E take d ∈ W (�).v, d =

∑
δ∈� cδδ with maximal

∑
δ cδ , then check that d ∈ C).

(c) Take d ∈ C and w ∈ W (�) such that w(d) ∈ C. Show that w =
sδ1 sδ2 . . . sδl where ∀i δi ∈ � ∩ d⊥.

(d) If d ∈ C, show that �� ∩ d⊥ satisfies the hypothesis of Proposition 3.12
on � with � ∩ d⊥ replacing �. Show that {w ∈ W (�) | w(d) = d} is
generated by {sα | α ∈ � ∩ d⊥} (use (c)).

(e) If X is an arbitrary subset of E , show that {w ∈ W (�) | ∀x ∈ X w(x) =
x} is generated by {σα | α ∈ � ∩ X⊥} (assume first that X is finite and
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such that X ∩ C �= ∅, using induction, (b) and (d)). Derive Proposi-
tion 3.12(iv).

2. Using the notation of Theorem 3.10, let � �= p be a prime, let
(P, V )−−(P ′, V ′) with common Levi L . Show that e(V ) and e(V ′) are con-
jugate in (Q�G)L (apply Theorem 3.10, and see [Ben91a] 1.7.2). Show that
(P, V )−−(P ′, V ′) may occur without e(V ) and e(V ′) being G-conjugate
(cases where d I �= I in the notation of Theorem 2.27).

3. Prove a version of Proposition 3.14 where W (I, M) is replaced with any
subgroup X of W I = {w ∈ W | w I = I }.

4. Use the notation of Definition 3.1. If n ∈ NI,�, and m ∈ M , show that

bn,M (1 ⊗ m) = ind(w)−1
∑

u∈U∩Uw0w

un−1 ⊗ m.

5. (Howlett-Lehrer) Let (G, B = U T, N , S) be a split BN-pair of characteristic
p (see Definition 2.20) with associated �. Let J , K be subsets of �, let
w ∈ DK J . Let M = K ∩ w(J ), M ′ = w−1(M) = w−1(K ) ∩ J .
(a) Show that (UM ∩ X K )w ⊆ UJ and let w(UM ′ ∩ X J ) ⊆ UK (use

Theorem 2.23).
(b) Let nw ∈ N such that w = nwT . Show that e(UK )nwe(UJ ) =

e(UM )nwe(UM ′ ) in Z[p−1]G.
6. Let R be a principal ideal domain, A an R-free finitely generated R-algebra,

e, f ∈ A two idempotents. Assume e ∈ A f e, f ∈ Aef . Show that Ae ∼= A f
by the map x �→ x f .

7. (Howlett-Lehrer’s proof of Theorem 3.10) Let R = Z[p−1]. Let I be a subset
of � and let w ∈ W be such that w(I ) ⊆ �, n ∈ N a representative of w. The
goal is to show that A = RG, e = e(UI ), f = e(Uw I )n satisfy the hypotheses
of Exercise 6. Denote I = RGe(Uw(I ))ne(UI ). By symmetry, it suffices to
check e(UI ) ∈ I. One shows this by induction on |I |.
(a) Show that one may assume � \ I = {δ} and w = v(δ, I ). (Use Theo-

rem 2.11 and Lemma 2.2.) This is now assumed in what follows. Denote
ε = e f e = ∑

u∈(Uw I )n e(UI )ue(UI ).
(b) Show that each u in the sum above is in some coset PI wuluUI for a

wu ∈ WI∪δ ∩ DI I and a lu ∈ L I . Then show that

e(UI )n−1une(UI ) ∈ RGe(UI )nue(UI )lu

where nu ∈ N has class wu mod. T .
(c) Assume wu(I ) �= I . Denote M = I ∩ w−1

u (I ). Using Exercise 5 and the
induction hypothesis, show that e(UI )ue(UI ) ∈ RGe(Uw(M))ne(UM )lu .
Use Exercise 5 again to get e(UI )ue(UI ) ∈ I, whenever wu(I ) �= I .

(d) Assume wu = w. Show that e(UI )ue(UI ) ∈ I.
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(e) If wu = 1, show that u ∈ UI (use Theorem 2.27(i) on ∩↓) and therefore
e(UI )ue(UI ) ∈ I.

(f) Show that (c)–(d)–(e) above exhaust all possibilities for wu (use The-
orem 2.11) and therefore ε ∈ |Uw(I ) : Uw(I ) ∩ w PI |−1e(UI ) + I. Com-
plete the proof.

8. Let G be a group and A be a commutative group. Assume that any element
of A is a square. Let λ: G × G → A be a map such that λ(x, y)λ(xy, z) =
λ(x, yz)λ(y, z) for any x, y, z ∈ G (that is, a 2-cocycle).

Show that there is a map f : G → A such that the cocycle µ defined by
µ(x, y) = f (x) f (y)λ(x, y), satisfies the following relations

(i) µ(x, 1) = µ(1, x) = 1,
(ii) µ(x, x−1) = 1, and

(iii) µ(x, y) = µ(y−1, x−1)−1 = µ(y−1x−1, x).
Deduce that, if x2 = 1, then µ(x, xy) = µ(x, y)−1. Similarly

µ(xy, y−1xy) = µ(y, y−1xy)−1. Then µ(x, y)2 = µ(y, y−1xy)2.
9. We use the notation of Theorem 3.16. Take α ∈ �(I, M) and take w ∈

R(I, M) such that w(α) ∈ �. Let u = v(α, I ), v = v(w(α), I ). Show that
cα = cw(α). Show that awau = εavaw where ε = ±1. Deduce ε = 1 when
cα �= 0.

Deduce Remark 3.18.
10. Let λ be a 2-cocycle (written additively) on a finite group G. Let T � G

be such that λ(T × G) = λ(G × T ) = 0. Show that, for any section
s: G/T → G, the map λ ◦ s is a 2-cocycle on G/T .

11. Find a common generalization for Theorem 3.3 and Theorem 3.16.

Notes

Hecke algebras were first defined as endomorphism algebras of induced mod-
ules RG

L M where L = T and M = C (see [Bour68] Exercises VI.22–27). Then
Lusztig gave deep theorems on general L and cuspidal CL-module M . For
instance, in the notation of Theorem 3.16, C(I, M) = {1} and the cocycle is
trivial ([Lu84] §8; see also [Geck93b]).

Our exposition is based on [Lu76b] §5, [HowLeh80] and the adaptation by
Geck–Hiss–Malle [GeHiMa96] to the modular case. We have also used the
notes of a course given by François Digne. The reference for Exercise 7 is
[HowLeh94].
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The modular duality functor and derived category

Let G be a finite group endowed with a strongly split BN-pair of characteristic
p, giving rise to parabolic subgroups PI = UI >� L I for I ⊆ S (see Chapter 2).

Let R := Z[p−1]. In this chapter, we introduce a bounded complex of RG-
bimodules

D(G):
(
. . . → Di

(G) → Di+1
(G) → . . .

)

where Di
(G) is the direct sum of RG-bimodules RGe(UI ) ⊗R PI e(UI )RG for

|I | = i . One considers the functor

D(G) ⊗RG −: Cb(RG−mod) → Cb(RG−mod)

within the category of bounded complexes of RG-modules. The main theorem
in this chapter is that this functor induces an equivalence within the derived
category Db(RG−mod).

Here, the derived category is the category obtained by inverting the com-
plex morphisms f : C → C ′ inducing isomorphisms of cohomology groups
Hi ( f ): Hi (C) → Hi (C ′) for all i . This is particularly well adapted to explain
isometries of Grothendieck rings over fields of characteristic zero. Let, for in-
stance, � be a complete discrete valuation ring with field of fractions K , let G be
a finite group such that K G is split semi-simple, and let A, B be two summands
(i.e. sums of blocks) of the group algebra �G. Then any equivalence

Db(A−mod) → Db(B−mod)

of the type described above, i.e. a tensor product functor and its adjoint as
inverse (any equivalence Db(A−mod) → Db(B−mod) of “triangulated” cat-
egories implies the existence of such a functor; see [KLRZ98] §9.2.2), gives
the same equivalence for A ⊗ K and B ⊗ K . But, between split semi-simple
algebras, this can only be a bijection between the simple modules along with
certain signs (see [KLRZ98] §9.2.3 or [GelMan94] §4.1.5). Then in the case
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of the functor D(G) ⊗ − above, we obtain the permutation with signs of Irr(G)
known as Alvis–Curtis duality (see [DiMi91] §8). The fact that this isometry of
characters is produced by a derived equivalence over � implies that it preserves
many invariants defined over �G, such as the partition of simple K G-modules
induced by the blocks of �G (see [KLRZ98] §6.3).

Let us return to our D(G) ⊗RG −: Db(RG−mod) → Db(RG−mod). The
main lemma states that, when k is a field of characteristic �= p and M = indG

PI
N

for N a cuspidal kL I -module, then D(G) ⊗RG M has its cohomology = 0 except
in degree |I | where it is isomorphic to M . The proof involves a study of the
reflection representation of the Weyl group W of G and the triangulations of
spheres of lower dimensions associated with the fundamental domain of W .
This lemma implies that

D(G) ⊗G D∨
(G) ⊗G − ,

D∨
(G) ⊗G D(G) ⊗G −: Db(kG−mod) → Db(kG−mod)

coincides with the identity on those M . By an argument similar to the proof of
the “invariance” Theorem 1.14, this gives our auto-equivalence.

In the case of duality, we show that the well-known property of commuta-
tion with Harish-Chandra induction of characters (see [DiMi91] 8.11) can be
generalized as the equality

RGe(UI ) ⊗RL I D(L I ) = D(G) ⊗RG RGe(UI )

in Db(RG−mod − RL I ), the derived category of R-modules acted on by G
on the left and by L I on the right.

It should be noted that all those results give also complete proofs of the
corresponding statements in characteristic 0.

4.1. Homology

We give below some prerequisites about complexes and some classical ways
to construct them. We refer to a few books on homological algebra; see also
Appendix 1 for a more complete description of derived categories and sheaf
cohomology.

4.1.1. Complexes and associated categories

(See [KLRZ98] §2, [Ben91a] §2, [God58] §1, [Weibel] §1, 10, [KaSch98] §1,
[GelMan94].) The complexes we consider are mainly chain complexes

. . . Ci
∂i−−→Ci−1−−→ . . .
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where the Ci ’s and the ∂i ’s are objects and morphisms in a category A−mod for
a ring A, satisfying ∂i−1∂i = 0 for all i . They are always bounded in what fol-
lows, i.e. Ci = 0 except for finitely many i’s. These complexes form a category
Cb(A−mod). This category is abelian (see [GelMan94] §2.2, [KaSch98]) in
the sense that morphism sets are commutative groups; kernels and cokernels
exist.

The homology of a complex is the sequence of A-modules Hi (C) =
Ker(∂i )/∂i+1(Ci+1). This is a functor H from Cb(A−mod) to the category
of graded A-modules. A complex C such that Hi (C) = 0 for all i is said to be
acyclic. A morphism f : C → C ′ is said to be a quasi-isomorphism if and only
if H( f ): H(C) → H(C ′) is an isomorphism.

We shall come across many morphisms C
f−−→C ′ such that each Ci

fi−−→C ′
i

is onto. Then we have an exact sequence 0 → K → C
f−−→C ′ → 0 where

Ki = Ker fi . A classical application of the homology long exact sequence tells
us that f is a quasi-isomorphism if and only if K is acyclic ([Spanier] 4.5.5,
[Bour80] §2 Corollaire 2).

The A-modules are considered as complexes with Ci = 0 except for i = 0,
and ∂i = 0 for all i . If n is an integer and C is a complex, one denotes by C[n]
the complex such that C[n]i = Ci−n (see [KaSch98] 1.3.2, [GelMan94] 4.2.2).

Tensor products of complexes are defined as the total complex associ-
ated with the usual bi-complex: if Ci

∂i−−→Ci−1 . . . and C ′
i

∂ ′
i−−→C ′

i−1 . . . are
complexes, then (C ⊗A C ′)i = ⊕a+b=i Ca ⊗A C ′

b with differential defined by
c ⊗ c′ �→ ∂a(c) ⊗ c′ + (−1)bc ⊗ ∂ ′

b(c′) (see [Weibel] 2.7.1). If C is a bounded
complex of A−mod−B, then C ⊗A − provides a functor from Cb(A−mod)
to Cb(B−mod).

By a localization process which essentially consists of inverting the quasi-
isomorphisms, one obtains a category called the derived category Db(A−mod)
(see [KaSch98] §1.7, [Weibel] §10.4, [KLRZ98] §2.5 or Appendix 1 below).

Assume for simplification that A and B are symmetric algebras over a princi-
pal ideal domain �. Let X ∈ Cb(A−mod−B), X ′ ∈ Cb(B−mod−A) be com-
plexes such that all terms are bi-projective (that is projective when restricted to
A and B) and such that X ⊗B X ′ ∼= A in Db(A−mod−A) and X ′ ⊗A X ∼= B
in Db(B−mod−B). Then X ′ ⊗A − and X ⊗B − induce inverse equivalences
between Db(A−mod) and Db(B−mod) (see [KLRZ98] §9.2).

4.1.2. Simplicial schemes

We use a slight variant of what is usually called “simplicial complex” (see
[Spanier] §3.1, [CuRe87] §66) or “schéma simplicial” ([God58] §3.2). An (aug-
mented) simplicial scheme � is a set of finite subsets of a given set �0 such that,
if σ ∈ � and σ ′ ⊆ σ , then σ ′ ∈ �. The elements of � are called simplexes. In
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particular, if � �= ∅, then ∅ ∈ �. We always assume that �0 is the union of all
simplexes.

The degree of σ is defined as its cardinality minus 1, denoted by deg(σ ).
The elements of �0 are the ones of degree zero; they are called the vertices.

A simplicial scheme � is said to be ordered if it is endowed with a (partial)
ordering of the vertices such that each simplex is totally ordered. Of course any
total ordering of �0 will do, and this is easy to choose when �0 is finite (this
is always the case below). If σ �= ∅ is a simplex of such an ordered simplicial
scheme, it is customary to list its elements in increasing order, x0 < x1 < . . . <

xdeg(σ ). Then, if 0 ≤ j ≤ deg(σ ), we write σ j = σ \ {x j }.
One may define a topological vector space Top(�) associated with � (see

[CuRe87] §66, [Spanier] §3.1, [God58] p. 39). The definition is as follows: let
Top(�) be the set of maps p: �0 → [0, 1] such that p−1(]0, 1]) is a simplex
and

∑
x∈�0

p(x) = 1. The topology on Top(�) is the usual topology on the set
of almost constant maps on [0, 1]. Conversely, � is said to be a triangulation
of Top(�).

When �0 is a finite subset of a real vector space and all simplexes are affinely
free, Top(�) is easily described (see Exercise 3).

4.1.3. Coefficient systems

([God58] §3.5, [Ben91b] §7.1) Let � be a poset (for instance a simplicial
scheme), let C be a category. A coefficient system on � with values in C is a
collection of objects Mσ and morphisms f σ

σ ′ : Mσ → Mσ ′ in C, for all σ ′ ⊆ σ

in �, satisfying f σ
σ = Id, f σ ′

σ ′′ f σ
σ ′ = f σ

σ ′′ when σ ′′ ⊆ σ ′ ⊆ σ . This can be seen
as a functor from the category associated with the poset � to C. In particular
this can be composed with functors C → C′. Having fixed � and C, one has a
category of coefficient systems on � with coefficients in C; thus, for instance,
a notion of isomorphic coefficient systems.

4.1.4. Associated homology complexes

If � is an ordered simplicial scheme and (Mσ , f σ
σ ′ ) is a coefficient system

on it with coefficients in a module category A−mod, one defines a com-
plex C((Mσ , f σ

σ ′ )) (see [Spanier] §4.1, [CuRe87] §66, [God58] §§3.3, 3.5,
[Ben91b] 7.3)

. . .
∂i+1−−→Ci

∂i−−→Ci−1 . . . C0
∂0−−→C−1 → 0

where Ci = ⊕
σ,deg(σ )=i Mσ and ∂i is the map defined on Mσ (deg(σ ) = i) by

∂i (m) = ∑i
j=0(−1) j f σ

σ j
(m).
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This gives a functor from coefficient systems on � with values in A−mod
to the category of complexes C(A−mod). The associated complex does not
depend on the choice of the ordering on �0 (see [Ben91b] 7.3 or Exercise 1
below).

A particular case is the constant coefficient system Mσ = Z, f σ
σ ′ = Id.

The relation with the singular homology defined in topology is that the
homology of the constant coefficient system on � is the “reduced singular
homology” of Top(�) (see [CuRe87] §66, [Spanier] 4.6.8).

Note that a contractible topological space has reduced homology equal to 0
(in all degrees); see [Spanier] 4.4.4.

4.2. Fixed point coefficient system and cuspidality

Let � be a commutative ring. We take G a finite group and L a �-regular,
∩↓-stable set of subquotients of G (see Definition 1.6).

Definition 4.1. Let σ = (P, V ) ∈ L. One defines the G-G-bimodule

(�G)σ := �G ⊗�P e(V )�G = �Ge(V ) ⊗�P e(V )�G.

If moreover σ ≤ σ ′ = (P ′, V ′), let

φσ
σ ′ : (�G)σ → (�G)σ ′ , x ⊗�P y �→ x ⊗�P ′ y

for all x ∈ �G and y ∈ e(V )�G ⊆ e(V ′)�G.
If M is a �G-module, then one defines a �G-module Mσ = (�G)σ ⊗�G

M = IndG
P ResG

(P,V ) M = �G ⊗�P e(V )M and the maps φσ
σ ′ ⊗�G M are just

denoted by φσ
σ ′ .

It is easily checked that φσ
σ ′ is a morphism of G-G-bimodules, and, if σ ′′ ≥

σ ′ ≥ σ , then φσ ′
σ ′′ ◦ φσ

σ ′ = φσ
σ ′′ . Therefore

Proposition 4.2. (�G)L := ((�G)σ , φσ
σ ′ ) is a coefficient system on the poset

Lopp with coefficients in �G−mod−�G. Each (�G)σ is bi-projective.
If M is a �G-module, then ML := ((Mσ )σ , φσ

σ ′ ) is a coefficient system on
Lopp with coefficients in �G−mod.

Definition 4.3. When σi = (Pi , Vi ) ∈ L (i = 0, 1, 2) with σ1 ≤ σ2, define
X (σ0)σi := {Pi g P0 | g ∈ G , σ

g
i ∩↓ σ0 = σ0}. It is easily checked that the map

ψσ1
σ2

defined by ψσ1
σ2

(P1g P0) = P2g P0 sends X (σ0)σ1 into X (σ0)σ2 (see Exer-
cise 1.3). Taking a fixed σ0, one gets a coefficient systemX (σ0) = (X (σ0)σ , ψσ

σ ′ )
on Lopp with coefficients in the category of finite sets.
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Hypothesis 4.4. We take G a finite group, k a field andL a k-regular, ∩↓-stable
set of subquotients (P, V ). We assume in addition that, whenever
(P, V )−−(P ′, V ′) in L (see Definition 1.1),

kGe(V ) → kGe(V ′),

x �→ xe(V ′)

is an isomorphism (and therefore (|P|, |V |) = (|P ′|, |V ′|)). Note that, as a result
of Theorem 3.10, this is satisfied by the system of parabolic subgroups in
strongly split BN-pairs.

We prove the following.

Theorem 4.5. Let L be a subquotient system satisfying Hypothesis 4.4. Let
(P0, V0, N0) ∈ cuspk(L) (see Notation 1.10). Denote σ0 = (P0, V0) and M =
IndG

P0
N0.

One has an isomorphism of coefficient systems on Lopp with values in
kG−mod:

(kG)L ⊗kG M ∼= M ⊗Z ZX (σ0).

Lemma 4.6. If σ := (P, V ) ∈ L, then e(V )g.k P0 ⊗P0 N0 = 0 unless Pg P0 ∈
X (σ0)σ .

Proof of Lemma 4.6. One has e(V )g.k P0 ⊗P0 N0 = e(V )g.e(V g ∩ P0)k P0 ⊗P0

N0 = e(V )g ⊗P0 e(V g ∩ P0)N0, so e(V g)k P0 ⊗P0 N0 �= 0 implies e(V g ∩
P0)N0 �= 0. Since V0 acts trivially on N0, one has e((V g ∩ P0).V0)N0 �= 0,
i.e. ResP0

(P,V )g ∩↓ (P0,V0) N0 �= 0. By cuspidality (see Definition 1.8), this implies
(P, V )g ∩↓ (P0, V0) = (P0, V0). �

Proposition 4.7. If σ := (P, V ) ∈ L and Pg P0 ∈ X (σ0)σ , then the following
is an isomorphism

kG ⊗k P k Pe(V )g.k P0e(V0) → kGe(V0),

x ⊗ y �→ xy.

Proof of Proposition 4.7. The map is clearly defined (and is a morphism
of G-P0-bimodules). Multiplying by g−1 on the right allows us to assume
g = 1.

Lemma 4.8. If (P, V ) ∩↓ (P0, V0) = (P0, V0), then (|(P ∩ P0).V |,
|(P ∩ V0).V |) = (|P0|, |V0|), e(V )k P0e(V0) = k(P ∩ P0)e(V )e(V0) and
kGe(V )e(V0) = kGe(V0).
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Proof of Lemma 4.8. By the hypothesis, one has P0 = (P ∩ P0).V0, so
e(V )k P0e(V0) = e(V )k(P ∩ P0)k(V0)e(V0) = k(P ∩ P0)e(V )e(V0). By Propo-
sition 1.2(ii), one has (P0, V0) ∩↓ (P, V ) = ((P ∩ P0).V, (P ∩ V0).V )−−
(P0, V0). Then Hypothesis 4.4 implies kGe(V0) = kGe((P ∩ V0).V )e(V0). But
this last expression is kGe(V )e(V0) by Definition 1.4. This also gives the equa-
lity of cardinalities (see Hypothesis 4.4 above). �

Let us check the surjectivity of the map defined in Proposition 4.7 (with g =
1). Its image is kGe(V )k P0e(V0) = kGe(V )e(V0) = kGe(V0) by Lemma 4.8.

It remains to check that the dimension of kG ⊗k P k Pe(V )k P0e(V0) is
less than or equal to that of kGe(V0), i.e. |G : V0|. By Lemma 4.8, one
has kG ⊗k P k Pe(V )k P0e(V0) = kG ⊗k P k Pe(V )e(V0) = kG ⊗k P k Pe(V )
e(V0 ∩ P)e(V0) and this is clearly equal to the subspace {x ⊗ e(V0) | x ∈
kGe(V .(V0 ∩ P))}, so its dimension is less than or equal to the dimension of
kGe(V .(V0 ∩ P)), i.e. |G : V (V0 ∩ P)|. This last expression is indeed |G : V0|
by Lemma 4.8. �

Proof of Theorem 4.5. We denote σ = (P, V ) ≤ σ ′ = (P ′, V ′).
As a P-P0-bimodule, kG = ⊕

Pg P0
k Pgk P0, so e(V )M = e(V )kG ⊗k P0

N0 = ⊕
Pg P0

k Pe(V )g.k P0 ⊗k P0 N0. By Lemma 4.6, this is also
⊕

Pg P0∈X0
k

Pe(V )g.k P0 ⊗k P0 N0.
Then Mσ = ⊕

Pg P0∈X0
kG ⊗k P e(V )k Pg.k P0 ⊗k P0 N0. By Proposition 4.7,

each factor kG ⊗k P e(V )k Pg.k P0 ⊗k P0 N0 is isomorphic with M =
kGe(V0) ⊗k P0 N0 by the map x ⊗k P e(V )y ⊗k P0 n �→ xe(V )y ⊗k P0 n for x ∈
kG, y ∈ Pg P0, n ∈ N0. Then Mσ

∼= M ⊗Z ZX0 by the map

i : x ⊗k P e(V )y ⊗k P0 n �→ (xe(V )y ⊗k P0 n) ⊗Z Py P0

for x ∈ kG, y ∈ ⋃
Pg P0∈X (σ0)σ Pg P0, n ∈ N0.

Similarly, one gets an isomorphism Mσ ′ ∼= M ⊗Z ZX (σ0)σ ′ by the map

i ′: x ′ ⊗k P ′ e(V ′)y′ ⊗k P0 n �→ (x ′e(V ′)y′ ⊗k P0 n) ⊗Z P ′y′ P0

for x ′ ∈ kG, y′ ∈ ⋃
P ′g P0∈X (σ0)σ ′ P ′g P0, n ∈ N0.

It suffices to check i ′ ◦ φσ
σ ′ = (M ⊗Z ψσ

σ ′ ) ◦ i . Taking x ∈ kG, y ∈ Pg P0 ∈
X (σ0)σ , n ∈ N0, one has ψσ

σ ′ ◦ i(x ⊗k P e(V )y ⊗k P0 n) = ψσ
σ ′ ((xe(V )y ⊗k P0

n) ⊗Z Py P0) = (xe(V )y ⊗k P0 n) ⊗Z P ′y P0. But φσ
σ ′ (x ⊗k P e(V )y ⊗k P0 n) =

x ⊗k P ′ e(V )y ⊗k P0 n. This also equals x ⊗k P ′ e(V ′)e(V )y ⊗k P0 n =
|V |−1 ∑

v∈V x ⊗k P ′ e(V ′)vy ⊗k P0 n with P ′vy P0 = P ′y P0 ∈ X (σ0)σ ′ for each
v. So the image under i ′ is (|V |−1 ∑

v∈V xe(V ′)vy ⊗k P0 n) ⊗Z P ′y P0 =
(xe(V ′)e(V )y ⊗k P0 n) ⊗Z P ′y P0 = (xe(V )y ⊗k P0 n) ⊗Z P ′y P0. This finishes
our proof. �
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Let L be a �-regular set of subquotients of a finite group G. Here is a
construction devised to study more generally the tensor product (�G)L ⊗�G

�Ge(V ). We take some (P1, V1) ∈ L. Then we have an associated system of
subquotients of P1: ]←, (P1, V1)] = {(P, V ) | (P, V ) ≤ (P1, V1)} ⊆ L (see
Definition 1.8), and we can define as in Definition 4.1 a coefficient system
(�P1)]←,(P1,V1)] of �P1-bimodules with regard to this subquotient system. We
may even extend it by 0 to the whole of L (or more properly Lopp), thus leading
to the following.

Definition 4.9. If (P1, V1) ∈ L, let (�P1)L be the coefficient system on
Lopp defined by (�P1)σ = �P1e(V ) ⊗P e(V )�P1 if σ = (P, V ) ≤ (P1, V1),
(�P1)σ = 0 otherwise. The connecting mapϕ

(P,V )
(P ′,V ′): (�P1)(P,V ) → (�P1)(P ′,V ′)

is defined by ϕ
(P,V )
(P ′,V ′)(x ⊗P y) = x ⊗P ′ y if (P, V ) ≤ (P ′, V ′) ≤ (P1, V1), x ∈

�P1e(V ), y ∈ e(V )�P1.

Proposition 4.10. One may define a surjective map of coefficient systems on
Lopp with coefficients in �G−mod−�P1,

(�G)L ⊗G �Ge(V1)
π−−→�Ge(V1) ⊗P1 (�P1)L → 0.

Proof. We define the map π as follows.
Assume (P, V ) ≤ (P1, V1). One has (�G)(P,V ) ⊗G �Ge(V1) =

�Ge(V ) ⊗P e(V )�G ⊗G �Ge(V1) and this coincides with the sub-
space �Ge(V ) ⊗P e(V ) ⊗G �Ge(V1). Letting x ∈ �Ge(V ), y ∈ G, one
takes π(P,V )(x ⊗P e(V ) ⊗G ye(V1)) = x ⊗P1 e(V ) ⊗P e(V )ye(V1) ∈
�Ge(V1) ⊗P1 �P1e(V ) ⊗P e(V )�P1 = �Ge(V1) ⊗P1 (�P1)(P,V ) if y ∈ P1,
π(P,V )(x ⊗P e(V ) ⊗G ye(V1)) = 0 otherwise.

If (P, V ) �≤ (P1, V1), take π(P,V ) = 0.
Denote σ = (P, V ) ∈ L, e = e(V ), e1 = e(V1).
The above does indeed give a well-defined surjective morphism πσ of

�G−mod−�P1 since e�G ⊗G �Ge1
∼= e�Ge1 = ⊕

Pg P1⊆Ge�[Pg P1]e1 as
a P-P1-bimodule and since �Ge1 ⊗P1 �P1e ⊗P e�P1 clearly coincides with
the subspace �Ge1�P1e ⊗P1 e ⊗P e�P1 = �Ge ⊗P1 e ⊗P e�P1.

Let σ ≤ σ ′ = (P ′, V ′) ∈ L, denote e′ = e(V ′). One must show that

(
�Ge1 ⊗P1 ϕσ

σ ′
) ◦ πσ = πσ ′ ◦ (

φσ
σ ′ ⊗G �Ge1

)
.

Since (�P1)σ ′ = 0 unless σ ′ ≤ (P1, V1), one may assume σ ≤ σ ′ ≤ (P1, V1).
Let us take x, y ∈ G so that the general element of a basis of (�G)σ ⊗G

�Ge1 = �Ge ⊗P e�G ⊗G �Ge1 is xe ⊗P e ⊗G ye1.
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If y ∈ P1, then the effects of the two compositions of maps above on this
element are respectively

xe ⊗P e ⊗G ye1 �→ xe ⊗P1 e ⊗P eye1 �→ xe ⊗P1 e ⊗P ′ eye1

and

xe ⊗P e ⊗G ye1 �→ xe ⊗P ′ e ⊗G ye1 = xee′ ⊗P ′ e′e ⊗G ye1

�→ xee′ ⊗P1 e′ ⊗P ′ e′eye1 = xe ⊗P1 e′ ⊗P ′ eye1,

since ey ∈ �P1. But e ∈ �P ′, so xe ⊗P1 e′ ⊗P ′ eye1 = xe ⊗P1 e ⊗P ′ eye1.
If y �∈ P1, then we get

xe ⊗P e ⊗G ye1 �→ 0 �→ 0

and

xe ⊗P e ⊗G ye1 �→ xe ⊗P ′ e ⊗G ye1 = xee′ ⊗P ′ e′ ⊗G ye1 �→ 0.

�

Assume, moreover, that � = k is a field and that L satisfies Hypothesis 4.4.
Let (P0, V0, N0) be a cuspidal triple where (P0, V0) ≤ (P1, V1) and N0 is a cus-
pidal k[P0/V0]-module. Denote M = IndP1

P0
N0, M̃ = IndG

P1
M = IndG

P0
N0, so

that (kG)L ⊗G kGe(V1) ⊗P1 M = (kG)L ⊗G M̃ . Applying Theorem 4.5, we
have isomorphisms (kG)L ⊗G M̃ ∼= M̃ ⊗Z ZX (σ0)(G) and (k P1)L ⊗P1 M ∼=
M ⊗Z ZX (σ0)(P1) where σ0 = (P0, V0), and the exponent in X (σ0)(P1) recalls
the ambient group. Recall that X (σ0)(P1) is a coefficient system defined on the
poset ]←, (P1, V1)]opp ⊆ Lopp. We extend ZX (σ0)(P1) by zero to make it into
a coefficient system on the whole of Lopp. Looking at the explicit definition of
the isomorphism in Theorem 4.5 (see its proof) and of the map π of Proposi-
tion 4.10, we easily check the following.

Proposition 4.11. Through the isomorphisms of Theorem 4.5, the map
π ⊗P1 M of Proposition 4.10 identifies with M̃ ⊗Z θ , where θ : ZX (σ0)(G) →
ZX (σ0)(P1) is the map which sends Pg P0 satisfying (P, V )g ∩↓ (P0, V0) =
(P0, V0), to Pg P0 if (P, V ) ≤ (P1, V1) and g ∈ P1, to 0 otherwise.

4.3. The case of finite BN-pairs

We now take G a finite group with a strongly split BN-pair of characteristic
p with subgroups B = U T , N , S (see Definition 2.20). Then the set of pairs
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(P, V ) for P a parabolic subgroup of G, and V its biggest normal p-subgroup,
satisfies Hypothesis 4.4 for any field of characteristic �= p (Theorem 3.10).

Denote by 
 the set of simple roots of the root system associated with G
(see §2.1), n = |
|.
Definition 4.12. Let � be a commutative ring where p is invertible. Let us
define a coefficient system on the simplicial scheme P(
) of all subsets of 


by composing the map P(
) → Lopp defined by I �→ (P
\I , U
\I ) with the
coefficient system (�G)L of Definition 4.1. One denotes by DC the associated
complex of G-G-bimodules

. . . DCn = 0−−→DCn−1 = �G ⊗�B e(U )�G
∂n−1−−→ . . .

. . . DCi =
⊕

I ;|I |=n−i−1
�G ⊗�PI e(UI )�G

∂i−−→ . . . DC−1

= �G−−→DC−2 = 0 . . .

If M is a �G-module, denote DC(M) = DC ⊗�G M, the complex of �G-
modules with DC(M)−1 = M, DC(M)i = ⊕

I⊆
 ; |I |=n−i−1 M(PI ,UI ) (see Defi-
nition 4.1) if −1 ≤ i ≤ n − 1, DC(M)i = 0 for other i .

If A is a �-free algebra and X is a complex of A-modules, we denote
by X∨ = Hom(X, �) its dual as a complex of right A-modules, with indices
multiplied by −1 in order to get a chain complex like X .

Proposition 4.13. If λ = k is a field of characteristic �= p and M =
IndG

(PI0 ,UI0 ) N0 for N0 a simple cuspidal kL I0 -module, then DC ⊗kG M ∼=
M[|
 \ I0| − 1] and DC∨ ⊗kG M ∼= M[−|
 \ I0| + 1] in Db(kG−mod).

The proof consists essentially in a study of the coefficient system defined
by the sets X (σ0)σ of Theorem 4.5. This is done by use of standard results
on the geometric representation of Coxeter groups (see [Stein68a] Appendix,
[Hum90] §5). We recall the euclidean structure on R
 and the realization of
W in the associated orthogonal group (§2.1).

Definition 4.14. Let C = {x ∈ R
| ∀δ ∈ 
 (x, δ) ≥ 0}. If I ⊆ 
, let CI =
C ∩ I ⊥.

Lemma 4.15. Let I0 ⊆ 
, denote σ0 = (PI0 , UI0 ). Denote by X ′(σ0) the coeffi-
cient system on P(
) obtained as in Definition 4.12 from the coefficient system
X (σ0) on the poset of parabolic subgroups of G.

(i) If σ = (PI , UI ), then X (σ0)σ identifies with YI := {wCI ; w ∈
W, wCI ⊆ (I0)⊥} by a map sending wCI to PI w

−1 PI0 . If σ ′ = (PI ′ , UI ′ ) with
I ⊆ I ′, then ψσ

σ ′ (see Theorem 4.5) corresponds to the map ψ I
I ′ sending wCI to

wCI ′ (which is a subset of wCI ).
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(ii) The above identifies ZX ′(σ0) with the constant coefficient system on a
triangulation of the unit sphere of (I0)⊥ whose set of simplexes of degree d
corresponds with the PI g PI0 ∈ X ′(σ0) such that |
 \ I | = d + 1.

(iii) Through the above identification, X ′(σ0) \ {PI0} identifies with a trian-
gulation of a contractible topological space.

Proof of Lemma 4.15. (i) It clearly suffices to check the first statement of
(i). To describe X (σ0)σ = {PI g PI0 | (PI , UI )g ∩↓ (PI0 , UI0 ) = (PI0 , UI0 )}, one
may take g ∈ DI I0 (see Proposition 2.4 and Theorem 2.16(iv)). Then Theo-
rem 2.27(i) gives X (σ0)σ = {PI wPI0 | w I0 ⊆ I ⊆ w+} in bijection with the
corresponding subset of WI \W/WI0 . For those w, one has WI wWI0 = WI w.
However, the set of all cosets WI w (I ⊆ 
, w ∈ W ) is in bijection with the set
of all subsets w−1CI by the obvious map (see [CuRe87] 66.24, [Bour68] V.4.6).
So it only remains to check that, if w ∈ W and I ⊆ 
, then w−1CI ⊆ (I0)⊥ if
and only if WI wWI0 � v such that v I0 ⊆ I ⊆ v+. The “if” is clear since
v−1CI ⊆ v−1 I ⊥ ⊆ (I0)⊥. For the “only if”, one may take v of minimal length.
Then I ⊆ v+. The condition v−1CI ⊆ (I0)⊥ gives v I0 ⊆ RI by taking or-
thogonals. But now Lemma 2.7 gives the remaining inclusion v I0 ⊆ I .

(ii) By (i), C(ZX ′(σ0)) is isomorphic to the complex associated with the
coefficient system (YI , ψ

I
I ′ ).

If � is a cone in R
, let �ex denote the extremal points of its intersection with
the unit sphere. Each � ∈ YI is generated as a cone by �ex, so the coefficient
system may be replaced by those finite sets and corresponding restrictions of
maps ψ .

We now refer to the topological description of [Bour68] §V.3.3,
[CuRe87] §66.B, or [Hum90] §1.15 for instance (see also Exercise 3.1). The
set Cex is a basis of R
, and C is a fundamental domain for the finite group
W . The faces of C are the CI ’s, so the (wCI )ex (I ⊆ 
) are elements of a tri-
angulation of the unit sphere of R
 ([CuRe87] 66.28.(i); see also Exercise 3).
The intersection with (I0)⊥ provides a triangulation of the unit sphere of (I0)⊥,
since (I0)⊥ is the subspace generated by the face CI0 . Since �ex for � ∈ YI has
cardinality |
 \ I |, we get our second claim.

(iii) Through the above identification, X ′(σ0) \ {PI0} identifies with Yex :=
{�ex| � ∈ YI , I ⊆ 
} where we have deleted (CI0 )ex, i.e. a simplex of highest
dimension m0 = |
 \ I0| − 1 in our triangulation of the sphere Sm0 . Since the
convex hulls of the wCI ’s intersect only on their boundaries (in I ⊥) by the prop-
erty of a fundamental domain, the topological space associated with Yex \ {Cex

I0
}

is Sm0 \ C0, where C0 is the interior of CI0 in (I0)⊥. The outcome is contractible
(any point x ∈ Sm0 ∩ C0 defines a homeomorphism Sm0 \ {x} ∼= Rm0 sending
Sm0 \ C0 to a compact star-shaped set; see also Exercise 3(b)). �
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Proof of Proposition 4.13. We first check DC ⊗kG M ∼= M[|
 \ I0| − 1] in
Db(kG−mod).

By its definition, DC ⊗kG M is the complex associated with the restriction to
L
 := {(PI , UI ) | I ⊆ 
} of the coefficient system ML whereL is the poset de-
fined in Definition 2.24. By Theorem 4.5, one has ML ∼= M ⊗Z ZX (σ0). When
restricted toL
, we get DC ⊗kG M ∼= M ⊗Z C(ZX ′(σ0)) where C(ZX ′(σ0)) is
the complex associated with the coefficient system ZX ′(σ0) (see Lemma 4.15)
on the simplicial scheme of subsets of 
.

Then, to check our first claim, it suffices to check that we have a quasi-
isomorphism C(ZX ′(σ0)) ∼= Z[|
 \ I0| − 1]. (This is formally stronger than
saying that both have the same homology; see, however, Exercise 12.) One may
define a map C(ZX ′(σ0)) → Z[|
 \ I0| − 1] by sending PI0 to a generator of
Z at degree |
 \ I0| − 1, all other elements of X ′(σ0) to 0 at the appropriate
degree (checking that this is a map in Cb(Z−mod) is easy since the only choice
is about the highest degree). This gives an exact sequence 0 → C(Z(X ′(σ0) \
{PI0})) → C(ZX ′(σ0)) → Z[|
 \ I0| − 1] → 0. The second term is acyclic by
Lemma 4.15(iii). Thus we have our first claim.

We now check the second isomorphism DC∨ ⊗kG M ∼= M[−|
 \ I0| + 1].
For any kG-module M , denote by M∗ the usual notion of duality on

kG-modules (thus M∗ is a left kG-module). This extends to complexes by
(Ci , ∂i )∗ = (C∗

−i , ∂
∗
−i ).

To check that DC∨ ⊗kG M ∼= M[−|
 \ I0| + 1], we deduce it from
DC ⊗kG M ∼= M[|
 \ I0| − 1] and the following lemma.

Lemma 4.16. For all � where p is invertible, and for all finitely generated
�G-modules M, DC∨ ⊗�G M ∼= (DC ⊗�G M∗)∗ in Cb(�G−mod).

This gives our claim since (IndG
PI0

N )∗ ∼= IndG
PI0

(N ∗) and N ∗ is cuspidal when
N is. �

Proof of Lemma 4.16. Let x �→ x ι be the involution of group algebras over �

induced by the inversion in the group. This gives a covariant functor M → M ι

from �G−mod−�H to �H−mod−�G. This extends to complexes. One
clearly has (L ⊗�G M)ι ∼= M ι ⊗�G L ι for modules for which the tensor product
makes sense.

Considering also the (contravariant) functor M → M∨ relating the same
categories, one clearly has M∗ = (M∨)ι = (M ι)∨ for one-sided modules. One
has (L ⊗ M)∨ ∼= M∨ ⊗ L∨ by the evident map as long as L or M is projective
on the side we consider to make this tensor product (see also [McLane63] V.4.3).
This applies to complexes with the suitable renumbering for M �→ M∨ due to
contravariance.
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Our claim now follows once we check DC ∼= DC ι as complexes of
bimodules. This in turn follows from the same property of the coeffi-
cient system (�G)L, having noted that (�G)(P,V ) = �Ge(V ) ⊗�P (�Ge(V ))ι

and φ
(P,V )
(P ′,V ′) = j ⊗�P j ι where j is the inclusion map of �Ge(V ) in

�Ge(V ′). �

4.4. Duality functor as a derived equivalence

We keep G a finite group with a strongly split BN-pair of characteristic p. Note
first that the complex DC of Definition 4.12 is defined in an intrinsic way from
the subgroup B since the subgroups of G containing B and their unipotent
radicals make the whole poset used to define DC . Since the outcome would be
the same with a G-conjugate of B and since B is the normalizer of a Sylow
p-subgroup of G, one sees that DC is defined in an intrinsic way from the
abstract structure of G.

Definition 4.17. Let G be a finite group with a strongly split BN-pair of char-
acteristic p (see Definition 2.20). Let n be the number of simple roots of its
root system or of its set S (see Definition 2.12). Let � be a commutative ring
where p is invertible. Let us denote by D(G) the cochain complex of bimodules
in �G−mod−�G

. . . D−1
(G) = 0−−→D0

(G) = �G ⊗�B e(U )�G
∂0−−→ . . .

. . . Di
(G) =

⊕

I ;|I |=i
�G ⊗�PI e(UI )�G

∂ i−−→ . . . Dn
(G)

= �G−−→Dn+1
(G) = 0 . . .

obtained from DC[−|
| + 1] by taking the opposite of indices.
This is the version over Z[p−1] tensored with �.

We prove the following.

Theorem 4.18. Let G be a finite group with a strongly split BN-pair of char-
acteristic p. Let � be a commutative ring where p is invertible. Then

D∨
(G) ⊗�G D(G)

∼= D(G) ⊗�G D∨
(G)

∼= �G in Db(�G−mod−�G).

As recalled in §4.1 above, one gets the following.

Corollary 4.19. D(G) induces an equivalence from Db(�G) into itself.

Lemma 4.20. Let X be a bounded complex of free Z[p−1]-modules. If X ⊗ k
is acyclic for any field of characteristic �= p, then X is acyclic.
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Proof of Lemma 4.20. This is a standard application of the universal coefficient
theorem (see [Bour80] p. 98, [Weibel] 3.6.2) or of more elementary arguments
(see Exercise 5). �

Proof of Theorem 4.18. We may also work with our initial DC (see Defini-
tion 4.12) instead of D(G).

Since the algebra �G is symmetric, if X is in Cb(�G−mod−�G ) with all
terms bi-projective, the functors X ⊗ − and X∨ ⊗ − are adjoint to each other
([KLRZ98] 9.2.5) as functors on Cb(�G−mod−�G). Then we have a unit
map η: �G → X∨ ⊗ X and a co-unit map ε: X ⊗ X∨ → �G of complexes of
bimodules (see [McLane97] IV.Theorem 1) corresponding with the identity as
element of the right-hand side in each isomorphism:

Hom(X ⊗ �G, X ⊗ �G) ∼= Hom(�G, X∨ ⊗ X ⊗ �G) and

Hom(X∨ ⊗ �G, X∨ ⊗ �G) ∼= Hom(X ⊗ X∨ ⊗ �G, �G)

(all Hom being defined within Cb(�G−mod−�G)). The fundamental
property of adjunctions (see [McLane97] IV.(9)) implies, in this case of
Cb(�G−mod−�G), that the map

X ⊗ X∨ ⊗ X
ε⊗X−−→X

is split surjective, a section being given by X ⊗ η.
In the case of X = DC , let us show that ε itself is onto. Its image V ⊆ �G is

a two-sided ideal. The surjectivity of ε ⊗ DC implies that V ⊗ DC = DC . But
one has DC−1

∼= �G as bimodule, so (V ⊗ DC)−1
∼= V and a direct summand

of �G. Therefore V = �G.
We now get an exact sequence in Cb(�G−mod−�G)

0 → Y → DC∨ ⊗ DC
ε−−→�G → 0.

Moreover, by projectivity of �G, this exact sequence splits in each degree
as a sequence of right �G-modules.

In order to check the first isomorphism of the theorem, it suffices to check
that Y is acyclic.

We have DC = DCR ⊗Z �, DC∨ = DC∨
R ⊗Z �, ε = εR ⊗Z �, Y =

YR ⊗Z �, etc. where DCR , εR , YR are defined in the same way over R =
Z[p−1]. It suffices to check that YR is acyclic. So Lemma 4.20 implies that we
may assume that � is a field. If M is a �G-module, the above exact sequence
becomes

0 → Y ⊗ M → DC∨ ⊗ DC ⊗ M
ε⊗M−−−−−−−−−−−→ M → 0
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thanks to the splitting property mentioned above. By Theorem 1.30(i), one
may apply Lemma 1.15 to the modules M of type IndG

P0
N0 for cuspidal N0. It

therefore suffices to check that Y ⊗G M is acyclic for those M . By Proposi-
tion 4.13, M ∼= (DC ⊗ M)[m] ∼= DC ⊗ (M[m]) for some m ∈ Z, so ε ⊗ M ∼=
ε ⊗ DC ⊗ M[m] is a split surjection, a section being given by DC ⊗ η ⊗
(M[m]). Then DC∨ ⊗ DC ⊗ M ∼= M ⊕ (Y ⊗ M) in Cb(�G−mod). Propo-
sition 4.13 again implies that DC∨ ⊗ DC ⊗ M has homology M . So Y ⊗ M
is acyclic.

We get that DC∨ ⊗ DC ∼= �G for � = Z[p−1], hence for every
commutative ring where p is invertible. A similar proof would give
DC ⊗ DC∨ ∼= �G. �

4.5. A theorem of Curtis type

The following generalizes Proposition 4.13 above. The version in characteristic
zero is well known (see [DiMi91] 8.11).

Theorem 4.21. Let P be a parabolic subgroup of G, with Levi decomposition
P = L .UP . Let � be any commutative ring where p is invertible. Denote RG

L :=
�Ge(UP ) in �G−mod−�L. Then

D(G) ⊗�G RG
L

∼= RG
L ⊗�L D(L)

(see Definition 4.17) in Db(�G−mod−�L)

Proof. We take� = Z[p−1]. We may choose P containing B, so P corresponds
to a subset I1 of 
. Denote by DC (L) the same complex as in Definition 4.12
with regard to L = L I1 .

Concerning DC , what we have to check amounts to

DC (G) ⊗�G �Ge(UP )[−|
 \ I1|] ∼= �Ge(UP ) ⊗�L DC (L)

in the derived category Db(�G−mod−�L).
If I ⊆ 
, let σI = (PI , UI ). Let e = e(UP ) (recall P = PI1 , so UP = UI1 ).

DC (G) is the complex associated with the coefficient system on P(
) (subsets
of 
) obtained by composing I �→ σ
\I with the coefficient system (�G)L (see
Definition 4.12). But DC (L) is the complex associated with the system obtained
by composing I �→ σI1\I from P(I1) to ]←, (P, UP )] ⊆ L with the coefficient
system (�P)]←,(P,UP )]. Had we taken the complex associated with (�P)L (see
Definition 4.9) composed with I �→ σ
\I from P(
) to L, we would have
obtained DC (L)[|
 \ I1|].



70 Part I Representing finite BN-pairs

So the map of Proposition 4.10 gives a surjection in Cb(�G−mod−�L)

DC (G) ⊗G �Ge
C(π )−−→(�Ge ⊗L DC (L))[|
 \ I1|] → 0.

(We may replace P1 := P by L in the tensor products of Proposition 4.10
since there V1 = UP always acts trivially, see also Proposition 1.5(i)). We now
consider the above map only as in Cb(mod−�L). The above surjection is split
in each degree since the modules are all projective, so we have exact sequences

0 → Y → DC (G) ⊗G �Ge
C(π )−−→�Ge ⊗L DC (L)[|
 \ I1|] → 0(S)

in Cb(mod−�L) and

(E) 0 → Y ⊗L M → DC (G) ⊗G �Ge ⊗L M
C(π )⊗M−−−−−−−−−−−→ �Ge ⊗L DC (L) ⊗L M[|
 \ I1|] → 0

for any kL-module M where k is a field of characteristic �= p.
Our claim reduces to checking that Y is acyclic. As in the proof of Theo-

rem 4.18, Lemma 4.20 and Lemma 1.15 allow us to check only that C(π ) ⊗ M is
a quasi-isomorphism for any kL-module in the form M = IndP

P0
N for P0 = PI0

with I0 ⊆ I1 and (PI0 , UI0 , N ) ∈ cuspk(L).
By Proposition 4.11, C(π ) ⊗P M identifies with a map (IndG

P M) ⊗Z C(θG
P )

where θG
P : ZX ′(σ0)(G) → ZX ′(σ0)(P) is the map of coefficient systems on

P(
)opp sending PI g P0 ∈ X ′(σ0)(G)
I to PI g P0 ∈ X ′(σ0)(P)

I if g ∈ P and I ⊆ I1,
to 0 otherwise (see the notation X ′(σ0) in Lemma 4.15).

Lemma 4.15(ii) tells us that C(ZX ′(σ0)(P)) is the (augmented) chain complex
of singular homology of the sphere of RI1 ∩ (I0)⊥, up to a shift bringing its
support into [|
 \ I0| − 1, |
 \ I1|] (the shift is due to the fact that ZX ′(σ0)(P)

is made into a coefficient system onP(
) like ZX ′(σ0)(G), instead of justP(I1),
by extending it by 0; see the paragraph before Proposition 4.11).

The homologies of C(ZX ′(σ0)(G)), C(ZX ′(σ0)(P1)), and C(ZX ′(σ0)(P0)) are
all isomorphic to Z[|
 \ I0| − 1] by the well-known result on homology of
spheres (see [Spanier] 4.6.6 and Exercise 4). We have two maps H(C(θG

P1
))

and H(C(θ P1
P0

)) between them. To show that the first is an isomorphism, it suf-
fices to show that the composition is. It is clear from their definitions (see
Proposition 4.11) that θ

P1
P0

◦ θG
P1

= θG
P0

, so the composition we must look at is in
fact H(C(θG

P0
)). The map θG

P0
annihilates every element of X ′(σ0)(G) except P0.

So the kernel of θG
P0

is Z(X ′(σ0)(G) \ {P0}). The associated complex is acyclic
by Lemma 4.15(iii).

This completes our proof. �
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Exercises

1. Let � be a simplicial scheme and (Mσ , f σ
σ ′ ) be a coefficient system on it with

values in the category of commutative groups. Show that the following de-
fines the associated complex. Let Ci = ⊕

σ,deg(σ )=i HomZ(∧i+1(Zσ ), Mσ )
and let d have component on σσ ′ (σ ′ ⊆ σ with σ \ σ ′ = {α}) the map
x �→ f σ

σ ′ ◦ x ◦ rα where rα:
∧i (Zσ ′

) → ∧i+1(Zσ ) is ω �→ ω ∧ α.
2. Let � be a simplicial scheme such that �0 is a finite subset of a finite-

dimensional real vector space E where each σ ∈ � is linearly independent.
Let c(�) := ⋃

σ∈�c(σ ) be the union of the convex hulls of the simplexes σ

of �. Show that Top(�) is homeomorphic with c(�) for the usual topology
of E (define p �→ ∑

x∈�0
p(x)x).

3. Let B be a basis of a finite-dimensional euclidean space E .
(a) Assume that the convex hull c(B) of B is a fundamental domain for a

finite subgroup W of the general linear group of E . Show that � :=
{wB ′ | B ′ ⊆ B, w ∈ W } is a simplicial scheme such that Top(�) is
homeomorphic with the unit sphere of E (define U = ⋃

w∈W c(wB)
in the notation of Exercise 2, and check that the map associating the
half-line generated by elements of U is a homeomorphism from U to
the quotient of E \ {0} by R×

+). Apply this to the proof of Proposition
4.13.

(b) Let S (resp. c(S)) be the unit sphere (resp. ball) of E , let C be an
open convex cone of E , and denote the border of C by C ′ . Show that
S \ C is homeomorphic to C ′ ∩ c(S), hence contractible. Hint: choose
c0 ∈ C ∩ S, define x �→ f (x) for all x ∈ S \ C , by c({x, c0}) ∩ C ′ =
{ f (x)}.

4. Show the classical results about the reduced singular homology of the
spheres ([Spanier] 4.6.6) as a consequence of Lemma 4.15.

5. Let � be a principal ideal domain, let M be a free �-module of finite rank,
and ∂ ∈ End�(M) such that ∂2 = 0. Denote H(∂) := Ker(∂)/∂(M).

Show that there is a basis of M where ∂ has matrix

(
0 0
a 0

)

, where

a ∈ Matm,n(�).
Show that if � is a field and H(∂) = {0}, then a is square and invertible.
Show that if � is no longer a field but H(∂ ⊗ k) = {0} for any field

k = �/M, then a is square and invertible and therefore H(∂) = {0}.
Deduce Lemma 4.20.

6. Give an explicit contruction of DC∨ with DC∨
i

∼= DCi and show the second
statement of Proposition 4.13 in the same fashion as the first.

7. Count how many “dualities” we have used in this chapter.
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8. Show that the isomorphisms of Proposition 4.13 are in fact homotopies.
9. Let A, B, C be three rings. Let M ∈ A−mod−B, N ∈ B−mod−C be two

bi-projective bimodules. Show that M ⊗B N is bi-projective.
10. Give an example of a short exact sequence of complexes of modules 0 →

X → Y → Z → 0 where Z is a module, H(Y ) ∼= Z , but X is not acyclic (of
course the isomorphism H(Y ) ∼= Z is not induced by the exact sequence).

11. Let A be a ring. If M is a finitely generated A-module and i ∈ Z, define
M [i,i−1] ∈ Cb(A−mod) by M [i,i−1]

i = M [i,i−1]
i−1 = M , M [i,i−1]

j = 0 else-
where, ∂i = IdM .
(a) If C is a complex, show that HomCb(A−mod)(M [i,i−1], C) ∼= HomA

(M, Ci ) and HomCb(A−mod)(C, M [i,i−1]) ∼= HomA(Ci−1, M)).
(b) Show that if M is a projective module, then M [i,i−1] is an indecompos-

able projective object of Cb(A−mod).
(c) Show that the projectives of Cb(A−mod) are the acyclic complexes

whose terms are projective A-modules. Deduce a projective cover of a
given complex from projective covers of its terms.

12. (a) Assume that A is a ring, C an object of Cb(A−mod) such that, for
any i , Ci and Hi (C) are projective. Show that there is an isomorphism
C ∼= H(C) ⊕ C ′ in Cb(A−mod). Note that C ′ is null homotopic.

(b) Find Db(A−mod) when A is semi-simple.
13. With the same hypotheses as Theorem 4.21, show that e(UP )�G ⊗�G

D(G)
∼= D(L) ⊗�L e(UP )�G.

Notes

The duality functor on ordinary characters was introduced around 1980 by
Alvis, Curtis, Deligne–Lusztig and Kawanaka (see [CuRe87] §71, [DiMi91] §8,
[Cart86] §8.2 and the references given there). The question of constructing an
auto-equivalence of the derived category Db(�G−mod) inducing the duality
functor on ordinary characters was raised by Broué [Bro88], and solved in
[CaRi01]. There, Theorem 4.18 and Theorem 4.21 are conjectured to hold in
the homotopy categories K b, and thus to imply a “splendid equivalence” in the
sense of Rickard [Rick96] (see also [KLRZ98] §9.2.5).

The construction of the complex, at least in the form D(G) ⊗ M , goes back
to Curtis [Cu80a] and [Cu80b], and Deligne–Lusztig [DeLu82]. Related results
are in [CuLe85]. Other results in natural characteristic have been obtained by
Ronan–Smith (see [Ben91b] 7.5 and corresponding references).

“Character isometries” abound in finite group theory, especially in the clas-
sification of simple groups (see [Da71], [CuRe87] §14). They appear in the
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form of “bijections with signs” between sets of irreducible characters. Equiv-
alences Db(A−mod) → Db(B−mod) between blocks of group algebras are
probably one of the best notions to investigate those isometries further. Stable
categories are also relevant (see for instance [Rou01], [KLRZ98] §9). Broué’s
notion of a “perfect isometry” (see [Bro90a], and Exercise 9.5 below) stands
as a first numerical test for a bijection of characters to be induced by a derived
equivalence.



5

Local methods for the transversal characteristics

Let G be a finite group, � a prime, and (�, K , k) an �-modular splitting system
for G. The algebra �G splits as a sum of its blocks, usually called the �-blocks of
G. The inclusion �G ⊆ K G implies a partition Irr(G) = ⋃

BIrr(G, B) where
B ranges over the blocks of �G (or equivalently of kG). The local methods
introduced by R. Brauer associate �-blocks of G with those of centralizers
CG(X ) (with X an �-subgroup), essentially by use of a ring morphism

BrX : Z(kG) → Z(kCG(X )).

The word “local” comes from the fact that information about proper subgroups
(centralizers and normalizers of �-subgroups) provides information about G,
and also that information about kG-modules implies results about characters
over K (see [Al86])

In the case when X = <x> is cyclic, Brauer’s “second Main Theorem”
shows that the above morphism relates well with the decomposition map

f �→ dx,G f

associating with each central function f : G → K (for instance, a character)
the central function on the �′-elements of CG(x) defined by dx,G f (y) = f (xy).
Brauer’s theory associates with each �-block of G an �-subgroup of G, its
“defect group” (the underlying general philosophy being that the representation
theory of kG should reduce to the study of certain �-subgroups of G and their
representations). As an illustration of those methods we give a proof of the
first application, historically speaking: i.e. the partition of characters into �-
blocks for symmetric groups Sn (proof by Brauer–Robinson of the so-called
Nakayama Conjectures, see [Br47]).

We give another application. In order to simplify our exposition, take now
G = GLn(q) with q ≡ 1 mod. �. Let B = U >� T , N = NG(T ), W = Sn be

74
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its usual BN-pair; see Example 2.17. We show that all characters occurring in
IndG

B K (this includes the trivial character) are in a single (“principal”) �-block.
This is essentially implied by commutation of the above decomposition map
with Harish-Chandra restriction, a key property that will be used again in the
generalization of Chapter 21. This also relates naturally to the Hecke algebra
H := End�G(IndG

B �). Since k is the residue field of a complete valuation ring
�, we may define decomposition matrices for �-free finitely generated �-
algebras (see [Ben91a] §1.9). We show that the decomposition matrix of H is a
submatrix of the decomposition matrix of �G. This inclusion property will be
studied to a greater extent in Chapters 19 and 20. In §23.3, we will show that
this can be generalized into a Morita equivalence between principal �-blocks
of G and N .

5.1. Local methods and two main theorems of Brauer’s

Let us recall briefly the notion of an �-block of a finite group G.
Let (�, K , k) be an �-modular splitting system for G. Denote by λ �→ λ the

reduction mod. J (�) of elements of �. This extends into a map �G → kG.
The group algebra �G decomposes as a product of blocks

�G = B1 × · · · × Bm .

Similarly, the unit of the center Z(�G) decomposes as a sum of primitive
idempotents

1 = b1 + · · · + bm

with Bi = �G.bi for all i (see [Ben91a] §1.8, [NaTs89] §1.8.2).
As a result of the lifting of idempotents mod. J (�) and since Z(kG) =

Z(�G)/J (�).Z(�G), the blocks of �G and of kG correspond by reduction
mod. J (�). Both are usually called the �-blocks of G. Their units are called the
�-block idempotents.

The space CF(G, K ) of central functions is seen as the space of maps
f : K G → K that are fixed under conjugacy by elements of G.

The �-blocks induce a partition Irr(G) = ⋃
i Irr(G, Bi ) and a corre-

sponding orthogonal decomposition CF(G, K ) =⊕
i CF(G, K , Bi ) where

CF(G, K , Bi )={ f | ∀g ∈ K G, f (gbi ) = f (g)}. We may also write Irr(G, bi )
or CF(G, bi ).

Conversely, when χ ∈ Irr(G), it defines a unique �-block BG(χ ) (and a
unique �-block idempotent bG(χ )) of G not annihilated by χ .
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Definition 5.1. Let P be an �-subgroup of G.
An �-subpair of G is any pair (P, b) where b is a primitive idempotent of

Z(�CG(P)).
Letting P act on kG by conjugation, denote by (kG)P the subalgebra of

fixed points. The Brauer morphism BrP : (kG)P → Z(kCG(P)) is defined by
BrP (

∑
g∈G λgg) = ∑

g∈CG (P) λgg. It is a morphism of k-algebras.

Definition 5.2. If (P, b) and (P ′, b′) are �-subpairs of G, we write (P, b) �
(P ′, b′) (normal inclusion) if and only if P � P ′ (therefore P ′ induces alge-
bra automorphisms of kCG(P)), b is fixed by P ′ (hence b ∈ (kCG(P))P ′

) and
BrP ′ (b).b′ = b′.

The inclusion relation (P, b) ⊆ (P ′, b′) between arbitrary �-subpairs of G
is defined from normal inclusion by transitive closure.

For the following, see [NaTs89] §5, [Thévenaz] §§18 and 41.

Theorem 5.3. Let G, �, (�, K , k) be as above.
(i) If (P ′, b′) is an �-subpair of G, and P ⊆ P ′ is a subgroup, there is a

unique �-subpair (P, b) ⊆ (P ′, b′).
(ii) The maximal �-subpairs of G containing a given �-subpair of type ({1}, b)

are G-conjugates.
(iii) An �-subpair (P, b) is maximal in G if and only if (Z(P), b) is a maximal

�-subpair in CG(P) and NG(P, b)/PCG(P) is of order prime to �.

Remark 5.4. Proving that BrP is actually a morphism is made easier by using
“relative traces” TrP

P ′ . If P ′ ⊆ P is an inclusion of �-subgroups, then

TrP
P ′ : kG P ′ → kG P

is defined by TrP
P ′ (x) = ∑

g∈P/P ′
gx . Its image is clearly a two-sided ideal of

kG P . The kernel of BrP is clearly
∑

P ′⊂P TrP
P ′ (kG P ′

), a sum over P ′ 	= P . This
is one of the ingredients to prove the above theorem. Another ingredient is the
fact that, when P is a normal �-subgroup of G, the �-blocks of G, CG(P) and
G/P identify naturally (Brauer’s “first Main Theorem”, see [Ben91a] 6.2.6,
[NaTs89] §5.2).

Definition 5.5. If Bi is a block of �G (or the corresponding block kG.bi of
kG), one calls a defect group of Bi any �-subgroup D ⊆ G such that there
exists a maximal �-subpair (D, e) containing ({1}, bi ) (by the above, they are
G-conjugates).

Remark 5.6. (see [Ben91a] §6.3, [NaTs89] §3.6) A special case of Theo-
rem 5.3(ii) is when P = {1}, i.e. b is a block idempotent of �G of trivial
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defect group. Then b (or the corresponding blocks of �G or kG) is said to be
of defect zero. If B is an �-block of G, then it is of defect zero if and only
if there is some χ ∈ Irr(G, B) vanishing on G \ G�′ . This is also equivalent
to B ⊗ k = kGb having a simple module which is also projective (thus im-
plying kGb is a simple algebra). Blocks of defect zero are apparently scarce
outside �′-groups (see, however, a general case, “Steinberg modules,” in §6.2
below).

A slightly more general case is when the defect group is central P ⊆ Z(G)
(and therefore P = Z(G)�). Such blocks are in bijection with blocks of de-
fect zero of G/Z(G)�. For each such block B, the corresponding block idem-
potent is written as |G: P|−1χ (1)

∑
g∈G�′

χ (g−1)g for any χ ∈ Irr(G, B) (see
[NaTs89] 3.6.22, 5.8.14). One even has B ∼= Matd (�P) for some integer d,
necessarily equal to χ (1) (see [Ben91a] 6.4.4, and also [Thévenaz] §49 for
Puig’s more general notion of “nilpotent” �-blocks).

Definition 5.7. If x ∈ G�, let

dx : CF(G, K ) → CF(CG(x), K )

be defined by dx ( f )(y) = f (xy) when y ∈ CG(x)�′ , dx ( f )(y) = 0 otherwise.

Theorem 5.8. (Brauer’s “second Main Theorem”) The notation is as above.
Let B = �G.b be an �-block of G with block idempotent b, Bx = �CG(x)bx

an �-block of CG(x) with block idempotent bx .
If dx (CF(G, K , B)) has a non-zero projection on CF(CG(x), K , Bx ), then

there is an inclusion of �-subpairs in G

({1}, b) ⊆ (<x>, bx ).

For a proof, see [NaTs89] 5.4.2.

Definition 5.9. When M is an indecomposable �G-module, there is a unique
block BG(M) of �G acting by Id on M. This applies to indecomposable kG-
modules and simple K G-modules, the latter often identified with their charac-
ter χ ∈ Irr(G). Denote by bG(M) ∈ BG(M) the corresponding idempotent and
bG(M) its reduction mod. J (�). One calls BG(1) (resp. bG(1)) the principal
block (resp. block idempotent) of G.

Theorem 5.10. (Brauer’s “third Main Theorem”) Let (P, b) ⊆ (P ′, b′) be an
inclusion of �-subpairs in G. If b or b′ is a principal block idempotent, then
both are.
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5.2. A model: blocks of symmetric groups

If X is a set, SX denotes the group of bijections X → X , usually called
“permutations” of X . When X ′ ⊆ X , SX ′ is considered as a subgroup of SX .

Let n ≥ 1 be an integer. One denotes Sn := S{1,...,n}. We assume that
(�, K , k) is an �-modular splitting system for Sn .

A partition of n is a sequence λ1 ≥ λ2 ≥ . . . ≥ λl of integers ≥ 1 such
that λ1 + λ2 + · · · + λl = n. If λ = {λ1 ≥ λ2 ≥ . . . ≥ λl} is a partition of n,
we write λ  n. The integer n is called the size of λ.

The set Irr(Sn) of irreducible characters of Sn is in bijection with the set of
partitions of n

λ �→ χλ

(see [CuRe87] 75.19, [Gol93] 7, [JaKe81] 2).
In order to state properly the Murnaghan–Nakayama formula, which allows

us to compute inductively the values of characters, we need to define the notion
of a hook of a partition. In order to do that one introduces Frobenius’ notion of
“β-sets,” i.e. finite subsets of N \ {0} associated with partitions. Let

λ �→ β(λ)

be the map associating the partition λ = {λ1 ≥ λ2 ≥ . . . ≥ λl} with the set
β(λ) = {λl , λl−1 + 1, . . . , λ1 + l − 1}. So we have a bijection between parti-
tions of integers greater than or equal to 1 and finite non-empty subsets of
N \ {0}. In order to treat also the case of the trivial group S0 := {1}, we define
the empty partition ∅  0 and associate with it the set β(∅) = {0}.

Recall the notion of signature ε: Sn → {−1, 1}. This extends to bijections
σ : β → β ′ between finite subsets of N, defined as the signature of the in-
duced permutation of indices once β and β ′ have been ordered by ≥. Note that
ε(σ ′ ◦ σ ) = ε(σ ′)ε(σ ) whenever σ : β → β ′ and σ ′: β ′ → β ′′ are bijections be-
tween finite subsets of N.

Definition 5.11. Let β be a finite subset of N. Let m ≥ 1. An m-hook of β is any
subset γ = {a, a + m} ⊆ N such that a + m ∈ β and a 	∈ β. One defines β ∗ γ

as being β+̇γ (boolean sum) if a 	= 0 or β = {m}, while β ∗ {0, m} is defined
as the image of β+̇γ under the unit translation x �→ x + 1 when β 	= {m}. The
signature of the hookγ ofβ is defined as the signature of the bijectionβ → β+̇γ

which is the identity on β \ {a + m}. It is denoted by ε(β, γ ) = (−1)|[a,a+m]∩β|.

Definition 5.12. Let λ  n. Let m ≥ 1. An m-hook of λ is an m-hook γ of β(λ).
Define λ ∗ γ by β(λ ∗ γ ) = β(λ) ∗ γ (note that β(λ) ∗ γ is either a subset of
N \ {0} or equal to {0}). Then λ ∗ γ  n − m.
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Define ε(λ, γ ) := ε(β(λ), γ ).
One says λ is an m-core if and only if it has no m-hook.

The following is the main tool for computing character values in symmetric
groups (see, for instance, [Gol93] 12.6).

Theorem 5.13. (Murnaghan–Nakayama formula). Let x ∈ Sn, let u be a cycle
of x, of length m, so that xu−1 may be considered as an element of Sn−m acting
on the set of fixed points of u. One has

χλ(x) =
∑

γ

ε(λ, γ )χλ∗γ (xu−1)

where γ runs on the set of m-hooks of λ.

Since the integer m ≥ 1 and the subset β ⊆ N are fixed, it is easy to see
the behavior of the process β �→ β ∗ γ of removing successively all possi-
ble m-hooks. If a ∈ [0, m − 1], the subset β ∩ a + mN may be replaced with
{a, a + m, . . . , a + m(ca − 1)} where ca := |β ∩ a + mN|. One defines β ′ =
⋃

a∈[0,m−1]{a, a + m, . . . , a + m(ca − 1)}, which is clearly β+̇γ1+̇ · · · +̇γt

for any sequence where each γi is an m-hook of β+̇γ1+̇ · · · +̇γi−1, and
β+̇γ1+̇ · · · +̇γt has no m-hook. Note that the integer t is independent of the se-
quence chosen. Then the outcome of removing the m-hooks is β ′ if 0 	∈ β ′

or β ′ = {0}; it is the image of β ′ under the unit translation x �→ x + 1 if
0 ∈ β ′ 	= {0}. It is clearly β ∗ γ1 ∗ . . . ∗ γt for any sequence of m-hooks where
each γi is an m-hook of β ∗ γ1 ∗ . . . ∗ γi−1, and β ∗ γ1 ∗ . . . ∗ γt has no m-hook.

Lemma 5.14. 
t
i=1ε(β ∗ γ1 ∗ . . . ∗ γi−1, γi ) is independent of the sequence

γ1, . . . , γt .

Proof. Let σ : β → β ′ be the bijection defined by the sequence of m-hooks
removals σi : β+̇γ1+̇ · · · +̇γi−1 → (β+̇γ1+̇ · · · +̇γi−1)+̇γi (each σi fixes all el-
ements but one). For each a ∈ [0, m − 1], σ restricts to the unique bijection
β ∩ a + mN → β ′ ∩ a + mN that preserves the natural order. �

Theorem 5.15. Let n ≥ 0, m ≥ 1. Let λ  n.
(i) If λ is an m-core, it is an mm ′-core for any m ′ ≥ 1.
(ii) For any sequence γ1, . . . , γt such that each γi is an m-hook of λ ∗ γ1 ∗

. . . ∗ γi−1 and λ ∗ γ1 ∗ . . . ∗ γt has no m-hook, the outcome λ ∗ γ1 ∗ . . . ∗ γt is
independent of the sequence γ1, . . . , γt . It is called the m-core of λ.

(iii) (Iterated version of Murnaghan–Nakayama formula) With notation as
above, let x ∈ Sn, write x ′c1 . . . ct with x ′ ∈ Sn−tm and ci ’s being disjoint
cycles of order m in S{n−tm+1,...,n}. Then

χλ(x ′c1 . . . ct ) = Nλ,mχλ′
(x ′)
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where λ′ is the m-core of λ and 0 	= Nλ,m ∈ Z is a non-zero integer independent
of x ′.

Proof. (i) is clear from the definition of m-hooks of finite subsets of N.
(ii) is clear from the above discussion of m-hook removal for subsets of N.
(iii) Using the Murnaghan–Nakayama formula (Theorem 5.13), one finds

χλ(x) = ∑
(γi ) 


t
i=1ε(λ ∗ γ1 ∗ . . . ∗ γi−1, γi )χλ′

(x ′), where the sum is over all
sequences (γi )1≤i≤t where each γi is an m-hook of λ ∗ γ1 ∗ . . . ∗ γi−1 and
λ ∗ γ1 ∗ . . . ∗ γt = λ′. By Lemma 5.14, the product of signs is the same for all
sequences. One finds the claimed result with N being this sign times the number
of possible sequences. �

Theorem 5.16. The �-blocks of Sn are in bijection

κ �→ B(κ)

with �-cores κ  s(κ) such that their sizes satisfy s(κ) ≤ n and s(κ) ≡
n mod. �.

The above bijection is defined by Irr(Sn, B(κ)) = {χλ | κ is the �-core of
λ}. The Sylow �-subgroups of Sn−s(κ) are defect groups of B(κ).

Lemma 5.17. If κ is an �-core, then χκ defines an �-block of Sn with defect
zero (see Remark 5.6).

Proof of Lemma 5.17. By Remark 5.6, we must check that χκ (x) = 0 whenever
x ∈ Sn is of order a multiple of �. If x is not �′, then it can be written x = cx ′

where c is a cycle of order |c|, a multiple of �, and x ′ has support disjoint with
the one of c. Theorem 5.15(i) tells us that κ has no |c|-hook. The Murnaghan–
Nakayama formula then implies χκ (cx ′) = 0, thus our claim.

Another proof would consist of checking that χκ (1)� = (n!)� by use of the
“degree formula” (see [JaKe81] 2.3.21 or [Gol93] 12.1). �

Proof of Theorem 5.16. Let λ  n. Let κ  n − �w be its �-core. Let c1 =
(n, n − 1, . . . , n − � + 1), . . . , cw = (n − �(w − 1), . . . , n − �w + 1) be w

disjoint cycles of order �. Let c = c1 . . . cw.

Lemma 5.18. We have CSn (c) = Sn−�w × W where W is a subgroup of
S{n−�w+1,...n} such that �W is a single block.

Proof of Lemma 5.18. Arguing on permutations preserving the set of
supports of the ci ’s, it is easy to find that CSn (c) = Sn−�w × W where
W = (<c1> × · · · × <cw>) >� S′

w and S′
w

∼= Sw by a map sending (i, i + 1)
to (n − �(i − 1), n − �i)(n − �(i − 1) + 1, n − �i + 1) . . . (n − �i + 1, n −
�(i + 1) + 1) for i = 1, . . . , w − 1. We have CS′

w
(<c1> × · · · × <cw>) = 1.
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This implies that W has a normal �-subgroup containing its centralizer (in W ).
Then W has a single �-block (see, for instance, [Ben91a] 6.2.2). �

Let bκ ∈ �Sn−�w be the block idempotent of Sn−�w corresponding to χκ . It
is of defect zero by Lemma 5.17. Since W has just one �-block (Lemma 5.18),
bκ is a block idempotent of CSn (c). Denote Bκ = �CSn (c).bκ .

Let us show that dc(χλ) has a non-zero projection on CF(CSn (c), K , Bκ ).
Suppose the contrary. Since Irr(Sn−�w, bκ ) = {χκ} (see Remark 5.6), the central
function dc(χλ) can be written as dc(χλ) = ∑

µn−�w,µ	=κ,ζ∈Irr(W ) rµ,ζ χ
µζ for

scalars rµ,ζ ∈ K . Taking restrictions to Sn−�w, one finds that ResSn−�w
(dc(χλ))

is orthogonal to χκ . This means
∑

x∈(Sn−�w)�′
χλ(cx)χκ (x) = 0. Since χκ is

in a block of defect zero, it vanishes outside �′-elements (see Remark 5.6),
so the above sum is

∑
x∈Sn−�w

χλ(cx)χκ (x). By Theorem 5.15(iii), this is
N .〈χκ, χκ〉Sn−�w

= N where N is a non-zero integer, a contradiction.
Now Brauer’s second Main Theorem implies ({1}, bSn (χλ)) � (<c>, bκ ) in

Sn .
Brauer’s third Main Theorem implies the inclusion (<c>, 1) ⊆ (S, b0) in

S{n−�w+1,...,n} for S a Sylow �-subgroup of S{n−�w+1,...,n} containing c and b0

the principal block idempotent of �CS{n−�w+1,...,n} (S). Therefore one gets easily
(<c>, bκ ) ⊆ (S, bκb0) in Sn . Combining with the previous inclusion, one gets

(M) ({1}, bSn (χλ)) � (S, bκb0).

Let us show that the right-hand side is a maximal �-subpair. We apply The-
orem 5.3(iii). We have NSn (S) ⊆ Sn−�w × S{n−�w+1,...,n} (fixed points), and
S.CSn (S) ⊇ S.S{n−�w+1,...,n} has an index prime to � in it. So it suffices to
check that bκb0 has defect Z(S) in CSn (S) = Sn−�w × CS{n−�w+1,...,n} (S). The two
sides are independent. On the first, bκ has defect zero (Lemma 5.17). On the
S{n−�w+1,...,n} side, (S, b0) is a maximal �-subpair since S is a Sylow �-subgroup,
so that (Z(S), b0) is maximal as an �-subpair of CS{n−�w+1,...,n} (S) (Theorem
5.3(iii) again).

By Theorem 5.3(i), the above gives a map κ �→ B(κ) where B(κ) has the
claimed defect and Irr(Sn, B(κ)) contains all χλ where λ  n has �-core κ . It
remains to show that this map is injective.

Let λ, λ′ be two partitions of n. Let κ , κ ′ be their �-cores. Let us build
the maximal �-subpairs (S, bκb0) and (S′, bκ ′b′

0) as in (M) above. If χλ and
χλ′

are in the same �-block, we have (S, bκb0) conjugate with (S′, bκ ′b′
0)

(Theorem 5.3(ii)). Then w = w′ (fixed points under S and S′), and bκ = bκ ′

hence χκ = χκ ′
by defect zero (see Remark 5.6). Then κ = κ ′.
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5.3. Principal series and the principal block

We now give an application of the local methods described in §5.1 to �-blocks
of finite groups with split BN-pair of characteristic 	= �.

Theorem 5.19. Let G be a finite group with a strongly split BN-pair (B =
U >� T, N ) of characteristic p. Let (�, K , k) be an �-modular splitting system
for G. Let L be a standard Levi subgroup and χ ∈ Irr(L) a cuspidal character
with Z(L)� in its kernel. Assume the following hypothesis

(∗) there exist x1, . . . , xm ∈ Z(L)� such that Ci := CG(<x1, . . . , xi>)

is a standard Levi subgroup for all i = 1, . . . , m, and Cm = L .

Then all the irreducible characters occuring in RG
L χ are in the same block

of �G.

Corollary 5.20. Assume the same hypotheses as above. When (L , χ ) = (T, 1),
we get the following. All the indecomposable summands of IndG

B � (and all the
irreducible characters occurring in IndG

B 1) are in the principal block of �G.

Remark 5.21. Let G = GLn(Fq ) (see Example 2.17(i)) and assume � is a prime
divisor of q − 1. Let ω ∈ Fq be an �th root of unity. If 1 ≤ m < n, let dm be
the diagonal matrix with diagonal elements (ω, . . . , ω, 1, . . . , 1) (m ω’s and
n − m 1’s). Then the CG(di )’s are all the maximal standard Levi subgroups of
G. So, by induction, all standard Levi subgroups of G satisfy the hypothesis of
Theorem 5.19.

Lemma 5.22. H is a finite group, V a subgroup. Take h ∈ NH (V ) and assume
CH (h) ∩ V = {1}. Then all elements of V h are H-conjugates.

Proof. The map v �→ hv = v−1.hv.h sends V to V h since h normalizes V . The
map is injective since CH (h) ∩ V = {1}. So its image is the whole of V h and
we get our claim. �

Recall the functors RG
L and ∗RG

L (Notation 3.11).

Proposition 5.23. Let x ∈ G� be such that CG(x) = L I . If J ⊆ I and x ∈
Z(L J ), then dx ◦ ∗RG

L J
= ∗RL I

L J
◦ dx on CF(G, K ).

Proof. Assume first that x is central, i.e. L I = G. Then dx is d1 composed with
a translation by a central element. This translation clearly commutes with ∗RG

L J

since ∗RG
L J

may be seen as a multiplication by e(UJ ). But d1 is self-adjoint and
commutes with induction and inflation, so d1 commutes with RG

L J
and ∗RG

L J
.

For a general x , we write ∗RG
L J

= ∗RL I
L J

◦ ∗RG
L I

(Proposition 1.5(ii)) and it
suffices to check that dx ◦ ∗RG

L I
= dx on CF(G, K ). Let f be a central function



5 Local methods for the transversal characteristics 83

on G, let y ∈ L I = CG(x). If y� 	= 1, then dx f (y) = dx (∗RG
L I

f )(y) = 0. As-
sume y� = 1. Then dx f (y) = f (xy), while dx (∗RG

L I
f )(y) = (∗RG

L I
f )(xy) =

|UI |−1 ∑
u∈UI

f (uxy). Since f is a central function, it is enough to check that
every uxy above is a G-conjugate of xy. We apply Lemma 5.22 with V = UI ,
h = xy. This is possible because xy ∈ CG(x) ⊆ L I which normalizes UI , and
CG(xy) ⊆ CG(x) ⊆ L I has a trivial intersection with UI . �

Proof of Theorem 5.19 and Corollary 5.20. We have clearly L = CG(Z(L)�),
so that (Z(L)�, bL (χ )) is an �-subpair in G. We prove that, if B is a block of �G
such that the projection of RG

L χ on B is not zero, then ({1}, B) ⊆ (Z(L)�, bL (χ )).
This proves that B is unique, as a result of Theorem 5.3(i). In the case where

χ = 1, bL (χ ) is the principal block and Brauer’s third Main Theorem implies
that B is the principal block of �G.

So we let ξ be an irreducible character of G occurring in RG
L χ . We must

prove that

({1}, bG(ξ )) ⊆ (Z(L)�, bL (χ )).

We use the following lemma, the proof of which is postponed until after this
one is complete.

Lemma 5.24. If 〈ξ, RG
L χ〉G 	= 0, then 〈∗RG

L ξ, d1χ〉L 	= 0.

We may use induction on |G : L|, the case when G = L being trivial.
Assume L 	= G, so that some xi is not in Z(G). We may assume it is x1. Let

C := CG(x1) 	= G.
The induction hypothesis in C implies that all irreducible components

of RC
L χ are in a single Irr(C, b) for b a block idempotent of �C and that

({1}, b) ⊆ (Z(L)�, bL (χ )) in C = CG(x1). This inclusion is trivially equivalent
to (<x1>, b) ⊆ (Z(L)�, bL (χ )) in G.

However, 〈dx1ξ, RC
L χ〉C = 〈∗RC

L ◦ dx1ξ, χ〉L = 〈dx1 ◦ ∗RG
L ξ, χ)〉L by

Proposition 5.23. Since x1 is in the center of L , dx1,L is self-adjoint on
CF(L , K ) and, since χ has x1 in its kernel, we have dx1χ = d1χ . Then
〈dx1ξ, RC

L χ〉C = 〈∗RG
L ξ, d1χ〉L 	= 0 by Lemma 5.24. This implies that dx1ξ

has a non-zero projection on CF(C, K , b). Then Brauer’s second Main
Theorem implies ({1}, bG(ξ )) ⊆ (<x1>, b). Combining with the inclusion
previously obtained, this gives our claim by transitivity of inclusion. �

Proof of Lemma 5.24. Let I be the group NG(L)/NG(L , χ ). We prove first

∗RG
L ξ = 〈

χ, ∗RG
L ξ

〉
L

∑

σ∈I
χσ .(1)

Onehas∗RG
L ξ = ∑

χ ′∈Irr(L)〈∗RG
L ξ, χ ′〉Lχ ′.Since〈∗RG

L ξ, χσ 〉L = 〈σ ∗RG
L ξ, χ〉L=

〈∗RG
L ξ, χ〉L for all σ ∈ NG(L), it suffices to check that 〈∗RG

L ξ, χ ′〉L 	= 0
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implies χ ′ = χσ for some σ ∈ I. If 〈RG
L χ ′, ξ〉G 	= 0, then transitivity of

Harish-Chandra induction and Theorem 1.30 imply that χ ′ is cuspidal and
(P, V, χ )−−g(P, V, χ ′) (see Notation 1.10) for some g ∈ G and a Levi de-
composition P = LV . By Theorem 2.27(iv), there is some g′ ∈ NG(L) such
that χ ′ = χ g′

.
Denote f := ∗RG

L ξ = 〈χ, ∗RG
L ξ〉L

∑
σ∈I χσ by (1) above. Then

〈 f, d1χ〉L = 〈 f σ , d1χσ 〉L = 〈 f, d1χσ 〉L for all σ ∈ I. So 〈 f, d1χ〉L =
|I|−1〈χ, ∗RG

L ξ〉−1
L 〈 f, d1 f 〉L = |I|−1〈χ, ∗RG

L ξ〉−1
L 〈d1 f, d1 f 〉L . But f , being

a character, is a central function whose values are algebraic numbers, and
f (g−1) is the complex conjugate of f (g) for all g ∈ L (see, for instance,
[NaTs89] §3.2.1). Then 〈d1 f, d1 f 〉L = |L|−1 ∑

g∈L�′
f (g) f (g−1) is a real

number greater than or equal to |L|−1 f (1)2. The latter is greater than
0 because f (1) = ∗RG

L ξ (1) is the dimension of a K L-module 	= 0 since
〈 f, χ〉L = 〈ξ, RG

L χ〉G 	= 0 by hypothesis. �

5.4. Hecke algebras and decomposition matrices

We recall the notion of a decomposition matrix in order to apply it to both group
algebras and Hecke algebras.

Let (�, K , k) be a splitting system for a �-algebra A, �-free of finite rank
(see our section on Terminology). Recall that this includes the hypothesis that
A ⊗ K is a product of matrix algebras over K .

Definition 5.25. Let M be a finitely generated �-free A-module. One defines

DecA(M) = (di j )

the matrix where i (resp. j ) ranges over the isomorphism classes of simple
submodules (resp. indecomposable summands) of M ⊗ K (resp. M) and di j

denotes the multiplicity of i in M j ⊗ K (M j in the class j).
One denotes Dec(A) := DecA(A A).

Remark 5.26. If A is the group algebra of a finite group or a block in such
an algebra, Dec(A) has more rows than columns and in fact t Dec(A)Dec(A) is
invertible (see [Ben91a] 5.3.5).

However, even among �-free algebras of finite rank such that A ⊗ K is
semi-simple, this is a rather exceptional phenomenon: A being fixed, A ⊗ K
has a finite number of simple modules but in general A has infinitely many
indecomposable modules, so we may have matrices DecA(M) (M an A-module)
with many more columns than rows. Those matrices are in turn of the type
Dec(A) by Proposition 5.27 below.
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Proposition 5.27. DecA(M) ∼= Dec(EndA(M)opp) where the bijection between
indecomposable modules is induced by HomA(M, −), and the bijection between
simple modules is induced by HomA⊗K (M ⊗ K , −).

Proof. Let us abbreviate E := EndA(M) and HM = HomA(M, −). Let N
be an indecomposable direct summand of M . Let S be a simple A ⊗ K -
module. The number in DecA(M) associated with the pair (N , S) is the
dimension of HomA⊗K (N ⊗ K , S). One may use Theorem 1.25(i) for the
A ⊗ K -module M ⊗ K since A ⊗ K and therefore EndA⊗K (M ⊗ K ) = E ⊗
K is semi-simple (hence symmetric). One gets that HomA⊗K (N ⊗ K , S) ∼=
HomE⊗K (HM⊗K (N ⊗ K ), HM⊗K (S)). One has clearly HM⊗K (N ⊗ K ) =
HM (N ) ⊗ K . Now, note that the HM (N ) for N ranging over the indecom-
posable summands of M are the right projective indecomposable modules for
E (write N = i M for a primitive idempotent i ∈ E , and HM (i M) = i E). The
same result for the semi-simple module M ⊗ K gives us that HM⊗K (S) ranges
over the simple (= projective indecomposable) E ⊗ K -modules, whence our
claim. �

Theorem 5.28. Let G be a finite group with split B N-pair of characteristic p,
with Weyl group (W, S), B = U T . Let � be a prime 	= p. Let (�, K , k) be an
�-modular splitting system for G.

Then the decomposition matrix of H�(G, B) (see Definition 3.4) embeds in
that of G.

Proof. (See also Exercise 3.) By Theorem 3.3, H�(G, B) ∼= End�G(IndG
B �)

where � is the trivial �B-module.
Let x = ∑

u∈U u = |U |e(U ), y = ∑
t∈T t ∈ �G. Then xy = ∑

b∈B b and
therefore

�Ge(U ) ∼= �Gx ∼= IndG
U �

is projective, while �Gxy ∼= IndG
B �. The decomposition matrix of the module

�Gx clearly embeds in that of �G (it corresponds to certain columns of it).
We then show that Dec�G(�Gxy) embeds in Dec�G(�Gx). This gives our
claim by Proposition 5.27 (with M = A A). The module �Gxy is the image of
�Gx under the map µ: a �→ ay. If M is an indecomposable direct summand of
�Gxy, there is an indecomposable direct summand P of �Gx sent onto M
(uniqueness of projective covers). If S is a simple component of M ⊗ K we
have to show that it is not a component of Ker(µ) ⊗ K . To see that, it suffices
in fact to show that �Gxy ⊗ K and Ker(µ) ⊗ K have no simple component
in common. In terms of characters this amounts to checking that IndG

B 1 is or-
thogonal to IndG

U 1 − IndG
B 1. Using the Mackey formula ([Ben91a] 3.3.4), one
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finds 〈IndG
B 1, IndG

U 1〉G = |B\G/U | and 〈IndG
B 1, IndG

B 1〉G = |B\G/B|. Both
are equal to |W | by Bruhat decomposition. This completes our proof. �

5.5. A proof of Brauer’s third Main Theorem

We prove the following generalization of R. Brauer’s third Main Theorem
(where H = {1}, ρ = 1G).

Proposition 5.29. Let ρ ∈ Irr(G) and H be a subgroup of G such that ResG
Hρ

is irreducible and is in Irr(H, bH ), where bH is an �-block idempotent of �H
with central defect group (in H). Let Q ⊆ Q′ be two �-subgroups of CG(H ).
Then (Q, bCG (Q)(ResG

CG (Q)ρ)) ⊆ (Q′, bCG (Q′)(ResG
CG (Q′)ρ)) in G.

Proof. For every subgroup H ′ such that H ⊆ H ′ ⊆ G, denote σH ′ =
∑

g∈H ′ ρ(g−1)g ∈ Z(�H ′). One has ResG
H ′ρ ∈ Irr(H ′). The �-block idem-

potent bH ′ ∈ Z(�H ′) corresponding to ResG
H ′ρ satisfies bH ′ .e = e, where

e = |H ′|−1ρ(1)σH ′ is the primitive idempotent of Z(K H ′) associated with
ResG

H ′ρ ∈ Irr(H ′) (see [NaTs89] 3.6.22). Therefore

(E) bH ′σH ′ = σH ′ .

Remark 5.6 also allows us to write bH = ρ(1)
|H :Z(H )�|

∑
g∈H�′

ρ(g−1)g and (con-
sequently) ρ(1)

|H :Z(H )�| is a unit in �. Then there exists some g ∈ H such that
ρ(g) 	= 0. Then σH ′ 	= 0 in kG, and (E) above characterizes bH ′ as a result of
the orthogonality of distinct block idempotents.

Now, to check the proposition, it suffices to check the case when Q � Q′.
Then ResG

CG (Q)ρ is fixed by Q′ since ρ is a central function on G, thus σCG (Q) and
bCG (Q) are fixed by Q′. One has BrQ′ (σCG (Q)) = σCG (Q′). In order to check the
inclusion it suffices to check BrQ′ (bCG (Q))σCG (Q′) = σCG (Q′). Using the fact that
BrQ′ induces an algebra morphism on (kG)Q′

, we have BrQ′ (bCG (Q))σCG (Q′) =
BrQ′ (bCG (Q))BrQ′ (σCG (Q)) = BrQ′ (bCG (Q)σCG (Q)) = BrQ′ (σCG (Q)) = σCG (Q′) as
claimed. �

Exercises

1. Let B, B ′ be finite subsets of N. Fix m ≥ 1. Assume σ : B → B ′ is a bijection
such that, for any b ∈ B, σ (b) − b ∈ mN. Then B may be deduced from B ′

by a sequence of removal of m-hooks. Prove a converse.
Show that the map of Theorem 5.16 is actually onto.
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2. If D, D′ are matrices, one defines D ⊆ D′ by the condition that there is a
permutation of rows and columns of D′ producing a matrix which can be
written as

(
D ∗
0 ∗

)

.

If A and B are �-free finitely generated algebras and B is a quotient of
A, show that t Dec(B) ⊆ t Dec(A).

If N is a direct summand of M in A−mod, show that DecA(N ) ⊆
DecA(M).

3. Let G be a finite group with split B N -pair of characteristic p. Let (�, K , k)
be an �-modular splitting system for G, where � is a prime 	= p. Denote
Y := IndG

U � where � is considered as the trivial �U -module. Show that
Y is projective. Show that End�G(Y ) = ⊕

n∈N �an where the an’s are de-
fined in a way similar to Definition 6.7 below. Check Proposition 6.8(ii) for
those an’s. Show that α := ∑

t∈T at is in the center of End�G(Y ), and that
αY ∼= IndG

B �. Deduce that End�G(IndG
B �) is a quotient of End�G(Y ) as a

�-algebra. Deduce Theorem 5.28 by applying the above.

Notes

Brauer’s “local” strategy for Sn applies well to many finite groups G close to
the simple groups.

Picking any irreducible character χ ∈ Irr(G), one would find some non-
central �-element x such that dxχ 	= 0, thus starting an induction process by
use of the second Main Theorem (see, for instance, [Pu87]).

There are, however, blocks where this does not work. Let G be a central
non-trivial extension of Sn by Z = Z(G) of order 2,

1 → Z → G → Sn → 1.

For � = 2, there are many χ ∈ Irr(G) such that dxχ = 0 for any 2-element
x ∈ G \ Z but the corresponding 2-block BG(χ ) has defect 	= Z (see [BeOl97]).

Theorem 5.28 is due to Dipper [Dip90].
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Simple modules in the natural characteristic

We keep G a finite group endowed with a strongly split BN-pair B = U T , N , . . .
of characteristic p. In the present chapter, we give some results about representa-
tions in characteristic p (“natural” characteristic). For the moment, k is of char-
acteristic p, U denotes the Sylow p-subgroup of B. We study the permutation
module IndG

U k := k[G/U ] and its endomorphism algebra Hk(G, U ). The sym-
metry property of Hecke algebras mentioned in transversal characteristic (see
Theorem 1.20) is now replaced by the self-injectivity of Hk(G, U ). This allows
us to relate the simple submodules of IndG

U k to the simple Hk(G, U )-modules.
The latter are one-dimensional, a feature reminiscent of the “highest weight”
property of irreducible representations of complex Lie algebras. Among the
direct summands of IndG

U k, one finds the “Steinberg module,” which is at the
same time simple and projective. This leads us quite naturally to an enumeration
of the blocks of kG, and a checking of J. Alperin’s “weight conjecture” in this
special context of BN-pairs represented in natural characteristic.

6.1. Modular Hecke algebra associated with a
Sylow p-subgroup

Let G be a finite group with a strongly split BN-pair of characteristic p with sub-
groups B = U T , N , S (see Definition 2.20). Let us recall that T is commutative.

In the remainder of the chapter, k is a field of characteristic p containing
a |G|p′ th root of 1 (so that k H/J (k H ) is a split semi-simple algebra for any
subgroup H of G; see [NaTs89] §3.6).

Proposition 6.1. Let Q be a finite p-group. Then the unique simple k Q-module
is the trivial module. One has the following consequences. The regular module
k Q is indecomposable. Any k Q-module M �= 0 satisfies M Q �= 0.

88
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Proof. See [Ben91a] 3.14.1. �

Definition 6.2. If δ ∈ � (see §2.1), let Gδ be the group generated by Xδ and
X−δ . Let Tδ = T ∩ Gδ .

Proposition 6.3. (i) There is nδ ∈ Xδ X−δ Xδ ∩ N such that its class mod. T is
the reflection sδ associated with δ.

If each nδ (δ ∈ �) is chosen as above, we have the following properties.
(ii) N ∩ Gδ = Tδ ∪ nδTδ and Gδ has a split BN-pair (XδTδ, N ∩ Gδ, {sδ})

of characteristic p.
(iii) n−1

δ (Xδ \ {1})n−1
δ ⊆ XδTδn−1

δ Xδ .
(iv) [T, nδ] ⊆ Tδ .
(v) Take δ1, . . . , δl , δ

′
1, . . . , δ

′
l ∈ �, and t ∈ T such that nδ1 . . . nδl =

nδ′
1
. . . nδ′

l
t and l(nδ1 . . . nδl ) = l. Then t ∈ Tδ1 . . . Tδl .

Proof. (i) Using Theorem 2.19(v), one has B−δ = sδ Bδsδ ⊆ Bδ ∪ Bδsδ Bδ ,
while Bδ ∩ B−δ = T �= B−δ . Then B−δ ∩ Bδsδ Bδ �= ∅. So there is a represen-
tative of sδ in Bδ B−δ Bδ . But this last expression is Xδ X−δ XδT , so one may take
the representative in Xδ X−δ Xδ .

(ii) We have Gδ ⊆ Lδ (see Definition 2.24) and we have seen that Lδ ∩ N =
T ∪ T nδ (Proposition 2.25). So N ∩ Gδ = Tδ ∪ Tδnδ . It is now easy to check
that (XδTδ, N ∩ Gδ, {sδ}) satisfies the axioms of a split BN-pair since nδ ∈ Gδ

and Lδ has a split BN-pair. One has Xδ ∩ X−δ = {1} by Theorem 2.23(i) or
Proposition 2.25.

(iii) Using the Bruhat decomposition in Gδ , one has n−1
δ (Xδ \ {1})n−1

δ ∈
XδTδn−1

δ Xδ since n−1
δ Xδn−1

δ ∩ Tδ Xδ ⊆ Tδ (use Theorem 2.23(i), for instance).
(iv) This is because [T, nδ] ⊆ T and [T, Gδ] ⊆ Gδ .
(v) Induction on l. The case l = 1 is trivial. Using (i) and the exchange

condition, one may assume that (δ′
1, . . . , δ

′
l) = (δ′

1, δ1, . . . , δl−1) and δ′
1 =

sδ1 . . . sδl−1 (δl). Then (Gδ′
1
)nδ1 ...nδl−1 = Gδl and t = (n−1

δ′
1

)nδ1 ...nδl−1 nδl ∈ Gδl . This
proves our claim. �

Lemma 6.4. Let δ ∈ �, then IndGδ

Xδ
k is a direct sum of |Tδ| + 1 indecomposable

modules.

Proof. Assume G = Gδ . Then IndB
U k = ⊕

λλ where the direct sum is over
λ ∈ Hom(T, k×) and the same letter denotes the associated one-dimensional
kT -, or k B-module. So it suffices to show that IndG

B λ is indecomposable
when λ �= 1, and is the direct sum of two indecomposable modules when
λ = 1. First ResG

B (IndG
B λ) = λ ⊕ IndB

T λnδ thanks to Mackey decomposition,
i.e. a sum of two indecomposable kU -modules since ResB

U (IndB
T λnδ ) = kU

(Mackey formula) is indecomposable by Proposition 6.1. Thus, if IndG
B λ is
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not indecomposable, it is a direct sum of two indecomposable kG-modules
M1 ⊕ M2 with ResG

B M1 = λ. But then M1 is one-dimensional. But a one-
dimensional kG-module is necessarily trivial since G is generated by Xδ and
X−δ , two p-subgroups. So, if λ �= 1, IndG

B λ is indecomposable. So IndG
U k is a

sum of ≤ |Tδ| + 1 indecomposable modules. The equality won’t be used and
is left to the reader. �

Definition 6.5. Take δ ∈ �, and nδ as in Proposition 6.3(i). Let zδ: Tδ → N be
defined by zδ(t) = |nδ Xδnδ ∩ Xδnδt Xδ|.

If n ∈ N, let Un = U ∩ Uw0w, where w is the class of n mod. T .

Proposition 6.6. G is a disjoint union of the double cosets UnU for n ∈ N.

Proof. The Bruhat decomposition (Theorem 2.14) implies that the union is G
and that UnU = Un′U implies n′ = nt for a t ∈ T . But tU ∩ U n ⊆ U since
U is the set of elements of B of order a power of p. So t = 1. �

An endomorphism of IndG
U k = kG ⊗kU k is defined by the image of 1 ⊗ 1,

and this image must be a U -fixed element. A basis of those fixed elements
is given by the sums sC := ∑

x∈C/U x ⊗ 1 for C ∈ U\G/U . By the Mackey
formula, each sum defines an element of EndkG(IndG

U k), and those form a basis.
Proposition 6.6 then suggests the following definition and the first point of the
next proposition.

Definition 6.7. If n ∈ N, one defines an ∈ EndkG(IndG
U k) by an(g ⊗ 1) =

g
∑

u∈Un
un−1 ⊗ 1.

Proposition 6.8. (i) One has EndkG(IndG
U k) = ⊕

n∈N kan.
(ii) If l(nn′) = l(n) + l(n′), then anan′ = ann′ .
(iii) Take δ ∈ � and nδ as in Proposition 6.3(i). Then (anδ

)2 =
anδ

(
∑

t∈Tδ
zδ(t)at ).

Proof. (ii) It suffices to show that anan′ (1 ⊗ 1) = ann′ (1 ⊗ 1). One has
anan′ (1 ⊗ 1) = ∑

u∈Un , u′∈Un′ u′n′−1un−1 ⊗ 1. Using Theorem 2.23(ii) and

Proposition 2.3(iii), one has Un′ (Un)n′ = Unn′ with Un′ ∩ (Un)n′ = {1}. So
anan′ (1 ⊗ 1) = ∑

v∈Unn′ vn′−1n−1 ⊗ 1 = ann′ (1 ⊗ 1) as stated.
(iii) It suffices to show that (anδ

)2 and anδ
(
∑

t∈Tδ
zδ(t)at ) coincide on

1 ⊗ 1, which generates Y . One has (anδ
)2(1 ⊗ 1) = ∑

u,v∈Xδ
un−1

δ vn−1
δ ⊗

1. The sum for u ∈ Xδ and v = 1 gives zero since
∑

u∈Xδ
u(nδ)−2 =

(nδ)−2 ∑
u∈Xδ

u and the
∑

acts by |Xδ| = 0 on 1 ⊗ 1. If v ∈ Xδ \ {1}, then
n−1

δ vn−1
δ ∈ Xδt(v)−1n−1

δ Xδ for a unique t(v) ∈ Tδ by Proposition 6.3(iii)
and Proposition 6.6. Then (anδ

)2(1 ⊗ 1) = ∑
u,v∈Xδ ,v �=1 ut(v)−1n−1

δ ⊗ 1 =
∑

1�=v∈Xδ
anδ t(v)(1 ⊗ 1). Therefore (anδ

)2 = anδ

∑
1�=v∈Xδ

at(v) by (ii). But
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now zδ(t) = |nδ Xδnδ ∩ Xδnδt Xδ| = |n−1
δ Xδn−1

δ ∩ Xδt−1n−1
δ Xδ|. So eventu-

ally (anδ
)2 = anδ

(
∑

t∈Tδ
zδ(t)at ) as claimed. �

Definition 6.9. If λ ∈ Hom(T, k×), let �λ = {δ ∈ � | λ(Tδ) = 1}.
Theorem 6.10. (i) For all t ∈ Tδ , zδ(t).|Tδ| ≡ −1 mod. p.

(ii) Hk(G, U ) can be presented in terms of generators an (n ∈ N)
obeying the relations anan′ = ann′ when l(nn′) = l(n) + l(n′) and (anδ

)2 =
−|Tδ|−1 ∑

t∈Tδ
anδ t for all δ ∈ � (and nδ is as in Proposition 6.3(i)).

(iii) The simple Hk(G, U )-modules are the one-dimensional ψ(λ, I ) such
that λ ∈ Hom(T, k×) and I ⊆ �λ defined as follows:

ψ(λ, I )(an) = (−1)lλ(t) if n = nδ1 . . . nδl .t with δ1 . . . δl ∈ I and t ∈ T ,
ψ(λ, I )(an) = 0, if n �∈ NI .

Proof. In what follows, we consider the integers zδ(t) mod. p, i.e. as elements
of k. Note first that the intersections nδ Xδnδ ∩ Xδnδt Xδ (t ∈ Tδ) are disjoint by
Proposition 6.6 and they exhaust nδ(Xδ \ {1})nδ by Proposition 6.3(iii). Then
∑

t∈Tδ
zδ(t) = |Xδ| − 1 = −1, so (i) is equivalent to showing that zδ is constant

on Tδ . We show that:

(i′) zδ(t t ′) = zδ(t) for all t ∈ Tδ , t ′ ∈ [nδ, T ].

This is proved as follows. If s ∈ T , anδ
as = anδ sanδ

by Proposition 6.8(ii),
so (anδ

)2 commutes with as . Using the expression of Proposition 6.8(iii), this
gives zδ(t) = zδ(tsnδ s−1). Thus (i′) is proved.

Let us now show the following presentation with generators (an)n∈N and
relations

(ii′) anan′ = ann′ when l(nn′) = l(n) + l(n′) and

(anδ
)2 =

∑

t∈Tδ

zδ(t)anδ t for all δ ∈ �.

By Proposition 6.8(ii), (iii), Hk(G, U ) is a quotient of the above k-algebra,
so it suffices to show that the above has dimension less than or equal to |N |.
For this it is enough to show that any product anan′ is a linear combination of
(an′′ )n′′∈N . When n′ ∈ T , the first relation applies. Otherwise, writing n′ = n1nδ

with δ ∈ �, and l(n′) = l(n1) + 1, one has an′ = an1 anδ
. Using induction on

l(n′), one may therefore assume n′ = nδ . If l(nnδ) = l(n) + 1, then the first
relation gives anan′ = ann′ . Otherwise n = n2nδ with l(n) = l(n2) + 1. Then
an = an2 anδ

and anan′ = an2 (anδ
)2 = ∑

t∈Tδ
zδ(t)an2 anδ t . But the last expression

is
∑

t∈Tδ
zδ(t)an2nδ t , again by the case of additivity.

Using this presentation of Hk(G, U ), one may construct the following one-
dimensional representations (described as maps Hk(G, U ) → k).

Let λ ∈ Hom(T, k×), and I ⊆ �λ. Note first that λ is fixed by NI , by Propo-
sition 6.3(iv). Let ψ(λ, I ):Hk(G, U ) → k be defined as in (iii). Let us show
that this is well defined. If n = nδ1 . . . nδl t = nδ′

1
. . . nδ′

l
t ′ with l = l(n), then
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Proposition 6.3(v) implies that t ′t−1 ∈ Tδ1 . . . Tδl . If all the δi are in I ⊆ �λ, then
λ(t ′t−1) = 1. Otherwise the image of the two decompositions under ψ(λ, I )
is zero since {δ1, . . . , δl} = {δ′

1, . . . , δ
′
l} �⊆ I .

Let us show now that ψ(λ, I ) is a morphism by using the relations of (ii′). The
second relation of (ii′) is satisfied since

∑
t∈Tδ

zδ(t) = |Xδ| − 1 = −1 in k. For
the first, let n = nδ1 . . . nδl t , n′ = nδ′

1
. . . nδ′

l′
t ′ with t, t ′ ∈ T and l(nn′) = l + l ′.

Then nn′ = nδ1 . . . nδl nδ′
1
. . . nδ′

l
t n′

t ′. If all the δ′
i are in I , then n′ fixes λ so the

relation is satisfied. If one of the δ′
i is outside I , then the relation amounts to

0 = 0.
(i) Assume that zδ is not constant on Tδ . In the case G = Gδ , we have

constructed above |Tδ| + 1 one-dimensional representations of Hk(Gδ, Xδ).
Since zδ is a function on Tδ/[Tδ, nδ], and since k(Tδ/[Tδ, nδ]) is split semi-
simple, there would be some nδ-fixed linear character λ0 ∈ Hom(Tδ, k×) such
that b := ∑

t∈Tδ
zδ(t)λ0(t) �= 0. Then one may define ψ0 on Hk(Gδ, Xδ) by

ψ0(at ) = λ0(t), ψ0(atnδ
) = −bλ0(t). It is easy to check that this is a well-defined

(since λ0 = (λ0)nδ ) representation of Hk(Gδ, Xδ), not among the ones we de-
fined earlier. Then Hk(Gδ, Xδ) has at least |Tδ| + 2 simple modules. But the
simple EndkG(IndG

U k)-modules are in bijection with the isomorphism types of
indecomposable summands of IndG

U k. Then Lemma 6.4 gives a contradiction.
Thus (i) is proved.

(ii) is clear by combining (i) and (ii′).
(iii) The representations have already been constructed. It remains to show

that they are the only ones. Let M be a simple Hk(G, U )-module. The sub-
algebra generated by the (at )t∈T is isomorphic to kT , as a result of Proposi-
tion 6.8(ii). But kT is commutative, split semi-simple by hypothesis, so M is
a direct sum of lines stable under the at ’s. Let L be one, let n ∈ N be an el-
ement of maximal length such that an.L �= 0. It suffices to show that an.L is
Hk(G, U )-stable to obtain M = an.L and thus of dimension 1. The at ’s stabi-
lize an.L since at an.L = anatn .L ⊆ an.L . By Proposition 6.8(ii), it is clear
that Hk(G, U ) is generated by the at ’s and the anδ

’s. If l(nδn) = l(n) + 1,
then anδ

an.L = anδn.L = 0 by the choice of n. If l(nδn) = l(n) − 1, then
anδ

an = (anδ
)2an−1

δ n = ∑
t∈Tδ

zδ(t)anan−1nδ tn−1
δ n by Proposition 6.8(ii) and (iii).

Then anδ
an.L ⊆ an.L since the at ’s stabilize L .

It remains to check that any ψ ∈ Hom(Hk(G, U ), k) is of the form stated.
Restricting to the at ’s yields a λ ∈ Hom(T, k×). Then ψ(anδ

) must sat-
isfy ψ(anδ

).(ψ(anδ
) + |Tδ|−1 ∑

t∈Tδ
λ(t)) = 0. Therefore ψ(anδ

) is either 0 or
−|Tδ|−1 ∑

t∈Tδ
λ(t). Interpreting |Tδ|−1 ∑

t∈Tδ
λ(t) as an inner product of char-

acters of Tδ , one sees that it is 1 or zero depending on whether λ(Tδ) = 1 or not,
i.e. δ ∈ �λ or not. �
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Proposition 6.11. EndkG(IndG
U k) is Frobenius (in the sense of [Ben91a] 1.6.1;

see also Definition 1.19).

Proof. For any n, n′ ∈ N , it is easy to show that anan′ ∈ kann′ +
∑

n′′∈N , l(n′′)<l(n)+l(n′) k.an′′ (use induction on l(n) + l(n′) and Proposition 6.8(ii)
and (iii)).

Let n0 ∈ N be an element of maximal length. Let us show that EndkG(IndG
U k)

is Frobenius for the linear form f sending an0 to 1 and all other an to 0. This
gives our claim ([Ben91a] 1.6.2).

If a ∈ Hk(G, U ) is written as a = ∑
n∈N λnan with λn ∈ k not all zero,

choose n1 ∈ N of maximal length such that λn1 �= 0. Now, it is clear
from the above remark and Proposition 6.8(ii) that f (a.an−1

1 n0
) = λn1 =

f (an0n−1
1

a). Then f (aHk(G, U )) �= 0 and f (Hk(G, U )a) �= 0. Thus our claim is
proved. �

6.2. Some modules in characteristic p

By Frobenius reciprocity and Proposition 6.1, any simple kG-module M sat-
isfies HomkG(IndG

U k, M) ∼= MU �= 0, so any simple kG-module is a quotient
of IndG

U k. Since IndG
U k is isomorphic with its dual, every simple kG-module

injects in it. By Proposition 6.11, one may therefore apply Theorem 1.25 to kG
and IndG

U k. Here are some consequences on the simple kG-modules.

Theorem 6.12. The simple kG-modules are in bijection with the one-
dimensional simple Hk(G, U )-modules.

Let M be a simple kG-module associated with ψ :Hk(G, U ) → k defined
as in Theorem 6.10(iii) by a linear character λ: T → k× and a subset I ⊆ �λ.
One has the following results.

(i) MU is a line and
∑

x∈Un
xn−1.m = ψ(an)m for all m ∈ MU , n ∈ N.

(ii) The following three conditions are equivalent:
� M is of dimension |U |,
� M is projective,
� I = �.
Otherwise, the dimension of M is less than |U |.

(iii) Let J ⊆ �, denote U−
J = Uw0 ∩ Uw0wJ and let rad(kU−

J ) be the Jacob-
son radical of the group algebra of U−

J (i.e. its augmentation ideal; see, for
instance, Proposition 6.1). Then

ResG
L J

M = MUJ ⊕ rad(kU−
J )MUJ
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and MUJ is a simple kL J -module associated with λ and I ∩ J (with respect to
the BN-pair of L J described in Proposition 2.25).

Proof. Theorem 1.25(ii) tells us that the functor HomkG(IndG
U k, −):

kG−mod → mod−Hk(G, U ) induces a bijection between the simple mod-
ules. Taking duals over k bijects the right and left modules, so the simple left
Hk(G, U )-modules are described by Theorem 6.10(iii).

Assume M is a simple kG-module such that HomkG(IndG
U k, M) provides

the one-dimensional Hk(G, U )-module associated with λ ∈ Hom(T, k×) and
I ⊆ �λ.

The Frobenius reciprocity allows us to identify HomkG(IndG
U k, M) with

the fixed points MU . This implies that MU has dimension 1. The explicit bi-
jection HomkG(IndG

U k, M) → MU is the one sending φ ∈ HomkG(IndG
U k, M)

to φ(1 ⊗ 1). According to Notation 1.24, the right action of the elements
of Hk(G, U ) = EndkG(IndG

U k) is by composition on the right, so the above
identification HomkG(IndG

U k, M) → MU gives φ(1 ⊗ 1).an = φ ◦ an(1 ⊗ 1) =
∑

u∈Un
un−1φ(1 ⊗ 1). This gives the formula announced in (i).

Denote X−
J = Uw0 ∩ Uw0wJ . Let us show now that

(iii′) kL J .MU = k X−
J .MU .

One must check that k X−
J .MU is stable under L J . Taking the wJ -conjugate

of the usual BN-pair of L J , one sees that L J is generated by T , X−
J and the

nδ for δ ∈ J . The groups T and X−
J stabilize k X−

J .MU . Let δ ∈ J . One has
X−

J = (X−
J ∩ n−1

δ X−
J nδ)X−δ (apply Theorem 2.23 to the wJ -conjugates). Then

nδk X−
J .MU ⊆ k X−

J .k Xδnδ.MU . It suffices to check k Xδnδ.MU ⊆ k X−δ.MU .
If x ∈ Xδ , x �= 1, then xnδ ∈ X−δT Xδ by Proposition 6.3(iii). Then xnδ MU ⊆
k X−δ MU . When x = 1, one has nδ.m = an−1

δ
(m) − ∑

x∈Xδ , x �=1 xnδ.m for all

m ∈ MU by (i). The sum is in k X−δ.MU by the case x �= 1 just treated. Then
nδm ∈ k X−δ MU as claimed. Thus (iii′).

(ii) Applying (iii′) with J = �, one gets kG.MU = kUw0 .MU . But kG.MU

is a non-zero kG-submodule of M , so M = kUw0 .MU . Taking 0 �= m ∈ MU ,
one has M = kUw0 m, which means that the map

kUw0 → ResG
Uw0 M y �→ y.m

is onto. Then dimk M ≤ |U | with equality if and only if the above map is
injective. The kernel of this map is a left ideal of kUw0 . This module is in-
decomposable so its socle is simple, hence equal to the line generated by the sum
of elements of Uw0 . Then the map above is injective if and only if

∑
u∈Uw0 u.m �=

0. By (i), this is equivalent to ψ(an0 ) �= 0 where n0 is an element of N of maximal
length. Then n0 ∈ NI , w0 ∈ WI , and therefore I = �.
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Since this is also the condition for the map above to be an isomorphism, we
see that I = � implies that ResG

Uw0 M is projective. This in turn is equivalent to
M being projective (apply, for instance, [NaTs89] 4.2.5) since Uw0 is a Sylow
p-subgroup of G. Conversely, if M is projective, its dimension is a multiple of
|Uw0 | (deduce this, for instance, from Proposition 6.1), thus implying that the
map above is an isomorphism.

(iii) Note first that kL J .MU ⊆ MUJ . Let us check now that kL J .MU is
a simple kL J -module. If 0 �= M ′ ⊆ kL J .MU is L J -stable, M ′ has non-zero
fixed points under the action of U ∩ Uw0wJ since this is a p-subgroup of L J .
But the elements of M ′ are all fixed by UJ , and UJ .(U ∩ Uw0wJ ) = U (The-
orem 2.23(ii)). So M ′ contains the line MU and therefore M ′ ⊇ kL J .MU . So
the latter is a simple kL J -submodule of MUJ . Its type is given by the action on
MU of the sums

∑
u∈Un

xn−1 for n ∈ NJ as a result of (i). This gives the same
linear character of T and the subset I ∩ J in �.

We have seen, as a special case of (iii′), that M = kUw0 .MU . Now
Uw0 = U−

J X−
J by Theorem 2.23(ii). So M = k X−

J .MU + rad(kU−
J )k X−

J .MU

since rad(k Q) is the augmentation ideal for all p-groups Q (as annihi-
lator of the unique simple k Q-module; see Proposition 6.1). Then M =
k X−

J .MU + rad(kU−
J )k X−

J .MU . To complete the proof of (iii), it suffices
to check that MUJ ∩ rad(kU−

J )k X−
J .MU = 0. Suppose it is not 0. This in-

tersection is a kL J -module, so it must have non-zero fixed points under
U ∩ Uw0wJ . Again, this implies that this intersection contains the line MU . Then
k X−

J .MU ⊆ rad(kU−
J )k X−

J .MU . By iteration, this would contradict the nilpo-
tence of rad(kU−

J ). So MUJ ∩ rad(kU−
J )k X−

J .MU = 0. Since MUJ ⊇ k X−
J .MU

and M = k X−
J .MU + rad(kU−

J )k X−
J .MU , this yields at once MUJ = k X−

J .MU

and MUJ ⊕ rad(kU−
J )k X−

J .MU = M . Thus our claim is proved. �

Definition 6.13. The Steinberg kG-module is the simple kG-module corre-
sponding to the pair (λ, I ) = (1, �).

The Steinberg module is also projective by Theorem 6.12(ii). See also Exer-
cises 2–4.

6.3. Alperin’s weight conjecture in characteristic p

We keep G a finite group with a strongly split BN-pair of characteristic p (see
Definition 2.2). We recall the existence of subgroups B = U T , the set �, and
subgroups PI = UI L I when I ⊆ � (see Definition 2.24). We assume moreover
the following.
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Hypothesis 6.14. If V is a subgroup of G such that it is the maximal normal
p-subgroup of its normalizer NG(V ), then there are g ∈ G and I ⊆ � such that
V = gUI g−1.

Remark 6.15. Let us show how this hypothesis may be verified for groups of
type G = GF where G is a reductive linear algebraic group and F is a Frobenius
endomorphism associated with the definition of the reductive group G over a
finite field of characteristic p (see [DiMi91] §3; this context is described in
more detail in A2.4 and Chapter 8, below).

For the terminology about algebraic groups, we refer to [Hum90] and [Borel].
A statement similar to Hypothesis 6.14 for reductive groups is as follows (see
[Hum90] 30.3).

Let B be a Borel subgroup of G. If V is a closed subgroup of Ru(B) (unipotent
radical of B), then the ascending sequence V0 = V , Vi = Vi−1 Ru(NG(Vi−1))
stabilizes at some group of type Ru(P(V )) where P(V ) is a parabolic subgroup
of G, i.e. P(V ) contains a G-conjugate of B ([Hum90] 30.3). Note that the
sequence NG(Vi ) is also ascending (and stops at P(V )).

When G = GF for F a Frobenius endomorphism, a BN-pair is given in G
by B := BF for B an F-stable Borel subgroup, N = NG(T)F for T ⊆ B an F-
stable maximal torus. The G-conjugates of parabolic subgroups of G containing
B are the subgroups PF where P contains a G-conjugate of B and is F-stable
(see [DiMi91] §3).

Returning to our problem of checking Hypothesis 6.14 for G, let V be a
p-subgroup of G such that it is the maximal normal p-subgroup of NG(V ).
Since Bp = Ru(B)F contains a Sylow p-subgroup of G, one may assume
V ⊆ Ru(B). Then the above process may be applied (V is closed since finite).
Since F(V ) = V , we have F(Vi ) = Vi for all i and therefore F(Ru(P(V ))) =
Ru(P(V )). Taking normalizers, we find that P(V ) is F-stable, too. Then, upon
possibly replacing V with a G-conjugate, one finds that there is a parabolic
subgroup PI ⊇ B such that V ⊆ UI and NG(V ) ⊆ PI . Now NUI (V ) is normal
in NG(V ) since NG(V ) ⊆ PI normalizes UI . By maximality of V , this im-
plies NUI (V ) = V . But V ⊆ UI is an inclusion of p-groups, so we must have
V = UI .

J. Alperin’s “weight” conjecture is as follows (see [Ben91b] §6.9).

Conjecture. Let X be a finite group, p a prime, k an algebraically closed
field of characteristic p. Then the number of simple k X -modules equals the
number of X -conjugacy classes of pairs (V, π ) where V is a p-subgroup of
X and π is a simple projective k(NX (V )/V )-module. Note that simple pro-
jective k X -modules are in bijection with blocks of k X with defect zero (see
§5.2 above).
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We prove the following.

Theorem 6.16. The above conjecture is true if X is a group with a strongly split
BN-pair of characteristic p satisfying Hypothesis 6.14, and k is of characteristic
p.

Proof. Let us notice first that, if there is a simple projective k X -module π , then
X has no non-trivial normal p-subgroup, since such a normal subgroup should
be included in all defect groups (see [Ben91a] 6.1.1).

A consequence of this remark, applied to quotients NX (V )/V , is that each
p-subgroup V of Alperin’s conjecture must be the maximal normal p-subgroup
of its normalizer NX (V ).

Assume G is a finite group with a strongly split BN-pair of characteristic p
satisfying Hypothesis 6.14 and k is an algebraically closed field of characteristic
p. By Hypothesis 6.14, the pairs (V, π ) are of type (UI , π ) for I ⊆ � and π a
simple projective kL I -module.

By Proposition 2.29, a UI is conjugate to a UJ if and only if I = J . Then the
number of G-conjugacy classes of pairs (V, π ) of Alperin’s conjecture is the
number of pairs (I, π ) where I ⊆ � and π is a simple projective kL I -module.
The group L I has a strongly split BN-pair of characteristic p, so its simple
projective modules are given by Theorem 6.12(ii). Their number is the number
of λ ∈ Hom(T, k×) such that �λ contains I . Taking the sum of those numbers
over I ⊆ �, we find the number of pairs (I, λ) where λ ∈ Hom(T, k×) and
I ⊆ �λ. This is the number of simple kG-modules by Theorem 6.12. �

6.4. The p-blocks

Let X be a finite group and k a field of characteristic p containing a |X |th
root of 1. We will use the results of §5.1 about the blocks of k X (p-blocks
of X ) and associated defect groups, particularly principal blocks and blocks
with defect zero. One further property of defect groups is the following (see
[CuRe87] 57.31 or the proof of [Ben91a] 6.1.1).

Theorem 6.17. If D is a defect group of a p-block of X, and S is a p-group
such that D ⊆ S ⊆ X, then there is x ∈ CX (D) such that D = S ∩ Sx .

Theorem 6.18. Let G be a finite group with a strongly split BN-pair (B =
U T, N ) of characteristic p satisfying Hypothesis 6.14. Assume that W = N/T
is of irreducible type (i.e. there is no partition of � into two non-empty orthog-
onal subsets) with CG(U ) = Z(U ) (hence Z(G) = {1}). Then every p-block is
either the principal block or a block of defect zero.



98 Part I Representing finite BN-pairs

Remark 6.19. Theorem 2.31 tells us that, when W is irreducible of cardinality
�= 2, the axioms of strongly split BN-pairs imply the condition CG(U ) =
Z(G)Z(U ).

Proof of Theorem 6.18. Let b be a p-block of G with defect group D. We
prove that the group D is either 1 or a Sylow p-subgroup of G. This is enough
to establish our claim since U is a Sylow p-subgroup, CG(U ) = Z(U ) and a p-
group has just one block, the principal block (use, for instance, Proposition 6.1),
thus giving our claim by Brauer’s third Main Theorem (see Theorem 5.10).

We may assume that D ⊆ U and NU (D) is a Sylow p-subgroup of NG(D).
As recalled above, we have D = U ∩ U g with g ∈ CG(D). Then g ∈ NG(D)
and therefore D is the maximal normal p-subgroup of NG(D). Then D is G-
conjugate to a UI by Hypothesis 6.14, hence D = UI by Proposition 2.29(ii)

We have UI = U ∩ U g for some g ∈ CG(UI ) ⊆ NG(UI ) = PI (see Propo-
sition 2.29(ii)). Let us write g ∈ BwB for w ∈ WI . Then, since B normalizes
U and UI , one has UI = U ∩ Uw. Theorem 2.23(i) then implies �w = �+

I

and therefore that w is the element of maximal length in WI . We may
now apply Lemma 2.30. This tells us that I = ∅ or �, i.e. D = U or 1, a
contradiction. �

Exercises

1. (a) Show that Theorem 6.12 can be proved under the hypothesis that k is
just big enough so that kT is split. This occurs if and only if k contains
roots of unity of order the exponent of T .

(b) Find a version of Theorem 6.12 where k is any field of characteris-
tic p (replace one-dimensional kT -modules with simple kT -modules).
Deduce that kG is split if and only if kT is split.

2. Use the setting of Theorem 6.12.
(a) For any simple kG-module M , show that M = k B.MU−

where U− =
Uw0 and MU− = w0 MU is a line.

(b) Show that if M is the Steinberg module (see Definition 6.13), then
ResG

B M is a quotient of IndB
T k, hence is equal to it.

(c) Let � be a complete valuation ring with residue field k. Show that the
Steinberg kG-module lifts to a projective �G-module whose restriction
to B is IndB

T � (one may use properties of permutation modules; see
[Thévenaz] §27, [Ben91a] §5.5).

(d) Deduce [DiMi91] 9.2 and its corollaries.
3. Use the notation of Theorem 6.12. Letλ ∈ Hom(T, k×) and I ⊆ �λ, defining

a one-dimensional representation ψ :Hk(G, U ) → k.
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(a) There is an indecomposable direct summand Y (λ, I ) of IndG
U k as-

sociated with ψ . Show that it is characterized by the property that
M(λ, I ) := hd(Y (λ, I )) is a simple kG-module such that M(λ, I )U is
a line satisfying the relations of Theorem 6.12(ii).

(b) Show that Y (1, ∅) = k, the trivial kG-module.
(c) If I ⊆ J ⊆ �, denote by YJ (λ, I ) the kL J -module defined as above for

L J , B ∩ L J , N ∩ L J , J instead of G, B, N , �. Considering YJ (λ, I ) as a
UJ -trivial k PJ -module, show that IndG

PJ

(
YJ (λ, I )

)
is a direct summand

of IndG
U k.

(d) Show that IndG
PJ

(YJ (λ, I )) ∼= ⊕
I ′Y (λ, I ′) where the sum is over sub-

sets I ′ ⊆ �λ such that I ′ ∩ J = I (compute HomG(IndG
PJ

YJ (λ, I ),
M(λ′, I ′)) by use of Theorem 6.12(iii)).

(e) Show the following equation in the representation ring (see
[Ben91a] §5.1) of kG

Y (λ, I ) =
∑

J⊆I

(−1)|J |IndG
PJ (λ)

(YJ (λ)(λ, ∅))

where J (λ) denotes J ∪ (�λ \ I ).
(f) Show that the Steinberg module (see Definition 6.13) is

∑

I⊆�

(−1)|I |IndG
PI

1

in the representation ring of kG (where 1 denotes the trivial module).
Let � be a complete valuation ring with residue field k. Show that the
Steinberg kG-module lifts to a projective �G-module defined by the
same equation in the representation ring of �G (use [Ben91a] §5.5).
Show that the irreducible character associated with the p-block of de-
fect zero defined by the Steinberg module is also defined by the above
formula.

4. We use the notation of §5.4. Let w0 ∈ W be the element of maximal length.
(a) Let e = (−1)l(w0)|T |−1 ∑

n∈N |nT =w0
an ∈ Hk(G, U ). Show that e.at =

e and e.anδ
= −e for all t ∈ T and δ ∈ �. Show that e is an idempotent

and that e.IndG
U k is isomorphic with the Steinberg module Y (1, �).

(b) Let σ ∈ kG be the sum of the elements of the double coset Bw0 B. Show
that kGσ is isomorphic with the Steinberg module.

5. Show that the invariance with regard to parabolic subgroups implied by Theo-
rem 3.10 does not hold in characteristic p. Consider (B, U )−−(T .Uw0 , Uw0 )
and associated fixed point functors applied to a simple kG-module associated
with (λ, ∅) where λw0 �= λ.
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Notes

Representations of finite BN-pairs in natural characteristic are generally studied
by use of algebraic groups, Lie algebras, and related structures (see the book
[Jantzen]). Irreducible rational representations of reductive groups are described
by Lusztig conjectures, see [Donk98b] for an introduction.

The elementary approach to simple modules followed here originates in
[Gre78], and also borrows from [Tin80], [Sm82], and [Ca88]. See also [Tin79],
and [Dip80], [Dip83]. A related subject is that of Hecke algebras where the
parameter is 0; see [No79], [Donk98a] §2.2, [KrThi99] and their references.

Though it is “only” about simple modules, Alperin’s weight conjecture has
not been solved in general. It was introduced in [Al87]. Checkings ensued
for natural characteristic ([Ca88]; see also [Ben91b] §6.9 and [LT92]), for
symmetric groups and general linear groups ([AlFo90]), and many other BN-
pairs in non-natural characteristic ([An93], [An98]).

Many reformulations of Alperin’s weight conjecture have been given, in
particular by Knörr–Robinson [KnRo89]. Dade stated stronger conjectures in
terms of exterior action and character degrees ([Da92] and [Da99]), in an attempt
to find a (still elusive) version that could reduce to quasi-simple groups. See
also [Rob98] and the references in [An01]. For relations with Broué’s abelian
defect conjecture, see also [Rick01].



PART II

Deligne–Lusztig varieties, rational series,
and Morita equivalences

Let G be a finite group with a split BN-pair of characteristic p. In this part, we
expound the approach initiated by Deligne–Lusztig [DeLu76] which describes
certain linear representations of G stemming from its action on the étale coho-
mology groups (see Appendix 3) of certain algebraic varieties. This approach
requires us to realize G as GF0 where G is a connected reductive group over an
algebraic closure F of the field with q elements Fq (q a power of p) and

F0: G → G

is the Frobenius endomorphism associated with a definition of G over Fq (see
A2.4 and A2.5). This is analogous to GLn(Fq ) being constructed from GLn(F)
as fixed point subgroup under the map F0 raising matrix entries to the qth power
(another example is that of the unitary group where F0 is replaced with F0 ◦ σ ,
where σ is defined by transposition composed with inversion).

A basic idea in Grothendieck’s algebraic geometry is to consider, together
with any given algebraic variety X, all possible ways to realize it as a rea-
sonable quotient of another by a finite group action (thus providing a notion
of fundamental group; see A3.16). The Lang map g �→ Lan(g) := g−1 F0(g),
for instance, realizes GF0 as Galois group of such a covering G → G. When
P = V >� L is a Levi decomposition in G with F0-stable L, one defines the
Deligne–Lusztig variety Y(G)

V as Lan−1(V.F0V)/V. The finite group GF0 × LF0

acts on it, and the associated étale cohomology groups are bimodules defining
a generalization of Harish-Chandra induction.

In the case when L = T, some F0-stable maximal torus of G, this defines
generalized characters RG

T θ for θ : TF0 → K × any character of TF0 (where K is
a field of characteristic zero such that the group algebras K H are split for any
subgroup H ⊆ GF0 ). The GF0 -conjugacy classes of pairs (T, θ ) are in bijection
with conjugacy classes of semi-simple elements in (G∗)F0 , where G∗ is the
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connected reductive group dual to G (e.g. for G = SLn , G∗ = PGLn , the explicit
definition is given in Chapter 8 below). This implies a partition of irreducible
characters over K

Irr(GF0 ) = ∪sE(GF0 , s)

(“rational series”; see [DiMi91] 14.41) where s ranges over (G∗)F0
ss mod. (G∗)F0 -

conjugacy. For s = 1, one uses the term “unipotent characters” for the elements
of E(GF0 , 1). Each of the above sets is in turn in bijection with a set of unipotent
characters

E(GF0 , s) ∼= E(CG∗ (s)F0 , 1)

thus establishing a “Jordan decomposition” for characters (see [DiMi91] 13.23
and further results in Chapter 15).

In order to discuss modular representations of GF0 , let � be a prime, and
let (�, K , k) be an �-modular splitting system for GF0 . In Chapter 9, we ex-
hibit the relation between blocks of �GF0 and rational series (Broué–Michel,
[BrMi89]). Chapters 10 to 12 contain the proof that the above Jordan decom-
position, at least when CG∗ (s) is a Levi subgroup L∗, is induced by a Morita
equivalence between a block of �LF0 and one of �GF0 (Bonnafé–Rouquier,
[BoRo03]).

Bonnafé–Rouquier’s theorem essentially allows us to reduce the study of
blocks of finite reductive groups to the study of blocks defined by a unipotent
character (“unipotent blocks”). The remaining parts of the book focus attention
on them.

The three appendices at the end of the book gather the background necessary
to understand Grothendieck’s theory (derived categories, algebraic geometry
and étale cohomology).



7

Finite reductive groups and Deligne–Lusztig
varieties

The present chapter is devoted to the basic properties of Deligne–Lusztig va-
rieties that will be useful in the later chapters of this part. Recall from the
introduction to this part that G is a connected reductive group over F, an alge-
braic closure of Fq . We denote by

F : G → G

an endomorphism of an algebraic group such that a power of F is the Frobenius
endomorphism F0 associated with a definition of G over Fq . The starting point
is the surjectivity of the Lang map

Lan: G → G

defined by Lan(g) = g−1 F(g).
Let P = LV be a Levi decomposition (see A2.4) with FL = L. One defines

the Deligne–Lusztig varieties

Y(G)
V := Lan−1(F(V))/V ∩ FV, X(G)

V := Lan−1(F(P))/P ∩ FP ∼= Y(G)
V /LF .

We show here that they are smooth of constant dimension, that of V/V ∩ FV
(P = LV is a Levi decomposition with FL = L). Note that, when moreover
FV = V, one finds the finite sets GF/VF and GF/PF relevant to Harish-
Chandra induction; see Chapter 3.

We also prove a transitivity property Y(G)
VV′ ∼= Y(G)

V × Y(L)
V′ /LF (for the diag-

onal action of LF ) when V′ is the unipotent radical of a parabolic subgroup of
L (Theorem 7.9).

An important special case is when P is a Borel subgroup. Then the cor-
responding varieties XV may be defined by an element w of the Weyl group
W = NG(T0)/T0, where T0 ⊇ B0 are a maximal torus and a Borel subgroup,
both F-stable. The varieties X(w) ⊆ G/B0 are intersections of the cells O(w)
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(see A2.6) with the graph of F on G/B0. The closure X(w) of X(w) in G/B0

is smooth whenever w is a product of commuting generators in the Weyl group
W , a fact that is essential for computing étale cohomology of those varieties.
The closed subvariety X(w) \ X(w) is a smooth divisor with normal crossings
(Proposition 7.13).

Another important property of the varieties Y(G)
V and X(G)

V is that they can be
embedded as open subsets of affine varieties (Theorem 7.15, due to Haastert,
[Haa86]). Here one uses the criteron of quasi-affinity in terms of invertible
sheaves (see A2.10).

The reader will find the background material concerning algebraic groups
and quotient varieties in Appendix 2.

7.1. Reductive groups and Lang’s theorem

Recall that F is an algebraic closure of a finite field Fq . Let G be a connected
affine algebraic group over F, and let F0: G → G be the Frobenius endomor-
phism associated with a definition of G over Fq .

Theorem 7.1. Let F : G → G be an endomorphism such that Fm = F0 for
some integer m. Denote Lan: G → G defined by Lan(g) = g−1 F(g).

(i) Lan is onto (“Lang’s theorem”).
(ii) The tangent map (see A2.3)T Lanx : T Gx → T GLan(x) is an isomorphism

for all x ∈ G.
(iii) There exists a pair T0 ⊆ B0 consisting of a maximal torus and a Borel

subgroup of G such that F(B0) = B0 and F(T0) = T0

(iv) F composed with any inner automorphism satisfies the same hypotheses.

Proof. Denote by ι: G → G the inversion map ι(x) = x−1. Let F ′: G → G
be a rational group morphism such that T F ′

1 is nilpotent. Denote Lan′(x) =
x−1 F ′(x). We also use the notation [·x] (resp. [x ·]) for the map G → G defined
by [·x](g) = gx (resp. [x ·](g) = xg).

Decomposing Lan′ as G → G × G → G where the first arrow is (ι, F ′)
and the second is multiplication, we get T Lan′

x = T [·F ′(x)]x−1T ιx +
T [x−1·]F ′(x)T F ′

x , where in addition T ιx = T [x−1·]1T ι1T [·x−1]x , T ι1 =
−IdT G, and T F ′

x = T [·F ′(x)]1T F ′
1(T [·x]1)−1 (see A2.4). Then T Lan′

x =
T [·F ′(x)]x−1T [x−1·]1(−IdT G + T F ′

1)T [·x−1]x and all terms in this compo-
sition are bijections since T F ′

1 is nilpotent. Taking F = F ′ is possible since
(T F1)m = T (F0)1 = 0 (see A2.5). This gives (ii).

Since G is smooth (A2.4) and T Lan′
x is an isomorphism, we know that Lan′

is separable (see A2.6), hence dominant.
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Let a ∈ G. Then one may take F ′ defined by F ′(x) = aF(x)a−1 since (F ′)m

is then Fm composed with an appropriate conjugation. This tells us that the
image of g �→ g−1aF(g)a−1 contains a non-empty open subset of G. The same
is true for the images of g �→ g−1aF(g) and g �→ g−1 F(g). Arguing that G
is irreducible because it is smooth (see A2.4) and connected, those two open
subsets must have a non-empty intersection. So we get g−1aF(g) = h−1 F(h)
for some g, h ∈ G. One obtains a = Lan(hg−1). This gives (i).

Note that F is injective since F0 is (see A2.5). Then FG = G since FG is
closed of the same dimension as G (see A2.4) and G is connected.

If B is any Borel subgroup, FB is also a connected solvable subgroup, so
there exists g ∈ G such that FB ⊆ Bg . Writing g = a−1 F(a), by (i) we get that
B0 := aB satisfies FB0 ⊆ B0. The equality comes from the remark above. The
case of maximal tori is checked in the same fashion within B0. This gives (iii).

(iv) If we are looking at x �→ aF(x)a−1, one decomposes a = g−1 F(g) by
(i) and gets a map sending gxg−1 to gF(x)g−1. Its mth power is gxg−1 �→
gF0(x)g−1, i.e. a Frobenius map for a definition of G over Fq where the sub-
algebra A0 (see A2.5) is now the original one conjugated by g (or better its
comorphism). �

7.2. Varieties defined by the Lang map

We introduce a broad model of varieties associated with a Lang map g �→
g−1 F(g) where F : G → G is an algebraic group endomorphism such that some
power of F is a Frobenius endomorphism. We recall the notions of a tangent
sheaf T X of an F-variety X (see A2.3) and quotient varieties (see A2.6).

Theorem 7.2. Let G be a linear algebraic group defined over Fq with Frobenius
F0. Let F : G → G an endomorphism such that Fm = F0 for some integer m.

Let V ⊆ V′ be closed connected subgroups of G (not necessarily defined
over Fq ) such that

(*) V∩FV′is connected, and T (V∩FV′)1 =T V1∩T (FV′)1in T G1.

Denote

YV⊆V′ := {gV | g−1 F(g) ∈ V.FV′} ⊆ G/V.

We abbreviate YV⊆V = YV.
(i) YV⊆V′ is a smooth locally closed subvariety of G/V of dimension

dim(V′) − dim(V ∩ FV′) at every point.
(ii) GF acts on YV⊆V′ by left translation and permutes transitively its con-

nected components.
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(iii) Assume V ⊆ V also satisfies (*). The quotient morphism G → G/V
induces a surjective morphism Y1⊆V′ → YV⊆V′ whose differentials are also
onto. The quotient morphism G/(V ∩ FV) → G/V induces an isomorphism
YV∩FV⊆V

∼−−→YV⊆V.

Theorem 7.3. Let (G, F) be as in Theorem 7.2. Assume further that G is
connected reductive. Let V be the unipotent radical of a parabolic subgroup with
Levi decomposition P = V >� L and assume L is F-stable, FL = L. Let V′ ⊆
H ⊆ L, C ⊆ H be closed connected subgroups of G. Assume H normalizes
C and FH = H. Assume T (C ∩ V′)1 = T C1 ∩ T V′

1, and that the inclusions
V′ ⊆ V′ and V′ ⊆ CV′ satisfy (*).

Denote K := {h ∈ H | h−1 F(h) ∈ FC}. Then the following hold.
(i) K = K◦.HF .
(ii) The inclusions V ⊆ VC and VV′ ⊆ VCV′ satisfy (*).
(iii) (Y(G)

V⊆VC × Y(H)
V′⊆V′ )/K ∼= Y(G)

VV′⊆VCV′ by the map (xV, x ′V′) �→ xx ′VV′

(the K-quotient is for the diagonal action, and superscripts indicate the ambient
groups used to define the varieties).

The following will be useful.

Lemma 7.4. Let P = LV, P′ = L′V′ be two Levi decompositions. Assume L =
L′. Then P′ ∩ V ⊆ V′ and L ∩ VV′ = {1}.

Proof of Lemma 7.4. To check P′ ∩ V ⊆ V′, one may use the ideas of Chapter 2
(the condition L′ = L implies (P, V)−−(P′, V′)) then take a limit from the finite
case (write G as an ascending union

⋃
n GFn!

0 of finite BN-pairs). In a more
classical way, one may also select a maximal torus in L and argue on roots (see
A2.5). �

Proof of Theorem 7.2. Denote Y := G/V, Y′ := G/FV′. We denote Lan(g) :=
g−1 F(g).

The group G acts diagonally on Y × Y′ and we denote by � the or-
bit of (V, FV′), � := {(gV, gFV′) | g ∈ G}, a locally closed subvariety of
G/V × G/FV′ (see A2.4). Moreover, the map g �→ (gV, gFV′) induces an
isomorphism G/V ∩ FV′ ∼= �. This is because the kernel of the tangent map
at 1 of each reduction map G → G/V and G → G/FV′ isT V1, resp.T (FV′)1,
and their intersection is T (V ∩ FV′)1 by condition (*), so that [Borel] 6.7(c)
applies. Then � is smooth of dimension dim(G) − dim(V ∩ FV′), its tangent
space being the image of that of G.

The morphism F induces a morphism F ′: Y → Y′. We denote by � its graph
� := {(gV, F(g)FV′) | g ∈ G}, a closed subvariety of Y × Y′ isomorphic to
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G/V by the first projection. This isomorphism obviously sends � ∩ � to YV⊆V′ .
So YV⊆V′ is a locally closed subvariety of G/V.

Since � is of dimension dim(G) − dim(V), Theorem 7.2(i) will follow once
we check that � and � intersect transversally (see A2.3).

Let y = (gV, F(g)FV′) ∈ � ∩ �. Up to an appropriate right translation by
an element of V, we may arrange g−1 F(g) ∈ FV′ so that y = (gV, F(g)FV′) =
(gV, gFV′). Denote by π : G → Y, π ′: G → Y′ the quotient maps. By
what has been said above, we have T �y = (T πg, T π ′

g).T Gg . Similarly,
we haveT �y = (T IdgV, T F ′

gV)T YgV = (T πg, T π ′
F(g) ◦ T Fg)T Gg since π ′ ◦

F = F ′ ◦ π . Denoting by ρ: G → G the right translation by F(g−1)g, we
have π ′ = π ′ ◦ ρ since F(g−1)g = (g−1 F(g))−1 ∈ FV′. Differentiating at
F(g) yields T π ′

F(g) = T π ′
gT ρF(g). Then T π ′

F(g) ◦ T Fg: T Gg → T Y′
gFV′ can

also be written as T π ′
g ◦ ε, where ε ∈ EndF(T Gg) is the differential at g of

ρ ◦ F : t �→ F(t)F(g−1)g. We have (ρ ◦ F)m(t) = Fm(t)Fm(g−1)g whose dif-
ferential is 0 everywhere, by A2.5. Then εm = 0.

The transversality now reduces to the following lemma in linear algebra (the
proof is left as an exercise).

Lemma 7.5. Let 0 → V → G
a−−→H → 0 and 0 → V ′ → G

a′−−→H ′ → 0
be exact sequences of finite-dimensional F-vector spaces. Let ε ∈ End(G) be
nilpotent with εV ⊆ V ′. Then (a, a′)(G) and (a, a′ ◦ ε)(G) intersect transver-
sally in H × H ′, their intersection being {(a(x), a′(x)) | x ∈ (1 − ε)−1(V ′)} ∼=
V ′/V ∩ V ′.

(iii) is clear for the morphisms. For the differentials, Lemma 7.5 above
gives (T YV⊆V′ )gV = T πg((Id − ε)−1(T gFV′)g) with the same notation as
above. Replacing V by {1}, we indeed get (T Y1⊆V′ )g = (Id − ε)−1(T gFV′)g

and therefore (T YV⊆V′ )gV = T πg(T Y1⊆V′ )g . This will also give the isomor-
phism we state. First the morphism is clearly a bijection. Both varieties in
bijection are smooth, as a result of (i). The morphism is separable by what
has been seen about differentials (see A2.6). So this is an isomorphism by the
characterization of quotients given in A2.6 applied here to the action of a trivial
group.

(ii) Denote V′′ = FV′. We now prove that Lan is a quotient map
Lan−1(V′′) → V′′, i.e. that the variety structure on Lan−1(V′′)/GF induced by
the bijection (and the variety structure of V′′) is actually the quotient structure on
Lan−1(V′′)/GF . We apply again the criterion given in A2.6. First V′′ is smooth
since it is a closed subgroup (see A2.4), and Lan−1(V′′) is smooth by (i). The
differential criterion of separability amounts to checking that T Lanx is onto for
every x ∈ Lan−1(V′′). This is the case because of Theorem 7.1(iii) and the fact
that T (Lan−1V′′)x and (T V′′)Lan(x) have the same dimension (that of V′′), by (i).
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Now GF acts transitively on the irreducible components of Lan−1(V′′) (see
A2.6), i.e. its connected components, since it is smooth. This gives (ii) for
Lan−1(V′′) = Y1⊆V′ . As for YV⊆V′ , (iii) tells us that it is the image of Y1⊆V′ by
the reduction map G → G/V, which is an open map (see A2.6) and a GF -map.
Then the connected components of YV⊆V′ are unions of images of the ones of
Y1⊆V′ , thus our claim is proved. �

Proof of Theorem 7.3. (i) is Theorem 7.2(ii) in H since K = Y(H)
1⊆C.

(ii) First there is a maximal torus T0 of L such that FT0 = T0

(Theorem 7.1(iii)). Any closed connected unipotent subgroup V ⊆ G normal-
ized by T0 is of the form Xα1 . . . Xαr , where {α1, . . . , αr } ⊆ �(G, T0) is the
list of roots α such that Xα ⊆ V (see A2.4 and [DiMi91] 0.34). Moreover
V ∼= Xα1 × · · · × Xαr

∼= Ar by the product map, and T V (we omit the subscript
1) is the subspace of the Lie algebra T G = T T0 ⊕ ⊕

α T Xα corresponding to
{α1, . . . , αr } (see A2.4). Then F induces a permutation of the roots and clearly
the inclusion V ⊆ V satisfies (*). If P = V >� L is a Levi decomposition with
FL = L, one may take T0 ⊆ L. As for P, we have FP = FV >� L and there-
fore P ∩ FP = (V ∩ FV) >� L. Then T (P ∩ FP) = T L ⊕ T (V ∩ FV).

Now, to check that the inclusion VV′ ⊆ VCV′ satisfies (*), one first notes
that Lemma 7.4 implies VV′ ∩ F(VCV′) = (V ∩ FV) >� (V′ ∩ F(CV′)),
the last expression being an algebraic semi-direct product (tangent spaces in
direct sum), thanks to the above. Then we have T (VV′ ∩ F(VCV′)) = T (V ∩
FV) ⊕ T (V′ ∩ F(CV′)). But T (VV′) ∩ T (F(VCV′))) = (T V ⊕ T V′) ∩
(T FV ⊕ T F(CV′))= (T V ∩ T FV) ⊕ (T V′ ∩ T F(CV′)) = (T V ∩ T FV) ⊕
T (V′ ∩ F(CV′)), as a result of (*) for V′ ⊆ CV′, and the above description of
T G, T P and T FP in terms of roots. Then (*) for VV′ ⊆ VCV′ follows from
(*) for V ⊆ V. Note that the above also applies for V′ = 1.

(iii) The map is the restriction of G/V × H/V′ → G/VV′, (xV, yV′) �→
(xyVV′), which in turn is induced by multiplication and the quotient morphisms
π : G → G/V, π ′: H → H/V′, π ′′: G → G/VV′. This is therefore a morphism.

If x ∈ G, y ∈ H and x−1 F(x) ∈ VC, y−1 F(y) ∈ V′, then y−1x−1 F(xy) =
(x−1 F(x))y y−1 F(y) ∈ (VC)yV′ = VCV′ by the hypotheses. So the map is well
defined and is obviously a morphism.

We check that it is onto. If z ∈ Lan−1(VCV′), we have z−1 F(z) = uv with
u ∈ VC, v ∈ V′. By Lang’s theorem applied in H, we have v = y−1 F(y) for
some y ∈ H. Now, the above rearrangement shows Lan(zy−1) = yu ∈ VC, so
one may take x := zy−1.

To show that the map of Theorem 7.3(iii) is a bijection up to K-action, we take
g1, g2 ∈ G, l1, l2 ∈ H such that gi V ∈ YV⊆VC, li V′ ∈ YV′⊆V′ and g1l1VCV′ =
g2l2VCV′. We may choose g1 within g1V so that g−1

1 F(g1) ∈ F(VC). Since
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g1 ∈ g2VH, we may also choose g2 within g2V so that t := g−1
2 g1 ∈ H. We then

get g−1
1 F(g1) = t−1g−1

2 F(g2)F(t) ∈ t−1VF(VC)F(t) = t−1 F(t)VF(VC) and
therefore t−1 F(t) ∈ F(VC)V. Now Lemma 7.4 applied to P and F(P) gives
t−1 F(t) ∈ FC, i.e. t ∈ K. Now g1l1VV′ = g2l2VV′ gives tl1VV′ = l2VV′ ∈
V >� H. Taking the components in L, we get tl1V′ = l2V′. So we have
(g1V, l1V′) = (g2V, l2V′).t (diagonal action) as claimed.

To show that (xV, yV′) �→ µ′(xV, yV′) = xyVV′ is an isomorphism mod.
diagonal action of K, and since the varieties involved are smooth (Theo-
rem 7.2(i)), it again suffices to check thatµ′ is separable (see A2.6). The differen-
tial criterion reduces this to showing that T µ(xV,yV′) is onto for at least one point
(xV, yV′) in each connected component of Y(G)

V⊆VC × Y(H)
V′⊆V′ . So we may take

x ∈ GF , y ∈ HF , as a result of Theorem 7.2(ii). Denote by µ: G × L → G the
multiplication in G. We have µ′ ◦ (π, π ′) = π ′′ ◦ µ so, by Theorem 7.2(iii), we
have to check that T µ(x,y)(T (Y(G)

1⊆VC × Y(H)
1⊆V′ )(x,y)) = (T Y(G)

1⊆VCV′ )xy in T Gxy .
Recall the notation [·x] (resp. [x ·]) for the map G → G defined by [·x](g) =

gx (resp. [x ·](g) = xg).
By the classical formula, (T µ)(x,y)(T Lan−1(VC)x ×T (H ∩ Lan−1(V′))y) =

(T [·y])xT Lan−1(VC)x + (T [x ·])yT (H ∩ Lan−1(V′))y . We must show that
this is T Lan−1(VCV′)xy in T Gxy . We apply the isomorphism T Lanxy

(see Theorem 7.1(ii)). Our claim now reduces to T (Lan ◦ [·y])xT Lan−1

(VC)x + T (Lan ◦ [x ·])yT (H ∩ Lan−1(V′))y = T (VCV′)1. Since y ∈ HF ,
Lan ◦ [·y](z) = [·y] ◦ [y−1·] ◦ Lan(z) for all z ∈ Lan−1(VC), and therefore
T (Lan ◦ [·y])xT Lan−1(VC)x =T ((VC)y)1 =T (VC)1. Similarly Lan ◦ [x ·] =
Lan, so T (Lan ◦ [x ·])yT (H ∩ Lan−1(V′))y = T V′

1. So our claim amounts
to the equality T (VCV′) = T (VC) + T V′. We have an inclusion, so it
suffices to check dimensions. The surjection VC × V′ → VCV′ gives
dim(VCV′) ≤ dim(VC) + dim(V′) − dim(VC ∩ V′) (see A2.4). Each of the
above dimensions coincides with the dimension of the tangent space, so it suf-
fices to check that T (VC ∩ V′) = T (VC) ∩ T V′. By the Levi decomposition,
we have VC ∩ V′ = C ∩ V′, and the same for tangent spaces, so our claim is a
consequence of the hypothesis T (C ∩ V′) = T C ∩ T V′. �

7.3. Deligne–Lusztig varieties

We keep G a connected reductive F-group, F0: G → G the Frobenius morphism
associated with the definition of G over Fq , F : G → G an endomorphism such
that Fm = F0 for some m ≥ 1.

We prove a series of corollaries of Theorem 7.2 and Theorem 7.3.
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Definition 7.6. If P = V >� L is a Levi decomposition in G with FL = L,
define

Y(G,F)
V := {gV | g−1 F(g) ∈ V.F(V)},

X(G,F)
V := {gP | g−1 F(g) ∈ P.F(P)}.

Clearly, GF acts on the left on Y(G,F)
V and X(G,F)

V . Moreover, LF acts on
Y(G,F)

V on the right.

Here is a series of corollaries of Theorem 7.3.

Theorem 7.7. Both Y(G,F)
V and X(G,F)

V are smooth of dimension dim(V) −
dim(V ∩ FV). Both are acted on by GF on the left, and this action is tran-
sitive on the connected components.

Theorem 7.8. The finite group LF acts freely on Y(G,F)
V on the right, and the

map

G/V → G/P, gV �→ gP,

induces a Galois covering Y(G,F)
V → X(G,F)

V of group LF .

Theorem 7.9. (Transitivity) If P = V >� L is a Levi decomposition in G with
FL = L, and Q = V′ >� M is a Levi decomposition in L with FM = M, then
the multiplication induces an isomorphism

(
Y(G,F)

V × Y(L,F)
V′

)
/LF → Y(G,F)

V.V′ ,

where the action of LF is the diagonal action.

Theorem 7.10. Let G ⊆ G̃ be an inclusion of connected reductive F-groups
defined over Fq such that G̃ = GZ(G̃) with Frobenius endomorphism F : G̃ →
G̃. Let P = V >� L be a Levi decomposition in G with FL = L. Then Z(G̃)P =
V >� (Z(G̃)L) is a Levi decomposition in G̃ and Y(G̃,F)

V
∼= (G̃F × Y(G,F)

V )/GF

by the obvious product map.

Proof of Theorems 7.7–7.10. We omit superscripts (G, F). First note that XV =
YP in the notation of Theorem 7.2.

Then Theorem 7.2(i) and Theorem 7.3(i) imply that YV and XV are smooth
varieties of dimensions dim(V) − dim(V ∩ FV), dim(P) − dim(P ∩ FP) re-
spectively. But these are equal since P ∼= L × V as varieties, and FL = L.
This gives Theorem 7.7, the second statement being Theorem 7.2(ii).

Theorem 7.9 is implied by Theorem 7.3(iii) with H = L and C = 1. Theo-
rem 7.8 is also a consequence of Theorem 7.3(iii) with V′ = H = L (for which
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the condition (*) is clear) and C = 1, since then Y(L)
V′ is one point fixed by LF ,

while VV′ = P.
For Theorem 7.10, note that Theorem 7.3(iii) for V = C = {1} (and the

ambient group renamed G̃) gives
(
(G̃)

F × Y(H)
V′

)
/HF ∼= Y(G̃)

V′

for any H and V′ satisfying certain conditions. These are clearly satisfied by
H = G and V′ a unipotent radical normalized by an F-stable Levi subgroup
(see Theorem 7.3(ii)). �

Using the usual presentation of Coxeter groups and the Word Lemma (see
[Bour68] IV.1.5), we may rephrase the property mentioned at the end of A2.4 as
follows. Let T be a maximal torus of a connected reductive F-group G. Recall
the notation W (G, T) := NG(T)/T for the associated Weyl group (see A2.4).

Theorem 7.11. There is a map

W (G, T) → NG(T), w �→ ẇ

such that ẇT = w, 1̇ = 1, and ẇ = ẇ′ẇ′′ whenever w = w′w′′ with lengths
adding.

Here is a proposition showing how to parametrize Deligne–Lusztig varieties
a little more precisely using a pair T0 ⊆ B0 as in Theorem 7.1(iii).

Definition 7.12. When B0 ⊇ T0 are some F-stable Borel subgroup and max-
imal torus, and w ∈ W (G, T0), let Y(G,F)(w) := {gU0 | g−1 F(g) ∈ U0ẇU0},
and X(G,F)(w) := {gB0 | g−1 F(g) ∈ B0wB0}, where U0 denotes the unipotent
radical of B0.

Proposition 7.13. Let T0 ⊆ B0 be a pair of F-stable maximal torus and Borel
subgroup, respectively (see Theorem 7.1(iii)). Recall �(G, T0) ⊇ 	, the asso-
ciated root system and set of simple roots, respectively (see A2.4).

Let P = V >� L be a Levi decomposition with FL = L.
Let w ∈ W (G, T0).
(i) There exist v ∈ W (G, T0), I ⊆ 	, and a ∈ G such that aF(a−1) =

v̇, v−1(I ) ⊆ 	, aV = UI , aL = LI , and x �→ a x induces an isomorphism
Y(G,F)

V → Y(G,v̇F)
UI

where v̇F denotes F composed with conjugation by v̇, see
Theorem 7.1(iv)).

(ii) For any b ∈ Lan−1(ẇ), the map x �→ xb−1 induces isomorphisms

Y(G,F)(w) → Y(G,F)
bU0

and X(G,F)(w) → X(G,F)
bU0

.



112 Part II Deligne–Lusztig varieties; Morita equivalences

(iii) The dimension of X(w) is l(w) (length relative to the generators S ⊆
W (G, T0) associated with 	; see A2.4).

(iv) Denote by ≤ the Bruhat order on W (G, T0) relative to S above. Then

X(w) :=
⋃

w′≤w
X(w′)

is the Zariski closure of X(w) in G/B0.
(v) If w is a product of pairwise commuting elements of S, then X(w) is

smooth and the X(w′)’s for w′ ≤ w and l(w′) = l(w) − 1 make a smooth divisor
with normal crossings equal to X(w) \ X(w) (see A2.3).

Proof. (i) There are x ∈ G and I ⊆ 	 such that P = x PI , L = x LI , V = x UI .
Since F induces a permutation of 	, we have FLI = LI ′ for some I ′ ⊆ 	.
The condition FL = L now reads x−1 F(x)LI ′ = LI . By transitivity of LI on its
maximal tori (see A2.4), we have x−1 F(x) ∈ LI v̇ where v ∈ W (G, T0) satisfies
v̇LI ′ = LI . By transitivity of WI on the bases of its root system (see Chapter 2),
one may even assume v I ′ = I . Applying Lang’s theorem to y �→ v̇ F(y) on LI

(see Theorem 7.1(iv)), we have x−1 F(x) = y−1v̇F(y) for some y ∈ LI . Then

YV = {gV | g−1 F(g) ∈ VFV}
= {gxUI x−1 | g−1 F(g) ∈ xUI x−1 F(x)FUI F(x−1)}.

But xUI x−1 F(x)FUI F(x−1) = xy−1UI v̇FUI F(yx−1) since y ∈ LI normal-
izes UI . Then g �→ yx−1

g transforms YV into

Y(v̇F)
UI

= {gUI | g−1v̇F(g) ∈ UI v̇FUI }
where the exponent v̇F indicates the Frobenius we are taking to build this YUI .
By this change of variable, the action of GF × LF is replaced by the one of
GF × Lv̇F

I since F(x t) = x t is equivalent to yt ∈ Lv̇F
I for t ∈ LI . One then takes

a = yx−1.
(ii) Easy.
(iii) By (ii) and Theorem 7.7, Y(w) is of dimension dim(bU0) − dim(bU0 ∩

F(bU0)) = dim(U0) − dim(U0 ∩ wU0) = l(w).
(iv) One may (as in the proof of Theorem 7.2) view X(w) as the intersection

of the graph of F on G/B0 with the G-orbit on G/B0 × G/B0 associated
with w. That is, O(w) = {(gB0, gwB0) | g ∈ G}. The graph of F is closed
while the expression of O(w) in terms of the Bruhat order is well known (see
[Jantzen] II.13.7, or A2.6). This shows that X(w) is closed. The subvariety X(w)
is dense in it, since X(w) \ X(w) is a union of subvarieties X(w′) of dimensions
l(w′) < l(w).

(v) If w is a product of commuting elements of S, then {w′ | w′ ≤ w} is a
parabolic subgroup <I> where I ⊆ S. Then X(w) = {gB0 | g−1 F(g) ∈ PI }.
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This is isomorphic with the intersection of the graph of F on G/B0 with
O I := {(gB0, g′B0) | gPI = g′PI }. Those varieties intersect transversally since
their tangent spaces are of the form Im(IdV × ε) ⊆ V × V and E ⊆ V × V (re-
spectively) for V a vector space, ε ∈ End(V ) a nilpotent endomorphism and E
a subspace containing the diagonal (see Lemma 7.5). It remains to check that
O I is smooth and that the O I ′ ’s for I ′ ⊆ I with |I | = |I ′| + 1 make a smooth
divisor with normal crossings.

By [Hart] III.10.1.(d), O I , which is G/B0 ×G/PI G/B0 for the evident map
G/B0 → G/PI , is smooth over G/PI of relative dimension 2 dim(PI /B0) in
the sense of [Hart] §III.10. Then O I is smooth over Spec(F) of dimension
dim(G/B0) + dim(G/PI ) by [Hart] 10.1(c).

From the smoothness of O I , it is now clear that the map ÕI := {(g, g′) ∈
G × G | gPI = g′PI } → O I is a B × B-quotient (see A2.6). Then our state-
ment about the O I ′ ’s reduces to the same in ÕI

∼= G × PI where it is a trivial
consequence of the fact that the corresponding PI ′ ’s are of codimension 1 in PI

and have tangent spaces in general position (remember that the root system of
PI is of type (A1)|I | since the elements of I commute pairwise). �

The following is a slight generalization of Theorem 7.8 and will be useful
in Chapter 11.

Theorem 7.14. Let P = V >� L be a Levi decomposition and n ∈ G such that
n(FL)n−1 = L. Let H ⊇ C be closed connected subgroups of L such that
n(FH)n−1 = H and H normalizes C.

Define K := {h ∈ H | h−1nF(h)n−1 ∈ C}, Y := {gV | g−1 F(g) ∈ C.VnF
(V)}, and X := {gHV | g−1 F(g) ∈ H.VnF(V)}. Then K is a closed subgroup
of G acting on Y (on the right) and

(i) K = K◦.HnF (where nF denotes the endomorphism g �→ nF(g)n−1),
(ii) Y and X are smooth locally closed subvarieties of G/V, G/HV respec-

tively, and Y/K ∼= X by gV �→ gHV.

Proof. By Lang’s theorem (Theorem 7.1(i)), we may write n = aF(a−1) for
some a ∈ G. Then aY = Y(G)

V⊆V(nF)−1C and aX = Y(G)
VH⊆VH (notation of Theo-

rem 7.2) for the endomorphism nF . This endomorphism is a Frobenius endo-
morphism (Theorem 7.1(iv)), so we may as well assume n = 1. Denoting by
C′ a closed connected normal subgroup of H such that FC′ = C (for instance,
(F−1C ∩ H)◦, left as an exercise), our claim follows from Theorem 7.3(iii)
with V′ = H once we check that the inclusions H ⊆ H and H ⊆ C′H satisfy
(*) of Theorem 7.2 and that T (C′ ∩ H) = T C′ ∩ T H. Those conditions are
trivial. �
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7.4. Deligne–Lusztig varieties are quasi-affine

We now prove another important property of Deligne–Lusztig varieties (see
also Exercise 11.2).

Theorem 7.15. Let (G, F0) be a connected reductive F-group defined over Fq .
Let F : G → G be an endomorphism such that Fm = F0 for some m ≥ 1. Let
P = V >� L be a Levi decomposition with FL = L.

Then XV and YV (see Definition 7.6) are quasi-affine varieties.

The proof involves the criterion of quasi-affinity of Theorem A2.11.
Write P = V >� L. Let V0T0 be an F-stable Borel subgroup of L (see The-

orem 7.1(iii)) with FT0 = T0. Then Y(L)
V0

= LF/VF
0 . Theorem 7.9 now implies

that YV.V0
∼= YV/VF

0 , so Corollary A2.13 implies that it suffices to check the
quasi-affinity of YV.V0 to get that YV is quasi-affine. This in turn implies that
XV is quasi-affine, by Theorem 7.8 and Corollary A2.13 again. Similarly, the
TF

0 -quotient YV.V0 → XV.V0 of Theorem 7.8 implies that it suffices to check
the quasi-affinity of XV where V is the unipotent radical of a Borel subgroup
of G.

By Proposition 7.13(i),(ii) (with I = ∅), one may assume that XV is in the
form X(w) for w ∈ W (G, T0), having fixed B0 ⊇ T0, both F-stable. So, in
view of the quasi-affinity criterion of Theorem A2.11, it suffices to prove the
following (see A2.8 for the notion of ample invertible sheaf on a variety).

Proposition 7.16. If w ∈ W (G, T0), then the structure sheaf of X(w) is ample.

If we have an ample invertible sheaf on G/B0, then its restriction to X(w)
(i.e. inverse image by the corresponding immersion) is also ample, and its
further restriction to the open subvariety X(w) (see Proposition 7.13(iv)) is
then ample too (see A2.8). So, to prove Proposition 7.16, it suffices to arrange
that this restriction is the structure sheaf of X(w) to have the quasi-affinity of
X(w).

Let us show how invertible sheaves on G/B0 can be built from linear char-
acters of T0 (see A2.9). The quotient G/B0 is locally trivial, as a result of
the covering of G/B0 by translates of the “big cell” B0w0B0/B0 (see A2.6).
If λ ∈ X (T0), we denote by the same symbol the one-dimensional B0-module
and consider LG/B0 (λ) (see A2.9). This is an invertible sheaf over G/B0, us-
ing the characterization in terms of tensor product with the dual (see A2.8)
and since LG/B0 (λ)∨ = LG/B0 (−λ) and LG/B0 (λ) ⊗ LG/B0 (λ′) = LG/B0 (λ + λ′)
(the group X (T0) is denoted additively) by the general properties of the L(λ)
construction.
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Let us denote by j : X(w) → G/B0 the natural immersion. We shall prove
the following.

Proposition 7.17. j∗LG/B0 (λ ◦ F) ∼= j∗LG/B0 (w(λ)), where w(λ) is defined by
w(λ)(t) = λ(tw) for all t ∈ T0.

Let us say how this implies Proposition 7.16. From [Jantzen] II.4.4 (or even
II.4.3), we know that the set of λ ∈ X (T0) such that LG/B0 (λ) is ample is non-
empty. Let ω be such an element of X (T0).

By Lang’s theorem applied to T0, the map X (T0) → X (T0) defined by
λ �→ w(λ) − λ ◦ F is injective (use Theorem 7.1(iv) and (i)), so its cokernel is
finite. There exist λ ∈ X (T0) and an integer m ≥ 1 such that w(λ) − λ ◦ F =
mω. Then LG/B0 (w(λ) − λ ◦ F) = LG/B0 (mω) = LG/B0 (ω)⊗m is ample since
LG/B0 (ω) is ample (see A2.8). Its restriction to X(w), j∗LG/B0 (w(λ) − λ ◦ F), is
the structure sheaf, because Proposition 7.17 allows us to write j∗LG/B0 (w(λ) −
λ ◦ F) = j∗(LG/B0 (w(λ)) ⊗ LG/B0 (λ ◦ F )∨) = j∗LG/B0 (w(λ)) ⊗ j∗LG/B0

(λ ◦ F)∨ = j∗LG/B0 (λ ◦ F) ⊗ j∗LG/B0 (λ ◦ F)∨ = OX(w) since we are tensor-
ing an invertible sheaf on X(w) with its dual (see A2.8). As said before, this
completes the proof of Proposition 7.16.

Proof of Proposition 7.17. Denote by F̄ : G/B0 → G/B0 the morphism induced
by F . Taking X = X ′ = G, G = G ′ = B0 and ϕ = F in A2.9, we get

F̄∗LG/B0 (λ) ∼= LG/B0 (λ ◦ F).(1)

As in the proof of Theorem 7.2, we consider � := {(gB0, gẇB0) | g ∈ G} ⊆
G/B0 × G/B0 which is locally closed in G/B0 × G/B0 (being a G-orbit),
and � = {(gB0, F(gB0)) | g ∈ G} ⊆ G/B0 × G/B0 (closed), so that X(w) ∼=
� ∩ � by the first projection G/B0 × G/B0 → G/B0.

Now � ∼= G/B0 ∩ wB0 is the quotient by T0 of Ew := G/U0 ∩ wU0, where
T0 acts freely on the right (see [Borel] 6.10). This quotient is locally trivial since
the “big cell” satisfies B0w0B0

∼= T0 × U0 × U0 as a T0-variety. This allows
us to define L�(λ). We have a commutative diagram, where the top map is T0-
equivariant, vertical maps are quotient maps, and where pr1 is the restriction of
the first projection G/B0 × G/B0 → G/B0

Ew −−→ E1


�



�

Ew/T0
∼= �

pr1−−→ G/B0 = E1/T0

Now A2.9(I) for X = Ew, X ′ = E1, G = G ′ = T0, α = Id, ϕ(x) = xU0, gives

pr∗1LG/B0 (λ) ∼= L�(λ).(2)
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Let i : � ∩ � → � be the natural immersion, so that pr1 ◦ i = j ◦ π1, where
π1: � ∩ � → X(w) is an isomorphism and therefore (2) above gives

i∗L�(λ) ∼= π∗
1 j∗LG/B0 (λ).(3)

Now there is another commutative diagram

Ew −−→ E1


�



�

Ew/T0
∼= �

pr2−−→ G/B0 = E1/T0

where vertical maps are the same as in the first one, the top map is ϕ = (g(U0 ∩
wU0) �→ gẇU0), which is compatible with the automorphism α = (t �→ tw)
of T0, and pr2 is the second projection. Then A2.9(I) for X = Ew, X ′ = E1,
G = G ′ = T0, gives

pr∗2LG/B0 (λ) ∼= L�(w(λ)).(4)

Using (3) for λ ◦ F and w(λ), along with the fact that π1 is an isomorphism,
Proposition 7.17 reduces to

i∗L�(λ ◦ F) ∼= i∗L�(w(λ)).

Using (1) and (2) for the left-hand side, (4) for the right-hand side, we are
reduced to checking

(F̄ ◦ pr1 ◦ i)∗LG/B0 (λ) ∼= (pr2 ◦ i)∗LG/B0 (λ).

But F̄ ◦ pr1 ◦ i = pr2 ◦ i , both sending (gB0, F(g)B0) to F(g)B0. This com-
pletes our proof. �

Exercises

1. When G is no longer connected in Theorem 7.1, express the image of g �→
g−1 F(g) in terms of the same question for a finite G.

2. Under the hypotheses of Theorem 7.2 for (G, F), show that, if X is a closed
smooth subvariety of G, then Lan−1(X) is a closed smooth subvariety of
G and Lan: Lan−1(X) → X is a GF -quotient map. Show that YV⊆V′ can be
considered as a V-quotient of Lan−1(V.FV′).
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Notes

For the more general subject of flag varieties G/B and Schubert varieties, see
the book [BiLa00] and its references.

The surjectivity of the Lang map goes back to Lang, [La56]. See also
[Stein68b]. Deligne–Lusztig varieties were introduced in [DeLu76]. Most of
their properties are sketched there (see also [Lu76a] 3 and [BoRo03]).

The quasi-affinity of the Deligne–Lusztig varieties is due to Haastert; see
[Haa86].



8

Characters of finite reductive groups

In the present chapter, we recall some results about finite reductive groups
GF and their ordinary characters Irr(GF ). The framework is close to that of
Chapter 7, G is a connected reductive F-group, F : G → G is the Frobenius
endomorphism associated with the definition of G over the finite field Fq ⊆ F.
The group of fixed points GF is finite. We take � to be a prime �= p and K to be
a finite extension of Q� assumed to be a splitting field for GF and its subgroups.
One considers Irr(GF ) as a basis of the space CF(GF , K ) of central functions
GF → K .

The Frobenius map F is expressed in terms of the root datum (see A2.4)
associated with G and we recall the notion of a pair (G∗, F∗) dual to (G, F)
around a dual pair of maximal tori (T, T∗).

The Deligne–Lusztig induction,

RG
L⊆P: ZIrr(LF ) → ZIrr(GF ),

is defined by étale cohomology (see Appendix 3) of the varieties XV associated
with Levi decompositions P = LV satisfying FL = L (see Chapter 7). We
recall some basic results, such as the character formula (Theorem 8.16) and
independence of the RG

L⊆P with respect to P when L is a torus. But the main
theme of the chapter is that of Lusztig series. Let us begin with geometric
series. When (T, T∗) is a dual pair of F-stable tori, then Irr(TF ) is isomorphic
with T∗F . A basic result on generalized characters RG

T θ (where θ ∈ Irr(TF ))
is that two such generalized characters are disjoint whenever they correspond
with rational elements of the corresponding tori of G∗ that are not G∗-conjugate.
This gives a partition

Irr(GF ) =
⋃

s
Ẽ(GF , s)

indexed by classes of semi-simple elements of (G∗)F , two series Ẽ(GF , s) being
equal if and only if the corresponding s are G∗-conjugate. A finer partition is

118
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given by rational series. One has

Irr(GF ) =
⋃

s
E(GF , s)

indexed by semi-simple elements of (G∗)F , two series E(GF , s) being equal if
and only if the corresponding s are (G∗)F -conjugate. The two notions differ
only when the center of G is not connected.

In the following, we refer mainly to [Springer], [Cart85], and [DiMi91].

8.1. Reductive groups, isogenies

Recall Gm the multiplicative group of F, considered as an algebraic group.
Let G be a connected reductive F-group (see A2.4). Let T be a maximal

torus of G. Then a root datum of G is defined, i.e. (X, Y, �, �∨) where

� X = X (T) = Hom(T, Gm) is the group of characters of T,
� Y = Y (T) = Hom(Gm, T) is the group of one parameter subgroups of T,
� � is a root system in X ⊗Z R, any α ∈ � is defined by the action of T on

some non-trivial minimal closed unipotent subgroup of G normalized by T,
� is the set of “roots of G relative to T”,

� �∨ is a root system in Y ⊗Z R, via the pairing between X and Y , the elements
of �∨, as linear forms on X are exactly the coroots α∨, α ∈ �.

The root datum so defined characterizes G up to some isomorphisms and
any root datum is the root datum of some reductive algebraic group. Morphisms
between root data define morphisms between reductive algebraic groups (see
[Springer] 9.6.2).

By the type of G we mean the type of the root system, a product of irreducible
types among An (n ≥ 1), Bn , Cn (n ≥ 2), Dn (n ≥ 3), G2, F4, E6, E7, E8.

One has G = Z(G)◦[G, G]. Let Z� be the subgroup of X (T) generated by
the set of roots. The group is semi-simple, i.e. G = [G, G], equivalently Z(G)
is finite, if and only if Z� and X (T) have equal ranks. Let � := Hom(Z�∨, Z)
be the “weight lattice;” then the cokernel of Z� → � is the fundamental
group of the root system, a finite abelian group. When G is semi-simple the
restriction map X → � is injective and �/X ∼= (�/Z�)/(X/Z�) is in duality
with Y/Z�∨. The group G is said to be adjoint, denoted Gad, if X = Z� and
then Z(G) = {1}. The group G is simply connected, denoted Gsc, if X = �,
and then Z(G) ∼= Hom(�/Z�, Gm). For any G, corresponding to Z� →
X ([G, G]) → � and to Z� → X (T), one has surjective morphisms

Gsc → [G, G] → Gad, G → Gad
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and the latter has kernel the center of G. That does not imply that GF
ad is

a quotient of GF . In any case, the groups GF
sc, [G, G]F and GF

ad have equal
orders ([Cart85] §2.9). Frequent use will be made of the following elementary
result.

Proposition 8.1. Let f be an endomorphism of a group G. Denote by [G, f ]
the set of g. f (g−1) for g ∈ G.

(i) Let Z be a central f -stable subgroup of G, so that f acts on G/Z. One
has a natural exact sequence

1 → G f /Z f −→ (G/Z ) f −→ ([G, f ] ∩ Z )/[Z , f ] → 1.

(ii) Assume G is finite commutative and H is an f -stable subgroup. Then
|H | = |H f |.|[H, f ]|, in particular |H : [H, f ]| divides |G f |.

References to Proposition 8.1 are numerous and generally kept vague. Often
(i) is used in the case of central product (G being a direct product). Also,
Lang’s theorem allows us to simplify the commutator groups [Z , f ] when Z is
a connected F-group and f is a Frobenius endomorphism.

Any α ∈ � defines a reflection sα: X (T) ⊗ R → X (T) ⊗ R, and � is stable
under sα . The group generated by the sα (α ∈ �) is the Weyl group of the
root system; denote it by W (�). Then W (�) acts by restriction on X (T), a
left action, hence on Y (T), by transposition, a right action. Then W (�) is
canonically isomorphic to (and frequently identified with) NG(T)/T; denote
it by W (G, T), or W when there is no ambiguity. The actions of W (T) on T,
by conjugacy from NG(T), on X (T) and on Y (T) are linked as follows, where
(χ, t, η, a) ∈ X (T) × T × Y (T) × F,

(wχ )(t) = χ (w−1tw), (ηw)(a) = w−1η(a)w, 〈η, wχ〉 = 〈ηw, χ〉.
A Borel subgroup B of G containing T corresponds to a basis of �, the sets

of simple roots with respect to (T, B). Let S be the set of reflections defined by
the simple roots with respect to such a pair and (T, B), and let N = NG(T). We
may consider S as a subset of W = N/T. Then (G, B, N , S) is a split BN-pair
of characteristic p, with a finite Coxeter group W , in the sense of Definitions
2.12 and 2.20 (see [DiMi91] 0.12).

In the non-twisted case G is defined over Fq by a Frobenius map F (see
[DiMi91] 3 and references) and we are interested in the group of points of
G over Fq , or fixed points of F . More generally we shall have to consider
an endomorphism F : G → G such that some power F δ of F is the Frobenius
endomorphism F1 of G defining a rational structure on Fq1 . Note that the positive
real number (q1)1/δ is well defined.
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The endomorphism F gives rise to — or may be defined by — an endomor-
phism of the root datum of G defined around an F-stable maximal torus T. First
F acts on the set of one-dimensional connected unipotent subgroups of G that
are normalized by T; that action defines a permutation f of �, F(Xα) = X f α

(α ∈ �). Then F acts on X (T) by (χ �→ χ ◦ F) and the transpose of F , denoted
F∨, acts on Y (T). One has

F : X → X, F∨: Y → Y, q: � → {pn}n∈N, f : � → �,(8.2)

F( f α)) = q(α)α, F∨(α∨) = q(α)( f α)∨, α ∈ � ⊂ X (T),

where q(α) is a power of p — recall that X is a contravariant functor. Further-
more, F acts as an automorphism f ′ of W (T) and the group W.< f ′> acts on
X (T) as W.<F>, hence frequently we write F instead of f ′. If F is a Frobenius
morphism with respect to Fq , then q(α) = q for all α ∈ � and F(α) = q f (α).
Such an automorphism of � composed with multiplication by a power of p is
sometimes called a p-morphism.

Conversely, let (G, F) be a connected reductive F-group defined over Fq .
There exist T ⊂ B a maximal torus and Borel subgroup, both F-stable (see
Theorem 7.1(iii)). The Weyl group NG(T)/T and its set of generators associated
with B are F-stable. That is how F induces a permutation of the set of roots
and of the set simple roots.

The isogeny theorem ([Springer] 9.6.5) says that if G is defined by the root
datum (X, Y, �, �∨), any (F, F∨, f, q) that satisfies (8.2) may be realized by
an isogeny F : G → G. The isogeny is defined modulo interior automorphisms
defined by elements of the torus T.

To every orbit ω of F on the set of connected components of the Dynkin
diagram of G there corresponds a well-defined F-stable subgroup G′

ω of [G, G]
and a component Gω = Z◦(G)G′

ω of G. Recall that the only non-trivial auto-
morphisms f of irreducible root systems have order 2 for types An (n ≥ 2),
Dn (n ≥ 3), E6, or order 3 for type D4. The finite group (G(ω)/Z(Gω))F is
characterized by its simple type Xω ∈ {An,

2An, Bn, Cn, Dn,
2Dn, G2,

3D4,

F4, E6,
2E6, E7, E8} and an extension field Fqm(ω) of Fq of degree m(ω) equal

to the length of the orbit ω. Call (Xω, qm(ω)) the irreducible rational type of
Gω, and ×ω(Xω, qm(ω)) the rational type of (G, F).

The split BN-pair of GF is obtained by taking fixed points under F in
a maximal torus and a Borel subgroup T ⊂ B, both F-stable. The type of
the Coxeter group of GF is then the same as that describing the rational
type, except for twisted types that obey the following rules 2An �→ BC[n+1/2],
2Dn �→ BCn−1 (see the notation of Example 2.1), 2E6 �→ F4 (standard notation),
while 3D4 gives a dihedral Coxeter group of order 12.
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8.2. Some exact sequences and groups in duality

Let (G, F) be defined around a maximal torus T by a root datum and p-
morphism. The endomorphism F gives rise to four short exact sequences.
They are well defined after a coherent choice of primitive roots of unity via
monomorphisms of multiplicative groups

Q�

× ι′←−−(Q/Z)p′
ι−−→F×, κ = ι′ ◦ ι−1: F×−−→Q�

×
.(8.3)

Let D = (Q/Z)p′ . Using ι, one has an isomorphism

Y (T) ⊗Z D −→ T,

η ⊗ a �→ η(ι(a))
(8.4)

and natural isomorphisms

X (T) ←→ Hom(Y (T) ⊗ D, D),
(8.5)

Y (T) ←→ Hom(X (T) ⊗ D, D)

with F-action. The first short exact sequence describes TF as the kernel of the
endomorphism (F − 1) of T, T viewed as in (8.4):

1−−→TF−−→Y (T) ⊗Z D
F−1−−→Y (T) ⊗Z D−−→0.(8.6)

By the functor Hom(−, D) (or Hom(−, Gm)) one gets from (8.5) and (8.6) the
second sequence

0−−→X (T)
F−1−−→X (T)

Res−−→Irr(TF )−−→1(8.7)

where Res is just the “restriction from T to TF ” through the morphism κ .
Applying the snake lemma, from (8.6) one gets TF as a cokernel of (F − 1)

on Y (T). Assume that Fd is a split Frobenius endomorphism with respect to
Fq ′ for some q ′ (i.e. is multiplication by q ′ on Y (T)), put ζ ′ = ι(1/(q ′ − 1)),
then the explicit morphism N1: Y (T) → TF one gets is

0−−→Y (T)
F−1−−→Y (T)

N1−−→TF−−→1,(8.8)

N1(η) = NFd/F (η(ζ ′)) (η ∈ Y (T)).(8.9)

N1 depends on ι, ι′, but not on the choice of d .
Similarly, using the snake lemma and (8.7), or applying Hom(−, D) to (8.8),

one gets

1−−→Irr(TF )−−→X (T) ⊗Z D
F−1−−→X (T) ⊗Z D−−→0.(8.10)

Note that the pairing between X and Y reduces modulo (F − 1) to the natural
pairing between Irr(T)F and TF .
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Recall the classification under GF of F-stable maximal tori of G (see
[DiMi91] §3, [Cart85] §3.3, [Srinivasan] II). Let T′ be such a torus in G.
Let g ∈ G be such that T′ = gTg−1. Then g−1 F(g) ∈ NG(T), so let w =
g−1 F(g)T ∈ W . With this notation g−1 sends (T′, F) to (T, wF). The GF -
conjugacy class of T′ corresponds to the W.<F>-conjugacy class of wF . One
says that GF -conjugacy classes of F-stable maximal tori of G are parametrized
by F-conjugacy classes of W and that T′ is of type w with respect to T, denoted
by Tw ([DiMi91] 3.23).

The preceding constructions from (T, F) apply to the endomorphism wF
of T for any w ∈ NG(T)/T. Let d be some natural integer such that Fd is
split t �→ tqd

on any F-stable maximal torus of G. Let ζ = ι(1/(qd − 1)). The
sequences (8.7) and (8.8) become

0−−→Y (T)
wF−1−−→Y (T)

Nw−−→TwF−−→1,(8.11)

N (F)
w (η) = NFd/wF (η(ζ )) (η ∈ Y (T)).(8.12)

For convenience we fix ζ , but Nw is defined independently of the choice of d.
The superscript F is often omitted.

If (X, Y, �, �∨) is a root datum, then (Y, X, �∨, �) is a root datum. The
algebraic groups they define are said to be in duality. More generally we say
that G∗ is a dual of G, or that G and G∗ are in duality (around T, T∗), when
T, T∗ are maximal tori of G and G∗ respectively, with a given isomorphism of
root data

(X (T), Y (T), �(G, T), �(G, T)∨)(8.13)

←→ (Y (T∗), X (T∗), �(G∗, T∗)∨, �(G∗, T∗)).

The isomorphism has to preserve the pairing between the groups X , Y and to
exchange the maps (α �→ α∨) and (β∨ �→ β) (α ∈ �(G, T), β ∈ �(G∗, T∗)).

If B is a Borel subgroup of G containing T, then the bijection �(G, T) →
�(G∗, T∗)∨ (resp. �(G, T)∨ → �(G∗, T∗)) carries the set � of simple roots
(resp. the set �∨ of simple coroots) defined by B to a basis (�∗)∨ of �(G∗, T∗)∨

(resp. a basis �∗ of �(G∗, T∗)) that defines a Borel subgroup B∗ of G∗ contain-
ing T∗. The bijection between the sets of simple roots gives rise to a bijection
between the sets of parabolic subgroups containing the corresponding Borel
subgroups (see Definition 2.15 and Theorem 2.16). We frequently identify �

and �∗, considering � as a unique set of indices for sets of simple roots (or
coroots) or simple reflections. Thus for any subset I of � are defined corre-
sponding parabolic subgroups of G containing B, and of G∗ containing B∗,
and standard Levi subgroups LI and L∗

I . One sees easily that the given duality
(8.13) restricts to a duality between LI and L∗

I around T and T∗.
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In this situation the tori T and T∗ are in duality (we may consider that they are
defined by the functors X , Y and an empty root system). The given isomorphism
induces an anti-isomorphism (w �→ w∗) between Weyl groups W (G, T) (left-
acting on X (T)) and W (G∗, T∗) (right-acting on Y (T∗)). The map (w �→ w∗)
takes the set of reflections onto the set of reflections, simple ones onto simple
ones, in the case of corresponding Borel subgroups.

If furthermore (F, F∨, f, q) satisfying (8.2) is given by an isogeny F of
G, then (F∨, F, f −1, q ◦ f −1) defines a quadruple (F∗, (F∗)∨, f ∗, q∗) that is
realized by an isogeny F∗: G∗ → G∗. Then we say that (G, F) and (G∗, F∗)
are in duality over Fq . If η ∈ Y (T∗) corresponds to χ ∈ X (T), then F∗ ◦ η

corresponds to χ ◦ F (i.e. F corresponds to (F∗)∨). One has F∗((F(w))∗) = w∗

for any w ∈ W . In other words the Frobenius maps operate in inverse ways on
the (anti)-isomorphic Weyl groups.

When T and T∗ are in duality with endomorphisms F and F∗, the iso-
morphism (X (T), Y (T), F, F∨) → (Y (T∗), X (T∗), (F∗)∨, F∗) sends the short
exact sequence (8.7) (resp. (8.6)) for T to (8.8) (resp. (8.10)) for T∗ and vice
versa.

Let B be a Borel subgroup of G such that T ⊆ B and F(B) = B. Then F
stabilizes the corresponding basis of �(G, T) and the dual Borel so defined is
F∗-stable. More generally, if I ⊆ � and F(I ) = I , then the duality between
LI and L∗

I extends to (LI , F) and (L∗
I , F∗).

Therefore there is a well-defined isomorphism

(T∗)F∗ ←→ Irr(T)F

s �→ θ = ŝ
(8.14)

such that θ = ŝ ∈ Irr(TF ) and s ∈ (T∗)F∗
correspond as follows, after some

identifications, for any η ∈ Y (T) = X (T∗) and any λ ∈ X (T) = Y (T∗)

θ (NFd/F (η(ζ ))) = κ(ζ 〈λ,NFd /F (η)〉 ) = κ(η(s))(8.15)

In (8.15) ζ is a fixed root of unity as in (8.12), because the duality may
be extended to other pairs of tori. Indeed, once the duality with p-morphisms
between (G, F) and (G∗, F∗) is defined around maximal tori T and T∗ by an
isomorphism (8.13) between root data with p-morphisms, for every maximal
F-stable torus T′ of G there exists a maximal F∗-stable torus S of G∗ such that
the duality between G and G∗ may be defined around T′′ and S. Precisely, if
T′ = gTg−1 is of type w with respect to T, and S = hT∗h−1 is of type F∗(w∗)
with respect to T∗, where g ∈ G, h ∈ G∗ and (w �→ w∗) are as described above,
then the given isomorphism (8.13) between root data is send by conjugacy, using
(g, h), to another one between root data around T′ and S, with p-morphisms
induced by the action of F and F∗ respectively ([Cart85] 4.3.4).
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Recall that GF -conjugacy classes of F-stable Levi subgroups L of not-
necessarily F-stable parabolic subgroups of G are classified by F-conjugacy
classes of cosets WI w, where I ⊆ � and w satisfies wF(WI )w−1 = WI

([DiMi91] 4.3). Here L is conjugate to LI by some g ∈ G such that Tw = g−1Tg
is a maximal torus of L, of type w with respect to T. We shall say that
WI w is a type of L. To such a class of F-stable Levi subgroups in G there
corresponds a class of F∗-stable Levi subgroups L∗ in G∗, whose parame-
ter is the coset W ∗

I F∗(w∗). In this context the outer automorphism groups
NG(L)/L ∼= NW (G)(W (L))/W (L) and NG∗ (L∗)/L∗ are isomorphic, with F- and
F∗-actions, via (w �→ w∗) around (Tw, T∗

F∗(w∗)).

8.3. Twisted induction

Let P = LV be a Levi decomposition in G with FL = L. The methods of étale
cohomology allow us to define a “twisted induction”

RG
L⊆P: ZIrr(LF ) → ZIrr(GF )

generalizing Harish-Chandra induction. Its adjoint for the usual scalar product
is denoted by ∗RG

L⊆P.
The construction is as follows. Recall the variety YV := {gV | g−1 F(g) ∈

V.F(V)} of Definition 7.6. It is acted on by GF on the left and LF on the right;
each action is free. We recall briefly how étale cohomology associates with such
a situation an element of ZIrr(GF × (LF )opp), which, in turn, by tensor product
provides the above RG

L⊆P.
Let (�, K , k) be an �-modular splitting system for GF × LF . Let n ≥ 1,

and denote �(n) = �/J (�)n . The constant sheaf �(n) for the étale topol-
ogy on YV (see A3.1 and A3.2) defines an object Rn := Rc�(YV, �(n)) of
the derived category Db(�(n)[GF × (LF )opp]) (see A3.7 and A3.14) such that
Rn = Rn+1

⊗
�(n+1)�(n). The limit over n of each cohomology group Hi (Rn)

gives a �GF -�LF -bimodule, which, once tensored with K , is denoted by
Hi (YV, K ), or simply Hi (YV, Q�) if one tensors with Q�. The element of
ZIrr(GF × (LF )opp) is then

∑
i (−1)i Hi (YV, K ), i.e.

RG
L⊆P(−) =

∑

i

(−1)i Hi (YV, K ) ⊗LF −

The subscript c in Rc� above indicates that direct images with compact sup-
port are considered. This has in general more interesting properties, for instance
with regard to base changes. But, here, it coincides with ordinary cohomol-
ogy by Poincaré–Verdier duality (A3.12) since the variety YV is smooth (see
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Theorem 7.7). Similarly, the above definition of RG
L⊆P coincides with that of

[DiMi91] 11.1 since the variety Y1⊆V (see Theorem 7.2) used there is such that
YV = Y1⊆V/V ∩ FV, a locally trivial quotient (see Lemma 12.15 below).

The following is to be found in [DiMi91] 12.4, 12.17, and [Cart85] 7.2.8.
Let εG = (−1)σ (G) where σ (G) is the Fq -rank of G, see [DiMi91] 8.3–8.6.

Theorem 8.16. Let P = LV be a Levi decomposition in G with FL = L.
(i) If f ∈ CF(LF , K ), and s is the semi-simple component of an element g

of GF , then

RG
L⊆P f (g)

= |C◦
G(s)F |−1|LF |−1

∑

{h∈GF |s∈h L}
|C◦

h L(s)F |RC◦
G(s)

C◦
h L

(s)⊆C◦
h P

(s)(
h f )(g).

(ii) RG
L⊆P f (1) = εGεL|GF : LF |p′ f (1) .

For the following see [DiMi91] 11.15 and 12.20.

Theorem 8.17. (i) Let T be an F-stable maximal torus of G. Let θ be a linear
representation of TF with values in Q�. The generalized character RG

T⊆B θ is
called a Deligne–Lusztig character and is independent of the choice of the
Borel subgroup B. Hence RG

T⊆B is simplified as RG
T .

(ii) Let s be a semi-simple element of GF . For any subgroup H of GF

containing s, let π H
s be the central function on H with value |CH (s)| on the

H-conjugacy class of s and 0 elsewhere. One has

εC◦
G(s)|CGF (s)|p.π

GF

s =
∑

T

εTRG
T

(
πTF

s

)

where the sum is over all F-stable maximal tori T of G with s ∈ T.

Remark 8.18. (i) When P = LV is a Levi decomposition in G with FL = L and
FP = P, the outcome of the above construction is Harish-Chandra induction
denoted by RGF

LF in Notation 3.11. This comes from the fact that YV = GF and
étale topology is trivial in dimension 0.

(ii) The space of central functions
∑

(T,θ ) K .RG
T θ ⊆ CF(GF , K ) is usually

called the space of uniform functions on GF . By Theorem 8.17 (ii), the charac-
teristic function of a semi-simple conjugacy class of GF is a uniform function.
The regular character of GF is a uniform function.

Let τ : Gsc → [G, G] be a simply connected covering. One has G = Tτ (Gsc),
hence GF = TFτ (Gsc

F ) by Proposition 8.1(i) and Lang’s theorem since T ∩
τ (Gsc) is connected. Thus Irr(GF/τ (Gsc

F )) may be identified with a subgroup
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of Irr(TF ). As X (T ∩ [G, G]) may be identified with Z�, the isomorphism
(8.14) (T∗)F∗ → Irr(TF ) defines by restrictions an isomorphism

Z(G∗)F∗ −→ Irr(GF/τ (Gsc
F ))

z �→ ẑ
(8.19)

As a consequence of Theorem 8.16(i) and with this notation one has, for any
pair (S, θ ) defining a Deligne–Lusztig character,

ẑ ⊗ RG
S θ = RG

S

(
ResGF

SF ẑ ⊗ θ
)

(8.20)

8.4. Lusztig’s series

We now introduce several partitions of Irr(GF ) induced by the Deligne–Lusztig
characters RG

T θ .

Proposition 8.21. Let T and S be two maximal F-stable tori of G, θ ∈ Irr(TF ),
ξ ∈ Irr(SF ). Let T∗ and S∗ be maximal F∗-stable tori in G∗, in dual classes
of T and S respectively, and t ∈ T∗ (resp. s ∈ S∗) corresponding by duality,
i.e. by formula (8.15), to θ (resp. ξ ). The pairs (T, θ ) and (S, ξ ) are said to be
geometrically conjugate if and only if s and t are G∗-conjugate.

Thus the geometric conjugacy classes of pairs (T, θ ) are in one-to-one cor-
respondence with F∗-stable conjugacy classes of semi-simple elements of G∗.
Similarly, the GF -conjugacy classes of pairs (T, θ ) are in one-to-one corre-
spondence with the G∗F∗

-conjugacy classes of pairs (T∗, t), where t ∈ T∗F∗
.

Remark 8.22. (i) The last assertion of Proposition 8.21 allows us to write RG
T∗ s

for RG
T θ when (T∗, s) corresponds with (T, θ ).

(ii) Let π be a set of prime numbers. If (T, θ ) corresponds with s, then (T, θπ )
corresponds with sπ .

Definition 8.23. Let s be some semi-simple element of G∗F∗
.

The geometric Lusztig series associated to the G∗-conjugacy class of s is
the set of irreducible characters of GF occurring in some RG

T θ , where (T, θ ) is
in the geometric conjugacy class defined by s. It is denoted by Ẽ(GF , s).

The rational Lusztig series associated to the G∗F∗
-conjugacy class [s] of s

is the set of irreducible characters of GF occurring in some RG
T θ , where (T, θ )

corresponds by duality to a pair (T∗, t), where t ∈ T∗F∗ ∩ [s]. It is denoted by
E(GF , s).

The elements of Ẽ(GF , 1) = E(GF , 1) are called unipotent irreducible
characters.
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Indeed the GF -conjugacy classes of pairs (S, ξ ) are in one-to-one correspon-
dence with the (G∗)F∗

-conjugacy classes of pairs (S∗, s) where S∗ is an F∗-stable
maximal torus of G∗ and s ∈ (S∗)F∗

. The correspondence (S, ξ ) �→ (S∗, s) is
such that S∗ is in duality with S as described in the preceding section and ξ maps
to s by the isomorphism Irr(SF ) �→ (S∗)F∗

of formula (8.14) (see [DiMi91]
11.15, 13.13).

Theorem 8.24. (i) The set of geometric Lusztig series Ẽ(GF , s) is a partition
of Irr(GF ). One has Ẽ(GF , s) = Ẽ(GF , s ′) if and only if s and s ′ are conjugate
in G∗.

(ii) Let s be a semi-simple element of G∗F∗
. The geometric Lusztig series

Ẽ(GF , s) is the disjoint union of the rational Lusztig series E(GF , t) such that
t is G∗-conjugate to s. One has Ẽ(GF , t) = Ẽ(GF , t ′) if and only if t and t ′ are
conjugate in G∗F∗

.
(iii) If the center of G is connected, then any geometric series is a rational

series.

Proof. Assertion (i) is proved by Deligne–Lusztig in a fundamental paper
[DeLu76], as a consequence of a stronger property. Let B = U.T and B′ = U′.T′

be Levi decompositions of Borel subgroups of G, with F-stable maximal
tori, assume that (T, θ ) and (T′, θ ′) correspond to s and s ′ respectively. If
Hi (YU, Q�)) ⊗ θ and Hi (Y′

U, Q�)) ⊗ θ ′ have a common irreducible constituent,
then s and s ′ are G∗-conjugate; see also [DiMi91] 13.3, and §12.4 below.

A connection between geometric conjugacy and rational conjugacy is de-
scribed in §15.1.

Note that any F∗-stable conjugacy class of G∗ contains an element of G∗F∗

by Lang’s theorem (Theorem 7.1(i)) and G∗F∗
-conjugacy classes of rational

elements that are geometrically conjugate to s are parametrized by the F∗-
conjugacy classes of CG(s)/C◦

G(s) ([DiMi91] 3.12, 3.21). By a theorem of
Steinberg (see [Cart85] 3.5.6), if the derived group of G is simply connected,
then the centralizer of any semi-simple element of G is connected. If the center
of G is connected, then the simply connected covering of the derived group of
G∗ is bijective. An equivalent condition on the root datum is that the quotient
X (T)/Z� has no p′-torsion (see [Cart85] 4.5.1). Hence when the center of
G is connected, an F∗-stable conjugacy class of semi-simple elements of G∗

contains exactly one (G∗)F∗
-conjugacy class, hence (iii). �

Proposition 8.25. Let P = V >� L be a Levi decomposition where L is F-
stable. Let s (resp. t) be a semi-simple element of G∗F∗

(resp. L∗F∗
, L∗ a Levi

subgroup of G∗ in duality with L), and let η ∈ Ẽ(LF , t). One has

RG
L⊆P η ∈ ZẼ(GF , t)
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If η occurs in ∗RG
L⊆P χ and χ ∈ Ẽ(GF , s), then t is conjugate to s in G∗.

Proof. The second assertion follows from the first by adjunction.
Let B1 = U1T ⊂ B = UT ⊂ P be Levi decompositions of some Borel sub-

groups of L and G such that the L-geometric class of (T, θ ) corresponds to that
of t (see Proposition 8.21). By Definition 8.23, Theorem 7.9 and the Künneth
formula (A3.11) any irreducible constituent of Hi (Y(G,F)

V , Q�) ⊗ η appears in
some H j (Y(G,F)

V , Q�) ⊗LF Hk(Y(L,F)
U1

, Q�) ⊗TF θ hence belongs to Ẽ(GF , t) (see

the proof of Theorem 8.24 (i)). This proves RG
L⊆P η ∈ ZẼ(GF , t). �

From formula (8.20) one deduces the following (see [DiMi91] 13.30 and its
proof).

Proposition 8.26. Let z ∈ Z(G∗)F∗
, let ẑ be the corresponding linear character

of GF, (8.19). For any semi-simple element s in (G∗)F∗
multiplication by ẑ defines

a bijection E(GF , s) → E(GF , (sz)).

Theorem 8.27. We keep the hypotheses of Proposition 8.25. Assume
C◦

G∗ (s).CG∗ (s)F ⊆ L∗, then the map εGεLRG
L⊆P induces a bijection E(LF , s) →

E(GF , s).

Proof. See [DiMi91] 13.25 and its proof. See also Exercise 2 for a translation
of the hypothesis on s.

Exercises

1. Prove Proposition 8.1. As a corollary, show that if G is a semi-simple reduc-
tive group with a Frobenius F then |GF | = |GF

ad|.
2. Let L∗ be an F∗-stable Levi subgroup in G∗, let S∗ be a maximal F∗-stable

torus in L∗. Assume that (Tw, L) and (S∗, L∗) are in duality by restriction
from the duality between G and G∗. Here w = g−1 F(g)T ∈ W is a type of
Tw = gTg−1 with respect to an F-stable maximal torus T of an F-stable
Borel subgroup of G. Let WI w be a type of L. Let (T, ξ ) and (S∗, s) be corre-
sponding pairs (ξ ∈ Irr(TF

w), s ∈ (S∗)F∗
) and let θ = ξ ◦ ad g−1 ∈ Irr(TwF ).

Show that
(a) C◦

G∗ (s) ⊆ L∗ if and only if for all α ∈ � such that θ (Nw(α∨)) = 1 one
has α ∈ �I ,

(b) CG∗ (s) ⊆ L∗ if and only if for all v ∈ W such that (θ ◦ Nw)v = θ ◦ Nw,
one has v ∈ WI .

Hint. By [Borel] II, 4.1, C◦
G∗ (s) is generated by a torus T containing s and

the set of root subgroups of G for roots vanishing on s. Use (8.12), (8.15).
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Notes

Reductive groups in duality over F were first used by Deligne–Lusztig in
[DeLu76], thus extending to arbitrary fields a construction over C due to Lang-
lands. We have also borrowed from [Cart85] §4 and [DiMi91] §13.

As said before, the methods of étale cohomology in finite reductive groups,
and most of the theorems in this chapter, are due to Deligne–Lusztig ([DeLu76];
see also [Lu76a] for Theorem 8.27).

Two natural problems were to be solved after Deligne–Lusztig’s paper. The
first is to describe fully, at least when the center of G is connected (and there-
fore all centralizers of semi-simple elements in G∗ are connected), the set
Irr(GF ) and the decomposition of the generalized charcters RG

T (θ ) in this ba-
sis. This was done by Lusztig in his book [Lu84], the parametrization being
by pairs (s, λ), where s ranges over (G∗)F

ss mod. G∗F -conjugacy and λ ranges
overE(CG∗ (s)F , 1). This is called “Jordan decomposition” of characters (see our
Chapter 15 below). This goes with a combinatorial description of unipotent char-
acters and Harish-Chandra series; see [Lu77] for the classical types. The fairly
unified treatment in [Lu84] involves a broad array of methods, mainly inter-
section cohomology (see [Rick98] for an introduction), and Kazhdan-Lusztig’s
bases in Hecke algebras. The case when Z(G) is no longer connected was
treated in [Lu88] (see also Chapter 16 below).

A second problem is to describe the integers 〈RG
L⊆Pζ, χ〉GF for ζ ∈ Irr(LF )

and χ ∈ Irr(GF ). This was done essentially by Asai and Shoji, see [As84a],
[As84b], [Sho85], and [Sho87]. The proofs involve a delicate analysis of the
combinatorics of Fourier transforms (see [Lu84] §12), Hecke algebras and Shin-
tani descent. Remaining problems, such as the case of special linear groups, the
Mackey formula, or independence with regard to P, were solved only recently
(see [Bo00] and its references).



9

Blocks of finite reductive groups and
rational series

We now come to �-blocks and �-modular aspects of ordinary characters for a
prime �. Let (�, K , k) be an �-modular splitting system for the finite group G.
The decomposition of the group algebra

�G = B1 × · · · × Bν

as a product of blocks (“�-blocks of G”) induces a corresponding partition of
irreducible characters

Irr(G) =
⋃

i
Irr(G, Bi ) (see §5.1).

Take now (G, F) a connected reductive F-group defined over Fq (see A2.4
and A2.5). For G = GF , we recall the decomposition

Irr(GF ) =
⋃

s
E(GF , s)

into rational series (see §8.4) where s ranges over semi-simple elements of
G∗F , and where (G∗, F) is in duality with (G, F). If s is a semi-simple �′-
element of (G∗)F , one defines E�(GF , s) := ⋃

tE(GF , st) where t ranges over
the �-elements of CG∗ (s)F .

A first theorem, due to Broué–Michel, on blocks of finite reductive groups
tells us that E�(GF , s) is a union of sets Irr(GF , Bi ); see [BrMi89]. The proof
uses several elementary properties of the duality for irreducible characters (see
Chapter 4 or [DiMi91] §8) along with some classical corollaries of the character
formula, in order to check that the central function

∑
χ∈E�(GF ,s) χ (1)χ sends GF

into |GF |�.
We then turn to the “isometric case” where the semi-simple element s ∈

(G∗)F defining the series E(GF , s) satisfies CG∗ (s) ⊆ L∗ for some F-stable
Levi subgroup of G∗. We show that the isometry of Theorem 8.27 induces
an isometry on the unions of rational series defined above, and that Morita
equivalence between the corresponding product of �-blocks holds as long as a
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certain bi-projectivity property is checked ([Bro90b]). This prepares the way
for the “first reduction” of Chapter 10.

9.1. Blocks and characters

We briefly recall some notation about �-blocks and characters (see Chapter 5
and the classical textbooks [Ben91a], [CuRe87], [NaTs89]). Let G be a fi-
nite group and � be a prime. Let (�, K , k) be an �-modular splitting system
for G.

We denote by CF(G, K ) the space of G-invariant linear maps K G →
K , a K -basis being given by the set Irr(G) of irreducible characters. It
is orthonormal for the scalar product on CF(G, K ) defined by 〈 f, f ′〉G =
|G|−1 ∑

g∈G f (g) f ′(g−1). Another way of stating that is to define the following
idempotents.

Definition 9.1. If χ ∈ Irr(G), let eχ = |G|−1χ (1)
∑

g∈G χ (g−1)g ∈ K G be the
primitive idempotent of Z(K G) acting by Id on the representation space of χ

(see [Thévenaz] 42.4).

Recall the partition of Irr(G) induced by blocks of �G

Definition 9.2. Irr(G) = ⋃
i Irr(G, Bi ) where Irr(G, Bi ) = Irr(G, bi ) = {χ ∈

Irr(G) | χ (bi ) = χ (1)} whenever Bi = �G.bi for the primitive central idem-
potent bi (see §5.1).

Proposition 9.3. Let E be a subset of Irr(G) and prE : CF(G, K ) → CF(G, K )
be the associated orthogonal projection of image K E. The following are equiv-
alent.

(i) E is a union of sets Irr(G, Bi ) where Bi ’s are �-blocks of G,
(ii) prE (regG)(g) ∈ |G|� = |G|�� for any g ∈ G,
(iii)

∑
χ∈E eχ ∈ �G.

Proof. (ii) and (iii) are clearly equivalent since regG = ∑
χ∈Irr(G) χ (1)χ .

Denote each block of �G by Bi = �G.bi where bi is the corresponding
central idempotent. One has bi eχ = eχ or 0 according to whether χ ∈ Irr(G, Bi )
or not. Then

∑
χ∈Irr(G,Bi ) eχ = bi . So (i) implies (iii)

Assume (iii). Then
∑

χ∈E eχ = |G|−1 ∑
g∈G prE (regG)(g)g−1 is a central

idempotent b ∈ �G, so it is a sum of block idempotents. This gives (i). �
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9.2. Blocks and rational series

For the remainder of the chapter, we fix (G, F) a connected reductive F-group
defined over Fq (see A2.4 and A2.5). Let (G∗, F) be in duality with (G, F) (see
(8.3)).

Let � be a prime not dividing q and let (�, K , k) be an �-modular splitting
system for GF .

Definition 9.4. Define E(GF , �′) as the union of rational series E(GF , s) (see
Definition 8.23) such that s ranges over the semi-simple elements in (G∗)F

whose order is prime to �. If s is any such element, define E�(GF , s) as the
union of rational series E(GF , t) such that s = t�′ .

Definition 9.5. A uniform function is any K -linear combination of the RG
T θ ’s

for T an F-stable maximal torus and θ : TF → K × a linear character (see
Remark 8.18(ii)).

A p-constant function is any f ∈ CF(GF , K ) such that f (us) = f (s) for
any Jordan decomposition us = su with unipotent u and semi-simple s in GF .

We recall some corollaries of the character formula (Theorem 8.16). See
§8.3 for twisted induction and its adjoint.

Proposition 9.6. Let f ∈ CF(GF , K ) be p-constant.
(i) f is uniform.
(ii) ∗RG

L⊆P f = ResGF

LF f .
(iii) If ζ : LF → K is a central function, then RG

L⊆P(ζ ). f =
RG

L⊆P(ζ.ResGF

LF f ).

References for proof. (i) [DiMi91] 12.21. (ii) Combine [DiMi91] 12.6(ii)
and 12.7. (iii) [DiMi91] 12.6(i).

Definition 9.7. Let DG = ∑
I (−1)|I |RG

L I
◦ ∗RG

L I
defined on ZIrr(G) for a finite

split BN-pair (G, B, N , S), the sum being over subsets of the set S.

We list below the properties of DG , where G = GF that will be useful to us.

Proposition 9.8. (i) D2
G = Id, DG permutes the characters up to signs.

(ii) If f is a p-constant map on GF , then DG( f.χ ) = f.DG(χ ).
(iii) |GF |−1

p′ regGF is the image by DG of the characteristic function of unipo-
tent elements of GF .

(iv) Let T be an F-stable maximal torus of G. Then DG ◦ RG
T = εGεTRG

T
and therefore DG preserves rational series.
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Proof. (i) is [DiMi91] 8.14 and 8.15. One may also use Corollary 4.19
for the split semi-simple algebra K G. (iii) is [DiMi91] 9.4 (see also Exer-
cise 6.2). For (ii) apply [DiMi91] 12.6 (or see the proof of [DiMi91] 9.4). (iv)
is [DiMi91] 12.8.

Definition 9.9. Let eGF

�′ ∈ K GF be the sum of central idempotents associated
to the characters in E(GF , �′) (see Definition 9.4). If M is a �GF -module, one
may define eGF

�′ .M ⊆ M ⊗ K . If M is �-free of finite rank, then eGF

�′ .M is a
�-free �GF -submodule of M ⊗� K .

If s ∈ (G∗)F is a semi-simple �′-element, let b�(GF , s) = ∑
χ eχ ∈ K GF

where χ ranges over E�(GF , s).

Theorem 9.10. If P is a projective �GF -module, then the map

P → eGF

�′ .P, x 
→ eGF

�′ .x

defines a projective cover whose kernel is stable under End�GF (P).

When (�, K , k) is an �-modular splitting system for a finite group G, recall
the map d1: CF(G, K ) → CF(G, K ) consisting of restriction of central func-
tions to G�′ and extension by 0 elsewhere (see Definition 5.7).

Lemma 9.11. If T is an F-stable maximal torus and θ ∈ Irr(TF ), then
d1RG

T θ = d1RG
T θ�′ = |TF |−1

�

∑
θ ′ RG

T (θθ ′) where θ ′ ranges over the set of ir-
reducible characters of TF with TF

�′ in their kernel.

Proof of Lemma 9.11. Viewing d1 as multiplication by the p-constant func-
tion d1(1), Proposition 9.6(iii) gives d1RG

T θ = RG
T (d1θ ). One has d1θ = d1θ�′ ,

whence our first equality. The second comes from d1(1) = |TF |−1
�

∑
θ ′ θ ′, where

θ ′ ranges over the linear characters with TF
�′ in their kernel (regular character

of TF/TF
�′ ). �

Proof of Theorem 9.10. The map is clearly onto. Its kernel � satisfies � ⊗
K = (1 − eGF

�′ ).(P ⊗ K ) and has no irreducible component in common with
eGF

�′ (P ⊗ K ). So � ⊗ K is stable under EndK GF (P ⊗ K ). Then � is stable
under End�GF (P).

Now, in order to show that the map is a projective cover, it suffices to check
the case of an indecomposable P . Then it suffices to check that eGF

�′ .P �= {0}.
Let us denote by ψ the character of P (the trace map on the elements of GF ). If
eGF

�′ .P = {0}, then eχ P = {0} for any χ ∈ E(GF , �′) and therefore 〈ψ, χ〉GF = 0
for anyχ ∈ E(GF , �′). This in turn implies 〈ψ, RG

T θ ′〉GF = 0 for any (T, θ ′) such
that θ ′ is of order prime to �. But regGF is a uniform function (Theorem 8.17(ii)),
so, if ψ(1) �= 0, i.e. P �= {0}, there is some (T, θ ) such that 〈ψ, RG

T θ〉GF �= 0.



9 Blocks of finite reductive groups 135

However, using Lemma 9.11 and the fact that ψ is zero outside �′-elements (see
[NaTs89] 3.6.9(ii)), we get 〈ψ, RG

T θ〉GF = 〈d1ψ, RG
T θ〉GF = 〈ψ, d1RG

T θ〉GF =
〈ψ, d1RG

T θ�′ 〉GF = 〈d1ψ, RG
T θ�′ 〉GF = 〈ψ, RG

T θ�′ 〉GF = 0 by our hypothesis. A
contradiction. �

Theorem 9.12. Let s be a semi-simple �′-element of G∗F .
(i) E�(GF , s) is a union of �-blocks Irr(GF , Bi ), i.e. b�(GF , s) ∈ �GF .
(ii) For each �-block B such that Irr(GF , B) ⊆ E�(GF , s), one has

Irr(GF , B) ∩ E(GF , s) �= ∅.

Definition 9.13. A unipotent �-block of GF is any �-block B of GF such
that Irr(GF , B) ∩ E(GF , 1) �= ∅. By the above, this condition is equivalent to
Irr(GF , B) being included in

⋃
t∈(G∗)F

�
E(GF , t).

Proof of Theorem 9.12. For (ii) we apply Theorem 9.10 with P = �GF .b �=
{0} where b is the unit of B. One has eGF

�′ .P �= {0}, therefore eGF

�′ .b �= {0}. That
is, Irr(GF , B) ∩ E(GF , �′) �= ∅. Once (i) is proved, this gives (ii).

Let us denote by pr the orthogonal projection

CF(GF , K ) = K (Irr(GF )) → K (E�(GF , s)).

Lemma 9.14. If f is a uniform function on GF , then pr(d1. f ) = d1pr( f ).

Proof of Lemma 9.14. One may assume that f = RG
T θ for some pair (T, θ )

(Definition 9.5). One must show that, if (T, θ ) corresponds with some semi-
simple (T∗, s ′) where T∗ is an F-stable maximal torus in G∗, s ′ ∈ T∗F (see §8.2),
and such that s ′

�′ = s, then pr(d1 f ) = d1 f – and that pr(d1 f ) = 0 otherwise.
Since the various E�(GF , s) make a partition of Irr(GF ), it suffices to check that
d1RG

T θ ∈ K (E�(GF , s)).
By Lemma 9.11, one has d1RG

T θ = ∑
θ ′ RG

T θθ ′ with (θθ ′)�′ = θ�′ for each
θ ′ in the sum. Then each RG

T (θθ ′) ∈ K (E�(GF , s)), whence our claim. �

Let us now prove Theorem 9.12(i). If π is a set of primes, denote by δπ ∈
CF(GF , K ) the function defined by δπ (g) = 1 if g ∈ GF

π , δπ (g) = 0 otherwise.
Note that it is p-constant (see Definition 9.5) as long as p ∈ π . Note also that
d1(1) = δ�′ .

The central function δ{p,�} is uniform (Proposition 9.6(i)), so we may apply
Lemma 9.14 with f = δ{p,�}. This gives

pr(δp) = δ�′ .pr(δ{p,�}).(1)

Let us now apply the duality functor DG to (1). By Proposition 9.8(iii) and
(iv), the left-hand side gives DG ◦ pr(δp) = pr ◦ DG(δp) = |GF |−1

p′ pr(regGF ).
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By Proposition 9.8(ii), the right-hand side gives δ�′ .pr ◦ DG(δ{p,�}). Then

pr(regGF ) = |GF |p′ .δ�′ .pr ◦ DG(δ{p,�}).(2)

We have δ{p,�} ∈ �(Irr(GF )) by a classical result on “�-constant” functions
(see [NaTs89] 3.6.15(iii)). Then also pr ◦ DG(δ{p,�}) ∈ �(Irr(GF )) by Proposi-
tion 9.8(i). Now, (2) implies that pr(regGF ) takes values in |GF |p′� = |GF |�.
Then Proposition 9.3(ii) gives our claim (i). �

Let P = LV be a Levi decomposition with FP = P and FL = L. Recall
(Remark 8.18(i)) that, in this case, RG

L⊆P coincides on characters with the clas-

sical Harish-Chandra functor denoted by RGF

LF in Chapter 3 (see Notation 3.11).
In the following we use the notation RG

L⊆P (resp. ∗RG
L⊆P) to denote Harish-

Chandra induction RGF

LF (resp. restriction ∗RGF

LF ) applied to modules.

Proposition 9.15. Let M be a �-free �LF -module. Then eGF

�′ .RG
L⊆P M ∼=

RG
L⊆P(eLF

�′ .M). Similarly eLF

�′ .∗RG
L⊆P N ∼= ∗RG

L⊆P(eGF

�′ .N ) for any �-free �LF -
module N.

Proof. By Proposition 8.25, (1−eGF

�′ )RG
L⊆P(eLF

�′ M)=eGF

�′ RG
L⊆P((1 − eLF

�′ ) M)=
{0} since this is the case for M ⊗ K . Now, regarding RG

L⊆P M =
�GF e(Ru(P)F ) ⊗PF M as a subgroup of RG

L⊆P(M ⊗ K ) = K GF e(Ru(P)F )

⊗PF M ⊗ K , one has the equality eGF

�′ RG
L⊆P M = RG

L⊆P(eLF

�′ M) in RG
L⊆P M ⊗ K .

This is because, if m ∈ M and x ∈ �GF e(Ru(P)F ), then eGF

�′ x ⊗ m =
eGF

�′ x ⊗ eLF

�′ m = eGF

�′ x ⊗ m by what is recalled in the beginning of this proof.
The statement concerning ∗RG

L⊆P is proved in the same fashion, replacing
the bimodule �GF e(Ru(P)F ) with e(Ru(P)F )�GF . �

9.3. Morita equivalence and ordinary characters

We keep (G, F) a connected reductive F-group defined over Fq , and (G∗, F)
in duality with (G, F).

Let L be an F-stable Levi subgroup of G in duality with L∗ in G∗ (see §8.2).
In the following, we show that the isometry of Theorem 8.27 extends to the sets
E�(GF , s) (see also Exercise 5).

Theorem 9.16. Let s ∈ (L∗)F be a semi-simple �′-element. Assume
C◦

G∗ (s).CG∗ (s)F ⊆ L∗. Then, for any Levi decomposition P = VL, the map
εGεLRG

L⊆P induces a bijection between E�(GF , s) and E�(LF , s).
In particular, when CG∗ (s) = C∗ is a Levi subgroup, εGεCRG

C⊆Pŝ induces a
bijection between E�(GF , s) and E�(CF , 1) (see (8.14) for the notation ŝ).
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Proof. Let st ∈ G∗F be a semi-simple element such that (st)� = t . Then t ∈
CG∗ (s)F ⊆ L∗F . This implies that E�(GF , s) = ⋃

tE(GF , st) and E�(LF , s) =
⋃

tE(LF , st) are both indexed by CL∗ (s)F
� . Moreover two sets E(GF , st) and

E(GF , st ′) are equal if and only if st and st ′ are G∗F -conjugate. But a ra-
tional element bringing st to st ′ must centralize s = (st)�′ , so it belongs
to CG∗ (s)F . This is included in L∗F by our hypothesis, so st and st ′ are
L∗F -conjugate. This shows that the disjoint unions E�(GF , s) = ⋃

tE(GF , st)
and E�(LF , s) = ⋃

tE(LF , st) have the same number of distinct terms. More-
over C◦

G∗ (st)CG∗ (st)F ⊆ C◦
G∗ (s)CG∗ (s)F ⊆ L∗, so Theorem 8.27 implies that

εGεLRG
L⊆P induces a bijection E�(LF , s) → E�(GF , s). �

The next theorem sets the framework in which we will prove a Morita
equivalence in subsequent chapters. For Morita equivalences, we refer to
[Thévenaz] §1.9.

The following lemma is trivial.

Lemma 9.17. Let R be a ring, φ: L ′ → L ′′ a map in mod − R. Assume L is
a left R-module isomorphic with R R. Then φ is an isomorphism if and only if
φ ⊗R L: L ′ ⊗R L → L ′′ ⊗R L is an isomorphism.

Theorem 9.18. Let G, H be two finite groups, let � be a prime, and let (�, K , k)
be an �-modular splitting system for G × H. Let e ∈ Z(�G), f ∈ Z(�H ) be
central idempotents. Denote by A = �Ge, B = �H f the corresponding prod-
ucts of blocks. Let M be a �G-�H-bimodule, projective on each side. Denote
AK := A ⊗� K , etc. Assume that I 
→ MK ⊗BK I sends Irr(H, B) bijectively
into Irr(G, A). Then M f ⊗B − induces a Morita equivalence between B−mod
and A−mod.

Proof. Note first that (1 − e)M f = 0 since this holds once tensored with K
by the hypothesis on MK and the fact that AK and BK are semi-simple. So we
may replace M with M f = eM f and consider it as an A-B-bimodule.

Denote M∨ = Hom�(M, �), considered as a B-A-bimodule.
Then M∨ is bi-projective, and M∨ ⊗A − is left and right adjoint to M ⊗B −

(see [KLRZ98] 9.2.4). The same is true for (M∨)K = (MK )∨ with regard to
AK and BK over K .

It suffices to show that M ⊗B M∨ ∼= A AA and M∨ ⊗A M ∼= B BB (see
[Thévenaz] 1.9.1 and 1.9.2).

Denote N := M∨. The algebras AK and BK are split semi-simple, so the
hypothesis that MK ⊗BK − bijects simple modules translates into the isomor-
phisms

MK ⊗BK NK
∼= AK and NK ⊗AK MK

∼= BK
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as bimodules. The hypothesis on MK ⊗BK − implies that MK
∼= ⊕ν

i=1Si ⊗K

T ∨
i where i 
→ Si and i 
→ Ti are indexations of simple modules for AK and

BK , their (common) number being ν. Then NK = M∨
K = ⊕

i Ti ⊗K S∨
i and,

for instance, MK ⊗BK NK
∼= ⊕

i Si ⊗K S∨
i

∼= AK as a bimodule since AK is
the corresponding product of matrix algebras.

Let us consider M ⊗B N as a left A-module. It is projective since M and
N are bi-projective (see Exercise 4.9). We have seen that (M ⊗B N ) ⊗� K =
MK ⊗BK NK , as a left AK -module is isomorphic with AK . By invertibility
of the Cartan matrix for group algebras (see [Ben91a] 5.3.6), this implies
that A(M ⊗B N ) ∼= A A. Similarly, (M ⊗B N )A

∼= AA, B(N ⊗A N ) ∼= B B, and
(N ⊗A N )B

∼= BB .
Now, take ε: B → N ⊗A M and η: M ⊗B N → A the unit and co-unit as-

sociated with the (right and left) adjunctions between M ⊗B − and N ⊗A −.
The composition of the following maps

N
ε⊗B N−−−−−−−−−−−→ N ⊗A M ⊗B N

N⊗Aη−−−−−−−−−−−→ N

is the identity by the usual properties of adjunctions (see [McLane97] IV.1).
As right A-module, the middle term is N since (N ⊗A M)B

∼= BB . Then all
three terms are isomorphic in mod − A, and therefore the two maps are in-
verse isomorphisms (another proof would consist in tensoring by K and using
NK ⊗AK MK ⊗BK NK = NK to show that ε ⊗B N , and therefore N ⊗A η, are
isomorphisms).

Since the first morphism above is an isomorphism, upon tensoring with M
on the right, one gets that

N ⊗A M
ε⊗B N⊗A M−−−−−−−−−−−−−−−→ N ⊗A M ⊗B N ⊗A M

is an isomorphism. The above Lemma 9.17 for R = B, L = L ′′ = N ⊗A M
and L ′ = B tells us that ε was an isomorphism in the first place. The same can
be done for η. �

Corollary 9.19. Assume C◦
G∗ (s).CG∗ (s)F ⊆ L∗, and that L∗ is in duality with

a Levi subgroup L of an F-stable parabolic subgroup P = VL. Then the sums
of blocks �GF .b�(GF , s) and �LF .b�(LF , s) are Morita equivalent, i.e.

�GF .b�(GF , s)−mod ∼= �LF .b�(LF , s)−mod.

Proof. Let M = �GFε where ε = |VF |−1 ∑
v∈VF v ∈ �GF . Since ε is an

idempotent fixed by LF -conjugacy, M is a bi-projective �GF -�LF -bimodule.
When I is any �LF -module, M ⊗�LF I is the GF -module obtained by in-
flation from LF to PF , then induction from PF to GF . On characters, this
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is RG
L (see Remark 8.18(i)), so Theorem 8.27 implies that M ⊗� K in-

duces a bijection Irr(LF , b�(LF , s)) → Irr(GF , b�(GF , s)). Now Theorem 9.18
tells us that �GF b�(GF , s) and �LF b�(LF , s) are Morita equivalent. The
latter algebra is isomorphic with �LF b�(LF , 1) by the map x 
→ λ(x)x
(for x ∈ LF ) corresponding with the linear character λ = ŝ: LF → �× (see
Proposition 8.26). �

Remark 9.20. One has �GF .b�(GF , s) ∼= Mat|GF :PF |(�LF .b�(LF , s)); see
Exercise 6.

Exercises

1. As a consequence of Theorem 9.12(i), show Lemma 9.14 for any central
function f .

2. Show that δ{p,�} ∈ KE(GF , �′). Deduce that formula (2) in the proof of Theo-
rem 9.12(i) can be refined with pr replaced by the projection on K (E(GF , s))
in the right-hand side (only):

pr(regGF ) = |GF |p′δ�′ .prs ◦ D(δ{�,p}).(3)

Deduce Theorem 9.12(ii) from this new formula.
3. Prove directly equation (3) above by showing that the scalar products with

all the RG
T θ ’s are equal.

4. Show Proposition 9.15 by showing first that eGF

�′ �GF e(Ru(P)F ) =
�GF e(Ru(P)F )eLF

�′ = eGF

�′ �GF e(Ru(P)F )eLF

�′ as �-submodules of K GF .
Give a generalization with two finite groups G and L , sets of characters
EG and EL and a G-L-bimodule B over � such that B ⊗ K has adequate
properties with regard to EG and EL .

Show that eG
�′ M = M/N where N is a unique �-pure submodule such

that N ⊗ K has irreducible components only outside E(G, �′).
5. Let G, H be two finite groups. Let � be a prime, and (�, K , k) be an �-

modular splitting system for G × H . Let b (resp. c) be a block idempotent
of �G (resp. �H ).

Let µ = ∑
χ,ψ mχ,ψχ ⊗ ψ be a linear combination where χ ranges

over Irr(G, b), ψ over Irr(H, c) and mχ,ψ ∈ Z, i.e. an element of
ZIrr(G × H, b ⊗ c).

We say that µ is perfect if and only if it satisfies the following for any
g ∈ G, h ∈ H :
(i) µ(g, h) ∈ |CG(g)|� ∩ |CH (h)|�,

(ii) if µ(g, h) �= 0, then g� = 1 if and only if h� = 1.
The conditions above clearly define a subgroup of ZIrr(G × H, b ⊗ c).
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(a) Let M be a �Gb-�Hc-bimodule. Show that, if M is bi-projective, then
its character is perfect (for (i) reduce to g ∈ Z(G), H = <h> and use
Higman’s criterion (see [Ben91a] 3.6.4, [NaTs89] 4.2.2); for (ii) one
may also assume G = <g>).

(b) Let P = LV be a Levi decomposition in a connected reductive group
(G, F) defined over Fq . Assume F(L) = L and let us consider
RG

L⊆P: ZIrr(LF ) → ZIrr(GF ). Show that the associated generalized char-
acter of GF × LF is perfect (use A3.15 and the above).

(c) Let µ ∈ ZIrr(G × H ) (not necessarily perfect). Considering it as
a linear combination of K G-K H -bimodules, it induces a map
Irr(H ) → ZIrr(G) and therefore also a (K -linear) map Iµ: Z(K H ) →
Z(K G), since Z(K H ) = ⊕

ψ∈Irr(H ) K .eψ (see Definition 9.1). Show that
Iµ(

∑
h λhh) = ∑

g∈G(|H |−1 ∑
h∈H µ(g, h)λh)g for

∑
h λhh ∈ Z(K H )

with λh ∈ K (reduce to µ ∈ Irr(G × H )). Show that, if µ satisfies (i),
then Iµ(Z(�H )) ⊆ Z(�G).

(d) If µ ∈ ZIrr(G × H ) is perfect and induces an isometry ZIrr(H, c) →
ZIrr(G, b) (this is sometimes called a perfect isometry), show that it
preserves the partition induced by �-blocks.

(e) Deduce from the above that the bijection of Theorem 9.16 preserves the
partition induced by �-blocks.

(f) Show that a derived equivalence (see Chapter 4) between �G.b and
�H.c induces a perfect isometry.

6. Assume the hypotheses of Theorem 9.18. Assume moreover that there is
an integer n ≥ 1 such that dim(MK ⊗BK S) = n. dim(S) for any simple BK -
module S. Show that A ∼= Matn(B) (assuming M = M f , prove MB

∼= (BB)n

as a projective right B-module).
7. Show Theorem 9.18 for arbitrary �-free algebras A, B of finite rank; see

[Bro90b].

Notes

Theorem 9.12(i), and the proof we give, are due to Broué–Michel; see [BrMi89].
Theorem 9.12(ii) is due to Hiss; see [Hi90]. Theorem 9.18 is due to Broué
[Bro90b].

Perfect isometries (see Exercise 5 and [KLRZ98] §6.3) were introduced by
Broué; see [Bro90a].
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Jordan decomposition as a Morita equivalence:
the main reductions

We recall the notation of Chapter 9. Let (G, F) be a connected reductive F-
group defined over Fq (see A2.4 and A2.5). Let (G∗, F) be in duality with
(G, F) (see Chapter 8). Let � be a prime not dividing q, let (�, K , k) be an
�-modular splitting system for GF . Let s be a semi-simple �′-element of (G∗)F .
We have seen that the irreducible characters in rational series E(GF , t) with
t�′ = s are the irreducible representations of a sum of blocks �GF .b�(GF , s)
in �GF . Assume CG∗ (s) ⊆ L∗, the latter an F-stable Levi subgroup of G∗.
Then RG

L induces a bijection

Irr(LF , b�(LF , s)) → Irr(GF , b�(GF , s))

(Theorem 9.16). The aim of this chapter is to establish the main reductions
towards the following.

Theorem 10.1. (Bonnafé–Rouquier) �GF .b�(GF , s) and �LF .b�(LF , s) are
Morita equivalent.

In view of Theorem 9.18, one has essentially to build a �GF -�LF -bimodule,
projective on each side and such that the induced tensor product functor provides
over K the above bijection of characters.

The RG
L functor is obtained from an object of Db(�(GF × LF )−mod) pro-

vided by the étale cohomology of the variety YV := Y(G,F)
V (LV being a

Levi decomposition; see Chapter 7). It can be represented by a complex �

of �(GF × LF )-modules, projective on each side (see A3.15).
It is easily shown that our claim is now equivalent to checking that � can

be taken to have only a single non-zero term. To obtain this, one reduces the
claim to showing that the sheaf Fs on XV := YV/LF naturally associated with
the constant sheaf on YV, and the representation �LF .b�(LF , s) of LF , satisfy

141
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a certain condition relative to a compactification XV
j−−→X, namely that its

extension by 0 coincides with its direct image (see A3.3)

j!Fs = j∗Fs

and that its higher direct images vanish:

Ri j∗Fs = 0 for i ≥ 1.

This kind of problem is known as a problem of ramification, related to
the possibility of extending Fs into a locally constant sheaf on intermediate
subvarieties of XV (see A3.17). But here Fs is associated with a representation
of LF which is not of order prime to p (“wild” ramification). One further
reduction, due to Bonnafé–Rouquier, is then checked (§10.5), showing that
the above question on direct images is implied by a theorem of ramification
and generation (Theorem 10.17(a) and (b) in §10.4 below) pertaining only to
Deligne–Lusztig varieties X(w) and their Galois coverings Y(w) → X(w) of
group TwF (see Definition 7.12), clearly of order prime to p. Theorem 10.17 is
proved in the next two chapters.

Recall from Chapter 9 that we have fixed p �= � two primes, q a power of
p, F an algebraic closure of Fq , K a finite extension of Q�, � its subring of
integers over Z�, k = �/J (�), such that (�, K , k) is an �-modular splitting
system for all finite groups encountered.

10.1. The condition i∗ R j∗ F= 0

In this section, we establish a preparatory result that rules out the bi-projectivity
and Db(�(GF × LF )−mod) vs �(GF × LF )−mod questions, thus leading to
a purely sheaf-theoretic formulation. We use the notation of Appendix 3.

Condition 10.2. Let X be an F-variety and j : X → X be an open immersion
with X a complete variety. Let i : X \ X → X be the associated closed immer-
sion. Let F be a locally constant sheaf in Shk(Xét). Then the following two
conditions are equivalent.

(a) The natural map j!F → j∗F (see A3.3) induces an isomorphism j!F ∼=
R j∗F in Db

k (X).
(b) i∗R j∗F = 0 in Db

k (X \ X).
Both imply
(c) the natural map Rc�(X,F) → R�(X,F) in Db(k−mod) is an isomor-

phism.
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Proof. By A3.9, we have the exact sequence

0 → j! → j∗ → i∗i∗ j∗ → 0.

All those functors are left-exact. Taking the derived functors (see A1.10) yields
a distinguished triangle in Db

k (X)

j!F→R j∗F → i∗i∗R j∗F → j!F[1]

where we have used the fact that j!, i∗ and i∗ are exact (see A3.3).
We get at once the equivalence between (a) and (b) since i∗i∗R j∗F = 0 in

Db
k (X) if and only if i∗R j∗F = 0 in Db

k (X \ X) by applying i∗ (see A3.9).
We now check (c). Denote by σ : X → Spec(F), σ : X → Spec(F) the struc-

ture morphisms. By (A3.4) and the definition of direct images with compact
support (A3.6), the natural transformation

Rcσ∗ → Rσ∗,(c′)

is the image by Rσ ∗ of the natural transformation

j! → R j∗.(a′)

Applying this to F satisfying (a), we get that (a′) and therefore (c′) are isomor-
phisms. �

Proposition 10.3. Let X be a smooth quasi-affine F-variety. Let A be �/J (�)n

for some integer n ≥ 1. Let F be a locally constant sheaf on Xét (see A3.8) with
A-free stalks at closed points of X.

Assume that we have a compactification X → X of X satisfying (c) of
Condition 10.2 for F ⊗ k and its dual (F ⊗ k)∨ (see A3.12).

Then Hdim(X)
c (X,F) is A-free of finite rank, and Hi

c(X,F) = 0 when
i �= dim(X).

Proof. Let X
j ′

−−→X′ be an open immersion with X′ an affine F-variety
of dimension d. Note that d is also the dimension of X. Let X′ −−→X

′
be an

open immersion with X
′

a complete F-variety (for instance, the projective va-
riety associated with X′; see A2.2). Then  ◦ j ′ is an open immersion of X
into a complete F-variety and this may be used to define Rc (see A3.6) on
Sh(Xét). The natural transformation  ! j ′

! →  ∗ j ′
∗ is the composition of the nat-

ural transformations  ! j ′
! →  ∗ j ′

! →  ∗ j ′
∗. Then the natural transformation of

corresponding derived functors  ! j ′
! = ( j ′)! → R( j ′)∗ is the composition

 ! j ′
! → (R ∗) j ′

! → R( ∗ j ′
∗).
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Composing with Rσ∗, where σ : X
′ → Spec(F), and taking homology at F , we

get (see A3.4)

Hc(X,F) → H(X′, j ′
!F) → H(X,F)

where the composition is the natural map Hc(X,F) → H(X,F). By (c) of
Condition 10.2, we know that it is an isomorphism of commutative groups, so
the second map

H(X′, j ′
!F) → H(X,F)

above is onto.
Since X′ is affine of dimension d , the finiteness theorem (A3.7) implies that

Hi (X′,F ′) = 0 as long as i > d and F ′ is a constructible sheaf on X′. We may
then take F ′ = j ′

!F (see A3.2 and A3.3). Applying the surjection mentioned
above, we get the same property for the homology of �(X,F). Since F has
A-free stalks, R�(X,F) is therefore represented by a complex of A-free (i.e.
projective) modules (see A3.15). Since it has zero homology in degrees i > d,
it may be represented by a complex of A-free modules in degrees ∈ [0, d], zero
outside [0, d] (use Exercise A1.2). The same applies to F∨.

Since X is smooth, the Poincaré–Verdier duality (A3.12) implies that
Rc�(X,F) ∼= R�(X,F∨)∨[−2d]. By the above, this implies that Rc�(X,F) is
represented by a complex C of free A-modules, zero outside [d, 2d]. Its homol-
ogy is in the corresponding degrees but since Rc�(X,F ⊗ k) ∼= R�(X,F ⊗ k),
the universal coefficient formula (see A3.8) implies that this homology is also
in [0, d]. So eventually H(C) = Hd (C)[−d]. But since C has null terms in
degree < d, C is homotopically equivalent to a perfect complex in only one
degree d (use Exercise A1.2 again). Then H(C) = Hd (C)[−d] and is A-free.
Thus our Proposition. �

Remark 10.4. When X is affine, the first part of the above proof may be skipped,
and the hypothesis that F∨ satisfies Condition 10.2(c) can be avoided.

10.2. A first reduction

We now fix (G, F), G∗, and (�, K , k) as in the introduction to the chapter.
We assume that s ∈ (G∗)F is a semi-simple �′-element such that CG∗ (s) ⊆ L∗

where L∗ is a Levi subgroup in duality with L (see §8.2) and such that FL = L.
Let P = VL be a Levi decomposition.

Recall (Chapter 7) the Deligne–Lusztig varieties Y(G,F)
V and X(G,F)

V (often
abbreviated by omitting the superscript (G, F)) and the locally trivial LF -
quotient map π : Y(G,F)

V → X(G,F)
V (Theorem 7.8).
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Definition 10.5. Let F = πLF

∗ �YV , a sheaf of �LF -modules on XV (see
A3.14). Let Fs = F .b�(LF , s) (see Definition 9.9). Denote F k

s = Fs ⊗� k.

The following is then clear from the definition of twisted induction (see §8.3).

Lemma 10.6. Let n ≥ 1; then Rc�(XV,Fs ⊗� �/J (�)n) = Rc�(YV, �/

J (�)n).b�(LF , s) and may be considered as an object of Db(�/J (�)nGF−
mod−�/J (�)nLF ). The limit (over n) of its homology induces the RG

L⊆P
functor.

Here is our first main reduction.

Theorem 10.7. Let XV be the Zariski closure of XV in G/P, and
jV: XV → XV be the associated open immersion. Assume that (XV, jV,F k

s )
and (XV, jV,F k

s−1 ) satisfy Condition 10.2.
Then there is a Morita equivalence

�LF .b�(LF , s)−mod
∼−−→�GF .b�(GF , s)−mod.

Proof. The �-duality functor permutes the blocks of �GF and sends
b�(GF , s) to b�(GF , s−1) since the conjugate of the generalized character
RG

T θ is RG
T θ−1 (exercise: use the character formula or the original definition),

and (T, θ−1) corresponds to s−1 when (T, θ ) corresponds to s (see §8.2). So
(Fs)∨ ∼= Fs−1 and (F k

s )∨ ∼= F k
s−1 .

Denote by iV: XV \ XV → XV the closed immersion associated with jV.
Denote �(n) := �/J (�)n and F (n)

s := Fs ⊗� �(n).
The variety XV is smooth (Theorem 7.7) and quasi-affine (Theo-

rem 7.15). Moreover XV is complete, being closed in the complete var-
iety G/P (see A2.6). We may apply Proposition 10.3. This ensures that
Rc�(XV,F (n)

s ) ∈ Db(�(n)−mod) is represented by a complex in the single
degree d := dim(XV) = dim(YV) which is moreover �(n)-free. Both GF and
LF act on it by A3.14. Let us show that it is projective as a �(n)GF -module
(and as a �(n)LF -module).

The stabilizers of closed points of YV in GF are intersections with GF of con-
jugates of V, since YV ⊆ G/V. So they are finite p-groups. By A3.15, this im-
plies that Rc�(YV, �(n)) ∈ Db(�(n)GF−mod) can be represented by a complex
of projective �(n)GF -modules. So Hd

c (XV,F (n)
s ) = Hd

c (YV, �(n)).b�(GF , s) is
a projective �(n)GF -module (apply Exercise A1.4(c) with m = m ′). Similarly
for the (free) right action of LF . So Hd

c (XV,F (n)
s ) is a projective right �(n)LF -

module.
The projective limit limn Hd

c (XV,F (n)
s ) is both a projective �GF -module

and a projective �LF -module, its rank being the same for all n. To
complete our proof, we must show that Theorem 9.18 may be applied, taking
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A = �GF .b�(GF , s), B = �LF .b�(LF , s) and M = limn Hd
c (XV,F (n)

s ). This
is a matter of looking at MK ⊗LF − on simple K LF -modules (see also the proof
of Corollary 9.19). On characters of LF , MK ⊗LF − is by definition the pro-
jection on K LF .b�(LF , s) followed by the twisted induction RG

L⊆P times the
sign (−1)d (see Lemma 10.6 above). Then Theorem 9.16 tells us at the same
time that MK ⊗LF − sends the simple K LF .b�(LF , s)-modules into simple
K GF .b�(GF , s)-modules, and that it bijects them. Thus our theorem. �

10.3. More notation: smooth compactifications

We keep (G, F) a connected reductive F-group defined over Fq . Let us fix
B0 ⊇ T0 a Borel subgroup and maximal torus, both F-stable (see Theo-
rem 7.1(iii)). Let U0 be the unipotent radical of B0. Denote by S the set of
generating reflections of W (G, T0) associated with B0.

Notation 10.8. Let 	(S) be the set of finite (possibly empty) sequences of
elements of S ∪ {1}. We often abbreviate 	(S) = 	. We denote by 	red the
subset consisting of reduced decompositions.

Concatenation is denoted by w ∪ w′ for w, w′ ∈ 	. This monoid acts
on T0 through the evident map 	 → W (G, T0). Recalling the map w �→ ẇ

from W to NG(T0) (see Theorem 7.11), we define TwF
0 ⊆ T0 as {t ∈ T0 |

ṡ1 . . . ṡr F(t)ṡ−1
r . . . ṡ−1

1 = t} for w = (s1, . . . , sr ). (If, moreover, s1 . . . sr is a
reduced expression, the product ṡ1 . . . ṡr depends only on s1 . . . sr , thus allowing
us to define wF as an automorphism of any F-stable subgroup containing T0.)

We denote by l(w) the number of indices i such that si �= 1. If w′ =
(s ′

1, . . . , s ′
r ′ ) ∈ 	, denote w′ ≤ w if and only if r = r ′ and, for all i , s ′

i ∈ {1, si }.
If X, Y ∈ G/U0 (resp. G/B0) and w ∈ W , denote X

w−−→Y if and only if
X−1Y = U0ẇU0 (resp. X−1Y = B0wB0).

When w = (s1, . . . , sr ) ∈ 	, denote by Y(w) (resp. X(w)) the set of r -tuples
(Y1, . . . , Yr ) ∈ (G/U0)r (resp. (G/B0)r ) such that

Y1
s1−−→Y2

s2−−→ . . .
sr−1−−→Yr

sr−−→F(Y1).

Let X(w) := ⋃
w′≤wX(w′). When w′ ≤ w in 	, denote jw

w′ : X(w′) → X(w).

Let us show how to interpret the above varieties associated with w ∈ 	 as
examples of the varieties defined in Chapter 7.

Consider now, for some integer r , the group G(r ) := G × · · · × G (r times)
with the following endomorphism

Fr : G(r ) −→ G(r )

(g1, g2, . . . , gr ) �→ (g2, . . . , gr , F(g1)).
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Since G is defined over Fq by F , G(r ) is defined over Fq by (Fr )r . Further-
more GF is isomorphic to (G(r ))Fr by the diagonal morphism (but (G(r ))(Fr )r ∼=
(GF )r ). We identify the Weyl group of G(r ) with respect to T(r )

0 with W (G, T0)r ,
as well as the variety G(r )/B(r ) with (G/B)r , and so on.

If w ∈ (S ∪ {1})r , one may consider it as an element of W (G(r ), T(r )
0 ) and

form the varieties of Definition 7.12. Note that w is a product of pairwise
commuting generators of the Weyl group of G(r ) with respect to T(r )

0 . Using
the above group G(r ) and morphism Fr : G(r ) → G(r ), then Y(G(r ),Fr )(w) and
X(G(r ),Fr )(w) are the varieties defined above and denoted by Y(w), X(w) respec-
tively. Note that the commuting actions of the finite groups (G(r ))Fr and (T(r )

0 )wFr

on Y(G(r ),Fr )(w) may be identified with actions of GF and TwF
0 (see Notation

10.8) on Y(w). For the action of GF this is the isomorphism (G(r ))Fr ∼= GF

mentioned above. For the action of TwF
0 , we have clearly

Lemma 10.9. Let w = (w j )1≤ j≤r ∈ W (G, T0)r , denote TwF
0 = Tw1...wr F

0 and
define ιw: T0 → Tr

0 by

ιw(t) = (t, w1
−1tw1, . . . , (w1 . . . wr−1)−1tw1 . . . wr−1) (t ∈ T0).

One has ιw(TwF
0 ) = (Tr

0)wFr . Hence ιw defines an isomorphism TwF
0 →

(Tr
0)wFr .

Theorem 7.8 and Proposition 7.13 now give

Proposition 10.10. Let w ∈ 	. Then
(i) Y(w) (and X(w)) are smooth, quasi-affine, of dimension l(w),
(ii) Y(w) → X(w) is a Galois covering of group TwF

0 ,
(iii) X(w) is closed in (G/B0)r ,
(iv) the X(w′) for w′ ≤ w and l(w′) = l(w) − 1 form a smooth divisor with

normal crossings making X(w) \ X(w).

The next proposition needs a little more work. We show how the transitivity
theorem on varieties YV (see Theorem 7.9) applies to varieties Y(w).

Definition 10.11. If I ⊆ S and v ∈ W (G, T0) is such that vF(I )v−1 = I ,
let YI,v = {gUI | g−1 F(g) ∈ UI v̇F(UI )} ⊆ G/UI , a variety with a GF ×
(LI )v̇F -action, and XI,v = {gPI | g−1 F(g) ∈ PI v̇F(PI )} ⊆ G/PI .

Note that, if a ∈ G is such that a−1 F(a) = v̇, then a.YI,v = Y(G,v̇F)
UI

(see

Definition 7.6). This left translation by a, YI,v → Y(G,v̇F)
UI

, transforms GF ×
LI

v̇F -action into Gv̇F × LI
v̇F -action.

Proposition 10.12. Let I , v, YI,v be as above. Let dv ∈ 	 be a minimal de-
composition of v. Let w ∈ (I ∪ {1})r . Then we have an isomorphism

(YI,v × YLI ,v̇F (w))/Lv̇F
I → Y(w ∪ dv)
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uniquely defined on YI,v × YLI ,v̇F (w) by

(x, (V1, V2, . . . ; Vr )) �→ (V′
1, . . . , V′

r+l(v)),

with V′
i = xVi for i ≤ r .

As a consequence, Y(G,F)(w) ∼= Y(G,F)(dw) for any w ∈ W (G, T0) and dw ∈
Sl(w) a reduced decomposition of w.

Proof. Note that, if I = ∅, then UI = U0, YI,v = Y(G,F)(v), LI = T0,
w = 1 and Y(LI ,v̇F)(w) is a TvF

0 -orbit. The isomorphism indeed reduces to
Y(G,F)(v) ∼= Y(G(l),Fl )(dv) = Y(dv) where l is the length of v, whence the last
assertion.

Let us now return to the general case with w = (s1, . . . , sr ) ∈ (I ∪ {1})r .
Note that l(srv) = l(sr ) + l(v) since v−1 sends the simple roots corresponding
to I to positive roots. Define

Y′ ={(g1U0, . . . , gr U0) |g1U0
s1−−→g2U0

s2−−→ . . . gr U0
sr v−−→F(g1)U0}

⊆ (G/U0)r .

By the arguments used above for the varieties Y(w) (w ∈ 	), it is a locally
closed subvariety in a variety of the type defined in Chapter 7 for the group G(r )

(with w �→ ẇ defined on the whole of W (G(r ), T(r )
0 ) = W (G, T0)r instead of

just (S ∪ {1})r ), hence smooth of dimension l(w) + l(v) (see Proposition 7.13).
The existence of a natural bijective map Y(w ∪ dv) → Y′ is given by the

following lemma.

Lemma 10.13. Assume l(w1w2) = l(w1) + l(w2) in W (G, T0). Then x
w1w2−−→y

in G/U0, if and only if there is a z ∈ G/U0 such that x
w1−−→z

w2−−→y. This z is
unique.

Proof. Denote w3 := w1w2. It is enough to check that U0ẇ1U0ẇ2U0 =
U0ẇ3U0. Since ẇ3 = ẇ1ẇ2 (see Theorem 7.11), it suffices to check
U0ẇ1U0ẇ2U0 = U0ẇ1ẇ2U0. This is a consequence of U0 = (U0 ∩ Uẇ1

0 )(U0 ∩
ẇ2 U0) which in turn can be deduced from the corresponding partition of positive
roots (see Proposition 2.3(iii)) as in the finite case — or even as a limit of the
finite case. �

As a result of Lemma 10.13, the map (g1U0, . . . , gr+l(v)U0) �→
(g1U0, . . . , gr U0) is a bijective map Y(w ∪ dv) → Y′. As a bijective morphism,
clearly separable, between smooth varieties, one obtains an isomorphism (see
A2.6).

It remains to check that multiplication induces an isomorphism (YI,v ×
YLI ,v̇F (w))/Lv̇F

I → Y′.
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Consider v̇′ = (1, 1, . . . , 1, v̇) ∈ W (G, T0)r . One has v̇′Fr = (v̇F)r as
endomorphisms of G(r ). The diagonal morphism gUI �→ (gUI , . . . , gUI ) ∈
G(r )/UI

r restricts to an isomorphism of varieties YI,v̇ → YI r ,v̇′ , which pre-
serves GF × LI

v̇F ∼= (G(r ))
Fr × (LI r )(v̇F)r -actions.

Let a ∈ G(r ) be such that aFr (a)−1 = v̇′. We have seen that aYI r ,v̇′ =
YGr ,(v̇F)r

UI r . For b ∈ LI
r such that b(v̇F)r (b)−1 = ẇ, one has Y(LI

r ,(v̇F)r )(w)b =
Y(Lr

I ,(v̇F)r )
V′ where V′ = b−1(LI r ∩ Ur

0)b (Proposition 7.13(ii)). Then UI V′ =
b−1Ur

0b. Theorem 7.9 applies, there is an isomorphism, given by multiplic-
ation,

YGr ,(v̇F)r
UI r × Y(Lr

I ,(v̇F)r )
V′ /(LI

r )(v̇F)r ∼= Y(Gr ,(v̇F)r )
b−1Ur

0b .

The initial product is then isomorphic to a−1Y(Gr ,(v̇F)r )
b−1Ur

0b b−1. But baFr (ba)−1 =
ẇv̇′. So (ba)−1bY(Gr ,(v̇F)r )

b−1Ur
0b b−1 = (ba)−1Y(Gr ,ẇv̇′ Fr )

U0
= Y′ by Proposition 7.13(ii).

�

10.4. Ramification and generation

We now give some notation in order to state Theorem 10.17. We keep (G, F) a
connected reductive F-group defined over Fq . We keep (G∗, F) in duality with
(G, F) (see Chapter 8). We recall that T0 ⊆ B0 are a maximal torus and a Borel
subgroup, both F-stable. We introduce the sheaves Fw(M) on X(w), for M a
kTwF

0 -module, and the related complexes of kGF -modules S(w,θ ).

Definition 10.14. Let �(G, F) denote the set of pairs (w, θ) where w ∈ 	 (see
Notation 10.8) and θ is a linear character TwF

0 → k×.
Since k is big enough so that we get as θ all possible �′-characters of all

finite groups TwF
0 (w ∈ W ), the partition into rational series (see §8.4) implies

a partition �(G, F) = ∪s �(G, F, s) where s ranges over (G∗)F -conjugacy
classes of semi-simple �′-elements of (G∗)F .

Definition 10.15. If w = (s1, . . . , sr ) ∈ 	, let, for each i such that si �= 1,
αi be the image by s1 . . . si−1 of the positive root corresponding to si . Define
wθ := (s ′

1, . . . , s ′
r ) ∈ 	 by s ′

i = 1 if si �= 1 and θ ◦ Ns1... sr (α∨
i ) = 1, let

s ′
i = si otherwise (see (8.11) and (8.12) for the definition of Nv: Y (T0) → TvF

0

for v ∈ W (G, T0)).

Definition 10.16. Let (w, θ) ∈ �(G, F). Define kθ as the one-dimensional
kTwF

0 -module corresponding to θ . Let bθ := |TwF
0 |−1

�′
∑

t∈(TwF
0 )�′

θ (t)t−1 ∈
kTwF

0 , i.e. the primitive idempotent of kTwF
0 acting non-trivially on kθ . Since

Y(w) is a variety with right TwF
0 -action, with associated quotient π : Y(w) →
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X(w), the direct image π∗kY(w) may be considered as a sheaf of (right) kTwF
0 -

modules on X(w) (a locally constant sheaf; see A3.16). One defines

Fw: kTwF
0 −mod → ShkGF (X(w)ét)

by Fw(M) = π
TwF

0∗ kY(w) ⊗kTwF
0

MX(w) = π
TwF

0∗ kY(w)
L⊗kTwF

0
MX(w) (notation of

A3.14).
We abbreviateFw(kθ ) = Fw(θ ) andF(w,θ ) = Fw(kTwF

0 bθ ) = (π∗kY(w))bθ ∈
Shk(X(w)).

Since the quasi-projective variety Y(w) is acted on by GF × (TwF
0 )opp,

A3.14 tells us that R�(Y(w), kY(w)) is represented by a complex of kGF -kTwF
0 -

bimodules. So we may define S(w,θ ) := R�(Y(w), kY(w)).bθ as an object of
Db(kGF−mod).

Keep the hypotheses and notation of the above definitions. Note that the
following theorem does not mention Levi subgroups or the condition CG∗ (s) ⊆
L∗. For the notion of a subcategory of a derived category generated by a set of
objects, see A1.7.

Theorem 10.17. (a) (Ramification) Let w′ ≤ w in 	 and θ : TwF
0 → k×. Then

( jw
w′ )∗R( jw

w )∗Fw(θ ) = 0 unless wθ ≤ w′.
(b) (Generation) Let s be a semi-simple �′-element of (G∗)F . The subcat-

egory of Db(kGF ) generated by the S(w,θ )’s for (w, θ) ∈ �(G, F, s) contains
kGF .b�(GF , s) (see Definition 9.9).

10.5. A second reduction

We now show that Theorem 10.1 reduces to the above Theorem 10.17, that is a
question on the varieties X(w), i.e. varieties XV where V is a unipotent radical
of a Borel subgroup.

Theorem 10.18. Theorem 10.17 implies Theorem 10.1.
Proof. Let P = V >� L with FL = L, and L in duality with L∗ such that
CG∗ (s) ⊆ L∗ as in Theorem 10.1. In view of Theorem 10.7, it suffices to check
that XV, the immersions iV: XV \ XV → XV, jV: XV → XV, and F k

s satisfy
Condition 10.2, i.e.

i∗
VR( jV)∗F k

s = 0.

We give the proof of the following at the end of the chapter.

Proposition 10.19. Assume P = LV is a Levi decomposition with FL = L.
Let v ∈ W (G, T0), I ⊆ , a ∈ Lan−1(v̇) such that v−1(I ) ⊆ , aV = UI ,
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aL = LI , and x �→ a x induces an isomorphism Y(G,F)
V → Y(G,v̇F)

UI
(see Propo-

sition 7.13(i)). Let s ∈ (L∗)F be a semi-simple element in a Levi subgroup
of G∗ in duality with L and such that CG∗ (s) ⊆ L∗. Then, for all w ∈ 	(I )
and θ : TwvF

0 → k× such that (w, θ) ∈ �(LI , dv F, s) (see Definition 10.14), we
have (w ∪ dv)θ = wθ ∪ dv , where (w ∪ dv)θ is computed in G relative to F,
and wθ is computed in LI relative to dv F.

In view of the above, it suffices to show the theorem with (G, F) replaced
by (G, v̇F) and (P, L) by (PI , LI ). We use the same notation for Fs but omit
the exponent.

We abbreviate L := Lv̇F
I . We denote by i, j the closed and open immersions

associated with XI,v ⊆ XI,v where XI,v denotes the Zariski closure of XI,v in
G/PI (see Definition 10.11). We must check

i∗R j∗Fs = 0.(1)

Let π L : YI,v → XI,v be the map defined by π L (gUI ) = gPI , an L-quotient
map by Theorem 7.8 and Definition 10.11. We have Fs = (π L

∗ kYI,v ).b�(LF , s)
where π L

∗ kYI,v ∈ Db
kL (XI,v). So our claim will result from checking that

i∗R j∗
(
(π L

∗ kYI,v )
L⊗kL M

) = 0(1M )

for the kL .b�(L , s)-module M = kL .b�(L , s). The above, seen as a functor
Db(kL−mod) → Db

k (XI,v \ XI,v), preserves distinguished triangles as a com-
position of derived functors. So Theorem 10.17(b) applied to (LI , v̇F) implies
that it suffices to check

i∗R j∗
(
(π L

∗ kYI,v )
L⊗kLS (LI ,v̇F)

(w,θ )

) = 0(2)

for any (w, θ) ∈ �(LI , v̇F, s) (see A1.7 and A1.8).
For the remainder of the proof of the theorem, we fix such a (w, θ) ∈

�(LI , v̇F, s).

Lemma 10.20. Assume w ∈ (I ∪ {1})r . Let τ : X(G,F)(w ∪ dv) → XI,v be
the map defined by τ (g1B0, . . . , gr+l(v)B0) = g1PI . Then Rτ∗(F(w∪dv,θ )) ∼=
(π L

∗ kYI,v ) ⊗kL S (LI ,v̇F)
(w,θ ) .

Proof of Lemma 10.20. Let

Y′ := YI,v × Y(LI ,v̇F)(w)
π ′−−→Y(w ∪ dv)

π ′′−−→X(w ∪ dv)
τ−−→XI,v

where π ′ and π ′′ are defined by Proposition 10.12 and Proposi-
tion 10.10(ii) respectively. Then, π ′ being a L-quotient, we have Rτ∗kX(w∪dv ) =
R(τπ ′′)∗(π ′

∗kY′ ⊗kL k) (see equation (1) in A3.15).
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The above composite also decomposes as

YI,v × Y(LI ,v̇F)(w)
π L×Id−−→XI,v × Y(LI ,v̇F)(w)

σ−−→XI,v

where σ is the first projection. Then R(τπ ′′π ′)∗kY′ = R(σ (π L × Id))∗kY′ =
(Rσ∗)

(
(π L × Id)∗kY′

)
by the usual properties of direct images (see A3.4). We

have (π L × Id)∗kY′ = π L
∗ kYI,v × kY(LI ,v̇F)(w) on XI,v × Y(LI ,v̇F)(w), and in turn

its image under Rσ∗ is π L
∗ kYI,v ⊗k R�(Y(LI ,v̇F)(w), k).

So Rτ∗kX(w∪dv ) = (π L
∗ kYI,v ⊗ R�(Y(LI ,v̇F)(w), k)) ⊗kL k. Since the action

of L on the tensor product inside the parentheses is diagonal, we have

Rτ∗kX(w∪dv ) = π L
∗ kYI,v ⊗kL R�(Y(LI ,v̇F)(w), k) ∼= π L

∗ kYI,v

L⊗kLR�(Y(LI ,v̇F)

(w), k) (see A3.15). The action of TwvF
0 is the one on the right side induced by

the right-sided action on Y(LI ,v̇F)(w). So, applying − ⊗kTwvF
0

kTwvF
0 bθ , we get

Rτ∗(F(w∪dv,θ )) ∼= π L
∗ kYI,v ⊗kL SLI ,v̇F

(w,θ )
∼= π L

∗ kYI,v

L⊗kLSLI ,v̇F
(w,θ ) by our definitions

and A3.15. This is our initial claim. �

In view of Lemma 10.20, (2) will be implied by

i∗R j∗Rτ∗F(w∪dv,θ ) = 0.(3)

Consider now the diagram

X(w ∪ dv)
jw∪dv
w∪dv−−→ X(w ∪ dv)

iZ←−− Z

τ



�



�τ̄



�τ ′

XI,v
j−−→ XI,v

i←−− XI,v \ XI,v

where τ̄ is defined by τ̄ (g1B0, . . .) = g1PI , and the right square is a fibered
product, thus implying Z = X(w ∪ dv) \ τ̄−1(XI,v). The left square commutes,
so (3) can be rewritten as

i∗Rτ̄∗R
(

jw∪dv

w∪dv

)

∗
F(w∪dv,θ ) = 0.(4)

The varieties X(w ∪ dv) and XI,v are closed subvarieties (Proposi-
tion 7.13(iv)) of the complete varieties (G/B0)l(w)+l(v) and G/PI respectively
(see A2.6). Then τ̄ is a proper morphism (see A2.7). The base change theorem
for proper morphisms (A3.5) then yields i∗Rτ̄∗ ∼= (Rτ ′

∗)i∗
Z so that (4) will be
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implied by

i∗
ZR

(
jw∪dv

w∪dv

)

∗
F(w∪dv,θ ) = 0.(5)

The above can be written as i∗
ZR( jw∪dv

w∪dv
)∗Fw∪dv

, which is a composi-

tion of derived functors applied to the projective module kTw(vF)
0 bθ . But

Db(kTw(vF)
0 bθ−mod) is generated by the only simple kTw(vF)

0 bθ -module kθ

(see A1.12 or Exercise A1.3), so it suffices to check the following

i∗
ZR

(
jw∪dv

w∪dv

)

∗
Fw∪dv

(θ ) = 0.(6)

If Z
iZ−−→X is a closed immersion, Z = ∪t Zt is a covering by locally closed

subvarieties with associated immersions Zt
it−−→X , and if C ∈ Db

k (X ), then the
criterion of exactness in terms of stalks (see A3.2) easily implies that i∗

ZC = 0
in Db

k (Z ) if and only if i∗
t C = 0 in Db

k (Zt ) for all t .
So our claim (6) is now a consequence of Theorem 10.17(a) and the follow-

ing.

Lemma 10.21. X(w ∪ dv) \ τ̄−1(XI,v) = ∪w′,v′ X(w′ ∪ v′) where the union
ranges over w′ ≤ w and v′ < dv in 	. In particular, (w ∪ dv)θ �≤ w′ ∪ v′.

Proof of Lemma 10.21. Concerning the first equality, the inclusion X(w ∪ dv) \
τ̄−1(XI,v) ⊆ ⋃

w′,v′X(w′ ∪ v′) is enough for our purpose (the converse is left as
an exercise). By definition of the Bruhat order, we clearly have X(w ∪ dv) =
⋃

w′,v′X(w′ ∪ v′) where the union is over w′ ≤ w and v′ ≤ dv . We must check
that τ̄ (X(w′ ∪ dv)) ⊆ XI,v for all w′ ≤ w. Let (g1B0, . . . , gr+l(v)B0) ∈ X(w′ ∪
dv). Since w′ is a sequence of elements of I ∪ {1}, we have g−1

1 gr+1 ∈ PI

while gr+1B0
v−−→F(g1)B0 by Lemma 10.13, i.e. g−1

r+1 F(g1) ∈ B0v̇B0. Then
g−1

1 F(g1) ∈ PI v̇B0 and therefore g1PI ∈ XI,v .
The last assertion comes from Proposition 10.19. �

Proof of Proposition 10.19. Let w = (s1, . . . , sr ), w ∪ dv = (s1, . . . , sr , sr+1,

. . . sr+l). For i ∈ [1, r + l] such that si �= 1, denote by δi the simple root cor-
responding with si and let αi = s1 . . . si−1(δi ). The claimed equality amounts
to showing the following two statements.

(1) If i ≤ r and si �= 1, then θ ◦ N (F)
w∪dv

(α∨
i ) = 1 if and only if

θ ◦ N (vF)
w (α∨

i ) = 1 (where the exponent in the norm map indicates which
Frobenius endomorphism is considered).

(2) If i > r (and therefore si �= 1) then θ ◦ N (F)
w∪dv

(α∨
i ) �= 1.

The first statement is clear from the definition of the norm maps (8.12)
implying N F

b = N bF
1 for any b ∈ 	.
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Let us check the second (see §2.1 for the elementary properties of roots used
below). Let βi := sr+1 . . . si−1(δ). The latter is positive since dv is a reduced
decomposition. But v−1(βi ) = sr+l sr+l−1 . . . si (δi ) = −sr+l sr+l−1 . . . si+1(δi ) is
negative since sr+l sr+l−1 . . . si is a reduced decomposition. This implies that
βi �∈ �I since v−1(I ) ⊆ . Then any element of WI sends it to an element of
� \ �I , so αi �∈ �I . By Exercise 8.2, this implies θ (Nw∪dv

(α∨
i )) �= 1. �

Exercises

1. Assume that L is a torus in Theorem 10.1. Show that Theorem 10.17(a)
(ramification) is enough to get Theorem 10.1 (note that, in the nota-

tion of §10.5, (dv)θ = dv , Fs = Fdv
(bθ ), and therefore ( j dv

v′ )∗R( j dv

dv
)∗Fs =

( j dv

v′ )∗R( j dv

dv
)∗Fs−1 = 0 for all v′ < dv).

2. Show that the condition in Theorem 10.17(a) is equivalent to the existence
of some θ ′: Tw′ F

0 → k× such that (w, θ) and (w′, θ ′) are in the same rational
series.

Notes

Proposition 10.3 mixes a classical argument ([SGA.4 1
2 ] p. 180; see also

[Bro90b] 3.5) with some adaptations in the quasi-affine case (see [Haa86]).
The first reduction (Theorem 10.7), assuming affinity of Deligne–Lusztig var-
ieties, is due to Broué, thus covering the case of a torus ([Bro90b], see Exer-
cise 1). The second reduction (§10.5) is taken from [BoRo03].
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Jordan decomposition as a Morita equivalence:
sheaves

This chapter is devoted to determining where the locally constant sheavesFw(θ )
on X(w)ét (see §10.5) ramify. This includes the proof of Theorem 10.17(a), due
to Deligne–Lusztig.

Recall that (G, F) is a connected reductive F-group defined over Fq . We
have fixed T ⊆ B a maximal torus and a Borel subgroup of G, both F-stable.
This allows us to define the Weyl group W (G, T) and its subset S of simple
reflections relative to B. Recall the notation � for the set of finite sequences of
elements of S ∪ {1} and the partial ordering ≤ on �. When w′ ≤ w in �, recall
the varieties and the immersion

jw
w′ : X(w′) → X(w)

(see Notation 10.8). Recall that, with θ : TwF → k× considered as a one-
dimensional representation of TwF , Fw(θ ) is the locally constant sheaf on
X(w)ét associated with θ and the TwF -torsor Y(w) → X(w).

We prove the following theorem. The first statement is the “ramification”
part of Theorem 10.17. The second statement, due to Bonnafé–Rouquier, will
contribute to the proof of the “generation” part of Theorem 10.17, completed
in the next chapter.

Theorem 11.1. Let w ∈ �, θ ∈ Hom(TwF , k×).
(a) If w′ ≤ w, then ( jw

w′ )∗R( jw
w )∗Fw(θ ) = 0 unless wθ ≤ w′ (see Defini-

tion 10.16).
(b) The mapping cone of ( jw

w )!Fw(θ ) → R( jw
w )∗Fw(θ ) is in the subcategory

of Db
k (X(w)) generated by the ( jw

w′ )∗ ◦ ( jw′
w′ )!Fw′ (θ ′)’s for wθ ≤ w′ < w and

θ ′ ∈ Hom(Tw′ F , k×).

The proof of (a) is §11.1 below. It involves the techniques of A3.16 and A3.17
about ramification of locally constant sheaves along divisors with normal cross-
ings. The underlying idea is to reduce X(w) → X(w) to the “one-dimensional”

155
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case of Gm ↪→ Ga, or even the more drastic reduction, suited to étale cohomol-
ogy, to the embedding of the generic point {η} ↪→ Spec(F[z]sh).

The proof of (b) occupies the next three sections. This time, one constructs
a TwF/Ker(θ )-torsor for X[wθ, w], the open subvariety of X(w) corresponding
to the X(w′)’s with wθ ≤ w′ ≤ w.

11.1. Ramification in Deligne–Lusztig varieties

Let (G, F, B, T) be as in §10.5. Recall S ⊆ W (G, T)F and the corresponding
simple roots �(G, T) in the root system �(G, T). Let r ≥ 1, w = (si )1≤i≤r ∈
(S ∪ {1})r . Recall X(w) (resp. X(w)) the locally closed (resp. closed) subvariety
of (G/B)r (see Notation 10.8).

Lemma 11.2. Let a ≤ w in (S ∪ {1})r with l(w) > 1. Then [1, w] \ [a, w] =
⋃

v[1, v] where the union is over v ∈ [1, w] \ [a, w] such that l(v) = l(w) − 1.
The corresponding union

⋃
v X(v) is a smooth divisor with normal crossings

in X(w).

Proof. The first equality is an easy property of the product ordering in (S ∪
{1})r . The consequence on X comes from Proposition 10.10(iv). �

To prove Theorem 11.1(a), as a result of the above lemma (with a =
wθ ) and since jw

w′ = jw
v ◦ jv

w′ for w′ ≤ v ≤ w, it suffices to show that
( jw

v )∗R( jw
w )∗Fw(θ ) = 0 when l(v) = l(w) − 1, v ≤ w, wθ 
≤ v. By the real-

ization of X(w) \ X(w) as a smooth divisor with normal crossings, and Theo-
rem A3.19, it is equivalent to showing thatFw(θ ) (see Definition 10.16) ramifies
along those X(v)’s. Inputting also the definition of wθ , it is enough to prove the
following.

Theorem 11.1(a′). Let ν ∈ [1, r [ such that sν 
= 1. Define w′
ν from w =

(si )1≤i≤r by replacing the νth component sν by 1, and let

Dν = X(w′
ν).

Let δν be the simple root corresponding to the reflection sν and let βν =
(s1 . . . sν−1)(δν). Let Nw: Y (T) → TwF be as defined in (8.12). Then Fw(θ )
ramifies along Dν ∩ X(w) when θ (Nw (β∨

ν )) 
= 1 (see (8.11) for the definition
of Nw: Y (T) → TwF ).

Let w′ = (si )1≤i≤r,si 
=1. Recall the varieties Y(w) of Notation 10.8. One
has clearly a canonical isomorphism between (Y(w′) → X(w′) → X(w′)) and
(Y(w) → X(w) → X(w)). Thanks to the following lemma we shall replace
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(T, wF) by (T(r ), wFr ), θ by θ ◦ ιw
−1, where ιw: TwF → (T(r ))wFr is the iso-

morphism defined in Lemma 10.9, and replace (G, F) by(G(r ), Fr ).

Lemma 11.3. Let α ∈ �(G, T), let β = s1 . . . sν−1(α) and let αν = (ηi )1≤i≤r ∈
Y (T(r )) = Y (T)r be the coroot of G(r ) defined by

ηi =
{

0 if i 
= ν,
α∨ if i = ν.

One has ιw(Nw (β∨)) = N (r )
w (α∨).

Proof. Here N (r )
w is the canonical morphism Y (T(r )) → (T(r ))wFr .

Let d be such that (wF)d = Fd is a split Frobenius map over Fqd , i.e.
amounts to t → tqd

on T. Then (wFr )dr = (Fr )dr induces multiplication by qd

on Y (T(r )). Let ζ be a selected primitive (qd − 1)th root of unity in Q. By (8.12),
Nw(β∨) = NFd/wF (β∨(ζ )) and N (r )

w (α∨
ν ) = NFdr

r /wFr (α∨
ν (ζ )). We compute the

last expression. One has α∨
ν (ζ ) = (1, . . . , 1, t0, 1, . . . , 1) where t0 = α∨(ζ ) is in

component number ν. Hence (wFr )h(α∨
ν (ζ )) has all components equal to 1 apart

from the component of index ν − h modulo r , which may be written wh(t0).
Here wh is the word of length h on the r “letters” s1, s2, . . . , (sr F) which is ob-
tained by left truncation of the long word s1s2 . . . (sr F)s1s2 . . . (sr F)s1s2 . . . sν−1

((ν − 1 + Cr ) letters, C large enough). The equality N (r )
w (α∨

ν ) = ιw(Nw(β∨))
follows. �

Replacing now Gr with G (or, better, denoting Gr by G), one is led to prove
Theorem 11.1(a′) above with w ∈ W (G, T) a product w = s1s2 . . . sl of com-
muting simple reflections, X(w) → X(w) being therefore smooth subvarieties
of G/B and Y(w) a TwF -torsor over X(w) defined as in Chapter 7. Note that
now βν = αν .

We abbreviate by writing just Y → X → X instead of Y(w) → X(w) →
X(w).

As TwF is of order prime to p, the ramification of Y → X relative to D is
tame.

Recall kθ , the kTwF -module with support k defined by θ , and Fw(θ ) the
locally constant sheaf on Xét defined by the TwF -torsor Yθ := Y × kθ /TwF →
X.

Let Xν = X \ ⋃
i 
=ν Di (see Theorem 11.1(a′)), D′

ν = Dν ∩ Xν . Let dν be the

generic point of the irreducible divisor D′
ν and let dν : Spec(F(z1, . . . , zr−1)) →

Xν be a geometric point of Xν of image dν . Following the general procedure of
A3.17, the ramification to compute is the ramification of the map Ash

F ×Xν
Yθ →

Ash
F where x : Ash

F → Xν is such that the closed point (z) of Ash
F = Spec(F[z]sh)

is mapped onto dν and dν = x ◦ d
′
ν , where d

′
ν is a geometric point of Ash.
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We further prove that Theorem 11.1(a′) will be deduced from the following
proposition.

Proposition 11.4. Let Ash → Xν as above. Let π ′: Y′ := Gm ×T T → Gm be
the pull-back of the Lang covering T → T, (t → t−1wF(t)), (with group TwF ),
under the morphism α∨

ν : Gm → T. Consider Ash as Spec(O
Ga,0). The Ash-

schemes Ash ×Xν
Y and Ash ×Ga Y′ have isomorphic fibers over the generic

point of Ash.

Let us say how this implies Theorem 11.1(a′). By Proposition 11.4, the
covering Y → X ramifies along Dν ∩ X in the same way as Y′ → Gm ramifies
at 0 (considered as divisor of Ga with Ga = Gm ∪ {0} as F-varieties). LetF ′

w(θ )
be the locally constant sheaf over Gm defined by the TwF -torsor Y′ → Gm and
θ . To prove Theorem 11.1 we consider F ′

w(θ ) instead of Fw(θ ).
By functoriality of fundamental groups (see A3.16), y ∈ Y (T) =

Hom(Gm, T) defines a map ŷ: π t
1(Gm) → π t

1(T) between tame fundamental
groups. The Lang covering T → T defined above is a TwF -torsor, so it de-
fines a quotient ρ: π t

1(T) → TwF . The ramification of F ′
w(θ ) at 0 is that of

Y′/Ker θ → Gm along the divisor {0} ⊆ Ga. So it is given by the composed
map θ ◦ ρ ◦ (α̂∨

ν ).
We show that, for any y ∈ Y (T), Nw(y) is a generator of the image of ρ ◦

ŷ. Remember that π t
1(Gm) is the closure of (Q/Z)p′ ∼= F× (see (8.3)) with

regard to finite quotients (see A3.16). If T = Gm and wF = F , ρ is just the
identification µq−1 = F×

q
∼= TF . Then y ∈ Y (T) is defined by an exponent h ∈

Z. Let a be the generator of F×
q defined by ι(a) = 1/(q − 1). Then N (y) = ah .

However, ŷ is (ζ → ζ h) on any nth root of unity. The split case (F(t) = tq

for all t ∈ T) follows. The non-split case reduces to the split one. Assume that
(wF)d = F0 is a split Frobenius. Let ρ0: π t

1(T) → TF0 be defined by the Lang
covering of T relative to F0. There are surjective norm maps NT : TF0 → T wF ,
NY : Y (T) → Y (T) such that, with N0: Y (T) → TF0 defined by (8.8), one has
Nw ◦ NY = NT ◦ N0. Furthermore NY defines N̂Y : π t

1(T) → π t
1(T) such that

ρ ◦ N̂Y = NT ◦ ρ0. Assume y = NY (y0) ∈ Y (T), then ŷ = N̂Y ◦ ŷ0. As N0(y0)
is a generator of the image of ρ0 ◦ ŷ0, NT (N0(y0)) is a generator of the image
of NT ◦ ρ0 ◦ ŷ0. But NT (N0(y0)) = Nw(y) and NT ◦ ρ0 ◦ ŷ0 = ρ ◦ N̂Y ◦ ŷ0 =
ρ ◦ ŷ.

To prove Proposition 11.4, we view X(w) as the intersection of the G-orbit
of type w, O(w) ⊆ G/B × G/B, with the graph � of the map F : G/B → G/B
(see the proof of Theorem 7.2 and Proposition 7.13(iv)). So we write Y = {gU |
F(gU) = gẇU} (see §10.3) and the map Y → X is gU → (gB, F(g)B). Then
Y appears to be the subvariety of G/U defined by the equation F(u) = ψ(u),
where ψ = ψẇ is well defined. We easily get the following.
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Proposition 11.5. Let prwi (i = 1, 2) be the projection on G/B of O(w) ⊂
(G/B)2. Let Yi → O(w) (i = 1, 2) be the pull-back under prwi of the T-torsor
G/U → G/B. The right multiplication by ẇ induces a map between T-torsors
over O(w), ψẇ:Y1 → Y2, and ψẇ is compatible with the automorphism (t →
tw) of T.

Proof of Proposition 11.5. The scheme and T-torsor Y1 (resp. Y2)
is defined by a subvariety of G/U × G/B: {(gU, gẇB) | g ∈ G} with
the morphism (gU, gẇB) → (gB, gẇB) ∈ O(w) (resp. {(gẇU, gB) | g ∈
G} with (gẇU, gB) → (gB, gẇB)). The map ψẇ sends (gU, gẇB) onto
(gẇU, gB). �

If ẇ is fixed then we may write ψ instead of ψẇ.
As the Frobenius map extends all over G/B, the ramification of Y relative

to Dν depends on the local behavior of ψ near dν . The image in TwF of the
tame fundamental group π D

1 (X) (see A3.17) is defined by its various quotients
in TwF/Ker(θ ) for θ a linear character (see [GroMur71] 1.5.6). For such a θ

there is some λ ∈ X (T) such that TwF ∩ Ker(λ) = Ker(θ ).

Proposition 11.6. For λ ∈ X (T) let Eλ → G/B be the line bundle (A2.9) over
G/B defined by λ and the T-torsor G/U → G/B. Let Eλ,i → X (i = 1, 2)
be their pull-back under prwi . The map ψ restricts to an isomorphism of line
bundles ψλ: Eλ,1 → Eλ ◦ adw,2.

Proof of Proposition 11.6. Recall the notation w−1(λ) = λ ◦ adw. There are
natural morphisms of schemes over G/B: G/U → Eλ and G/U → Ew−1(λ),
hence Y1 → Eλ,1. Using the description of Yi we gave in the proof of Propo-
sition 11.5, we see that the following diagram is commutative

Y1
ψ−−→ Y2



�



�

Eλ,1
ψλ−−→ Ew−1(λ),2 �

The map ψλ may be viewed as a section of Eλ−1,1 ⊗ Ew−1(λ),2. It extends to
Xν if and only if its local order along Dν is zero (see Exercise 3).

That order is given by the following.

Proposition 11.7. Let αν be as in Theorem 11.1(a′), let ψλ be as in Proposi-
tion 11.6. The order of ψλ along the divisor Dν is 〈λ, α∨

ν 〉.

Proof of Proposition 11.7. The fiber over any b ∈ G/B is a principal homoge-
neous space for T; denote it U (b). If ẇ = ẇ1ẇ2 and l(w) = l(w1) + l(w2), then
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O(w) may be seen as the product over G/B of O(w1) with its second projection,
and O(w2) with its first projection. One has clearly, for any u ∈ U (b),

ψẇ(u) = (ψẇ2 ◦ ψẇ1 )(u)

here ψẇ1 (u) ∈ U (b′) and U (b′) is a fiber of Y ẇ2
1 identified with a fiber of Y ẇ1

2

(evident notations).
Let ẇν−1 = ṡ1 . . . ṡν−1, let λν = w−1

ν−1(λ), and define w′ by w = wν−1sνw
′,

so that ẇ = ẇν−1ṡνẇ
′. That decomposition allows us to write O(w) as a fiber

product O(wν) × O(sν) × O(w′) and view O(w) as a subvariety of (G/B)4.
The four projections give rise to four T-torsors over Xν , and the composi-
tion formula ψẇ = ψẇ′

ψ ṡν ψẇν−1 makes sense: for any (b, b′) ∈ O(w) and any
u ∈ U (b) one has ψ(u) = (ψẇ′

ψ ṡν ψẇν−1 )(u) ∈ U (b′) where ψẇ′
:Yw′

1 → Yw′
2 ,

ψẇν−1 :Ywν−1
1 → Ywν−1

2 and ψ ṡν are defined by Proposition 11.5. The maps
ψẇν−1 , ψẇ′

and ψ ṡν define isomorphisms of line bundles Eλ → Eλν
, Esν (λν ) →

Ew−1(λ), Eλν
→ Esν (λν ). As ψẇν−1 and ψẇ′

have null order near a general point
of Dν the order to compute is the order of ψ ṡν

ν along Dν .
Then the restriction of ψ ṡν to a fiber U (b) is defined inside a minimal

parabolic subgroup P containing the Borel subgroup corresponding to b and a
reflection in the conjugacy class of sν . Clearly ψ ṡν may be described in the quo-
tient P/Ru(P), or in its derived subgroup, or in its universal covering SL2(F).
So we study that minimal case.

We take SL2(F) acting on F2, let e be the first element of the canonical basis
of F2. Then B is the subgroup of unimodular upper triangular matrices and is
the stabilizer of Fe, U is the stabilizer of e, T is the subgroup of unimodular
diagonal matrices and acts on Fe. One may identify G/B with the projective
line, or the variety of subspaces of dimension 1 of F2. For any g ∈ SL2(F), T
acts on gB/gU as gTg−1 acts on Fge. Hence we identify G/U with F2 \ {0}.

Take ṡ =
(

0 1
−1 0

)

. The relation b s b′ between two projective points is

equivalent to b 
= b′. The divisor is the diagonal set in (G/B)2. Let ρ be defined
by te = ρ(t)e, any t ∈ T, where ρ is a character of T. Let α be the simple root
corresponding to s; one has 〈ρ, α∨〉 = 1. With the preceding identifications
and ψ = ψ ṡ , when u, v ∈ F2 and u /∈ Fv, ψ(u, Fv) = (Fu, cv) where c ∈ F is
such that ge = u and g(ṡe) = cv for some g ∈ SL2(F) (see the proof of Propo-
sition 11.3). Thus −cdet(u, v) = 1 and ψρ is induced by the map (u, Fv, a) →
(Fu, v, −det(u, v)a) where a ∈ F. We see that ψρ vanishes with order 1, equal
to 〈ρ, α∨〉, for Fu → Fv. More generally ψcρ is of order c = 〈α∨, cρ〉.

Coming back to the general situation we see that the order of ψλ along
Dν is 〈ρ, α∨

ν 〉 = 〈λ, wν−1(αν)∨〉 = 〈λ, α∨
ν 〉 (recall that we assume that the si ’s

commute). �
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Proof of Proposition 11.4. Begin with h′: Ash ×Ga Y′ → Ash, the easiest
to compute. As a variety Y′ is Gm ×T T = {(z, t) ∈ Gm × T | t−1(ẇF)(t) =
α∨

ν (z)}. The equation of the fiber of h′ above the generic point of Ash is

t−1(ẇF)(t) = α∨
ν (z)(1)

Consider now the fibred product

Ash ×Xν
Y −−→ Y



�h



�

Ash x−−→ Xν

By base change, ψ defines a morphism � between T-torsors above the
generic point η, i.e. over F[z]sh[z−1], and the fiber of h over η is the TwF -torsor
{η} ×X Y, kernel of (�, F). As x is transverse, in the composition formula
ψẇ(u) = (ψẇ′

ψ ṡν ψẇν−1 )(u) the maps ψẇ′
and ψẇν−1 extend over Ash (may

be defined over F[z]sh) and we have to consider ψ ṡν . So, as in the proof of
Proposition 11.7 and with the same notation, we go down to the minimal case.
The image of the generic point of Ash is the generic point of an affine curve
in (G/B)2. Without loss of generality we may assume that x is defined by
x(z) = (b(z), b′(z)) (z ∈ F) with b′(0) = b(z) = Fe and b′(z) = Fu(z) where

u(z) =
(

1
z

)

. Now, as is shown in the proof of Proposition 11.7, � is given

by the equation �(ae, b′(z)) = (Fe, −a−1z−1u(z)). As ae = α∨(a) for a ∈ F,
one defines an isomorphism �0 of order zero at z = 0 by the formula �0(u) =
�(uα∨(z)−1) for u ∈ U (b(z)), z 
= 0. By construction �0 extends over Ash.

Coming back to the initial ẇ, we define �: E0 → Er over η by

�(u) = �
(
uα∨

ν (z)−1
)

where � is the composition of the pull-back of ψwν−1 , �0 and the pull-back
of ψw′

, and � extends over Ash. By pull-back under x the fiber to compute is
defined by the equation

F(u) = �
(
uα∨

ν (z)−1
)
.(2)

One has �(ut) = �(u)ẇ−1tẇ, F(ut) = F(u)F(t) and F(u) ∈ �(u)T
for any u ∈ U (b(z)), z 
= 0, t ∈ T. The equation F(u) = �(u) has a solu-
tion by the Lang theorem applied to the endomorphism wF of T. As
F and �0 extend over Ash and Ash is a strictly henselian ring, there exists
u0 with the equality F(u0) = �(u0) over Ash. For any u ∈ E0, there is
t ∈ T such that ut = u0, hence F(u) = F(u0)F(t)−1. The equation (2)
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becomes �(u0) = �(u0t−1α∨
ν (z)−1)F(t), but �(u0t−1α∨

ν (z)−1)F(t) =
(u0t−1.ẇ)F(t) = u0t−1(ẇF(t)ẇ−1).ẇ = �(u0t−1(ẇF)(t)α∨

ν (z)−1). Hence
the equation is equivalent to

u0 = u0t−1(ẇF)(t)α∨
ν (z)−1,

equivalent to (1).
The fibers of h and h′ over η are isomorphic TwF -torsors. �

11.2. Coroot lattices associated with intervals

We now begin the proof of Theorem 11.1(b). We return to the general setting
where (G, F, B, T), S ⊆ W (G, T)F are as in §10.5. Recall the simple roots
�(G, T) in the root system �(G, T). Let r ≥ 1, w = (si )1≤i≤r ∈ (S ∪ {1})r .
Here we consider various subgroups and quotients of TwF . The notation is that
of Chapter 10.

Recall that we write wF : T → T for the endomorphism defined by wF(t) =
w1...wr F(t). Similarly, the norm map Y (T) → TwF in the short exact sequence

0−−→Y (T)
wF−1−−→Y (T)

Nw−−→TwF−−→1(11.8)

will be denoted by Nw := Nw1...wr (see (8.12)).

Notation and Definition 11.9. Let v = (v j ) j , w = (w j ) j in (S ∪ {1})r be such
that v ≤ w.

(a) Denote

I (v, w) := { j | 1 ≤ j ≤ r, v j = 1 
= w j }.
(b) For j ∈ I (1, w) let δ(w j ) be the simple root that defines the reflection

w j and denote

ηw, j = w1 . . . w j−1(δ(w j )
∨).

(c) Denote

Y[v,w] =
∑

j∈I (v,w)

Z ηw, j .

If v ≤ x ≤ y ≤ w, then I (x, y) ⊆ I (v, w) and Y[x,w] ⊆ Y[v,w].

Proposition 11.10. Let v ≤ x ≤ w in (S ∪ {1})r .
(i) The quotient groups TwF/Nw(Y[v,w]) and Tx F/Nx (Y[v,w]) are naturally

isomorphic to the same quotient of Y (T).
(ii) One has Y[v,x] + Y[x,w] = Y[v,w].
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Proof. We prove first the inclusion

(w − v)Y (T) ⊆ Y[v,w](�)

We use induction on the number of elements of I (v, w). I (v, w) is empty if
and only if v = w and then the inclusion is evident. If I (v, w) is not empty,
let m be its smallest element. Let x = (x j ) j ∈ (S ∪ {1})r such that v ≤ x ≤
w and I (v, x) = {m}, so that Y[x,w] ⊆ Y[v,w], I (x, w) = I (v, w) \ {m}. One
has (w − v)Y (T) ⊆ (w − x)Y (T) + (x − v)Y (T). By the induction hypothesis,
(w − x)Y (T) ⊆ Y[x,w]. As v ≤ x , Y[x,w] ⊆ Y[v,w]. One has δ(xm) = δ(wm) and
ηx,m = ηw,m because x and w coincide on the first m components. By definition
of x , (x − v)Y (T) ⊆ w1 . . . wm−1(wm − 1)Y (T), hence (x − v)Y (T) ⊆ Z ηw,m

and ηw,m ∈ Y[v,w] by Definition 11.9.
(i) is equivalent to the equality (x F − 1)Y (T) + Y[v,w] = (wF − 1)Y (T) +

Y[v,w] by (11.8) above. Using (�) and the inclusion Y[x,w] ⊆ Y[v,w], one has

(x F − 1)Y (T) ⊆ (wF − 1)Y (T) + (x − w)FY (T)

⊆ (wF − 1)Y (T) + Y[v,w],

(wF − 1)Y (T) ⊆ (x F − 1)Y (T) + (w − x)FY (T)

⊆ (x F − 1)Y (T) + Y[v,w].

To prove (ii) we prove

Y[v,w] =
∑

j∈I (v,w)

Z x1 . . . x j−1(δ(w j )
∨)(��)

Let ηw, j = w1 . . . w j−1(δ(w j )∨) be some generator of Y[v,w] ( j ∈ I (v, w)). One
has

(w1 . . . w j−1 − x1 . . . x j−1)(δ(w j )
∨) ⊆

∑

i∈I (x,w)∩[1, j−1]

Z ηw,i

by (�) applied with r = j to the sequences of the first j components of x and w.
Furthermore I (x, w) ⊆ I (v, w). Then the family (x1 . . . x j−1(δ(w j )∨)) j∈I (v,w)

is expressed as a linear combination of generators of Y[v,w] by means of a
unipotent triangular matrix with coefficients in Z. This implies (��).

Clearly I (v, w) is the disjoint union of I (v, x) and I (x, w), and x j = w j

when j ∈ I (v, x). Applying (��) twice, to the triples (v, x, w) and (v, v, w),
one obtains (ii). �

In the following we go beyond (i) of Proposition 11.10 to define some diago-
nalizable subgroups of T(r ). Recall (see §10.3) that the endomorphism Fr is de-
fined on G(r ) = Gr , hence on T(r ) by Fr (g1, g2, . . . , gr ) = (g2, . . . , gr , F(g1)).
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Then (S ∪ {1})r may be identified with a subset of W (G(r ), T(r )).
Recall the following from Lemma 10.9.
For x = (x j )1≤ j≤r an element of (S ∪ {1})r , define ιx : T → T(r ) by

ιx (t) = (t, x1
−1t x1, . . . , (x1 . . . xr−1)−1t x1 . . . xr−1) (t ∈ T).

For v ≤ w in (S ∪ {1})r , define T[v, w] ⊆ T(r ) as the image of
� j∈I (v,w)δ(w j )∨ where δ(w j )∨ takes values in the j th component of T(r ). Finally
denote

S[v, w] = {
t ∈ T(r )

∣
∣ t−1(wFr t) ∈ T[v, w]

}
.

Proposition 11.11. Let v ≤ x = (x j ) j ≤ w in (S ∪ {1})r . One has
(i) ιx (Tx F ) = (T(r ))x Fr and S[v, w] = ιx (Tx F )S[v, w]◦,
(ii) ιx (Nx (Y[v,w])) ⊆ S[v, w]◦ and the product of homomorphisms

Y (T)
Nx−−→Tx F ιx−−→S[v, w]−−→S[v, w]/S[v, w]◦

is independent of x ∈ [v, w],
(iii) if the coroots of G are injections Gm → T, then ιx (Nx (Y[v,w])) =

S[v, w]◦.

Proof. The verification of the equality ιx (Tx F ) = (T(r ))x Fr is immediate (and is
valid for any (x j ) j ∈ NG(T)r ). One has T[x, w] ⊆ T[v, w] because I (x, w) ⊆
I (v, w) and wt ∈ T[x, w]x t for all t ∈ T(r ). Hence

S[v, w] = {
t ∈ T(r ) | t−1(x Fr t) ∈ T[v, w]

}
,

(1)
(w − x)Y

(
T(r )

) ⊆ Y (T[v, w]).

Hence (i) by Theorem 7.14(i) with C = T[v, w] and P = L = G(r ), H = T(r ),
n = (ẋ1, . . . , ẋr ).

(ii) Let d ∈ N be such that (wF)d is split, i.e. (wF)d (t) = tqd
, for all t ∈ T

and w ∈ W . Then (wFr )rd is split. This allows us to define N ′
x : Y (T(r )) →

(T(r ))wFr , as Nw is defined in (11.8), by

N ′
x (η) = NFrd

r /x Fr (η(ω))
(
η ∈ Y

(
T(r )

))

where ω is the selected element of order qd − 1 in F×. As x Fr NFrd
r /x Fr (t) =

NFrd
r /x Fr (t)tqd−1, NFrd

r /x Fr (T[v, w]) ⊆ S[v, w]. But NFrd
r /x Fr preserves connect-

edness and has a finite kernel, contained in (T(r ))Frd
r . Hence NFrd

r /x Fr (T[v, w]) ⊆
S[v, w]◦, and the tori T[v, w] and NFrd

r /x Fr (T[v, w]) have equal dimension. Via
Lang’s map, T[v, w] and S[v, w] have equal dimension. Hence

NFrd
r /x Fr (T[v, w]) = S[v, w]◦.(2)

As a consequence N ′
x (Y (T[v, w])) ⊆ S[v, w]◦.



11 Jordan decomposition: sheaves 165

Now we compare NFrd
r /x Fr and NFrd

r /wFr on Y (T(r )). These maps may be
extended to the vector space V = Q ⊗Z Y (T(r )). Let η ∈ Y (T(r )) and let ξ ∈
V be such that η = (wFr − 1)ξ . One has NFrd

r /wFr ((wFr − 1)ξ ) = (qd/m0 −
1)ξ = NFrd

r /x Fr ((x Fr − 1)ξ ) and η = (x Fr − 1)ξ + (w − x)Fr (ξ ). Hence
NFrd

r /wFr (η) − NFrd
r /x Fr (η) = −NFrd

r /x Fr ((w − x)Fr (ξ )). From the inclusion in
(1) above, we see that (w − x)Fr (ξ ) ∈ Q ⊗Z Y (T[v, w]), then by (2) above,
NFrd

r /wFr (η) − NFrd
r /x Fr (η) ∈ Q ⊗Z Y (S[v, w]◦) ∩ Y (T(r )) = Y (S[v, w]◦).

The last relation implies that the composition of morphisms

Y
(
T(r )

) N ′
x−−→(

T(r )
)x Fr −−→(

T(r )
)x F ′

/
(
T(r )

)x Fr ∩ S[v, w]◦

∼= S[v, w]/S[v, w]◦

is independent of x .
To obtain (ii) from the last result, factor N ′

x via ιx ◦ Nx . Let η ∈ Y (T),
let ξ (η, j) = (0, . . . , 0, η, 0, . . . , 0) ∈ Y (T(r )) with η on component j . The
first component of N ′

x (ξ ) is precisely Nx (x1 . . . x j−1(η)). Hence the map
px : Y (T(r )) → Y (T), such that px (ξ (η, j)) = x1 . . . x j−1(η) for all (η, j), satis-
fies π1 ◦ N ′

x = Nx ◦ px where π1 is the first projection. But N ′
x have values in

(T(r ))x Fr = ιx (Tx F ) and π1 ◦ ιx is the identity, hence

N ′
x = ιx ◦ Nx ◦ px .(3)

Clearly px (Y (T[v, w])) = Y[v,w], hence ιx (Nx (Y[v,w])) ⊆ S[v, w]◦ and px is sur-
jective.

(iii) For a coroot α∨ ∈ Y (T) (α a root) one has α∨(Gm)Fd = α∨(F×
qd/m0

).

Hence T[v, w]Frd
r = {η(ω)}η∈Y (T[v,w]). Then by definition of N ′

x one
has N ′

x (Y (T[v, w])) = NFrd
r /x Fr (T[v, w]Frd

r ). As (x Fr ◦ NFrd
r /x Fr )(t) =

(NFrd
r /x Fr ◦ x Fr )(t) = NFrd

r /x Fr (t)tqd−1, one has NFrd
r /x Fr (T[v, w]Frd

r ) =
NFrd

r /x Fr (T[v, w]) ∩ (T(r ))x Fr . Thus one gets

NFrd
r /x Fr (T[v, w]) ∩ (

T(r )
)x Fr = N ′

x (Y (T[v, w])).

With (2) and (3) above, this implies (iii). �

11.3. Deligne–Lusztig varieties associated with intervals

We keep the notation of the preceding section. We write B = UT where U is
the unipotent radical of B.

For r ≥ 1 and w ∈ (S ∪ {1})r , recall Fr : G(r ) → G(r ) and, for
w = (w1, . . . wr ) ∈ (S ∪ {1})r , Y(w) = {gU(r ) | g ∈ G(r ), g−1 Fr (g) ∈
U(r )(ẇ1, . . . , ẇr )U(r )}, X(w) = {gB(r ) | g ∈ G(r ), g−1 Fr (g) ∈ B(r )wB(r )}.
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Definition 11.12. Let v ≤ w in (S ∪ {1})r .
(i) Let

X[v, w] :=
⋃

v≤v′≤w

X(v′),

a locally closed subvariety of (G/B)r .
(ii) For any simple root δ let Gδ be the subgroup of semi-simple rank 1

of G generated by Xδ and X−δ (a central quotient of SL2(F); see A2.4 or
[Springer] §7.2). Recall the definition of δ(w j ) (see Definition 11.9). Let U =
U1 × · · · × Ur ⊆ G(r ) be defined by (v, w) and the components

U j =
{

Gδ(w j )U if j ∈ I (v, w),
Uẇ j U if j /∈ I (v, w).

Define Y[v, w] by

Y[v, w] = {
gU(r )

∣
∣ g ∈ G(r ), g−1 Fr (g) ∈ U

}
.

Proposition 11.13. Keep v ≤ w in (S ∪ {1})r .
(i) Y[v, w] is a locally closed smooth subvariety of G(r )/U(r ) and the mor-

phism Y(w) → Y[v, w] is an open dominant immersion. The group GF ∼=
(G(r ))Fr acts on Y[v, w] on the left.

(ii) The group S[v, w] (see Proposition 11.11) stabilizes Y[v, w], and
the projection G/B → G/U defines a map Y[v, w] → X[v, w] that fac-
tors through the quotient Y[v, w] → Y[v, w]/S[v, w]. The induced map
Y[v, w]/S[v, w] → X[v, w] is an isomorphism.

Proof. If j ∈ I (v, w), denote T j = T ∩ Gδ(w j ). Then U j = Uẇ j UT j ∪ UT j

by the BN-pair structure in the parabolic group Pδ(w j ) and since ẇ j ∈ Gδ(w j ).
Then (i) is obtained by applying Theorem 7.14 to V = U(r ), L = T(r ), n =
(ẇ j ) j , C = � j∈I (v,w)Gδ(w j ) embedded in G(r ) by completing with 1’s when
j 
∈ I (v, w).

(ii) The projection (G/U)r → (G/B)r sends Y[v, w] in X[v, w]. From the
definition of Y[v, w] it follows that, for any y ∈ Y[v, w] and t ∈ T(r ), y.t is in
Y[v, w] if and only if t ∈ S[v, w]. Hence the morphism Y[v, w]/S[v, w] →
X[v, w] is defined and is bijective. It remains to check that it is separable (see
A2.6). It suffices to check that it is an isomorphism over some open dense
subvariety of X[v, w]. We take X(w). Then our claim is a consequence of The-
orem 7.14 with P = B(r ), L = H = T(r ), C = T[v, w] since then K = S[v, w]
(see the proof of Proposition 11.11(i)). �

It is classical to embed a given (G, F) in a connected reductive (G̃, F)
with connected center Z(G̃) and G̃ = Z(G̃).G (see [DiMi91] p. 140 or §15.1
below). Taking the dual of this construction, one finds Ĝ → G, a surjection of
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F-groups defined over Fq with kernel a subtorus of Z◦(Ĝ) and all coroots of Ĝ
being injections.

Theorem 11.14. Let v ≤ w in (S ∪ {1})r . Let Ĝ → G be a covering as
above, with standard identifications and kernel C. Let Ŷ[v, w] → X̂[v, w]
(see Definition 11.12) be defined from Ĝ, identify X[v, w] and X̂[v, w]. Let
Y0[v, w] := Ŷ[v, w]/CF Ŝ[v, w]◦. Let

pv,w: Y0[v, w] −→ X[v, w]

be induced by the natural map (Proposition 11.13). The above is a
TwF/Nw(Y[v,w])-torsor.

Let x ∈ [v, w]. The natural morphism Y(x) → Y0[v, w] has values in
p−1

v,w(X(x)). Via the isomorphism of groups TwF/Nw(Y[v,w]) ∼= Tx F/Nx (Y[v,w])
obtained in Proposition 11.10(i), the Tx F/Nx (Y[v,w])-torsor

Y(x)/Nx
(
Y[v,w]

) −→ X(x)

is isomorphic to the TwF/Nw(Y[v,w])-torsor defined by restriction of pv,w

pv,w: p−1
v,w(X(x)) −→ X(x).

Proof. From Proposition 11.11 one sees that the injection Y(x) → Y[v, w]
is a morphism of GF -varieties-Tx F via GF ∼= (G(r ))Fr and ιx : Tx F → S[v, w].
Using Proposition 11.11(i) and definition of pv,w, one has isomorphisms of
coverings of X(x)

Y(x)/(ιx (Tx F ) ∩ S[v, w]◦) ∼= ((Y(x) × S[v, w])/Tx F )/S[v, w]◦

∼= p−1
v,w(X(x)).

Assume first that Ĝ = G. By Proposition 11.11(ii) and (iii), Y(x)/Nx (Y[v,w])
is isomorphic to p−1

v,w(X(x)) as S[v, w]/S[v, w]◦-torsor, independently of x .
In the general case, with ρ: Ĝ → G, C = Ker(ρ) and defining ρ(ṡ) = ρ(ṡ)

for all s ∈ S (s and ρ(s) may be identified) one has a natural isomorphism
Ŷ(x)/CF → Y(x) by Theorem 7.14. Furthermore, for any x between v and w,
by functoriality of the functor Y and relations between root data of Ĝ and of G,
T̂x F/N̂x (Ŷ[v,w]) and Tx F/Nx (Y[v,w]) are isomorphic via ρ. �

Corollary 11.15. Let v ≤ x ≤ y ≤ w in (S ∪ {1})r . The canonical im-
mersion Y0[x, y] ↪→ Y0[v, w] defines a GF -equivariant isomorphism of
TwF/Nw(Y[v,w])-torsors over X[x, y] via the isomorphism TyF/Ny(Y[v,w]) ∼=
TwF/Nw(Y[v,w]) (Proposition 11.10(i))

Y0[x, y]/
(
Ny

(
Y[v,w]

)
/Ny

(
Y[x,y]

)) −→ p−1
v,w(X[x, y]).
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Proof. One has I (x, y) ⊆ I (v, w) hence Y[x,y] ⊆ Y[v,w] and an immersion
Y0[x, y] ↪→ Y0[v, w] of image p−1

v,w(X[x, y]), over X[x, y] ↪→ X[v, w] by
Theorem 11.14. The map in Corollary 11.15 is well defined. It is an isomorphism
over the open subvariety X(y) by Theorem 11.14 again. �

11.4. Application: some mapping cones

We keep the notation of the preceding section (see Definition 11.12). When
A ⊆ B are subsets of (S ∪ {1})r , we denote by j B

A the immersion
⋃

w∈A X(w) →
⋃

w∈B X(w). We abbreviate [1r , w] as w.
We now fix w ∈ (S ∪ {1})r and θ : TwF → k× a morphism. Recall wθ ∈

(S ∪ {1})r (see Definition 10.15). In the notation of Definition 11.9, a defining
property of wθ is as follows

[wθ, w] = {
y ∈ (S ∪ {1})r

∣
∣ y ≤ w, θ ◦ Nw(Y[y,w]) = 1

}
.(11.16)

By Proposition 11.10(i), any y ∈ [wθ, w] defines a morphism θy : TyF → k×

with Ny(Y[wθ ,w]) in its kernel.

Lemma 11.17. yθy = wθ .

Proof. If x ≤ y, then θ ◦ Nw(Y[y,w]) = θy ◦ Ny(Y[x,y]) by Proposition 11.10(i)
and (11.16) above. This implies [yθy , y] = [wθ, y], again by (11.16). �

Proposition 11.18. For [x, y] ⊆ [wθ, w], the locally constant sheaf
F[x,y](θ ) on X[x, y]ét associated with θ : Tx F/Nx (Y[wθ ,w]) → k× and the
Tx F/Nx (Y[wθ ,w])-torsor on X[x, y] of Corollary 11.15 satisfy

F[x ′,y′](θ ) = (
j [x,y]
[x ′,y′]

)∗F[x,y](θ )

for all [x ′, y′] ⊆ [x, y].

Proof. The definition of F[x,y](θ ) is consistent by Proposition 11.11(ii) and
Lemma 11.17. Using stalks, the claimed equality is clear from the definition of
the locally constant sheaf. �

If v ≤ x ≤ w in (S ∪ {1})r , we define ( jw
[v,x])!: Db

k (X[v, x]) → Db
k (X(w)) by

( jw
[v,x])! = ( jw

x )∗ ◦ ( j x
[v,x])!. Note that ( jw

[v,x])! = Rc( jw
[v,x])∗ since jw

x is a proper
morphism.

Lemma 11.19. If x ∈ [wθ, w], the natural map ( jw
[wθ ,x])!F[wθ ,x](θ ) →

R( jw
[wθ ,x])∗F[wθ ,x](θ ) is an isomorphism.
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Proof. We have ( jw
[wθ ,x])! = ( jw

x )∗ ◦ ( j x
[wθ ,x])! and ( jw

[wθ ,x])∗ = ( jw
x )∗ ◦ ( j x

[wθ ,x])∗,
where jw

x is a closed immersion, so that ( jw
x )∗ is exact. The natural

map ( jw
[wθ ,x])!F[wθ ,x](θ ) → R( jw

[wθ ,x])∗F[wθ ,x](θ ) is the image by ( jw
x )∗ of the

natural map ( j x
[wθ ,x])!F[wθ ,x](θ ) → R( j x

[wθ ,x])∗F[wθ ,x](θ ). Since xθ = wθ (see
Lemma 11.17), our claim now reduces to the case w = x , i.e., we must show

(
jw
[wθ ,w]

)
!F[wθ ,w](θ )

∼−−→R
(

jw
[wθ ,w]

)
∗F[wθ ,w](θ ).(1)

By the criterion of isomorphism in terms of stalks (see A3.2) and the expression
of X(w) \ X[wθ, w] as

⋃
w′ X(w′) where w′ ranges over elements of [1r , w] \

[wθ, w] such that l(w′) = l(w) − 1 (see Lemma 11.2), it suffices to check that
(

jw
w′

)∗
R

(
jw
[wθ ,w]

)
∗F[wθ ,w](θ ) = 0,(2)

for any w′ ∈ [1, w] \ [wθ, w] such that l(w′) = l(w) − 1. For such a w′, The-
orem 11.1(a′) tells us that Fw(θ ) ramifies along X(w′), and therefore (see The-
orem A3.19) ( jw

w′ )∗( jw
w )∗Fw(θ ) = 0. Since Fw(θ ) = ( j [wθ ,w]

w )∗F[wθ ,w](θ ) (see
Proposition 11.18), this can be rewritten as

(
jw
w′

)∗(
jw
w

)
∗
(

j [wθ ,w]
w

)∗F[wθ ,w](θ ) = 0.

By cohomological purity (A3.13), we have ( j [wθ ,w]
w )∗( j [wθ ,w]

w )∗F[wθ ,w](θ ) ∼=
F[wθ ,w](θ ), so the above gives

(
jw
w′

)∗(
jw
[wθ ,w]

)
∗F[wθ ,w](θ ) = 0.

By Theorem A3.19, this implies thatF[wθ ,w](θ ) ramifies along the divisor X(w′),
thus implying (2) by Theorem A3.19 again. �

Let us define several subcategories of Db
k (X(w)).

Definition 11.20. Let D1 be the subcategory generated by the R( jw
[x ′,x])∗

F[x ′,x](θ )’s for x ′ ≤ x in [wθ, w].
Let D2 be generated by the R( jw

[wθ ,x])∗F[wθ ,x](θ )’s for x ∈ [wθ, w].
Let D′ be generated by the ( jw

x )!Fx (θ )’s for x ∈ [wθ, w].
Let D′

1 be generated by the ( jw
[x ′,x])!F[x ′,x](θ )’s for x ′ ≤ x in [wθ, w].

Lemma 11.19 implies at once that D2 equals the category generated by the
( jw

[wθ ,x])!F[wθ ,x](θ)’s for x ∈ [wθ, w], and therefore D2 ⊆ D′
1.

Let us show that D′
1 ⊆ D′. Suppose we have wθ ≤ v ≤ v′ ≤ x ≤ w in

(S ∪ {1})r with l(v′) = l(v) + 1. Then X[v, x] = X[v′, x] � X[v, x ′] where
x ′ ∈ (S ∪ {1})r (see Lemma 11.2). By Proposition 11.18, the associated open-
closed exact sequence (A3.9) can then be written as

0 → (
j [v,x]
[v′,x]

)
!F[v′,x](θ ) → F[v,x](θ ) → (

j [v,x]
[v,x ′]

)
∗F[v,x ′](θ ) → 0.
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Applying the exact functor ( jw
[v,x])! = ( jw

x )∗( j x
[v,x])! we get the exact sequence

0 → (
jw
[v′,x]

)
!F[v′,x](θ ) → (

jw
[v,x]

)
!F[v,x](θ ) → (

jw
[v,x ′]

)
!F[v,x ′](θ ) → 0

since, regarding the fourth term, we have
(

j x
[v,x]

)
!

(
j [v,x]
[v,x ′]

)
∗ = Rc

(
j x
[v,x]

)
∗Rc

(
j [v,x]
[v,x ′]

)
∗ = Rc

(
j x
[v,x ′]

)
∗ = (

j x
x ′
)
∗
(

j x ′
[v,x ′]

)
!

(see A3.6 and use the fact that j [v,x]
[v,x ′] is proper, being a closed immersion). This

exact sequence implies that the middle term is in the bounded derived category
generated by the others (see Exercise A1.3(c)). Then ( jw

[v,x])!F[v,x](θ ) is in
the category generated by the ( jw

[a,b])!F[a,b](θ )’s where [a, b] ⊂ [v, x] (a strict
inclusion). Using induction, this implies that ( jw

[v,x])!F[v,x](θ ) is in D′. Thus our
claim is proved.

Let us show thatD1 ⊆ D2. Taking again wθ ≤ v ≤ v′ ≤ x ≤ w in (S ∪ {1})r

with l(v′) = l(v) + 1 and the associated decomposition X[v, x] = X[v′, x] �
X[v, x ′] (Lemma 11.2), the fact that F[v′,x](θ ) = ( j [v,x]

[v′,x])
∗F[v,x](θ ) (Proposi-

tion 11.18) does not ramify along X[v, x ′] implies that R( j [v,x]
[v′,x])∗F[v′,x](θ ) is

represented by a complex

0 → F[v,x] → (
j [v,x]
[v,x ′]

)
∗F[v,x ′](θ ) → 0

(see Theorem A3.19). So R( j [v,x]
[v′,x])∗F[v′,x](θ ) is in the category generated by

F[v,x] and ( j [v,x]
[v,x ′])∗F[v,x ′](θ ) (being the mapping cone of the map of complexes

concentrated in degree 0 associated with the above). Applying the derived
functor R( jw

[v,x])∗, one finds that R( jw
[v′,x])∗F[v′,x](θ ) is in the category gener-

ated by R( jw
[v,x])∗F[v,x] and R( jw

[v,x ′])∗F[v,x ′](θ ). Thus, for any [v′, x] ⊆ ]wθ, w],
this implies that R( jw

[v′,x])∗F[v′,x](θ ) is in the subcategory generated by the
R( jw

[a,b])∗F[a,b](θ )’s for [a, b] ⊆ [wθ, x] with a < v′. By induction this tells
us that R( jw

[v′,x])∗F[v′,x](θ ) is in D2. Thus our claim is proved.
Summing up the inclusions we have proved, we get D1 ⊆ D′.
We now finish the proof of Theorem 11.1(b). Let C be the mapping cone of

the map
(

jw
w

)
!Fw(θ ) → R

(
jw
w

)
∗Fw(θ ).

We now know that, given that this map is in D′, C is in D′, i.e. in the
category generated by the ( jw

x )!Fx (θ )’s for x ∈ [wθ, w]. But this mapping
cone is annihilated by the exact functor ( jw

w )∗ since the image of the nat-
ural transformation ( jw

w )! → ( jw
w )∗ is the identity transformation Id → Id.

Also clearly ( jw
w )∗( jw

x )!Fx (θ ) = 0 when x ∈ [wθ, w[ (use stalks). So, denot-
ing by i the closed immersion X(w) \ X(w) → X(w), we have i∗i∗C = C and
i∗i∗( jw

x )!Fx (θ ) = ( jw
x )!Fx (θ ) when x ∈ [wθ, w[, as a result of the open-closed
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exact sequence. But i∗i∗ annihilates ( jw
w )!Fw(θ ) since i∗( jw

w )! = 0. So C is
in the image of D′ by the exact functor i∗i∗, which is actually the category
generated by the ( jw

x )!Fx (θ )’s for x ∈ [wθ, w[. This completes our proof of
Theorem 11.1. �

Exercises

1. Let G = GL2(F), and B, resp. T, be its upper triangular, resp. diagonal,
subgroup. Let F be the Frobenius endomorphism raising matrix entries to the

qth power. Let s :=
(

0 1
1 0

)

, so that Ts F is isomorphic with µq+1 the group

of (q + 1)th roots of 1 in F×. One considers the Ts F -torsor Y(s)
π−−→X(s)

and X(s) as in Definition 7.12 and Proposition 7.13(iv).
(a) Show that one may identify Y(s), resp. X(s), with the subvariety of A2

F,
resp. P1

F, defined by xyq − yxq = 1, resp. xyq − yxq 
= 0, and the above
Ts F -torsor with the µq+1-action on Y(s) defined by a.(x, y) = (ax, ay).
Then X(s) identifies with P1

F.
(b) Let Y′(s) be the closed subvariety of P2

F defined by xyq − yxq = zq+1.
Show that there is an open embedding Y(s)

ρ−−→Y′(s), which µq+1-
action extends, and that Y′(s) is smooth. Show that we have a commu-
tative square

Y(s)
ρ−−→ Y′(s)

π



�



�π

X(s)
j−−→ X(s)

where π is induced by (x, y, z) → (x, y) and is a µq+1-quotient (but not
a torsor).

(c) Let ω be a closed point of X(s) \ X(s), so that |π−1(ω)| = 1. Use the
arguments in the proof of Theorem A3.19 to check that (R j∗Fs(θ ))ω = 0
when θ : Ts F → k× is 
= 1.

(d) Noting that the positive coroot of Y (T) is sent to a generator of Ts F by
the norm Ns , deduce that the above gives Theorem 11.1(a) in that case.

2. We use the notation of §11.1. Let λ ∈ X (T).
(a) Consider ψλ as a section of an invertible sheaf on G/B. Show that if

〈λ, β∨
ν 〉 > 0 for any ν ∈ [1, r ], then ψλ vanishes outside O(w).

(b) Use Proposition 11.7 to show that ψ induces a section of the invertible
sheaf pr∗1(LG/B(w−1(λ) ◦ F − λ)) on X(w) which is zero outside X(w).
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(c) Use the criterion of affinity ([EGA] I.5.5.7) to prove that X(w) is affine
whenever LG/B(w−1(λ) ◦ F − λ) is ample and 〈λ, β∨

ν 〉 > 0 for any ν ∈
[1, r ].

(d) Show that the above two conditions can be achieved as long as there is
some µ ∈ X (T) such that 〈µ, δ∨〉 > 0 and 〈µ − µ ◦ F, δ∨〉 > 0 for any
simple root δ (use [Jantzen] II.4.4). Show that this is in turn possible as
long as q is bigger than the sum of coordinates in �(G, T) of any root
(Coxeter number of W (G, T), see [Bour68] VI.1.11, [Hum90] 3.20).

3. Let X be a smooth F-variety such that X = U � D where D = {d} is of
codimension 1. Let Y → U be a Gm-torsor. Let ψ be an automorphism of
Y over U .
(a) Show that the possibility of extending ψ over D reduces to the study

of some morphism Ga → X with 0 → d and its pull-back to Y (see
A3.17).

(b) With X = Ga and U = Gm, show that ψ is defined in a neighborhood
of 0 by an endomorphism of F[u, u−1] ⊗F F[z, z−1] such that z → z,
u → azmu for some a ∈ F×, m ∈ Z. Call m the local order of ψ near
0. Then ψ extends to F[z] if and only if m = 0.

4. (a) Using Proposition 11.18, show the converse of Theorem 11.1(a′).
(b) Compute ( jw

w′ )∗Rm( jw
w )∗Fw(θ ) for wθ ≤ w′ < w, l(w′) = l(w) − 1,

m = 0, 1 (use A3.11 and the case of the constant sheaf; see [SGA.4 1
2 ]

p. 255).

Notes

Section 11.1 draws on [DeLu76] §9.5 and §9.6. See [BoRo04] for an alternative
approach. The rest of the chapter is taken from [BoRo03]. Exercise 1 was
communicated to us by Cédric Bonnafé.
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Jordan decomposition as a Morita equivalence:
modules

This chapter is essentially about modules for kGF and kTwF
0 , the correspond-

ing derived categories and the functors defined by Deligne–Lusztig varieties
between them. We expound Bonnafé–Rouquier’s proof of Theorem 10.17(b),
which is the last step to check Theorem 10.1 establishing a Morita equiv-
alence between �GF .b�(GF , s) and �LF .b�(LF , s) when s ∈ G∗ satisfies
CG∗ (s) ⊆ L∗.

Theorem 10.17(b) requires us to show that kGF .b�(GF , s) is generated by
the elements S(w,θ ) of Db(kGF ) defined by étale cohomology of varieties X(w)
and pairs (w, θ) (see §10.4) with θ : TwF → k× in a rational series associated
with s.

One first proves a general criterion of generation of Db(A-proj) (A a finite-
dimensional algebra over a field) by complexes satisfying a kind of triangularity
with respect to simple A-modules. The remainder of the chapter consists in
showing that the complexes S(w,θ ) satisfy the three main hypotheses of this
general criterion.

The first hypothesis is checked in §12.2 (Proposition 12.3).
The second hypothesis is checked in §12.3 (Proposition 12.9). A key fact

is that, given P a projective indecomposable kGF -module, then the small-
est w such that S(w,θ ) displays P has it essentially in degree l(w). The main
argument uses quasi-affinity through Proposition 10.3. This is also where The-
orem 11.1(b), established in the preceding chapter, is used.

The third hypothesis of the generation criterion of Proposition 12.1 is
checked in §12.4. The important fact is the disjunction of the complexes S(w,θ )

according to rational series. The proof is modeled on the case of characters
(disjunction of RG

T θ ’s). Several arguments involve characters over k or � (i.e.
the Grothendieck group of K GF or kGF ) and especially the independence of
twisted induction RG

T⊆B with regard to B (see Theorem 8.17(i)).

173
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12.1. Generating perfect complexes

In the following, A is a finite-dimensional algebra over a field k. Note that the
objects of Db(k−mod) may be identified with their homology (see for instance
Exercise 4.12).

Proposition 12.1. Let C be a finite set of objects of Cb(A-proj), endowed with
a map l: C → N and an equivalence relation ∼ such that

(1) if S is a simple A-module, there is at least some C ∈ C such that
RHomA(C, S) �= 0,

(2) if C is of minimal l(C) satisfying the above for a given S, then
RHomA(C, S) has non-zero homology in degree 0 and only there,

(3) if C �∼ C ′ in C, then RHomA(C, C ′) = 0.
Then A = �c∈C/∼ Ac, a direct product where the simple Ac-modules are the

simple A-modules S such that RHomA(C, S) �= 0 for some C ∈ c. If c ∈ C/ ∼,
denote by <c> the smallest full subcategory of Cb(A−mod) containing c, and
stable under direct sums, direct summands, shifts and mapping cones (see A1.7).
Then <c> contains the regular module Ac Ac[0].

Proof of Proposition 12.1. Let us first forget about ∼, i.e. we assume that
C/∼ = {C}.

In view of the hypotheses and the conclusion, one may assume that the
objects in C have no direct summand null homotopic. We prove the following.

Lemma 12.2. If C is a perfect complex with no summand null homotopic and
S is a simple A-module, then H−i (RHomA(C, S)) �= 0 for both the smallest and
the biggest i such that HomA(Ci , S) �= 0.

Note that the above implies that, in addition to (1) and (3), we have, for any
simple A-module S,

(2′) if C ∈ C is of minimal l(C) satisfying RHomA(C, S) �= 0, then
HomA(Ci , S) �= 0 if and only if i = 0.

Proof of Lemma 12.2. Let i0 be the smallest integer such that HomA(Ci0 , S) �= 0
and let us check that H−i0 (RHomA(C, S)) �= 0. Assume that on the con-
trary HomA(Ci0+1, S) → HomA(Ci0 , S) → 0 is exact (see A1.11). Choose
a surjection Ci0 → S. Then the above exact sequence allows us to extend
our Ci0 → S to a morphism C → S[i0,i0+1] (see the notation M[i,i+1] for A-
modules M in Exercise A1.2) onto in each degree (this is where we use
minimality of i0). Denote by P a projective cover of S. Then the projec-
tivity of P[i0,i0+1] in Cb(A−mod) (see Exercise 4.11) implies that we have
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morphisms

P[i0,i0+1]
t−−→C → S[i0,i0+1]

whose composition is onto. By projectivity of Ci0+1, there is a retraction
t ′: Ci0+1−−→P of t i0+1, and t ′ ◦ ∂ i0 : Ci0−−→P is also a retraction of t i0 . This
yields a retraction C → P[i0,i0+1] of the above t in Cb(A−mod), and therefore
C has a direct summand ∼= P[i0,i0+1], hence null homotopic: a contradiction.
Similarly, if i0 is now the biggest integer such that P is a direct summand of
Ci0 and if H−i0 (RHomA(C, S)) = 0, this implies that 0 → HomA(Ci0 , S) →
HomA(Ci0−1, S) is exact. Then a surjection Ci0 → S will yield a morphism
C → S[i0−1,i0] onto in each degree, and the same arguments as above would
imply that C has a direct summand ∼= P[i0−1,i0], a contradiction.

We now replace (2) with (2′).
We must check that A A ∈ <C>, or equivalently<C> contains any projective

indecomposable module. Assume this is not the case. By (1), this means that
some Ci for some C ∈ C is not in <C>. Let E ⊆ C be defined by C ∈ E if and
only if some Ci is not in <C>. Let C ∈ E be such that l(C) is minimal. Now
(2′) implies that any Ci with i �= 0 is in <C>, and that C0 �∈ <C>.

Assume there is i0 < 0 with Ci0 �= 0. We may assume that Ci = 0 for
i < i0. Let f : C → Ci0 [−i0] be defined by Id at degree i0. Then Cone( f ) ∼=
(Ci0 )[i0−1,i0] ⊕ C>i0 [1], where C>i0 is the complex obtained from C by replacing
Ci0 with 0 and leaving other terms unchanged (see Exercise A1.3(a)). By iter-
ation, we get that the complex C ′ := . . . → 0 → 0 → C0 → C−1 → . . . is in
<C>. Taking now i0 to be the highest degree such that Ci �= 0, we may consider
g: Ci0 [−i0] → C ′ defined by Id at degree i0 (same as above on k-duals) and
easily find that the mapping cone of g is isomorphic with (Ci0 )[i0−1,i0] ⊕ (C ′)<i0 .
Iterating this as long as i0 > 0 (and therefore Ci0 [−i0] ∈ <C>), we get finally
that C0 ∈ <C>: a contradiction.

Assume now that ∼ is non-trivial. In view of our claim, we may assume that
C = C ′ ∪ C ′′ with RHomA(C ′, C ′′) = 0 for all C ′ ∈ C ′, C ′′ ∈ C ′′. This can be
written as

HomDb(A)(C
′, C ′′[i]) = 0

for all i ∈ Z (see A1.11). The above is true for any C ′ ∈ <C ′>, C ′′ ∈ <C ′′> by
the basic properties of derived functors. Then <C ′ ∪ C ′′> = <C ′> × <C ′′>.

We know that A A ∈ <C>. So we may write A A = C ′
0 ⊕ C ′′

0 with C ′
0 ∈

<C ′> and C ′′
0 ∈ <C ′′>. Taking endomorphism algebras, we get A ∼= B ′ × B ′′

as k-algebras with B ′C ′′ = B ′′C ′ = 0 in Db(A) for all C ′ ∈ C ′, C ′′ ∈ C ′′.
Then the simple B ′-modules are exactly the simple A-modules S such that
RHomA(C ′, S) �= 0 for some C ′ ∈ C ′ by Lemma 12.2. �
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12.2. The case of modules induced by Deligne–Lusztig
varieties

Recall that (G, F) is a connected reductive F-group defined over Fq , with T ⊆ B
a maximal torus and Borel subgroup, both F-stable and with respect to which
the Weyl group W := NG(T)/T with set S of generators is defined (see §10.3)

We plan to apply Proposition 12.1 in the following framework.
For A = kGF , we take C and l as follows. Recall the set �(S)red of reduced

decompositions of elements of W . One takes C as a set of representatives of
the S(w,θ )[l(w)]’s for w ∈ �(S)red, θ ∈ Hom(TwF , k×) (see Notation 10.8 and
Definition 10.16). One defines l(S(w,θ )) = l(w), and ∼ to be the relation on the
(w, θ)’s defined by rational series (see Definition 10.14).

Proposition 12.3. Theorem 10.17(b) reduces to showing that theS(w,θ )’s above
satisfy conditions (2) and (3) of Proposition 12.1.

Proof of Proposition 12.3. It suffices to show that condition (1) is satisfied
and that Ac ⊇ kGF .b�(GF , s) (see Definition 9.9) whenever c corresponds
to s ∈ G∗F . Note that the latter inclusion will imply equality Ac = kGF .b�

(GF , s) by Proposition 12.1 and the fact that the b�(GF , s)’s are all the block
idempotents of �GF .

Lemma 12.4. If (w, θ) ∈ �(G, F), the Brauer character (see [Ben91a] §5.3,
[NaTs89] §3.6) of the element of the Grothendieck group of kGF associated
with S(w,θ ) is the generalized character of lim← n

R�(Y(w), (�/J (�)n)Y(w)).b�
θ

(where b�
θ denotes the primitive idempotent of �TwF lifting bθ ∈ kTwF ).

Proof of Lemma 12.4. This is a straightforward consequence of the fact that
R�(Y(w), �Y(w)).b�

θ may be represented by a complex � of projective �GF -
modules (using the fact that the stabilizers of closed points of Y(w) in GF are �′-
groups; see A3.15). Then the Brauer character of S(w,θ ) = R�(Y(w), kY(w)).bθ

is that of � ⊗ k, therefore it is
∑

i (−1)i [�i ]. The same reasoning gives that this
is also the character of R�(Y(w), �Y(w)).b�

θ . �

Let M be a simple kGF -module; denote by ρ its Brauer character (a central
function GF → K which vanishes outside �′-elements; see [Ben91a] §5.3).
By Theorem 8.17(ii) for the regular character, there is some w ∈ W (G, T) and
some θ ∈ Irr(TwF ) such that 〈RG

wθ, ρ〉GF �= 0, where RG
wθ = RG

Tw
θ for Tw of

type w with regard to T (see §8.2). Since ρ = ρδ�′ for δ�′ the characteristic
function of �′-elements and since δ�′RG

wθ = RG
w(δ�′θ ) (see Proposition 9.6(iii)),

we may replace θ by its �′-part. So we assume that θ is �′. We use the same letter
to denote the associated linear characters TwF → �∗ or k∗. If we define the
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(G∗)F -conjugacy class of s ∈ (G∗)F
ss as corresponding to (w, θ), then

b�(GF , s).RG
wθ = RG

wθ and M is a kGF .b�(GF , s)-module by the above about ρ.
Let dw be a reduced decomposition of w. Then (dw, θ ) ∈ �k(G, F). Let us

show that RHomkGF (S(dw,θ ), M)) �= 0.
By its definition, RG

wθ is the Lefschetz character (see A1.12) of
[H(R�(X(w), πTwF

∗ �Y(w))), ⊗�K ].eθ . Therefore, since bθ = ∑
τ eθτ (the sum

being over �-characters of TwF ), we have that
∑

τ RG
w(θτ ) is the Lefschetz

character of H(R�(X(w), πTwF

∗ �Y(w).bθ )) ⊗� K . Denoting by � a representa-
tive of R�(X(w), πTwF

∗ �Y(w).bθ ) in Cb(�GF –proj) (see A3.15) without non-
zero summand null homotopic, we have that � ⊗� k represents S(dw,θ ) (use
Proposition 10.12 with I = ∅, then Y(w) ∼= Y(dw)). Using again that ρ = ρδ�′

and that multiplication with δ�′ commutes with the twisted induction RG
L (see

Proposition 9.6(iii)), we get 〈∑τ RG
w(θτ ), ρ〉GF = |TwF |�〈RG

wθ, ρ〉GF �= 0. By
the above, this implies that there is some i such that 〈Hi (�) ⊗ K , ρ〉GF �= 0
(we identify K GF -modules and characters). Then 〈�i ⊗ K , ρ〉GF �= 0. But �i

being a projective �GF -module, and ρ the Brauer character of M , this means
that the projective cover of M is a direct summand of �i ⊗ k (see for instance
[NaTs89] 3.6.10(i), [Thévenaz] 42.9). By Lemma 12.2, this gives condition (1)
of Proposition 12.1 for our situation. �

12.3. Varieties of minimal dimension inducing
a simple module

In view of Proposition 12.3, we now show that condition (2) of Proposition 12.1
is satisfied by the class C defined in §12.2.

Let us first introduce some more notation.

Definition 12.5. Let w ∈ �(S). This defines Y(w) (see Notation 10.8), a va-
riety with action of GF on the left and of TwF on the right. One denotes by
Sw, Rw: Db(kTwF ) → Db(kGF ) the associated “inductions.” That is,

Sw M = R�(Y(w), k)
L⊗kTwF M, Rw M = Rc�(Y(w), k)

L⊗kTwF M

for M in Db(kTwF ). Whenever M is a projective kTwF -module, we choose
representatives of Sw M and Rw M in Cb(kGF –proj) (see A3.7 and A3.15)
without non-zero summand null homotopic. Recall (§10.4) the notationS(w,θ ) =
Sw(kTwF bθ ) and R(w,θ ) = Rw(kTwF bθ ) where bθ is the primitive idempotent
of kTwF associated with θ : TwF → k×.

The following is what will be used from Theorem 11.1(b).
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Theorem 12.6. The mapping cone of the morphism Rw(θ ) → Sw(θ ) is in
the subcategory of Db(kGF ) generated by the Sw′ (θ ′)’s for w′ < w and
θ ′ ∈ Hom(Tw′ F , k×).

Proof. If w′ ≤ w in S, denote by jw
w : X(w) → X(w) and by jw

w′ : X(w′) →
X(w) the open and closed immersions, respectively. By Theorem 11.1(b), the
morphism

(
jw
w

)
!Fw(θ ) → R

(
jw
w

)
∗Fw(θ )

in Db
k (X(w)) has a mapping cone which is in the subcategory generated by

the sheaves F ′
w′ (θ ′) := ( jw

w′ )∗( jw′
w′ )!Fw′ (θ ′) for w′ < w and θ ′: Tw′ F → k×. The

morphism Rw(θ ) → Sw(θ ) is the image R�(X(w), −) of the above mor-
phism (see A3.4 and A3.6), so its mapping cone is in the subcategory of
Db(kGF ) generated by the R�(X(w),F ′

w′ (θ ′)). We have R�(X(w),F ′
w′ (θ ′)) ∼=

R�(X(w′), ( jw′
w′ )!Fw′ (θ ′)) = Rc�(X(w′),Fw′ (θ ′)) = Rw′ (θ ′) by A3.6 again. So

the mapping cone of the morphism Rw(θ ) → Sw(θ ) is in the subcategory
of Db(kGF ) generated by the Sw′ (θ ′) for w′ < w and θ ′ ∈ Hom(Tw′ F , k×).
But Rw′ (θ ′) ∼= Sw′ (θ−1)[−2l(w′)] by Poincaré–Verdier duality (A3.12) and
smoothness of X(w′). Thus our claim is proved. �

Lemma 12.7. Let X be a quasi-affine F-variety of dimension d. Let F be a
constructible sheaf of k-spaces on Xét. Assume that D(F) is quasi-isomorphic
to G[−2d] for G a sheaf (see the notation D(F) in A3.12). Assume that both F
and G satisfy Condition 10.2(c). Then Hi (X,F) = 0 for i �= d.

Proof. The proof is almost identical to the one for Proposition 10.3. We do
not have that X is smooth or that D(F) is the naive k-dual Hom(F, kX[−2d])
but we do have Hi

c(X,G) ∼= H2d−i (X,F)∗ by Poincaré–Verdier duality (in the
form of A3.12) and since D(F) is concentrated in degree −2d. This allows us
to proceed with the same arguments on i’s as in Proposition 10.3. �

Here is a case where D(F) is easily computed without the variety being
supposed smooth, but a finite quotient of a smooth variety.

Lemma 12.8. Let G be a finite group acting on a variety X such that the stabi-
lizers of closed points are of order invertible in k. Assume X is quasi-projective,
smooth, with all connected components of same dimension d. Let π : X → X/G
be the finite quotient. If M is a kG-module, denote FM := πG

∗ kX ⊗kG MX/G =
πG

∗ kX
L⊗kG MX/G (see A3.15(1)) on (X/G)ét. Then

(i) R�(X/G,FM ) = RHomkG(M∗, R�(X, k)), and Rc�(X/G,FM ) =
RHomkG(M∗, Rc�(X, k)),

(ii) D(FM ) ∼= FM∗ [2d].
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Proof. (i) See A3.15(1).
(ii) We have

D(FM ) = RHom
(
π∗kX

L⊗kG MX/G, σ !
X/Gk

)

∼= RHom
(
MX/G, RHom

(
π∗kX, σ !

X/Gk
))

by the right–left adjunction between the functors Hom(π∗kX, −) and π∗kX

⊗kG − inherited from the corresponding assertion for modules. Since π is finite,
π∗ is exact (see A3.3) and π∗ = Rcπ∗. So the adjunction formula between Rcπ∗
and π ! (see A3.12) gives RHom(π∗kX, σ !

X/Gk) ∼= π∗(RHom(kX, π !σ !
X/Gk)) =

π∗(RHom(kX, σ !
Xk)) = π∗D(kX). Since the variety X is smooth, one has

D(kX) = kX[2d] (see A3.12).
This gives D(FM ) ∼= RHom(MX/G, π∗kX[2d]) and our claim. �

Proposition 12.9. The S(w,θ )’s for w ∈ �(S)red, θ ∈ Hom(TwF
0 , k×) satisfy (2)

of Proposition 12.1.

The following is reminiscent (and a consequence) of independence of the
RG

T⊆B functor with regard to B (see Theorem 8.17(i)).

Proposition 12.10. Let (w, θ) ∈ �k(G, F). Let w′ ∈ �(S) be such that the
associated product in W (G, T0) is the same as the one for w (thus (w′, θ ) ∈
�k(G, F)). Then S(w,θ ) and S(w′,θ ) have the same image in the Grothendieck
group of kGF .

Proof of Proposition 12.10. Using Lemma 12.4, it suffices to check that
R�(Y(w), �Y(w)).b�

θ and R�(Y(w′), �Y(w′)).b�
θ have the same character. Let

us write w = (s1, . . . , sr ), w′ = (s ′
1, . . . , s ′

r ′ ). Up to completing one of those se-
quences with 1’s, we may assume r = r ′. From Proposition 7.13(ii), we know
that Y(w) is of type Y(Gr ,Fr )

a (Ur
0 ) where Fr : Gr → Gr is defined by (g1, . . . , gr ) �→

(g2, . . . , gr , F(g1)) and a−1 Fr (a) = ẇ := (ṡ1, . . . , ṡr ) in Gr (see also §10.3).
This is a situation where Gr is a reductive group over F and (Fr )r = F ×
· · · × F has in turn a power which is a Frobenius map for a definition of Gr

over a finite subfield of F. Let a1 ∈ G be such that a−1
1 F(a1) = ṡ1 . . . ṡr . Then

a := (a1, a1ṡ1, . . . , a1ṡ1 . . . ṡr−1) satisfies a−1 Fr (a) = ẇ.
Denote ν := ṡ1 . . . ṡr ∈ NG(T0). By Theorem 7.11, we have ṡ ′

1 . . . ṡ ′
r = t0ν

for some t0 ∈ T0. By Lang’s theorem (Theorem 7.1(i)) applied to T0 and
νF , there is some t ∈ T0 such that t−1νF(t) = t0ν. Then a′

1 := a1t satisfies
a′

1
−1 F(a′

1) = ṡ ′
1 . . . ṡ ′

r , and therefore a′ := (a′
1, a′

1ṡ ′
1, . . . , a′

1ṡ ′
1 . . . ṡ ′

r−1) satisfies
a′−1 Fr (a′) = ẇ′.
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The characters we are looking at are of type RGr

a (Tr
0)⊆a (Br

0)(
∑

τ τθ ) and

RGr

a′ (Tr
0)⊆a′ (Br

0)
(
∑

τ τθ ) and this does not depend on the Borel subgroups, by

Theorem 8.17(i). (The τ ’s range over �-characters of TwF
0 .)

We clearly have a(Tr
0) = a′

(Tr
0) = (a1 T0)r . So the above characters

coincide. �

Remark. The context of Theorem 8.17(i) is slightly different from the present
one, since there, as in [DiMi91] §11, F : G → G is the Frobenius map associated
with a definition of G over Fq . Here we need to apply this theorem in a case
where G is replaced with Gr and F with Fr . But the arguments of [DiMi91]
can still be used in this situation (see Exercise 7).

Proof of Proposition 12.9. Let M be a simple kGF -module. Let w ∈ �(S ∪ {1})
with minimal l(w) such that RHomkGF (SwkTwF , M) �= 0. We are going to prove
that this complex is concentrated in degree −l(w), and that w ∈ �red. This will
clearly give our claim.

Lemma 12.11. For any w′ ∈ �(S ∪ {1}) of length < l(w), and for any kTw′ F -
module M ′, RHomkGF (Sw′ M ′, M) = 0.

Proof of Lemma 12.11. (See also Exercise 2.) By the definition of w,
we have the lemma for M ′ = kTw′ F . This can be expressed as the fact

that (Sw′kTw′ F )∗
L⊗GF M is acyclic as a complex of k-spaces. By Poincaré

duality (A3.12), Rc�(Y(w′)opp, k)
L⊗GF M = 0 in Db(kTw′ F ), where Y(w′)

is considered as a GF × (Tw′ F )opp-variety. Let θ ′: Tw′ F → k×. Recall the
notation kθ ′ to denote the one-dimensional kTw′ F -module associated with
θ ′. Applying the derived functor kθ ′

L⊗Tw′ F − to the above, one finds that

kθ ′
L⊗Tw′ F Rc�(Y(w′)opp, k)

L⊗GF M is acyclic. The first
L⊗ can be written as

Rw′ (kθ ′ )opp by equation (1) of A3.15. So we get our claim for kθ ′ by Poincaré
duality. Our claim for arbitrary M ′ follows by generation in Db(kTw′ F ) (see
A1.12). �

By Lemma 12.2, the condition RHomkGF (SwkTwF , M) �= 0 is equiva-
lent to the projective cover of M being a summand of SwkTwF . The
same lemma applied to k-duals shows that this is now also equiva-
lent to RHomkGF (M,SwkTwF ) �= 0. By Theorem 12.6, we have a mor-
phism RwkTwF → SwkTwF whose mapping cone is in the subcategory
of Db(kGF ) generated by the Sw′kθ ′ with w′ < w. For each, we have
RHomkGF (M,Sw′kθ ′ ) = 0 by Lemma 12.11.

Now, using preservation of mapping cones by derived functors (see A1.8),
the following canonical map is an isomorphism

RHomkGF (M,RwkTwF ) → RHomkGF (M,SwkTwF ).(I)
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By Lemma 12.8(i), this means that FM∗ := π∗k
L⊗kTwF M∗

X(w) satisfies Condi-
tion 10.2(c).

Let us show that w is also of minimal length such that RHomkGF

(SwkTwF , M∗) �= 0. It suffices to check that RHomkGF (SwkTwF , M∗) �= 0, be-
cause then, by symmetry of hypothesis, a w′ of smaller length satisfying that
would give RHomkGF (Sw′kTw′ F , M) �= 0, a contradiction.

What we have to check is that the projective cover of M∗ is a direct sum-
mand in some component of the perfect complex SwkTwF . Since k-duality
permutes simple and projective indecomposable modules in the same way
within kGF−mod, this is equivalent to the projective cover of M being a
summand in (SwkTwF )∗. But Lemma 12.8(i) and Poincaré–Verdier duality tell
us that (SwkTwF )∗ ∼= RwkTwF [2l(w)]. So we are reduced to checking that
RHomkGF (S,RwkTwF ) �= 0. This is now clear from (I) above and our hypoth-
esis on w.

This gives RHomkGF (M∗,SwkTwF ) �= 0 as claimed.
Applying now to M∗ what we had for M , we know thatFM also satisfies Con-

dition 10.2(c). Recall that X(w) is quasi-affine by Proposition 10.10(i). Then
Lemma 12.7 and Lemma 12.8(ii) give that the homology ofFM∗ is concentrated
in degree dim(Y(w)) = l(w). Lemma 12.8(i) tells us that RHomkGF (M,S(w,θ ))
is concentrated in degree l(w), or equivalently (Lemma 12.2) that the pro-
jective cover of M is present at degree l(w) and only there. This gives that
RHomkGF (S(w,θ )[l(w)], M) has non-zero homology at degree 0 and only there.

It remains to show that w is reduced. Let v ∈ �red represent the product
s1s2 . . . sr ∈ W (G, T0), where w = (s1, s2, . . . , sr ). Then (v, θ) ∈ �k(G, F),
and Proposition 12.10 implies that S(v,θ ) has the same Brauer character as
S(w,θ ). Since RHomkGF (M,S(w,θ )) is in a single degree, this means that the
projective cover of M occurs in only one degree of S(w,θ ) (Lemma 12.2 again).
Then, by linear independence of Brauer characters of projective indecompos-
able modules (see [Ben91a] 5.3.6), the Brauer character of M occurs in that of
S(w,θ ), hence in that of S(v,θ ). This in turn clearly forces the projective cover of
M to be present in at least one S i

(v,θ ). Then RHomkGF (S(v,θ ), M) �= 0. But the
minimality of l(w) now implies v = w. �

12.4. Disjunction of series

In the present section, we show that the S(w,θ )’s satisfy condition (3) of Propo-
sition 12.1.

We have to check that RHomkGF (S(w,θ ),S(w′,θ ′)) = 0 whenever w, w′ ∈
�(S)red, θ : TwF

0 → k×, θ ′: Tw′ F
0 → k× and (w, θ), (w′, θ ′) correspond to
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semi-simple elements of (G∗)F , not (G∗)F -conjugate. Let us first check the
following.

Proposition 12.12. Let VS, V′S′ be Levi decompositions of Borel subgroups of
G with S, S′ some F-stable maximal tori. Let θ : SF → k× and θ ′: S′F → k×.
Denote by bθ and bθ ′ the associated primitive idempotents of the group algebra
kSF (resp. kS′F ); see Definition 10.16.

Recall Y1⊆V = {z ∈ G | z−1 F(z) ∈ FV}, a closed subvariety of G,
GF × SF -stable (see §7.1). Denote by π : Y1⊆V → Y1⊆V/SF , π ′: Y1⊆V′ →
Y1⊆V′/S′F the associated quotients. Let R := Rc�(Y1⊆V/SF , π∗kY1⊆V .bθ ),
R′ := Rc�(Y1⊆V′/S′F

, π ′
∗kY1⊆V′ .bθ ′ ) in Db(kGF−mod).

If (S, θ ) and (S′, θ ′) are not in the same geometric series, then
RHomkGF (R,R′) = 0.

Proof of Proposition 12.12. The proof is very similar to the classic one over
K (see [Srinivasan] 6.12, [DiMi91] §11 and §13). We restate the main steps for
the convenience of the reader and take the opportunity to make more precise a
couple of arguments.

We have

RHomkGF (R,R′) ∼= R∨ L⊗kGFR′

= ((Rc�(Y1⊆V, kY1⊆V ).bθ )∨ ⊗k Rc�(Y1⊆V′ , kY1⊆V′ ).bθ ′ ))GF

(co-invariants) since Rc�(Y1⊆V, kY1⊆V ).bθ is represented by a complex of pro-
jective kGF -modules (see A3.15). Using also the Künneth formula (A3.11), we
get RHomkGF (R,R′) ∼= Rc�(Y1⊆V × Y1⊆V′/GF , k).bθ−1 ⊗ bθ ′ where Y1⊆V ×
Y1⊆V′/GF is the quotient for the diagonal action and the quotient is still endowed
with the action of SF × S′F (on the right) making Rc�(Y1⊆V × Y1⊆V′/GF , k)
into a class of bounded complexes of (right) k(SF × S′F )-modules. We are
going to study Y1⊆V × Y1⊆V′/GF .

Let Z := {(u, u′, g) ∈ FV × FV′ × G | uF(g) = gu′}. By differentiating
the defining equation, it is easily proved that it is a closed smooth subvariety of
FV × FV′ × G. It is stable under the action of SF × S′F given by (u, u′, g) �→
(us, u′s ′

, s−1gs ′) for s ∈ SF , s ′ ∈ S′F . The morphism Y1⊆V × Y1⊆V′ → Z de-
fined by (x, x ′) �→ (x−1 F(x), x ′−1 F(x ′), x−1x ′) is clearly bijective between
Y1⊆V × Y1⊆V′/GF and Z (see also [DiMi91] 11.7). By differentiating the mor-
phism above, we easily find that it is a separable map. So we have an iso-
morphism Y1⊆V × Y1⊆V′/GF ∼−−→Z (see A2.6). This is an isomorphism of
SF × S′F -sets.

If x ∈ G satisfies Sx = S′, one defines Zx := {(u, u′, g) ∈ Z | g ∈
SVxS′V′}. We have clearly Z = ⋃

x Zx , a disjoint union when x ranges over a
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(finite) representative system of double cosets x ∈ S\G/S′ such that Sx = S′.
Those x are of the form nx0 where n ∈ NG(S) and x0 is some fixed element
of G such that Sx0 = S′ and Vx0 = V′. The Bruhat order on NG(S)/S with re-
spect to VS allows us to list the distinct Zx so as to get Z = Z1 ∪ Z2 ∪ . . . a
(finite) disjoint union where each union Z1 ∪ Z2 ∪ . . . ∪ Zi is closed since the
corresponding union

⋃i
i ′=1 VSni ′ x0V′S′ = (

⋃i
i ′=1VSni ′VS)x0 is closed. These

Zi are SF × S′F -stable, so the open-closed exact sequence (see A3.9) implies
that there is some x such that Sx = S′ and Rc�(Zx , k).bθ−1 ⊗ bθ ′ �= 0.

Let V′
− be the unipotent radical of the Borel subgroup opposite V′S′ with

regard to S′ (i.e. V′
− = Vn0x0 where n0 ∈ NG(S) is such that V ∩ Vn0 = 1). One

defines

SF ×S′F ⊆ Hx := {(s, s ′) |s F(s)−1 = F(x)s ′F(s ′)−1 F(x)−1} ⊆ S × S′.

Then Hx is obviously a group which is made to act on Zx as fol-
lows. Write VSxV′S′ = (V ∩ xV′

−x−1)SxV′ ∼= V ∩ xV′
−x−1 × S × V′ by the

unique decomposition g = bgxv′
g = vgsgxv′

g where vg ∈ V ∩ xV′
−x−1, sg ∈

S, v′
g ∈ V′, and bg = vgsg . If s ∈ S, s ′ ∈ S′, define (u, u′, g).(s, s ′) =

((uF(vg))s F(vs
g)−1, (u′F(v′

g)−1)s ′
F(v′

g
s ′

), s−1gs ′). It is easily checked that this
defines an action of S × S′ on FV × FV′ × VSxV′S′ (note that (vg)s = vs−1gs ′ ),
and (less easily) that Zx is preserved by Hx . This last action extends the action
of SF × S′F on Zx . See also [DiMi91] 11.8 where a V ∩ V′-torsor makes the
above formulae more natural.

Let m be an integer such that Fm(x) = x (see A2.5). We show that θ ◦
NFm/F = θ ′ ◦ NFm/F ◦ ad(F(x)−1).

Let Hx,m := {(NFm/F (s), NFm/F (s F(x))) | s ∈ SFm } ⊆ SF × S′F (one has
(SFm

)F(x) ⊆ S′Fm
since SF(x) = S′). Let Hx,m := {(NFm/F (s), NFm/F (s F(x))) |

s ∈ S} a subtorus of S × S′. One has Hx,m ⊆ Hx since, denoting by LanF

the Lang map g �→ g−1 F(g), it is easily checked that LanF ◦ NFm/F =
LanFm on S and therefore F(x)LanF (NFm/F ((s−1)F(x)))F(x)−1 =
F(x)LanFm ((s−1)F(x))F(x)−1 = F(x)s F(x) Fm(s−1)F(x) F(x)−1 = LanFm (s−1)
for any s ∈ S.

The proof of the following lemma will be given later.

Lemma 12.13. Let X be a quasi-projective F-variety and H be a torus acting
on it. Let k be a finite commutative ring whose characteristic is invertible in F.
Let H ′ be a finite subgroup of H. Then H ′ acts trivially on Hi

c(X/H ′, π H ′
∗ kX).

Applying the above for Hx,m and H ′ = Hx,m acting on Zx , we find that
Hx,m acts trivially on any Hi (Zx , k). But Hi (Zx , k).bθ−1⊗θ ′ only involves simple
k[SF × S′F ]-modules isomorphic to the one associated with the linear character
θ−1 ⊗ θ ′, so ResSF ×S′ F

Hx,m
Hi (Zx , k).bθ−1⊗θ ′ �= 0 only if (θ−1 ⊗ θ ′)(Hx,m) = 1. This
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means θ ◦ NFm/F (s) = θ ′ ◦ NFm/F (s F(x)) for all s ∈ SFm
. This contradicts the

fact that (S, θ ) and (S′, θ ′) are not geometrically conjugate (see Proposition 8.21
and (8.15)).

Then Rc�(Z, k).bθ−1 ⊗ bθ ′ is acyclic, i.e. equal to 0 in Db(k). �

Proof of Lemma 12.13. If H ′ ⊆ H ′′ are finite subgroups of H, then
ResH ′′

H ′ Hi
c(X/H ′′, π H ′′

∗ kX) ∼= Hi
c(X/H ′, π H ′

∗ kX) (see A3.8, A3.14). So our claim
will follow from the cyclic case. Assume H ′ = <h′> for some h′ ∈ H. The
sum

⊕
i Hi

c(X, kX) is a finite group by A3.7. Let N be the order of its automor-
phism group. Since H is a torus, hence a divisible group, there is h ∈ H such
that hN = h′. But h induces an automorphism of Hi

c(X/<h>, π<h>
∗ kX) whose

N th power is trivial. This implies that hN = h′ acts trivially. �

Lemma 12.14. Let V be a connected unipotent group acting on an F-variety
X such that there exists a locally trivial V-quotient π : X → X′ with X′ smooth.
Then Rcπ∗ induces an isomorphism Rc�(X, k)

∼−−→Rc�(X′, k)[−2d] where d
denotes the dimension of V.

Proof. By A3.6, it suffices to show that Rcπ∗k ∼= k[−2d]. By [Milne80]
VI.11.18, we have a “trace map” η: Rcπ∗k → k[−2d] in Db(X′) which is an
isomorphism at degree 2d cohomology (or use A3.12). To get our claim, it
suffices to show that Rcπ∗k and k[−2d] have isomorphic stalks at closed points
of X (see A3.2). Let Spec(F)

x−−→X be a closed point and let us form the fiber
of π , i.e. the fibered product

Xx −−→ X



�πx



�π

Spec(F)
x−−→ X′

The base change for direct images with proper support (A3.6) gives
(Rcπ∗k)x

∼= Rc(πx )∗k. But Xx
∼= V ∼= Ad

F since locally everything is trivial.
Then Rc(πx )∗k = k[−2d] by the classical result on cohomology with compact
support for affine spaces (see A3.13, giving R�(A1

F, k) ∼= k[0], then use the
Künneth formula to get R�(Ad

F, k) ∼= k[0], and apply Poincaré duality). �

Let us embed G ⊆ G̃ = G.Z(G̃) where Z(G̃) is connected (use a central
quotient of G × T where T is an F-stable maximal torus; see §15.1 below).

Lemma 12.15. Let VS be a Levi decomposition of a Borel subgroup of G with
FS = S, and let b be an idempotent of the group algebra kSF . Then
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(i) R�(Y(G)
1⊆V, k) ∼= R�(Y(G)

V⊆V, k)[−2 dim V],

(ii) Rc�(Y(G)
1⊆V, k) ∼= Rc�(Y(G)

V⊆V, k)[−2 dim V],

(iii) Rc�(Y(G̃)
1⊆V, k).b ∼= IndG̃F

GF Rc�(Y(G)
1⊆V, k).b.

Proof. (i) is a consequence of (ii) using Poincaré duality (A3.12) since Y1⊆V

is smooth (see Theorem 7.2(i)).
(ii) is a consequence of Lemma 12.14, knowing that the map Y1⊆V → YV⊆V

induced by G → G/V is locally trivial (see A2.6).

(iii) We have Y(G̃)
V⊆V

∼−−→G̃F × Y(G)
1⊆V/GF as a G̃F × SF -variety, by Theo-

rem 7.10. So, using equation (1) of A3.15 and the Künneth formula (A3.11),
we get

Rc�
(
Y(G̃)

V⊆V, k
) ∼−−→Rc�(G̃F , k)

L⊗kGF Rc�
(
Y(G)

V⊆V, k
)

in Db(kG̃F ⊗k kSF ). We have Rc�(G̃F , k) = kG̃F trivially (use finite

quotient), so Rc�(Y(G̃)
V⊆V, k)

∼−−→kG̃F ⊗kGF Rc�(Y(G)
V⊆V, k) and therefore

Rc�(Y(G̃)
V⊆V, k)b

∼−−→kG̃F ⊗kGF Rc�(Y(G)
V⊆V, k)b by further tensoring − ⊗SF

kSF b. We may replace the index V ⊆ V with 1 ⊆ V by (ii). This completes
our proof. �

Let us now check condition (3) of Proposition 12.1, thus completing the proof
of Theorem 10.17(b) (see Proposition 12.3). Let (w, θ), (w′, θ ′) ∈ �k(G, F) be
in distinct rational series with w, w′ ∈ �(S)red (see Notation 10.8).

Denote w = (s1, . . . , sm). Taking a ∈ G such that a−1 F(a) = ṡ1 . . . ṡm

and denoting S := Ta
0, V := Ua

0, we have Y(w) ∼= YV as a GF × TwF
0 -

variety (see Proposition 10.12 for I = ∅). We do the same for (w′, θ ′).
This gives (S′, θ ′) which is in a rational series different from the one of
(S, θ ). Take an embedding G ⊆ G̃ as above. Let S̃ := Z(G̃).S, S̃′ := Z(G̃).S′,
and let θ̃ (resp. θ̃ ′) be linear characters extending θ (resp. θ ′) on SF

(resp. S′F ). Then (̃S, θ̃ ) and (̃S′, θ̃ ′) are in distinct rational (=geometric)
series (see Theorem 8.24(iii)). Proposition 12.12 applied in G̃ gives that

RHomkG̃F (Rc�(Y(G̃)
1⊆V, k).bθ̃ , Rc�(Y(G̃)

1⊆V′ , k).bθ̃ ′ ) = 0. Summing over all exten-

sions θ̃ , θ̃ ′ of θ , θ ′, we find RHomkG̃F (Rc�(Y(G̃)
1⊆V, k).bθ , Rc�(Y(G̃)

1⊆V′ , k).bθ ′ ) = 0
since bθ = ∑

θ̃ bθ̃ . Using Lemma 12.15(iii) and the Mackey formula giving

ResG̃F

GF ◦ IndG̃F

GF = ∑
g∈G̃F /GF ad(g), we have

⊕

g∈G̃F /GF

RHomkGF

(
g
(
Rc�(Y(G)

1⊆V, k
)
.bθ

)
, Rc�

(
Y(G)

1⊆V′ , k
)
.bθ ′

) = 0.

Then RHomkGF (Rc�(Y(G)
1⊆V, k).bθ , Rc�(Y(G)

1⊆V′ , k).bθ ′ ) = 0. We may replace
Rc� with R� by Poincaré duality, and Y1⊆V with YV by Lemma 12.15(i).
This is now our claim.
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Exercises

1. Prove Lemma 12.2 for all degrees where HomA(Ci , S) �= 0.
2. Show Lemma 12.11 by using free resolutions of kTw′ F -modules and the fact

that Sw′ is a functor represented by a bounded complex of bimodules. Find
a connection with Lemma 1.15.

3. Let G be any connected F-group acting on an F-variety X. Show that G acts
trivially on Hi (X, Z/n)’s.

4. Show that H◦
x = Hx,m (notation of the proof of Proposition 12.12).

5. Show that the hypothesis that G satisfies Condition 10.2(c) is implied by the
other hypotheses of Lemma 12.7 (use Exercise A3.1).

6. Prove Theorem 9.12(i) as a consequence of Proposition 12.1 being satisfied
by the S(w,θ )’s.

7. We use the notation of Proposition 12.12 and its proof. We identify θ

with a morphism SF → �× and denote by Kθ the one-dimensional K SF

it defines. Let �(n) = �/J (�)n for n ≥ 1. Assume S = S′. Show that
[lim← n

Rc�(Y1⊆V × Y1⊆V′/GF , �(n))] ⊗SF ×SF (Kθ ⊗ Kθ−1 ) is of dimension

|NGF (S, θ ) : SF | (use the arguments of [DiMi91] §11).
Deduce that Theorem 8.17(i) holds in the context of the proof of Propo-

sition 12.10.

Notes

The whole chapter is taken from [BoRo03]. §12.4 is based on the proof in
[DeLu76] of the corresponding statement for representations in characteristic
0 (see also [DiMi91] §11).



PART III

Unipotent characters and unipotent blocks

Let (G, F) be a connected reductive F-group defined over Fq .
We have seen in the preceding part that unipotent blocks constitute a model

for blocks of finite reductive groups. We now focus a bit more on characters, and
show some properties of unipotent characters among ordinary representations
of a unipotent block.

Let us recall the partition

Irr(GF ) =
⋃

s
E(GF , s)

of irreducible characters of GF into rational series, where s ranges over con-
jugacy classes of semi-simple elements in (G∗)F (see §8.4). We denote by �

a prime not dividing q , and by E(GF , �′) the subset of the above union cor-
responding to semi-simple elements of order prime to �. Let (O, K , k) be an
�-modular splitting system for GF .

When � does not divide the order of (Z(G)/Z◦(G))F , the elements of
E(GF , �′) are approximations of the (Brauer) characters of simple kGF -modules
(see Theorem 14.4). These results prepare the ground for the determination of
decomposition numbers (see Part IV). The proof of Theorem 14.4 involves a
comparison of centralizers of �-elements in GF and (G∗)F . These are mainly
Levi subgroups, so we need to relate types of maximal F-stable tori to the
possibility of containing rational �-elements, hence the necessity of consider-
ing cyclotomic polynomials as divisors of the polynomial order of tori. This
analysis of tori will also be needed in Part V.

An important fact about unipotent characters is that many of their properties
only “depend” on the type of the group, not on the size of q or Z(G). We prove
some “standard” isomorphisms for unipotent blocks showing that they do not
depend on Z◦(G). The proof needs, however, a thorough discussion of non-
unipotent characters and how they restrict from GF to [G, G]F . Embedding G
in a group with connected center and same [G, G] may also be necessary in
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order to deal with non-connected centralizers of semi-simple elements CG∗ (s)
in G∗. This leads to establishing a fundamental property of Jordan decomposi-
tion of characters (see Chapter 8) with regard to Deligne–Lusztig generalized
characters RG

T θ (see §15.2). A theorem of Lusztig shows that restrictions to
GF of irreducible characters of [G, G]F are sums without multiplicities of ir-
reducible characters. The combinatorial proof of this result in spin groups is in
Chapter 16.



13

Levi subgroups and polynomial orders

Let (G, F) be a connected reductive F-group defined over Fq . As is well-known,
the cardinality of GF is a polynomial expression of q, with coefficients in Z.
We call it the polynomial order of (G, F). In this polynomial P(G,F)(x), the
prime divisors �= x are cyclotomic polynomials.

If S is an F-stable subgroup whose polynomial order is a power of the dth
cyclotomic polynomial φd , then S is a torus. It is natural to study those “φd -tori”
like �-elements of a finite group (� a prime). This leads to an analogue of Sylow’s
theorem, due to Broué–Malle; see Theorem 13.18 below. If S is a φd -torus, then
CG(S) is an F-stable Levi subgroup, called a “d-split” Levi subgroup of G. We
show how this class relates to centralizers of actual �-elements of GF .

A related type of problem is to compute more generally centralizers of semi-
simple elements.

This is to be done in view of the local methods of Part V, but also in connection
with the Jordan decomposition of characters (see Chapter 15).

13.1. Polynomial orders of F-stable tori

We need to give a formal definition of the fact that the order of GF is a “poly-
nomial in q.”

Theorem 13.1. For each connected reductive group (G, F) defined over Fq ,
there exists a unique “polynomial order” P(G,F)(x) ∈ Z[x] satisfying the fol-
lowing:
� there is a ≥ 1 such that |GFm | = P(G,F)(qm) for all m ≥ 1 such that m ≡ 1

(mod. a).
One has P(G,F) = P([G,G],F) P(Z◦(G),F) and P([G,G],F) has the form

x N
∏

d≥1 φ
vd
d for vd , N ∈ N, where φd denotes the dth cyclotomic polynomial.

189
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Proposition 13.2. (i) Polynomial orders are unchanged by isogenies.
(ii) If H is a connected F-stable reductive subgroup of G, then P(H,F) divides

P(G,F), with equality if and only if H = G.

Proofs of Theorem 13.1 and Proposition 13.2. If (T, F) is a torus defined over
Fq , then P(T,F) is the characteristic polynomial of q−1 F acting on Y (T) ⊗ R

(see [Cart85] (3.3.5)).
For more general connected reductive F-groups (G, F) defined over Fq ,

let T be an F-stable maximal torus of an F-stable Borel subgroup. Then
([Cart85] 2.9), one has |GF | = |Z◦(G)F |q N

∏
1≤i≤l(q

di − εi ) where 2N =
|�(G, T)|, the exponents di are so-called exponents of W (G, T) acting on
the symmetric algebra of Y (T) ⊗ R ([Bour68] §V.6), and the roots of unity εi

are defined from the action of q−1 F on the subalgebra of W (G, T)-invariants.
Let a be the order of q−1 F , then q−1 F and q−m Fm are equal symmetries of
Y (T) ⊗ R whenever m ≡ 1 (mod. a), hence the (di , εi ) are the same for F and
Fm . Clearly P(G,F) is uniquely defined by an infinity of values.

Note that the degree N + ∑
i di = 2N + l of P([G,G],F) is the dimension of

[G, G].
One has PG,F = P[G,G],F PZ◦(G),F by Proposition 8.1 (with G = [G, G] ×

Z◦(G), Z = H = [G, G] ∩ Z◦(G)) and Lang’s theorem (see also Exercise 8.1).
Proposition 13.2(i) follows from the above.
Let H ⊂ G be as in Proposition 13.2(ii); PH,F and PG,F are elements of

Z[x] with leading coefficient 1. There are infinitely many q ′ = qm such that
PH,F (q ′) is non-zero and divides PG,F (q ′). Now, using euclidean division
PG,F = PH,F .Q + R in Z[x] one sees that R = 0. When equality holds be-
tween degrees of PH,F and PG,F , the groups have equal dimension. �

Definition 13.3. Let ∅ �= E ⊆ {1, 2, 3, . . .}. One calls a φE -subgroup of G
any F-stable torus S such that P(S,F) can be written as �d∈E (φd )nd for some
integers nd .

An E-split Levi subgroup of G is the centralizer in G of some φE -subgroup
of G.

When E is a singleton {e}, we may write e-split instead of {e}-split. A
1-subgroup is just a split torus, i.e. F acts as multiplication by q on its character
group. The group G itself is E-split for any E . A 1-split Levi subgroup is
an F-stable Levi subgroup of an F-stable parabolic subgroup of G ([BoTi]
4.15).

Example 13.4. (i) Let T be a reference torus. If T′ = gTg−1 is obtained from
T by twisting with w ∈ W , i.e. g−1 F(g)T = w, then P(T′,F) is the characteristic
polynomial of (q−1 F)w acting on Y (T) ⊗ R.
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(ii) Let G = GLn(F) and F be the usual map (xi j ) → (xq
i j ) raising all ma-

trix entries to the qth power. Let T be the diagonal torus of G and let us use
it to parametrize GF -conjugacy classes of F-stable maximal tori by conju-
gacy classes of NG(T)/T ∼= Sn (see §8.2). If the conjugacy class of w ∈ Sn

corresponds with the partition λ1, . . . , λl of n (i.e. w is a product of t dis-
joint cycles of orders λ1, . . . , λl), the polynomial order of the tori of type w

is (xλ1 − 1) . . . (xλl − 1). Note that the polynomial order determines the GF -
conjugacy class of the torus. The Coxeter torus T(n) is associated with the class
of cycles of order n. This maximal torus T(n) is the only n-split proper Levi
subgroup of G. To see this, note that its polynomial order xn − 1 is the only
polynomial order of an F-stable maximal torus divisible by φn .

Let e ≥ 1, m ≥ 0 be such that me ≤ n. Let S(e) be a Coxeter torus of
GLe(F). Then let L(m) be GLn−me(F) × (S(e))m embedded in G = GLn(F) via
any isomorphism Fn ∼= Fn−me × (Fe)m . Then L(m) is e-split as a result of the
above. A maximal e-split proper Levi L subgroup of G is isomorphic to
(GLm)e × GLn−me with LF ∼= GLm(qe) × GLn−me(q).

Now let F ′ be the Frobenius endomorphism (xi j ) → t(xq
i j )

−1. Then GF ′
is

the general unitary group on Fq2 , often denoted by GLn(−q), and with rational
type (2An−1, −q). The diagonal torus has polynomial order (X + 1)n and is not
1-split, but it is a maximal 2-split torus and its polynomial order determines its
GF ′

-conjugacy class.
(iii) When the type of G is a product of types An , we define a diagonal torus

of G as a product of diagonal tori of components. Then all diagonal tori are
GF -conjugate, and if an F-stable Levi subgroup L contains a diagonal torus T
of G, then T is a diagonal torus of L.

(iv) Assume (G, F) is semi-simple and irreducible and has type X ∈
{An, D2n+1, E6}. Let T0 be a reference maximal F-stable torus in G. An el-
ement w0 in the Weyl group which is of greatest length with respect to some
basis of � acts on Y (T) ⊗ R as −σ , where σ is a symmetry that restricts to � as
an automorphism of order 2 of the root system and Dynkin diagram [Bour68].
If (G, F) has rational type (X, q), (G, σ F) is defined over Fq with rational type
(2X, q). One sees that if T (resp. S) is obtained in (G, F) (resp. (G, σ F)) from
T0 by twisting by w (resp. ww0), then PT,F (X ) = PS,σ F (−X ). The polynomial
orders of (G, F) and of (G, σ F) are related in the same way.

Proposition 13.5. If T is a torus defined over Fq with Frobenius F, if E is a
non-empty set of integers, then there is a unique maximal φE -subgroup in T.
One denotes it by TφE .

Proof. By Proposition 13.2(ii), the polynomial order of the subtorus TφE has
to be the product PE of biggest powers of cyclotomic polynomials φe, e ∈ E ,
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dividing PT,F . That property defines Y (TφE ) as a pure subgroup of Y (T): there
is a unique subspace VE of Y (T ⊗ R) such that the restriction of (q−1 F)−1 to
VE has characteristic polynomial PE and Y (TφE ) = Y (T) ∩ VE . �

In the following proposition, we show that an F-orbit of length m on the set
of irreducible components of G induces the substitution x → xm in polynomial
orders.

Proposition 13.6. Let (G, F) be a connected reductive group defined over
Fq . Assume G = G1.G2 . . . Gm is a central product of connected reductive
subgroups Gi such that F(Gi ) = Gi+1 (i is taken mod. m). If the product is
direct or if G is semi-simple, then P(G,F)(x) = P(G1,Fm )(xm). The F-stable Levi
subgroups of (G, F) are the L1.F(L1) . . . Fm−1(L1)’s, where L1 is any Fm-
stable Levi subgroup of (G1, Fm).

Proof. By Theorem 13.1 and Proposition 13.2, it is enough to prove this for
direct products. It is clear that the projection π1: G → G1 bijects GFk

and GFmk

1

for any k ≥ 1, so P(G,F)(qk) = P(G1,Fm )(qmk) for infinitely many k’s, whence
the claimed equality.

Consider L = CG(S) where S is a torus of G. One has L = CG1 (π1(S))
.F(CG1 (π1(S)) . . . Fm−1(CG1 (π1(S)); this gives the second statement with L1 =
CG1 (π1(S)). �

Proposition 13.7. Let E be any non-empty set of integers. A Levi subgroup of
G is E-split if and only if its image in Gad is so, or if and only if L ∩ [G, G] is
E-split.

Proof. Let π : G → Gad be the natural map. If S is an F-stable torus in G, then
π (S) is an F-stable torus in π (G) and one has PSZ◦(G),F = Pπ (S),F PZ◦(G),F .
Furthermore CG(S) = CG(SZ◦(G)) and π (CG(S)) = Cπ (G)(π (S)). The first
assertion follows. The second equivalence follows from CG(S) = CG(S ∩
[G, G]). �

Proposition 13.8. Groups in duality over Fq (and their connected centers) have
equal polynomial orders.

Proof. See §8.2 and [Cart85] 4.4.

Proposition 13.9. Let (G, F) be a connected reductive group defined over Fq ,
let (G∗, F) be in duality with (G, F). For each non-empty set of integers E the
bijection L → L∗ between GF -conjugacy classes of F-stable Levi subgroups
of G and (G∗)F -conjugacy classes of F-stable dual Levi subgroups of G∗

(see §8.2) restricts to a bijection between respective classes of E-split Levi
subgroups.
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Proof. By symmetry, it suffices to check that, if L is E-split, then L∗ is E-
split. Let S∗ := Z◦(L∗)φE , then M∗ := CG∗ (S∗) ⊇ L∗ is in duality with M such
that G ⊇ M ⊇ L. One has Z◦(M∗)φE = Z◦(L∗)φE , while PZ◦(L∗),F = PZ◦(L),F

by Proposition 13.8 and PZ◦(M∗),F = PZ◦(M),F , so Z◦(M)φE = Z◦(L)φE and
M ⊆ CG(Z◦(L)φE ) = L since L is E-split. So L = M and L∗ = M∗, which is
E-split. �

13.2. Good primes

The notion of “good primes” for root systems was defined by Springer–
Steinberg in order to study certain unipotent classes. Here we are mainly inter-
ested in semi-simple elements (see in particular Proposition 13.16(ii) below).

Definition 13.10. A prime � is said to be good for a root system � if and only
if (Z�/ZA)� = {0} for every subset A ⊆ �. If G is a connected reductive F-
group, a prime is said to be good for G if and only if it is good for its root
system.

Note that the notion does not depend on the rational structure.
In the following table, (G, F) is a connected reductive F-group defined over

Fq , it has irreducible rational type (X, r ) with r a power of q (see §8.1). We
recall the list of good primes for G (see [Cart85] 1.14), along with |Z(Gsc)F |,
the number of rational points of order prime to p in the fundamental group (see
§8.1). The group is of rational type (X, r ).

Table 13.11

type X An
2An Bn , Cn Dn , 2Dn

3D4

good �’s all all �= 2 �= 2 �= 2

|Z(Gsc)F | (n + 1, r − 1) (n + 1, r + 1) (2, r − 1) (4, r2 − 1) 1

type 2E6, F4, G2 E6 E7 E8

good �’s �= 2, 3 �= 2, 3 �= 2, 3 �= 2, 3, 5

|Z(Gsc)F | 1 3p′ 2p′ 1

Proposition 13.12. Let (G, F) be a connected reductive group defined over Fq .
Let � be a prime good for G.

(i) If G has no component of type A, then � divides neither |Z(G)/Z◦(G)|
nor |Z(G∗)/Z◦(G∗)|.
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Let H be an F-stable reductive subgroup of G which contains an F-stable
maximal torus of G.

(ii) If |(Z(G)/Z◦(G))F | is prime to �, then |(Z(H)/Z◦(H))F | is prime to �.
(iii) If |(Z(G∗)/Z◦(G∗))F | is prime to �, then |(Z(H∗)/Z◦(H∗))F | is prime

to �.
(iv) If H is a Levi subgroup, then (ii) and (iii) above hold for any prime �,

without the assumption that � is good for G.

Proof. (i) As G = Z◦(G)[G, G], Z(G)/Z◦(G) is a quotient of Z([G, G]), itself
a quotient of Z(Gsc). Hence (i) follows from Table 13.11.

(ii) and (iii) Let T be a maximal F-stable torus of G contained in H. Let
� ⊆ X (T) (resp. �∨ ⊆ Y (T)) be the set of roots (resp. coroots) of G relative to
T. We may assume that (H∗, F) is in duality with (H, F) and is defined by the
root datum (Y (T), X (T), �H

∨, �H), where �H is a subsystem of � and �H
∨

is the set of roots of H∗ relative to T∗. But if � is good for �, then it is good for
�∨ and for any subsystem. So, if it is good for G, then it is good for G∗, H and
H∗.

The groups of characters of the finite abelian groups Z(G)/Z◦(G),
Z(H)/Z◦(H), Z(G∗)/Z◦(G∗) and Z(H∗)/Z◦(H∗) are isomorphic, with F-
action, to the p′-torsion-groups of X (T)/Z�, X (T)/Z�H, Y (T)/Z�∨

and Y (T)/Z�H
∨ respectively ([Cart85] 4.5.8). Under hypotheses (ii)

(X (T)/Z�F )� = {0}. But � is good for �, hence (Z�/Z�H)F
� = {0}. Then

(X (T)/Z�H)F
� = {0}, so (Z(H)/Z◦(H))F

� = {1}. So (ii) is proved, and similarly
(iii) because � is good for �∨.

(iv) If H is a Levi subgroup of G then Z�/Z�H and Z�∨/Z�H
∨ have no

torsion, hence the torsion groups of Y (T)/Z�∨ and Y (T)/Z�H
∨ — and of

X (T)/Z� and X (T)/Z�H — are isomorphic. �

13.3. Centralizers of �-subgroups and some
Levi subgroups

For references we gather some classical results and give some corollaries.

Proposition 13.13. Let T be a maximal torus of G. Let π : G → Gad. Let S be
a subset of T. Then the following hold.

(i) C◦
G(S) = <T, Xα ; α ∈ �(G, T), α(S) = 1> and

CG(S) = C◦
G(S). <w ∈ W (G, T); w(S) = 1>. Both groups are reductive.

(ii) If S′ ⊆ T, then C◦
C◦

G(S′)(S) = C◦
G(S′S).

(iii) π (C◦
G(S)) = C◦

π (G)(π (S)).
(iv) If S is a torus, then CG(S) is a Levi subgroup of G, hence is connected.
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Proof. (i) See [Cart85] Theorems 3.5.3, 3.5.4 and the proof of Proposition 3.6.1.
(ii) Clear since T ⊂ C◦

G(S).
(iii) follows from (i).
(iv) [DiMi91] Proposition 1.22. �

Here is Steinberg’s theorem on centralizers (see [Cart85] 3.5.6).

Theorem 13.14. If the derived group of G is simply connected, then the cen-
tralizer in G of any semi-simple element is connected.

Example 13.15. Let s be a semi-simple element in GLn(F). One has an iso-
morphism CG(s) ∼= ∏

α∈S GL(Vα), where S is the set of eigenvalues of s and
Vα is an eigenspace of s acting on Fn . The centralizer of s is a Levi subgroup
of G and its center S is connected.

Let F be a Frobenius endomorphism as in Example 13.4(ii) so that GLn(q) =
GLn(F)F and assume that F(s) = s. Then CG(s)F ∼= ∏

ω∈S/<F> GLm(ω)(q |ω])
where ω is an orbit under F in S and m(ω) is the dimension of Vα for any
α ∈ ω. Hence S is an F-stable torus with polynomial order

∏
ω(X |ω| − 1).

Let F ′ be as in Example 13.4(ii) so that GLn(F)F ′ = GLn(−q), and assume
now that F ′(s) = s. For ω ∈ S let ω̄ = {α−1 | α ∈ ω} and let qω = q |ω| if ω̄ �=
ω and qω = −q |ω|/2 if ω̄ = ω. Then CG(s)F ′ ∼= ∏

{ω,ω̄} GLm(ω)(qω) and S has
polynomial order

∏
ω �=ω̄(X |ω| − 1)

∏
ω=ω̄(X |ω|/2 + 1).

Let e be the order of q modulo �. If s has order � and ω �= {1}, then e = |ω|,
hence CG(s) = CG(S) = CG(Se) is an e-split Levi subgroup of G in both cases.

Proposition 13.16. Let E be a set of primes not dividing q. Let Y be an E-
subgroup of GF included in a torus.

(i) CG(Y )/C◦
G(Y ) is a finite E-group and it is F-isomorphic with a section

of Z(G∗)/Z◦(G∗).
(ii) If any � ∈ E is good for G, then C◦

G(Y ) is a Levi subgroup of G.

Proof. (i) Follows from Theorem 13.14 and Proposition 8.1; see [DiMi91]
13.14(iii) and 13.15(i).

(ii) By Proposition 13.13(ii), it suffices to check the case of a cyclic �-group
Y = <y>. Proposition 13.13(iii) also allows us to switch from G to any group
of the same type. So we may reduce the proof to the case of simple types. If
the type is A, we may take G to be a general linear group. Then the statement
comes from Example 13.15.

Assume now that the type of G does not include type A. By Propo-
sition 13.12(i), � does not divide the order of (Z(G∗)/Z◦(G∗))F . Then (i)
above implies that H := CG(y) is connected. One has y ∈ Z(H)F . But
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Proposition 13.12(ii) implies that (Z(H)/Z◦(H))F is of order prime to �, so
y ∈ Z◦(H). Then clearly H = CG(Z◦(H)). This is a characterization of Levi
subgroups. �

From now on, assuming that the prime � does not divide q, let Eq,� :=
{d | �|φd (q)}. This is {e, e�, e�2, . . . , e�m, . . .} where e is the order of q mod. �.

Lemma 13.17. Assume that � does not divide |(Z(G)/Z◦(G))F |. Let π : G →
Gad be the canonical morphism.

(i) If X is an F-stable subgroup of G, then π (X )F
� = π (X F

� ).
(ii) Assume � is good for G. Let S be a φEq,�

-subgroup of G. Then C◦
G(S) =

C◦
G(SF

� ).

Proof. (i) By Proposition 8.1, π (X )F = (XZ(G)/Z(G))F is an extension of
([XZ(G), F] ∩ Z(G))/[Z(G), F] by (XZ(G))F/Z(G)F . By Lang’s theorem,
Z◦(G) ⊆ [Z(G), F]. Therefore the hypothesis on � implies that ([XZ(G), F] ∩
Z(G))/[Z(G), F] is �′ ; thus π (X )F

� ⊆ π (X F ). Moreover, if s is of finite order,
then π (s�) = π (s)�. This implies π (X )F

� = π (X F
� ).

(ii) Let us show first that SF
� ⊆ Z(G) if and only if S ⊆ Z(G).

The “if” part is clear, so assume π (S) �= {1}. In Gad, π (S) is a non-trivial
φEq,�

-subgroup (Proposition 13.7), so |π (S)F |, which is the value at q of some
non-trivial product of cyclotomic polynomials φd with d ∈ Eq,�, is a multiple
of �. Then, by (i), π (S)F

� = π (SF
� ) �= {1}. Hence SF

� �⊆ Z(G).
Let us now prove (ii) by induction on dim G. If S is central in G, then

everything is clear. Otherwise, we now know that SF
� �⊆ Z(G). Let L = C◦

G(SF
� ),

this is a Levi subgroup by Proposition 13.16 (ii). By definition of good primes
� is good for L. Then one may apply the induction hypothesis to (L, F) by
Proposition 13.12(iv). It provides the equality sought. �

Theorem 13.18. Let (G, F) be a connected reductive F-group defined over Fq .
Given an integer d ≥ 1, there is a unique GF -conjugacy class of F-stable tori
S such that PS,F is the biggest power of φd dividing PG,F . They coincide with
the maximal φd -subgroups of G.

Proof. In view of Proposition 13.5 the theorem reduces to a statement about
F-stable maximal tori, and can be therefore expressed in terms of the root datum
of G around an F-stable maximal torus T and the p-morphism induced by F
(see §8.1).

We prove the proposition by induction on the dimension of G in connection
with preceding results. Given d , we may choose q and � such that

(a) � is a prime good for G,
(b) � ≡ 1 mod. d and � is bigger than the order of the Weyl group of G,
(c) q is of order d mod. �.
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Condition (a) excludes only a finite number of primes, hence (b) is pos-
sible by Dirichlet’s theorem on arithmetic progressions (see for instance
[Serre77b] §VI). The same argument and the fact that (Z/�Z)× is cyclic al-
lows (c).

Then the order formula (proof of Proposition 13.2) and (b) imply that
|GF |� = (φd (q)a)� where a is the biggest power of φd in PG,F . Moreover, �

does not divide the order of Z(G)/Z◦(G) (see Table 13.11).
Assume that S and S′ are φd -subgroups such that PS,F = φd

a . We show
by induction that S contains a GF -conjugate of S′. Once the existence of S is
established (see below), this will give all the claims of our theorem.

Applying Propositions 13.2 and 13.5 to S.Z◦(G)φd , we see first that S ⊇
Z◦(G)φd . However, SF

� is a Sylow �-subgroup of GF . So we may assume
that SF

� ⊇ S′F
� . By Lemma 13.17(ii), C◦

G(S′
�

F ) is a Levi subgroup of G. If
L = G, then S′ ⊆ Z◦(G)φd ⊆ S. Otherwise, C◦

G(S′
�

F ) is a proper Levi sub-
group containing both S and S′. The induction hypothesis then gives our
claim.

For the existence, one may assume that G = Gad by Proposition 13.7. If
a �= 0, then |GF | is divisible by �. Let S be a Sylow �-subgroup of GF and let
x ∈ Z(S), x �= 1. Then L := C◦

G(x) is a proper F-stable Levi subgroup of G
with LF = CGF (x) (apply Proposition 13.16 knowing that � is good and bigger
than |Z(Gsc)|; see Table 13.11). Then PL,F divides PG,F (Proposition 13.2(ii))
and is divisible by φd

a since |GF : LF | = PG,F (q)/PL,F (q) is prime to �. The
induction hypothesis then implies our claim. �

Proposition 13.19. If an F-stable Levi subgroup L of G satisfies L =
C◦

G(Z(L)F
� ), then it is Eq,�-split. If, moreover, � is good for G and (Z(G)/Z◦(G))F

is of order prime to �, then the converse is true.

Proof. We use the abbreviated notation E = Eq,�. By definition of Eq,�, one
has TF

� = (TφE )F
� for any F-stable torus T.

Assume first that (Z(G)/Z◦(G))F is of order prime to �. By Proposi-
tion 13.13 (iv), one has Z(L)F

� = Z◦(L)F
� , hence L = C◦

G(Z(L)F
� ) implies that

L = C◦
G(Z◦(L)φE ) so that L is E-split.

Conversely let S be a φE -subgroup of G and let L = CG(S). If � is good then
L = C◦

G(SF
� ) by Lemma 13.17(ii).

Now assume only that L = C◦
G(Z(L)F

� ). There is an embedding G → G̃,
defined on Fq , with isomorphic derived groups and such that Z(G̃) = Z◦(G̃)
(take G̃ = G × T/Z(G) where T is an F-stable maximal torus of G; see §15.1
below). Then L̃ := Z◦(G̃)L is a Levi subgroup of G̃. One has L̃ = C◦

G̃
(Z(L)F

� ),

hence L̃ = C◦
G̃

(Z(L̃)F
� ). By the first part of the proof, L̃ is E-split. By Proposi-

tion 13.7, L is E-split. �
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Exercises

1. Give an example of a centralizer of a semi-simple element which is not
connected (take G = PGL). Deduce an example of a finite commutative
(non-cyclic) subgroup which is made of semi-simple elements but is not
included in a torus. Show that, if q �= 2, then PGL2(Fq ) has Klein subgroups
but none is in a torus.

2. Assume � is good and does not divide q|(Z(G∗)/Z◦(G∗))F |. Let Y be a
commutative �-subgroup of GF . Show that Y is included in a torus.

3. Let W be a Weyl group. Let w ∈ W . Let d be the order of one of its eigen-
values in the reflection representation. Show that d divides at least one “ex-
ponent” (see [Bour68] §V.6) of W . Hint: apply Proposition 13.2(ii) and the
expresssion for PG,F in terms of exponents.

Notes

The results of this chapter are mostly a formalization of easy computations.
The vocabulary of polynomial orders was introduced by Broué–Malle (see
[BrMa92]), with the underlying idea that many theorems about unipotent
characters should be expressed and checked at the level of the root datum,
forgetting about q , and ultimately be given analogues in the case of com-
plex reflection groups instead of just Weyl groups of reductive groups (see
[BrMaRo98], [Bro00], and their references).

Theorem 13.18 is related to the existence of certain “regular” elements in
Weyl groups, a notion introduced by Springer. See [Sp74], where the proof uses
arguments of elementary algebraic geometry (over C).
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Unipotent characters as a basic set

We now come back to irreducible characters of groups GF . Recall from
Chapter 8 that Irr(GF ) decomposes as Irr(GF ) = ⋃

s E(GF , s) where s ranges
over (G∗)F -conjugacy classes of semi-simple elements, for G∗ in duality with G.

Let � be as usual a prime different from the characteristic of the field over
which G is defined. Denote by E(GF , �′) the union of the E(GF , s) above where
s ranges over semi-simple �′-element.

The main property of E(GF , �′) proved in this chapter is that, when � does not
divide the order of (Z(G)/Z◦(G))F , the restriction of the elements ofE(GF , �′) to
�′-elements of GF form a K -basis of central functions GF

�′ → K (Theorem 14.4,
due to Geck–Hiss). We prove a stronger statement, namely, that E(GF , �′) is
a basic set of characters (see Definition 14.3). This is a key property that will
allow us to consider the elements ofE(GF , �′) as approximations of simple kGF -
modules (compare Theorem 9.12(ii)). More in this direction will be obtained
in Part IV, when we study decomposition matrices. The proof of Theorem 14.4
involves a comparison between centralizers of �-elements in GF and (G∗)F .

14.1. Dual conjugacy classes for �-elements

Let (G, F) be a connected reductive F-group defined over Fq . Assume (G, F)
and (G∗, F) are in duality. We write W ∗ and F for actions on X (T) ∼= Y (T∗)
(see §8.2).

We show the following result.

Proposition 14.1. Let � be a prime not dividing q, or |(Z(G)/Z◦(G))F | ×
|(Z(G∗)/Z◦(G∗))F |, and good for G (see Definition 13.10).

There exists a one-to-one map from the set of GF -conjugacy classes of �-
elements of GF onto the set of (G∗)F -conjugacy classes of �-elements of (G∗)F
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such that, if the class of x ∈ GF
� maps onto the class of y, then C◦

G(x) and
C◦

G∗ (y) are Levi subgroups in dual classes.

Proof of Proposition 14.1. Let E = Eq,� be the set of integers d ≥ 1 such that
� divides φd (q) (see Lemma 13.17). Then (x ∈ GF

� �→ C◦
G(x)) defines a map

from the set of GF -conjugacy classes of �-elements of GF to the set of GF -
conjugacy classes of E-split Levi subgroups of G (Proposition 13.19). Now
GF -conjugacy of elements x , x ′ such that L = C◦

G(x) = C◦
G(x ′) is induced by

conjugacy under NG(L)F . It is sufficient to show that, for any E-split Levi
subgroups L and L∗ in dual classes, the number of orbits of NG(L)F acting
on X := {x ∈ GF

� | L = C◦
G(x)} is equal to the number of orbits of NG∗ (L∗)F

acting on Y := {y ∈ (G∗)F
� | L∗ = C◦

G∗ (y)}.
Let T be a quasi-split maximal torus (see [DiMi91] 8.3) in L and put

A = Z(L)F
� . The intersection (NG(T) ∩ NG(L))/T is a semi-direct product

W (L, T).V of F-stable subgroups of W (G, T). This can be seen by looking at
the action of NG(L) on the Borel subgroups of L, or by proving, in the nota-
tion of Chapter 2, that NW (WI ) = WI >� W I (see Definition 2.26 and Theo-
rem 2.27(iv)). Now the action of NG(L)F on the center of L reduces to the action
of V F . Recall that the hypothesis on Z(G∗) implies that CG(Z )F = C◦

G(Z )F for
any �-subgroup Z of GF included in a torus (Proposition 13.16(i)). Hence, if
x ∈ A is fixed under some v ∈ V F \ {1}, then v ∈ C◦

G(x) and x /∈ X . Thus the
number of orbits in X under the action of NG(L)F is |X |/|V F |. For Levi sub-
groups L and L∗ in dual classes, the quotients NG(L)/L and NG∗ (L∗)/L∗ are in
natural correspondence, i.e. NG∗ (L∗)/L∗ is isomorphic to V ∗ := {v∗ | v ∈ V }
(see the end of §8.2). We have to show that |X | = |Y |.

If x ∈ A \ X , then C◦
G(x) is an E-split Levi subgroup of G that strictly

contains L, hence there exists v ∈ W (C◦
G(x), T)F \ W (L, T)F with v(x) = x .

So X is defined by the equality

X = A \
⋃

v∈W F ,v /∈W (L,T)

Av

where Av = A ∩ CT(v). Of course one has, with B = Z(L∗)F
� ,

Y = B \
⋃

v∗∈(W ∗)F ,v∗ /∈W (L∗,T∗)

Bv∗
.

As W (L∗, T∗) = W (L, T)∗, by the inclusion-exclusion formula, if one has |A ∩
CG(U )| = |B ∩ CG(U ∗)| for any subset of subgroup U of W F , then |X | = |Y |.
We prove the following (after the proof of Proposition 14.1).

Lemma 14.2. Let L be any E-split Levi subgroup of G, let T be an F-stable
maximal torus in L, and let V ′ be a subset of NG(T)F . Then C◦

G(Z(L)F
� ∩

CG(V ′)) is the smallest of the E-split Levi subgroups of G that contains L and V ′.
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Let S be the maximal φE -subgroup of the center of L. We write AU (resp.
SU ) for A ∩ CG(U ) (resp. S ∩ CG(U )), and LU for C◦

G(AU ). Lemma 14.2 im-
plies that LU = CG((SU )◦). In a duality between L and L∗ around rational
maximal tori, the φE -subgroups S and Z(L∗)φE correspond as well as (SU )◦ and
(Z(L∗)U ∗

φE
)◦, so that LU and C◦

G∗ (BU ∗
) = CG∗ ((Z(L∗)U

φE
)◦) are in dual classes.

As U ⊆ C◦
G(AU ) because AU is an �-group, AU = Z◦(C◦

G(AU ))F
� and sim-

ilarly BU ∗ = Z◦(C◦
G∗ (BU ∗

))F
� by Proposition 13.9 and Proposition 13.12(ii).

Now |AU | = |BU ∗ | follows from Proposition 13.8. �

Proof of Lemma 14.2. Let A′ = A ∩ CG(V ′). We know that L = C◦
G(A) and that

C◦
G(A′) is an Eq,�-split Levi subgroup of G that contains L by Proposition 13.19.

As A′ is an �-subgroup of GF and V ′ ⊆ CG(A′)F , Proposition 13.16(i) implies
V ′ ⊆ C◦

G(A′). Conversely, let M be an E-split Levi subgroup of G that con-
tains L and V ′. One has M = C◦

G(Z(M)F
� ) and clearly ZG(M)F

� ⊆ A′, hence
C◦

G(A′) ⊆ M. �

14.2. Basic sets in the case of connected center

Let G a finite group. Let � be a prime. Let (O, K , k) be an �-modular splitting
system for G. Recall the space of central functions CF(G, K ) (see §5.1) and
the decomposition map d1: CF(G, K ) → CF(G, K ) (see Definition 5.7).

Definition 14.3. Let b be a central idempotent ofOG, so thatOG.b is a product
of �-blocks of G (see §5.1). Any Z-basis of the lattice Zd1(Irr(G, b)) is called a
basic set of b. A subset B ⊆ Irr(b) is called a basic set of characters if and only
if the (d1χ )χ∈B are distinct and a basis of the lattice in CF(G, K , b) generated
by d1χ ’s for χ ∈ Irr(G, b).

Note that it is enough to check that (d1χ )χ∈B generates the same lat-
tice as (d1χ )χ∈Irr(G,b) and that |B| has a cardinality greater than or equal
to the expected dimension, i.e. the number of simple kG.b-modules (see
[NaTs89] 3.6.15).

Note that a set of characters B ⊆ Irr(G, b) as above is a basic set for b if and
only if it is one for each central idempotent b′ ∈ Z(OG.b).

Theorem 14.4. Let � be a prime good for G and not dividing the or-
der of (Z(G)/Z◦(G))F . Let s ∈ (G∗)F be a semi-simple �′-element. Then
{d1(χ )}χ∈E(GF ,s) is a basic set for OGF .b�(GF , s) (see Definition 9.4 and The-
orem 9.12(i)).

The “generating” half of Theorem 14.4 is an easy consequence of commu-
tation of the decomposition map d1 and the RG

L induction.
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Proposition 14.5. Let � be a prime good for G. Assume the order of
(Z(G)/Z◦(G))F is prime to �. Let s ∈ (G∗)F be a semi-simple �′-element. Let
χ ∈ E�(GF , s) = Irr(GF , b�(GF , s)). Then d1χ is in the group generated by the
d1χ ′’s for χ ′ ∈ E(GF , s).

Proof of Proposition 14.5. By definition, there exists t ∈ CG∗ (s)F
� such that

χ ∈ E(G F , st). Let L be a Levi subgroup of G such that L and C◦
G∗ (t) are in

dual classes (see Proposition 13.16(ii)). One has CG∗ (t)F ⊆ C◦
G∗ (t) by Proposi-

tion 13.16(i) and the hypothesis on �, hence C◦
G∗ (st)CG∗ (st)F ⊆ C◦

G∗ (t). By The-
orem 8.27, for any choice of a parabolic subgroup having L as Levi subgroup,
εLεGRG

L induces a one-to-one map from E(LF , st) onto E(GF , st). Since t is
central and rational in the dual of L there exists a linear character θ of LF , in du-
ality with t , such that θ.E(LF , s) = E(LF , st) (Proposition 8.26). Thus one has
χ = εLεGRG

L (θ ⊗ ξ ) for some ξ ∈ E(LF , s). The order of θ is the order of t . We
get d1χ = εLεGRG

L (d1(θ ⊗ ξ )) = εLεGRG
L (d1ξ ) = d1(εLεGRG

L ξ ) by Proposi-
tion 9.6(iii). By Proposition 8.25, RG

L ξ decomposes on elements of Ẽ(GF , s),
so that d1χ ∈ d1(ZE(GF , �′)) (see Definition 9.4). But if χ ′ ∈ E(GF , s ′) for
some semi-simple �′-element of (G∗)F , then d1χ ′ ∈ CF(GF , b�(GF , s ′)) by
Brauer’s second Main Theorem (Theorem 5.8). So d1χ ∈ Zd1(E(GF , s)) (see
also Proposition 15.7 below). �

Proof of Theorem 14.4. Let us introduce the following notation. If G is a
finite group and π is a set of primes, let [G]π denote any representative system
of the G-conjugacy classes of π -elements of G. Recall that π ′ denotes the
complementary set of primes.

In view of Proposition 14.5 above, it remains to check that |E(GF , �′)| equals
the dimension of d1(CF(GF , K )), i.e. |[GF ]�′ |. In other words, we must prove
the equality

|[GF ]�′ | =
∑

s∈[(G∗)F ]{�,p}′

|E(GF , s)|.(BS(1))

Let t ∈ (G∗)F
� , and define G(t) in duality with C◦

G∗ (t) as in the proof of Propo-
sition 14.5. Then Proposition 14.5 applies to G(t), by Proposition 13.12(ii). So
the set of d1(ξ ), where ξ ∈ E(G(t)F , s), is a generating set for b�(G(t)F , s)
whenever s is an �′-element in C◦

G∗ (t)F . With evident notation this yields

|[G(t)F ]�′ | ≤
∑

s∈[C◦
G∗ (t)F ]{�,p}′

|E(G(t)F , s)|.(GS(t))

Recall that CG∗ (t)F = C◦
G∗ (t)F if t ∈ (G∗)F

� ; see Proposition 13.16(i). So
we may assume that the union of the [C◦

G∗ (t)F ]{�,p}′ .t when t runs over
[(G∗)F ]� is a set of representatives of (G∗)F -conjugacy classes of semi-simple



14 Unipotent characters as a basic set 203

elements of (G∗)F , i.e. equals [(G∗)F ]p′ . From Irr(GF ) = ⋃
(s,t) E(GF , st) and

|E(GF , st)| = |E(G(t)F , s)| when t = (st)� (see §8.4), we get

∑

t∈[(G∗)F ]�

|[G(t)F ]�′ | ≤ |Irr(GF )|.(GS)

Let us assume that (Z(G∗)/Z◦(G∗))F is prime to �, for instance Z(G∗) is
connected. Then we may apply Proposition 14.1. So there is a one-to-one map
(t �→ t ′), from [(G∗)F ]� onto [GF ]�, with G(t) = C◦

G(t ′). Since the number of
irreducible characters equals the number of conjugacy classes, which in turn
can be computed using the decomposition of each element into its � and �′-parts,
we get

|Irr(GF )| =
∑

t ′∈[GF ]�

|[CGF (t ′)]�′ |

with CGF (t ′) = G(t)F . Therefore there is equality in (GS), and this implies that
there is equality in (GS(t)) for all t ∈ [(G∗)F ]�. With t = 1, we get (BS(1)).

We no longer assume that Z(G∗) is connected. Let G∗ → H∗ be a closed
embedding of reductive F-groups defined over Fq , such that H∗ = Z(H∗).G∗

and Z(H∗) is connected (take for instance H∗ := G∗ × S/Z(G∗) where S is an
F-stable torus of G∗ containing Z(G∗), the action of Z(G∗) on G∗ × S being
diagonal). By duality, G is a quotient of a dual H of H∗, with kernel a central
torus K defined on Fq , so that GF ∼= HF/KF (see §15.1). If s ∈ G∗F is a
semi-simple element, then s ∈ H∗F and the elements of E(HF , s) have KF in
their kernel, and they provide bijectively all of E(GF , s). This is easily seen
from the corresponding property of the Deligne–Lusztig characters (see §8.4).
Concerning the centers, we have Z(G) = Z(H)/K and Z◦(G) = Z◦(H)/K. Then
(Z(H)/Z◦(H))F is of order prime to �. So the preceding proof applies to H. This
tells us that the d1χ ’s for χ ∈ E(HF , s) are distinct and linearly independent.
This gives the same for E(GF , s) since central functions on GF

�′ are in bijection
with KF -constant central functions on HF

�′ .KF . �

As a conclusion, let us state a generalization without condition on
Z(G)/Z◦(G), which is not used in the remainder of the book.

Theorem 14.6. Let (G, F) be a connected reductive F-group defined over Fq .
Let � be a prime good for G and not dividing q. Let G ⊆ G̃ be an embedding of
reductive groups defined over Fq such that G̃ = Z(G̃) and Z(G̃) is connected.
Let GF ⊆ H ⊆ G̃F such that H/GF is a Sylow �-subgroup of G̃F/GF . Then the
restrictions of the elements ofE(GF , �′) to GF

�′ are distinct, linearly independent,
and generate the space of H-stable maps GF

�′ → K .



204 Part III Unipotent characters and blocks

For the fact that characters in E(GF , �′) are fixed by H , see Exercise 17.1.
See also Exercise 5.

Exercises

1. Let G ↪→ H be a closed group embedding defined on Fq between groups
with connected centers such that H = Z(H).G. Let H∗ → G∗ be a dual map.
Let t ∈ H∗ be a semi-simple rational �′-element, with image s in G∗. Show
that the linear independence of the d1(χ ) for χ ∈ E(GF , s) is equivalent to
linear independence of the d1(ξ ) for ξ ∈ E(HF , t).

2. Assume that G is a group with connected center such that each simple
factor of the derived group of G is of type A. Show that {d1(χ )}χ∈E(GF ,1)

is a basic set for b�(GF , 1) (Hint: use the linear independence of unipotent
Deligne–Lusztig characters; see [DiMi91] 15.8). Then, using the isometry
of Theorem 9.16, prove Theorem 14.4 for G.

3. Assume that G is simple and that � is an odd prime, good for G and not
dividing the determinant of the Cartan matrix of the root system of G. Let
(X, R, Y, Rv, F) be a root datum with F-action for (G, F). Let 	 be a basis
of R.
(a) Identifying T with Y ⊗ F× and T∗ with X ⊗ F×, show that any element

of T∗
� has a unique expression as 
α∈	α ⊗ µ(α), with µ(α) ∈ F×

� .
(b) Prove that the correspondence (
α∈	α ⊗ µ(α) �→ 
α∈	α∨ ⊗

µ(α)〈α,α〉) induces a W -equivariant one-to-one map from T� to T∗
� such

that the connected centralizers of corresponding elements are in dual
classes. Then prove Proposition 14.1 for G.

4. Assuming that the center of G is connected, deduce the conclusion of Propo-
sition 14.1 from Exercises 1 to 3.

5. Find a prime � not dividing q , n ≥ 2 and two distinct (unipotent) classes of
SLn(q) that are fused by some g ∈ GLn(q) with det(g) an �-element of F×

q .

Notes

Considering the elements ofE(GF , �′) as a basic set is one of the main arguments
of Fong–Srinivasan in [FoSr82]. It was generalized by Geck–Hiss (see [GeHi91]
and [Geck93a]). Their proof is slightly different from the one given here (see
Exercise 3). For Theorem 14.6, see [CaEn99a] 1.7.
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Jordan decomposition of characters

The aim of this chapter is to give one further property of the partition into
rational series

Irr(GF ) =
⋃

s
E(GF , s)

(see Chapter 8).
Each rational series is in bijection

E(GF , s) ←→ E(CG∗ (s)F , 1).

This is the “Jordan decomposition of characters,” thus reducing the study of
series E(GF , s) to series E(HF , 1). One must, however, pay attention to the
fact that the centralizers of semi-simple elements, such as CG∗ (s) when Z(G)
is not connected, are reductive but generally not connected, in contrast with
G. The bijection above is therefore a complex statement which requires some
preparation, even to make sense.

Let us embed our connected reductive F-group G defined over Fq into a
group G̃ with the same properties, such that G̃ = Z(G̃)G, and Z(G̃) = Z◦(G̃).
Then each rational series E(GF , s) is obtained by restriction of a single series
for G̃F .

A crucial intermediate theorem to get the above “Jordan decomposition”
states that ResG̃F

GF sends the elements of Irr(G̃F ) to sums of irreducible characters
without multiplicities. This is a general fact in all cases where the quotient
G̃F/GF may be taken to be cyclic, so it remains essentially the case where G
is a spin group in dimension 4n (and G̃ is some associated conformal group).
The checking in this case will be done in the next chapter.

Jordan decomposition of irreducible characters of finite reductive groups was
proved by Lusztig (see [Lu84] — connected center — and [Lu88] — general
case).
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Note that the Jordan decomposition of characters is basically a bijection
whose canonicity is not fully established in the form we prove. It will be used
in the rest of the book only through the “multiplicity one” statement given by
Theorem 15.11.

15.1. From non-connected center to connected center
and dual morphism

Hypothesis 15.1. Let

σ : G −→ G̃

be a morphism between reductive F-groups defined over Fq such that

(15.1(σ ))

σ is a closed immersion, σ ([G, G]) = [G̃, G̃], Z(G̃) = Z◦(G̃).

Given G, one may define G̃ as follows. Choose a torus S ⊆ G containing
Z(G) (for instance a maximal torus) and let G̃ be the quotient S × G/Z(G) where
Z(G) acts diagonally. If G is defined over Fq by a Frobenius endomorphism
F : G → G, one takes an F-stable S, so that the embedding G → G̃ is defined
over Fq .

If T ⊆ B are F-stable maximal torus and Borel subgroup, respectively, in
G, the root datum of (G̃, F) around T̃ := σ (T).Z(G̃) = T × S/Z(G) is easily
defined from the root datum of (G, F) around T. (A stronger condition on G̃
would be that the quotient X (T)/Z�(G, T) (see §8.1) has no torsion at all, but
this is not what we ask for in general.)

On the dual side there exist dual groups G∗ and G̃∗ and a surjective morphism
of algebraic groups

σ ∗: G̃∗ −→ G∗

such that

(15.1*(σ*))

σ ∗(G̃∗) = G∗, Ker(σ ∗) = Ker(σ ∗)◦ ⊂ Z(G̃∗), (G̃∗)sc ←→ [G̃∗, G̃∗].

One might first define σ ∗ from a simply connected covering of [G∗, G∗], and
then σ by duality (see also Exercise 1).
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More precisely consider tori T̃∗ and T∗ in duality, with T̃ and T respectively,
with F-action, and σ ∗(T̃∗) = T∗. That means that one has dual sequences of
torsion-free groups

0−−→X (T̃/T)−−→X (T̃)
X (σ )−−→X (T)−−→0

and

0−−→X (T∗)
X (σ ∗)−−→X (T̃∗)−−→Hom(X (T̃/T), Z)−−→0.

Hence Ker(σ ∗) is a central torus in G̃∗ in duality with T̃/T, a group isomor-
phic with G̃/G because G̃ = σ (G)T̃, and this duality is compatible with the
Frobenius endomorphisms (both denoted by F). It follows that σ ∗ induces a
surjective morphism (G̃∗)F → (G∗)F and isomorphisms (see (8.19))

(15.2)
(Ker(σ ∗))F → Irr(T̃F/TF ) ←→ Irr(G̃F/GF )

z �→ ẑ �→ ẑ

As Y (T̃∗)/Z�∗ ∼= X (T̃)/Z� has no p′-torsion, the simply connected covering
(G̃∗)sc → [G̃∗, G̃∗] (see §8.1) is a bijection. As Z(G̃)F is in the kernel of ẑ
if and only if z ∈ [G̃∗, G̃∗], the isomorphism (15.2) restricts to (Ker(σ ∗))F ∩
[G̃∗, G̃∗] → Irr(G̃F/GF Z(G̃)F ). By Proposition 8.1, G̃F/GF Z(G̃)F is naturally
isomorphic to the group of F-co-invariant points on G ∩ Z(G̃) = Z(G), i.e. the
maximal F-trivial quotient of Z(G)/Z◦(G). These groups are finite groups,
hence some power of F acts trivially on them and one obtains a well-defined
isomorphism

(15.3) Ker(σ ∗) ∩ [G̃∗, G̃∗] ←→ Irr(Z(G)/Z◦(G)).

Using the adjoint group Gad, one may recover the quotient G̃F/GF Z(G̃)F .
Let π0: G̃ → Gad be the quotient morphism. Let π : G → G̃ → Gad. By Propo-
sition 8.1(i) and Lang’s theorem, one has π0(G̃F ) = GF

ad, and GF
ad/π (GF ) is

isomorphic to the group of F-coinvariants of Z(G)/Z◦(G), giving natural iso-
morphisms

(15.4) G̃F/GF Z(G̃)F ←→ GF
ad/π (GF ) ←→ (Z(G)/Z◦(G))F .

Let s be a semi-simple element of (G̃∗)F and t = σ ∗(s). To the G̃∗-conjugacy
class of s is associated a geometric class of pairs (̃S, ξ̃ ), where S is an F-stable
maximal torus in G̃ and ξ ∈ Irr(SF ). Let T = σ−1(S). Then the geometric class
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associated to t in G is the class of the pair (T, ResS
T ξ ). Indeed one has the

equality ResG̃F

GF RG̃
S = RG

T ResSF

TF (restrictions via σ , see [DiMi91] 13.22). More
generally, let P̃ = Ṽ.L̃ be a Levi decomposition in G̃, with F(L̃) = L̃, then
σ−1(Ṽ.L̃) = V.L is a Levi decomposition in G and one has

(15.5) ResG̃F

GF RG̃
L̃⊂P̃

= RG
L⊂P ResL̃F

LF .

Using the notation of §8.3, formula (15.5) follows essentially from the iso-
morphism Hi

c(YG̃
Ṽ
, K ) � K G̃F ⊗K GF Hi

c(Y(G,F)
V , K ), itself a consequence of

the decomposition Y(G̃)
V = ∑

g∈G̃F /GF g.Y(G)
V , Theorem 7.10 (see the proof of

Lemma 12.15(iii)).
When s runs over a (G̃∗)F -conjugacy class, t = σ ∗(s) runs over a (G∗)F -

conjugacy class — a consequence of Lang’s theorem in the kernel of σ ∗, which
is connected — and the pair (σ−1(S), ResSF

σ−1(S)F ξ ) runs over a rational conju-

gacy class. When s runs over the set of all (G̃∗)F -conjugates of elements of
(σ ∗)−1(t) ∩ (G̃∗)F , the pair (σ−1(S), ResSF

σ−1(S)F ξ ) runs over a geometric conju-
gacy class. As for Lusztig’s series, one obtains the following.

Proposition 15.6. Let σ : G → G̃ satisfying (15.1(σ )), and let σ ∗: G̃∗ → G∗ be
a dual morphism. Let s̃ be a semi-simple element of (G̃∗)F , and let s = σ ∗(s̃).

(i) The rational Lusztig series E(GF , s) is the set of irreducible components
of the restrictions to GF of elements of E(G̃F , s̃).

(ii) The geometric Lusztig series Ẽ(GF , s) is the set of irreducible compo-
nents of the restrictions to GF of elements of

⋃
t̃ E(G̃F , t̃), where t̃ runs over

the set of rational elements of (σ ∗)−1(s).

Note that the commutative group Irr(G̃F/GF ) acts on Irr(G̃F ) by tensor
product. The isomorphic group (Ker(σ ∗))F acts on conjugacy classes of (G̃∗)F

by translation; a connection is given by formulae (8.20) and (15.5).
The following strengthens Proposition 8.25.

Proposition 15.7. Let P = V >� L be a Levi decomposition where L is F-
stable. Let s (resp. t) be a semi-simple element of G∗F (resp. of L∗F , L∗ a Levi
subgroup of G∗ in duality with L), let ζ ∈ E(LF , t). One has

RG
L⊆P ζ ∈ ZE(GF , t).

If ζ occurs in ∗RG
L⊆P χ and χ ∈ E(GF , s), then t is conjugate to s in G∗F .

Proof. The second assertion follows from the first by adjunction. If the center
of G is connected, Theorem 8.24 and Proposition 8.25 give our claim. When the
center of G is not connected, use an embedding G → G̃, as in Hypothesis 15.1,
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and a coherent choice of T̃ ⊂ L̃, θ̃ ∈ Irr(T̃F ), B̃ = Ũ.T̃ ⊂ P̃ = Ṽ.L̃ with (T̃, θ̃ )
corresponding to σ ∗(t), and (T, θ ) to t . Now ζ occurs in some H j (Y(L)

U , K ) ⊗TF

θ . By Theorems 7.9 and 7.10 χ occurs in the restriction from G̃F to GF of the
similarly defined tensor product (from θ̃ , T̃, L̃, . . . ) and Proposition 15.6 implies
that any irreducible constituent of H j (Y(L)

U , K ) ⊗TF θ is in the series E(LF , t).
Now one may mimic the proof of Proposition 8.25. �

15.2. Jordan decomposition of characters

The following fundamental theorem is an immediate corollary of the classifica-
tion of Irr(GF ) = ⋃

s E(GF , s) in the book [Lu84]. One of the main theorems,
[Lu84] 4.23, describes series and projections of each irreducible character on
the space on uniform functions (linear combinations of Deligne–Lusztig char-
acters RG

T θ ). Applying this theorem in (G, F) and in (CG∗ (s), F) one has the
following.

Theorem 15.8. Jordan decomposition of irreducible representations. Let
G be a connected reductive F-group defined over Fq with a Frobenius F. Let
(G∗, F) be in duality with (G, F). Assume that the center of G is connected.
Let s be a semi-simple element of (G∗)F and let Gs = CG∗ (s). There exists a
bijection

ψs : E(GF , s) → E(Gs
F , 1)

such that, for any F-stable maximal torus S of G∗ containing s,

εG
〈
χ, RG

S s
〉
GF = εGs

〈
ψs(χ ),RGs

S 1
〉
GF

s .

If all components of Gad are of classical type, any χ ∈ E(GF , s) is uniquely
defined by the scalar products 〈χ, RG

S s〉GF .

For the notation RG
S s see Remark 8.22(i). Such a bijection ψs is said to be

a Jordan decomposition of elements of E(GF , s).
On unipotent characters, the fundamental result is the following, which re-

duces their classification to the study of adjoint groups.

Proposition 15.9. Let f : G → G0 be a morphism of algebraic groups between
two reductive F-groups such that G and G0 are defined over Fq by Frobenius F
and F0, f is defined over Fq , the kernel of f is central, and [G0, G0] ⊆ f (G).

Then the restriction map χ �→ χ ◦ f for χ ∈ E(GF0
0 , 1) is a bijection

E(GF0
0 , 1) → E(GF , 1). It commutes with twisted induction and its adjoint.
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Proof. The first statement is well-known (apply [DiMi91] 13.20). For the
commutation with R and ∗R, apply [DiMi91] 13.22 to the inclusion [G, G] →
G, to an embedding G → G̃ as described in Hypothesis 15.1 and to the quotient
G̃ → G̃ad = Gad. �

Theorem 15.8 and Proposition 15.9 show that when (G, F) and (G∗, F) are
dual groups over Fq there is a bijection between series of unipotent irreducible
characters, with a commutativity property with respect to orthogonal projections
on spaces of uniform functions.

In many cases the centralizer of s, or its connected component containing 1,
is a Levi subgroup of G∗ (see Proposition 13.16(ii)). Then the Jordan decom-
position reduces the computation of twisted induction on E(GF , s) to that on
unipotent characters.

Proposition 15.10. Let s be some semi-simple element of G∗F . Assume that
C◦

G∗ (s) is a Levi subgroup of G∗ and let G(s) be a Levi subgroup of G in duality
with it. Let P be a parabolic subgroup for which G(s) is the Levi complement.
Then let ŝ ∈ Irr(G(s)F ) be defined by s ∈ Z(C◦

G∗ (s))F thanks to (8.19).
(i) For any λ ∈ E(G(s)F , 1), εGεG(s)RG

G(s)⊂P(ŝλ) is a sum of distinct elements
of E(GF , s).

(ii) If the center of G is connected, then χs,λ := εGεG(s)⊂PRG
G(s)⊂P(ŝλ) ∈

E(GF , s). Moreover, λ �→ χs,λ is a bijection E(G(s)F , 1) → E(GF , s). It com-
mutes with the orthogonal projection on the spaces of uniform functions.

Proof. Assume first that CG∗ (s) is a Levi subgroup of G∗. Then com-
bining Theorem 8.27 and Proposition 8.26 (with

(
s, 1, G(s)

)
instead of

(z, s, G)) one obtains a bijection E(G(s)F , 1) → E(GF , s) such that λ goes
to εGεG(s)RG

G(s)⊆P (ŝλ). If the center of G is connected, then CG∗ (s) is con-
nected. Then, for any pair (T, θ ), T a maximal F-stable torus and θ ∈ Irr(TF ),
one has

〈
RG

T θ, RG
G(s)(ŝλ)

〉
GF =

{
〈λ, RG(s)

T 1〉G(s)F if T ⊂ G(s),
0 if not

as a consequence of the Mackey formula and the fact that Tg ⊂ G(s) and
θ g = ResG(s)F

(Tg)F ŝ is equivalent to g ∈ G(s) ([DiMi91] 11.13).

When Z(G) �= Z◦(G), let σ : G → G̃ and σ ∗: G̃∗ → G∗ be the usual dual
morphisms satisfying (15.1(σ )), (15.1∗(σ ∗)), let t ∈ G̃∗F

ss be such thatσ ∗(t) = s.
One has σ ∗(CG̃∗ (t)) = C◦

G∗ (s) and there exists a Levi subgroup G̃(t) of G̃ in

duality with CG̃∗ (t) and such that G̃(t) ∩ G = G(s). Then ResG̃(t)F

G(s)F restricts to

bijections (λ̃ �→ λ) (resp. (t̂λ �→ ŝλ)), from E(G̃(t)F , t) to E(G(s)F , s) (resp.

from E(G̃(t)F , 1) to E(G(s)F , 1)) and RG
G(s)⊂P(ŝλ) = ResG̃(t)F

G(s)F (RG̃
G̃(t)

(t̂ λ̃)). The
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claim follows from the case of G̃, Proposition 15.6(ii) and Theorem 15.11 to
come. �

The following is a crucial step to go down from connected center to non-
connected center. The proof will be continued in Chapter 16.

Theorem 15.11. For any χ ∈ Irr(GF ), the restriction of χ to [G, G]F is a sum
of distinct elements of Irr([G, G]F ).

If the conclusion of Theorem 15.11 is true then we say that “ResGF

[G,G]F is
multiplicity free”.

Proof of Theorem 15.11: Reduction to a single case.
(a) Reduction to an arbitrary embedding of [G, G] in a group with connected

center. Theorem 15.11 is equivalent to the following.

Theorem 15.11′. If a morphism G → G̃ is defined over Fq and induces an
isomorphism between derived subgroups, then the restriction from G̃F to GF

of any χ ∈ Irr(G̃F ) is a sum of distinct irreducible characters.

Indeed the multiplicity one property of ResG̃F

[G̃,G̃]F implies the same property
for ResG̃F

GF , and of ResGF

[G,G]F . We keep the notation of Theorem 15.11′.
Consider first a monomorphism σ : G → G̃ between two groups with con-

nected centers and which satisfies (15.1(σ )) as in §15.1. Let σ ∗: G∗ → G̃∗ be
a dual morphism. Thanks to the isomorphism in (15.2), any linear character of
G̃F/GF can be written as ẑ for some z ∈ (Ker(σ ∗))F . Let s̃ be a semi-simple ele-
ment of (G̃∗)F∗

. As the center of G̃ is connected, CG̃∗ (s̃) is connected, hence, by
the isomorphism given in Theorem 15.13, Ker σ ∗ ∩ [s̃, (G̃∗)F∗

] = {1}. If z �= 1,
then s̃ is not conjugate to s̃z, so E(G̃F , s̃) �= E(G̃F , s̃z) (Theorem 8.24(ii)).
By (8.20) one has χ ⊗ ẑ �= χ for any χ ∈ E(G̃F , s̃) and any non-trivial ẑ in
Irr(G̃F/GF ). By Clifford theory, between GF and G̃F the restriction of χ to
GF is irreducible, hence the multiplicity one property holds. Now Exercise 15.2
shows that, if the property is true for at least one embedding satisfying condition
(15.1(σ )), then it is true for all others.

By Theorem 15.11′, it is sufficient to consider the map [G, G] → G̃, i.e. to
prove the conclusion of Theorem 15.11 for only one embedding of the given
semi-simple group [G, G] in a group G̃ with connected center.

(b) Reduction to a simply connected group G = [G, G].
When G = [G, G] is not simply connected let η: G0 → G̃ be a surjective

morphism defined over Fq , satisfying (15.1∗(η)). A dual morphism η∗: G̃∗ →
G∗

0 satisfies (15.1(η∗)). Thus the kernel of η is connected, hence η(GF
0 ) = G̃F ,
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[G0, G0] is simply connected and η([G0, G0]) = [G̃, G̃] ∼= G. Furthermore
[G∗

0, G∗
0] ∼= [G̃∗, G̃∗] is simply connected, hence the center of G0 is connected.

Any χ̃ in Irr(G̃F ) is the restriction of some χ0 in Irr(GF
0 ). Clearly the natural em-

bedding of [G0, G0] in G0 satisfies Hypothesis 15.1. If some multiplicity occurs
in the restriction of χ̃ to GF , it occurs in the restriction of χ0 to [G0, G0]F .

So assume now that G is simply connected but not necessarily equal to
[G, G]. G is a direct product and the map F acts on the set of components.
An F-orbit (H j )1≤ j≤d of length d defines a component of GF , isomorphic to

HFd

1 . Let G → G̃ be a direct product of embeddings Hi → H̃i compatible with
F-action and for which multiplicity 1 holds. Then multiplicity one holds from
G̃F to GF .

(c) Assume G = [G, G], simply connected.
From Z(G̃)F GF to GF the restriction is multiplicity free since the question

clearly reduces to the inclusion of commutative groups Z(G̃)F ⊇ GF ∩ Z(G̃)F .
If G̃F/Z(G̃)F GF is cyclic, the restriction from G̃F to Z(G̃)F GF is multipli-
city free by a general theorem (see for instance [NaTs89] Problem 3.11(i) or
Lemma 18.35 below). The above occurs when Z(G)F is cyclic and the embed-
ding is defined so that the center of G̃ is of minimal rank. Indeed if the center Z
of G is cyclic, then it is contained in an F-stable torus S of rank 1 of G and one
may consider G̃ = S × G/Z . If the center of G is not cyclic, then G is a spin
group, of type D and even rank in odd characteristic. Then Z(G) is contained
in a torus S of rank 2, but in the rational type 2D (where the quadratic form
on Fq has no maximal Witt index) Z(G)F is of order 2, S is non-split so that
G̃F/Z(G̃)F GF is of order 2. Thus the only case to consider to prove Theorem
15.11 is the following: q is odd, the center of G is connected, ([G, G], F) is a
split spin group of even rank defined over Fq , and the quadratic form on Fq has
maximal Witt index.

Clearly the restriction from [G, G]F Z(G)F to [G, G]F is multiplicity free.
Applying Proposition 8.1 with (G, f, G/Z ) = (Z(G) × [G, G], F, G) one gets
that the quotient GF/[G, G]F Z(G)F is isomorphic to Z(G) ∩ [G, G], hence of
order 4 and exponent 2.

To show the multiplicity one property in this particular hypothesis and that
it goes through the Jordan decomposition we need the following consequences
of standard “Clifford theory” (see [Ben91a] §3.13, [NaTs89] §3.3).

Proposition 15.12. Let H be a finite group, let H ′ be a normal subgroup of H
with a commutative quotient A = H/H ′. Then A acts naturally on Irr(H )′ and
A∨ (i.e. Irr(A) with tensor product) acts on Irr(H ) by tensor product. Let E be
an A-stable subset of Irr(H ′), let F be the A∨-stable set of elements of Irr(H )
whose restriction to H ′ contains some element of E .
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(i) Assume that H/H ′ is of order 4. When j ∈ {1, 2, 4}, let y j be the number
of elements of F whose stabilizer in A∨ is of order j . The restriction from H
to H ′ of any element of F is multiplicity free if and only if

4|F | = y1 + 4y2 + 16y4.

(ii) Assume that any χ in some subset F of Irr(H ) restricts to a multiplicity
free representation of H ′. Then there is a unique bijection between sets of orbits

E/A ←→ F/A∨

such that the A-orbit of χ corresponds to the set of constituents of IndH
H ′χ for

any χ ∈ E . Moreover, the stabilizers of elements in corresponding orbits are
orthogonal to each other.

Proof. (i) The action of λ ∈ A∨ on Irr(H ) is (χ �→ λ ⊗ χ ). The dual
group A acts on Irr(H ′) by H -conjugacy. By Clifford’s theory, the condi-
tion 〈ResH

H ′χ, χ ′〉H ′ �= 0 for (χ, χ ′) ∈ Irr(H ) × Irr(H ′) defines a bijection from
the set of A∨-orbits on Irr(H ) to the set of A-orbits on Irr(H ′). Assuming
m := 〈ResH

H ′χ, χ ′〉H ′ �= 0, let Iχ ′ be the normalizer of χ ′ in H , and let Aχ be
the stabilizer of χ in A∨. Using the Frobenius reciprocity theorem, one sees
that the following four cases may occur.

� Iχ ′ = H , Aχ = {1H/H ′ }, m = 1, ResH
H ′χ = χ ′, and IndH

H ′χ ′ is a sum of four
distinct elements of Irr(H ′).

� Iχ ′ = H , Aχ = A∨, m = 2, ResH
H ′χ = 2χ ′, and IndH

H ′χ ′ = 2χ .
� Iχ ′/H ′ is of order 2, Aχ is the dual of Iχ ′/H ′, m = 1, IndH

H ′χ ′ and ResH
H ′χ

are sums of two distincts irreducible characters.
� Iχ ′ = H ′, m = 1, ResH

H ′χ is a sum of four distinct elements of Irr(H ′), χ =
IndH

H ′χ ′, Aχ = Irr(H/H ′).

Let y be the number of elements χ of E for which the second case occurs.
One has

|F | = y1/4 + y + y2 + 4(y4 − y).

Thus y = 0 is equivalent to the equality of the proposition.
The proof of (ii) is left to the reader. �

A second key result establishes a quasi-uniqueness of Jordan decomposition
of irreducible representations:

Theorem 15.13. Let σ : G → G̃ be an embedding over Fq that satisfies
(15.1(σ )), let σ ∗: G̃∗ → G∗ be the dual of σ . Let s be a semi-simple element of
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(G̃∗)F and t = σ ∗(s). Let G̃s = CG̃∗ (s),

A(t) = (CG∗ (t)/C◦
G∗ (t))F , B(s) = Ker(σ ∗) ∩ [s, G̃∗F ].

There is a natural isomorphism from A(t) to B(s), actions of A(t) on E(G̃F
s , 1),

of B(s) on E(G̃F , s), and a Jordan decomposition E(G̃F , s) → E(G̃F
s , 1) that

is compatible with those isomorphism and actions.

On the proof of Theorem 15.13. The isomorphism is defined as follows. Let

g̃ ∈ G̃∗F
be such that σ ∗(g) ∈ CG∗ (t), thenσ ∗(g)C◦

G∗ (t) maps to [s, g] (details of
the proof are left to the reader). Then g normalizes C◦

G∗ (t) and commutes with the

action of F , hence g acts on E(C◦
G∗ (t)F , 1), so on E(G̃F

s , 1) by Proposition 15.9.
It is clearly an action of A(t).

Any z ∈ Ker(σ ∗)F defines a linear character ẑ of G̃F/GF by (15.2) hence acts

on Irr(G̃∗F
) by (χ �→ ẑ ⊗ χ ). Thus B(s) is precisely the stabilizer of E(G̃F , s)

(Proposition 8.26). Let ḡ := σ ∗(g)C◦
G∗ (t)F ∈ A(t), Theorem 15.13 says that

there is a bijection ψs that satisfies ψs(ẑ ⊗ χ ) = ḡ.ψs(χ ) for any χ ∈ E(G̃F , s),
where gsg−1 = zs.

By definition of the action of A(t) one has
〈
ḡ.η, RG̃s

gTg−1 1
〉
G̃F

s
= 〈

η, RG̃s
T 1

〉
G̃F

s

for any η ∈ E(G̃F
s , 1) and maximal F-stable torus T in G̃s . From equality

(8.20), for any χ ∈ E(G̃F , s) and central z in (G̃∗)F one has 〈ẑ ⊗ χ, RG̃
T s〉G̃F =

〈χ, RG̃
T (z−1s)〉G̃F . As g(T, z−1s)g−1 = (gTg−1, s) and g ∈ (G̃∗)F one has

RG̃
T (z−1s) = RG̃

gTg−1 (s). Now Theorem 15.8 gives

〈
ψs(ẑ ⊗ χ ), RG̃s

T 1
〉
G̃F

s
= 〈

ψs(χ ), RG̃s

gTg−1 1
〉
G̃F

s
.

Hence 〈ψs(ẑ ⊗ χ ) − ḡ.ψs(χ ), RG̃s
T 1〉G̃F

s
= 0. In case ψs is uniquely determined

by the scalar product with Deligne–Lusztig characters, ψs has to exchange
the actions of B(s) and A(t). That is the case for simply connected groups
G = [G, G] of classical types. There is nothing to prove when A(t) is {1}. There
remains one exceptional case in type E7; see the book [Lu84] and Lusztig’s
article [Lu88].

Then Theorem 15.13 is proved by a reduction process to the case of a sim-
ply connected G = [G, G], as in the paragraphs (a) and (b) of the proof of
Theorem 15.11 above.

The last assertion is given by isomorphisms (15.3), (15.4). �

Corollary 15.14. Let (G, F) and (G∗, F) be in duality, let t be a semi-simple
element of G∗F , let A(t) = (CG∗ (t)/C◦

G∗ (t))F . Let π : G → Gad be the canonical
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morphism. There is a one-to-one correspondence between sets of orbits

E(GF , t)
/

(Z(G)/Z◦(G))F
∼−−→E(CG∗ (t)F , 1)/A(t)

such that
(i) the group (Z(G)/Z(G)◦))F acts on E(GF , t) via the isomorphism (15.4)

as GF
ad/π (GF ),

(ii) if  �→ ω, the number of elements in the orbit  is the order of the
stabilizer in A(t) of any λ ∈ ω,

(iii) for any F-stable maximal torus T of C◦
G∗ (t) and any χ ∈ E(GF , t) whose

(Z(G)/Z(G))F -orbit corresponds to the A(t)-orbit ω, one has

εG
〈
χ, RG

T t
〉
GF = εC◦

G∗ (t)

∑

λ∈ω

〈
λ, R

C◦
G∗ (t)

T 1
〉
C◦

G∗ (t)F

Proof. Once more let σ : G → G̃ be an embedding in a group with connected
center (see §15.1). Clearly G̃F acts on GF and leaves fixed any Deligne–
Lusztig character RG

T t (t ∈ TF , T ⊂ G∗) by Proposition 15.6. It is an action
of (G̃/Z(G̃))F ∼= GF

ad and π (GF ) acts by interior automorphisms of GF , hence
one has an action of GF

ad/π (GF ) on E(GF , t).
Proposition 15.12 applies to (H ′, H ) = (GF , G̃F ) with F = E(GF , t) by

Theorem 15.11 and then E = ∪σ ∗(s)=tE(G̃F , s) by Proposition 15.6(ii). Thus
one has a bijection between E(GF , t)/GF

ad and ∪σ ∗(s)=tE(G̃F , s)/[G̃∗, G̃∗] ∩
(Ker(σ ∗))F . By intersection with one series E(G̃F , s0) on the right-hand
side the orbits are those of B(s0), as defined in Theorem 15.13, and
the stabilizers of elements in an orbit are unchanged. One obtains a
bijection

(15.15) E(GF , t)/GF
ad ←→ E(G̃F , s0)/B(s0)

such that the length of an orbit on the left-hand side is the order of a stabi-
lizer of an element of the corresponding orbit on the right-hand side (Proposi-
tion 15.12(ii)). One may identify E(GF

s0
, 1) and E(C◦

G∗ (t)F , 1), with A(t)-action
(Proposition 15.9). Thus by Theorem 15.13 one has a bijection

(15.16) E(G̃F , s0)/B(s0) ←→ E(CG∗ (t)F , 1)/A(t)

By composition of (15.15) and (15.16) and the isomorphism (15.4) one has the
bijection of the proposition satisfying (i) and (ii).

Let  ⊆ E(GF , t), 0 ⊆ E(G̃F , s0), ω0 ⊆ E(C◦
G∗ (s)F , 1), and ω ⊆

E(CG∗ (s)F , 1) be corresponding orbits by the bijections (15.15), (15.16) and
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Proposition 15.9, and let χ ∈ , η ∈ ω. Let T̃ = σ ∗−1(T); one has

〈
χ, RG

T t
〉
GF = 〈

χ, ResG̃F

GF (RG̃
T̃

s0)
〉
GF = 〈

IndG̃F

GF χ, RG̃
T̃

s0
〉
GF

=
∑

χ ′∈0

〈
χ ′, RG̃

T̃
s0

〉
GF = εG̃εG̃s0

∑

χ ′∈0

〈
ψs0 (χ ′), R

G̃s0

T̃
1
〉
G̃F

s0

= εGεC◦
G∗ (t)

∑

η∈ω

〈
η, R

C◦
G∗ (s)

T 1
〉
C◦

G∗ (s)F

where we have applied successively formula (15.5), the Frobenius reciprocity
theorem, Theorem 15.11 and the definition of  �→ 0, Theorem 15.8 with its
notation and ω0 = ψs0 (0), Proposition 15.9 giving ω0 �→ ω. �

The following description of the action of non-special transformations on
the unipotent series of some special orthogonal groups will be used in the next
chapter. Recall briefly the parametrization of E(GF , 1) when (G, F) is of ra-
tional type (Dn, q) ([Lu84] §4, [Cart85] 16.8). To each χ ∈ E(GF , 1) there
corresponds a class of symbols, defined by an integer c and a set of two parti-
tions α, β of a ∈ N and b ∈ N respectively such that a + b = n − 4c2. Fixing
c > 0 one obtains the constituents of a Harish-Chandra series defined by the
unique unipotent cuspidal irreducible representation of a Levi subgroup of
type (D4c2 , q), the corresponding Hecke algebra being of type BCn−4c2 (see
[Lu84] §8). Each symbol determines only one element of E(GF , 1), except that
there are two unipotent characters corresponding to a symbol when α = β and
c = 0. Those are called degenerate symbols and the corresponding unipotent
characters twin characters. The unipotent characters that correspond to symbols
for which c = 0 are constituents of the principal series, whose Hecke algebra is
of type Dn , hence are in one-to-one correspondence ζ �→ φζ with elements of
Irr(W (Dn)). The degenerate symbols correspond to irreducible representations
of W (BCn) whose restriction to W (Dn) is not irreducible.

Proposition 15.17. Let (G, F) be a connected conformal group with respect
to a quadratic space V of dimension 2n and defined over Fq , with maximal
Witt index on Fq : (G, F) has rational type (Dn, q), a connected center and
[G, G] = SO(V ). Let (G∗, F) be a dual group. Let σ ∈ O(V )F \ SO(V )F . Then
σ acts on E(GF , 1) in the following way: if ζ ∈ E(GF , 1) corresponds to a
degenerate symbol, then σ (ζ ) and ζ are twin characters and, if ζ ∈ E(GF , 1)
corresponds to a non-degenerate symbol, then σ (ζ ) = ζ .

Sketch of a proof of Proposition 15.17. One may assume that σ centralizes a
maximal F-stable torus T0 of G. Thus σ acts on W = W (T0, G) and <W, σ>

is a group of type Bn . By transposition, σ ∗ acts on a dual torus T∗
0 in G∗. The
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dual group is a Clifford group on a quadratic space V ∗ and we may assume that
σ ∗ is a non-special element of the rational Clifford group, acting on G∗.

For any pair (T∗, s) one may define σ(RG
T s) by

σ
(
RG

T s
)
(g) = RG

T s (σ−1gσ ).

The correspondence between classes of maximal F-stable tori in G and G∗,
classified by conjugacy classes of the Weyl group W = W (T0, G) (see §8.2),
is such that (σ, σ ∗) preserves duality and one has

(15.18) σ
(
RG

T s
) = RG

σ ∗Tσ ∗−1σ
∗sσ ∗−1

.

Let Rw denote RG
T 1 for T of type w ∈ W with respect to T0. The scalar products

〈ζ, Rw〉GF are given by Fourier transforms as follows. When φ ∈ Irr(W ) let
Rφ = |W |−1 ∑

w φ(w)Rw. There is a partition of Irr(W ) in families Irr(W ) =
∐

F F such that for any ζ ∈ E(GF , 1), there is a family F(ζ ) with

(15.19) 〈ζ, Rw〉GF =
∑

φ∈F(ζ )

φ(w)〈ζ, Rφ〉GF

because ζ is orthogonal to Rφ when φ ∈ (Irr(W ) \ F(ζ )) (see [Lu84] §4). Now
(15.18) implies σ Rφ = Rσ φ and from (15.19) one has clearly

(15.20) 〈σ ζ, Rw〉GF =
∑

φ∈F(�)

σφ(w)〈ζ, Rφ〉GF

Examination of the action of σ on Irr(W ) shows that if ζ has no twin then σ

fixes any φ ∈ F(ζ ), hence σ fixes ζ . But if ζ has a twin ζ ′, then F(ζ ) reduces
to {φζ } and σ (φζ ) = φζ ′ . Furthermore ζ = Rφζ

and ζ ′ = Rφζ ′ . Formula (15.20)
reduces to 〈σζ, Rw〉GF = σφζ (w) hence ζ and ζ ′ have equal projection on the
space of uniform functions, hence are equal. �

Exercises

1. Translate Hypothesis 15.1 into the language of root data. Deduce the fact
that (15.1(→)) and (15.1∗(→∗)) are equivalent when → and →∗ are dual.

2. Let G → G̃ and G → G0 be two embeddings between connected reductive
groups defined over Fq satisfying Hypothesis 15.1. Prove that there exist
a connected reductive group G̃0 defined over Fq and embeddings G̃ →
G̃0, G0 → G̃0 such that the square diagram so defined is commutative and
Hypothesis 15.1 is satisfied for all four morphisms.

3. We use the hypotheses and notation of Corollary 15.14. Let E(CG∗ (t)F , 1) be
the set of χ ∈ Irr(CG∗ (t)F ) such that some χ0 ∈ E(C◦

G∗ (t)F , 1) occurs in the
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restriction of χ to C◦
G∗ (t)F . Assume that the restriction of any χ to C◦

G∗ (s)F

is a sum of distinct irreducible characters. Show the existence of a bijective
map

ψt : E(GF , t) → E(CG∗ (t)F , 1)

such that, for any F-stable maximal torus T of C◦
G∗ (t) and any χ ∈ E(GF , t),

one has

εG
〈
χ, RG

T t
〉
GF = εC◦

G∗ (t)
〈
ψt (χ ), IndCG∗ (t)F

C◦
G∗ (t)F R

C◦
G∗ (t)

T 1
〉
CG∗ (t)F .

4. We use the notation and hypotheses of Theorem 15.8 for G, G∗, s, ψs . As-
sume that any χ ∈ Irr(GF ) is uniquely defined by its orthogonal projection on
the space of uniform functions. Let z ∈ Z(G∗)F , let λz ∈ Irr(GF ) be defined
by (8.19), let χ ∈ E(GF , s). Let g ∈ (G∗)F be such that gsg−1 = zs. Show
that there is then a natural one-to-one map E(CG∗ (s)F , 1) → E(CG∗ (zs)F , 1),
(ζ �→ g.ζ ) such that ψsz(λz ⊗ χ ) = g.ψs(χ ).

Notes

For general notes about the classification of Irr(GF ), see Chapter 8.
For a more detailed study of canonicality and uniqueness of the Jordan

decomposition of characters, see [DiMi90]. Most of the present chapter is due
to Lusztig, see [Lu88]. The results were annouced in 1983. Proposition 15.17
may be found in [FoSr89].

According to the conclusion of [Lu88], it is expected that the theory of
character sheaves might help settle the question of canonicality of Jordan de-
composition, and simplify the proof of Theorem 15.11. For character sheaves,
see [Lu90] and its references. Most constructions on character sheaves are de-
fined on G itself. But it is often necessary to assume that q is large to derive
results about representations of GF ; see [Sho97] and its references, and see also
[Bo00].
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On conjugacy classes in type D

This chapter is devoted to the second part of the proof of Theorem 15.11. By
the first part of the proof and Proposition 15.12(i), it is sufficient to prove the
following.

Theorem 16.1. Let (G, F) be a connected reductive group defined over Fq .
Assume q is odd, the center of G is connected, ([G, G], F) is a split spin
group of even rank defined over Fq with respect to a quadratic form which has
maximal Witt index on Fq . Let A := GF/Z(G)F [G, G]F , a group of order 4
and exponent 2. When j ∈ {1, 2, 4} let y j be the number of elements of Irr(GF )
whose stabilizer in Irr(A) is of order j . One has

4|Irr(Z(G)F [G, G]F )| = y1 + 4y2 + 16y4.

As the equality has to be proved in any even rank, one checks an equality
between generating functions that are power series in q and an indeterminate t
whose degree denotes the dimension of the orthogonal space.

The left-hand side of the equality is obtained by enumeration of the num-
ber of conjugacy classes of the spin group. To do this one uses the standard
parametrization of elements of the orthogonal group, going by elementary argu-
ments from the orthogonal group O2n(q) to the spin group through the special
orthogonal group SO2n(q) and its derived group �2n(q), of which the spin
group is an extension. Doing that classification of orthogonal transformations,
one cannot avoid considering simultaneously all types of quadratic forms and
all dimensions. In the process we give formulae for the number of conjugacy
classes of orthogonal, special orthogonal, conformal and Clifford groups in odd
characteristic (see §16.2 to §16.4). The reader may easily obtain similar for-
mulae for the symplectic groups (see Exercise 3). Nevertheless, in view of the
length of the proof, we focus on the critical group Spin2n,0(q). In this notation
the symbol 0 in index denotes a Witt symbol on Fq (see the beginning of §16.2).

219
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To compute the numbers y j one uses Jordan decomposition of irreducible
characters of GF (Theorem 15.8). Thus one has to classify conjugacy classes of
rational semi-simple elements of a dual group (G∗, F) defined over Fq and use
the classification of unipotent characters of classical groups (see [Lu84]). As
[G, G] is simply connected and the center of G is connected, one may assume
that G∗ is isomorphic to G.

16.1. Notation; some power series

A fundamental function is the series of partitions. Let p(n) be the number of
partitions of the natural number n, put p(0) = 0. Define

P(t) :=
∑

n∈N

p(n)tn =
∏

j≥1

1

1 − t j
, Pn := P(tn), P−

n := P(−tn),

G(t) := P2(P−
1 )−2.

Recall a classical relation

P1P−
1 P4 = P2

3(16.2)

and the Gauss identity (see [And98] Corollary 2.10) G(t) = ∑
j∈Z

t j2
. Hence

G(t)G(−t) = G(−t2)2, G(t) + G(−t) = 2G(t4).(16.3)

To classify representations of semi-simple elements, let F (resp. F0) be the
set of irreducible monic elements f of Fq [t] with all roots non-zero (resp. with
no root in {−1, 0, 1}). We may identify f with its set of roots in the algebraic
closure F, an orbit under the Frobenius map (x �→ xq ) on F. The degree of f
is denoted by | f |. We define two involutive maps on F

f �→ f̃ , f �→ f̄ ( f ∈ Fq [t])

that are induced by

x �→ x−1, x �→ −x (x ∈ F, x �= 0)

respectively. The roots of f̃ (resp. f̄ ) are the inverses (resp. the opposites) of
the roots of f .

Notation 16.4. Let d ∈ N∗. Let Nd (q) = Nd be the number of f ∈ F0 of degree
d such that f = f̃ . Let Md (q) = Md be the number of pairs ( f, f̃ ) ∈ F0

2 of
degree d such that f �= f̃ . Let

F (�)
0 (t) =

∏

d≥1

P2d
Md+N2d .

The elementary proofs of the following lemmas are left to the reader.
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Lemma 16.5. (i) One has Nd = 0 if d is odd and 2d N2d = ∑
C⊂D(−1)|C |

(qd/
∏

p∈C p − 1) where D is the set of odd prime divisors of d. Hence N2d (q2) =
2N4d (q).

(ii) One has

Md =





(q − 3)/2 = N2 − 1 if d = 1,
N2d if d is odd and d > 1,
N2d − Nd if d is even.

Lemma 16.6. One has

P2 F (�)
0 (t2) =

∏

ω

P|ω|| f |

where ω runs over the set of orbits under the four-group <( f �→ f̃ ), ( f �→ f̄ )>
acting on F0 and f ∈ ω.

Lemma 16.7. Let F ′
0 ⊂ Fq2 [t] be defined in a similar way to F0 ⊂ Fq [t].

Let A (resp. B) be the group <( f ′ �→ ˜f ′), ( f ′ �→ f̄ ′), ( f ′ �→ F( f ′))> (resp.
<( f ′ �→ ˜f ′), ( f ′ �→ F( f̄ ′))>) acting on F ′

0.
(i) If F( f̄ ′) = f ′, then | f ′| is even. If F( f ′) = f ′ then | f ′| is odd. If the

order of a root α of f ′ does not divide 4, then the stabilizer of f ′ in A has at
most two elements.

(ii) One has

P4
−1P2

2 F (�)
0 =

∏

ω′
P|ω′|| f ′|

where ω′ runs over the set of orbits under B in F ′
0 and f ′ ∈ ω′.

(iii) One has

P2 F (�)
0 (t2) =

∏

ω′
P|ω′|| f ′|

where ω′ runs over the set of orbits under A in F ′
0 and f ′ ∈ ω′.

16.2. Orthogonal groups

If V (Fq ) is a non-degenerate orthogonal space of dimension n ∈ {2m, 2m + 1}
over Fq (q odd), then the symmetric bilinear form is equivalent to one of the
forms

(0) x1x2 + x3x4 + · · · + x2m−1x2m

(w) x1x2 + x3x4 + · · · + x2m−3x2m−2 + x2
2m−1 − δx2

2m

(1) x1x2 + x3x4 + · · · + x2m−1x2m + x2
2m+1

(d) x1x2 + x3x4 + · · · + x2m−1x2m + δx2
2m+1
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where δ has no square root in Fq . We call the corresponding Witt symbol written
above on the left the Witt type of the form, an element of V = {0, w, 1, d}.
Clearly the form has maximal Witt index if and only if its Witt type v is in {0, 1}.
The orthogonal sum of orthogonal spaces defines a structure of a commutative
group on V for which 0 is the null element and w + d = 1. It is convenient
to assign the Witt type 0 to the null space. If 4 divides (q − 1), then V has
exponent 2 and the discriminant has square roots in F×

q if and only if v ∈ {0, 1}.
If 4 divides (q + 1), then V is cyclic with generators 1 and d and the discriminant
has square roots in F×

q if and only if (v ∈ {0, 1} and m is even) or (v ∈ {w, d}
and m is odd). Nevertheless a unique notation will be used for all q.

We may assume that the space V (Fq ) is the space of rational points of an
orthogonal F-space V (F).

The corresponding orthogonal groups will be denoted by On,v(q), sometimes
O or O(q) or On when other parameters among v, n, q are well defined. The
groups O2m+1,1(q) and O2m+1,d(q) are isomorphic.

The special orthogonal groups SOn,v(q) (v = 0, w, 1, d) may be obtained as
finite reductive groups of respective rational types (Dm, q), (2Dm, q), (Cm, q)
and (Cm, q).

We now give parameters for conjugacy classes of On,v(q).
Consider first a semi-simple element s. The space of representation V

decomposes into an orthogonal sum V = V1 ⊥ V−1 ⊥ V 0, where Va is the
eigenspace of s for the eigenvalue a. As Fq<s>-module, V 0 has a semi-
simple decomposition. A simple representation of <s> on Fq is defined by
some f ∈ F . Let µ( f ) = µ( f̃ ) be the multiplicity in V of the representa-
tion defined by f . Let ψ+, ψ− be the Witt types of the restriction of the
quadratic form to the spaces V1 and V−1 respectively. We write µ(1), µ(−1)
for µ(t − 1) and µ(t + 1) respectively. When µ(1) = 0 (resp. µ(−1) = 0), put
ψ+ = 0 (resp. ψ− = 0). The centralizer of s in G(q) is isomorphic, via the
restriction to the decomposition of V as Fq<s>-module, to a direct prod-
uct Oµ(1),ψ+ (q) Oµ(−1),ψ− (q)

∏
{ f, f̃ }⊂F0

GL(µ( f ), κ( f )), where κ( f ) = q | f | if

f �= f̃ and κ( f ) = −q | f |/2 if f = f̃ , and by convention the component relative
to f is {1} if µ( f ) = 0.

Proposition 16.8. A conjugacy class of semi-simple elements of an orthogonal
group On,v(q) is defined by a triple (µ, ψ+, ψ−), where

µ:F → N, ψ+, ψ− ∈ V

such that

ψε






= 0 if µ(ε1) = 0,
∈ {0, w} if µ(ε1) ∈ 2N,
∈ {1, d} if µ(ε1) /∈ 2N
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for ε ∈ {+, −} and

∀ f ∈ F, µ( f ) = µ( f̃ ),
∑

f ∈F
µ( f )| f | = n,

ψ+ + ψ− +
∑

f ∈F0

µ( f )w = v.

The last equality holds in the Witt group. As w is of order 2, the last sum may
be restricted to the set of f with f = f̃ .

Proposition 16.9. The conjugacy class of a unipotent element in an orthogonal
group On,v(q) is uniquely defined by a couple (m1, 	) where

(i) m1 is the function of multiplicity of Jordan blocks of a given size,
m1: N∗ → N with the following conditions

∀ j ∈ N∗, m1(2 j) ∈ 2N,
∑

j>0

jm1( j) = n

(ii) the function 	: N → V gives the Witt type of a bilinear symmetric form
in dimension m1(2 j + 1) for any j ∈ N with the condition

∑

j∈N

	( j) = v.

The centralizer of a unipotent with parameter (m1, 	) is a direct product on
the set of k such that m1(k) �= 0. If k = 2 j + 1 is odd, the reductive quotient
of the component is an orthogonal group in dimension m1(2 j + 1), and 	( j)
gives the Witt type of the form on the multiplicity space. If k is even, then the
reductive quotient of the component is a symplectic group on the multiplicity
space, in even dimension m1(k).

The conjugacy class of an element of any of the considered groups is defined
by the conjugacy class of the semi-simple component s and the conjugacy class
of the unipotent component in the centralizer of s. We obtain the following.

Proposition 16.10. A conjugacy class in On,v(q) is uniquely defined by three
applications m, 	+, 	− such that

m:F × N∗ → N, ∀( f, j) m( f̃ , j) = m( f, j),
∑

( f, j)∈F×N∗
jm( f, j)| f | = n,

∀ j ≥ 1, m(1, 2 j) ∈ 2N, m(−1, 2 j) ∈ 2N,

	+, 	−: N → V,
∑

( f, j)∈F0×N∗
jm( f, j)w +

∑

j∈N

(	+( j) + 	−( j)) = v.
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Here 	+( j) and 	−( j) are Witt types of forms in respective dimensions
m(1, 2 j + 1), m(−1, 2 j + 1).

Remarks. (a) The parameter (µ, ψ+, ψ−) of the conjugacy class of the semi-
simple component is given by

µ( f ) =
∑

j∈N

jm( f, j), ψ+ =
∑

j∈N

	+( j), ψ− =
∑

j∈N

	−( j).(16.11)

The parameter (m1, 	) of the conjugacy class of the unipotent component
is given by

m1( j) =
∑

f

m( f, j)| f |,
(16.12)

	( j) =
∑

f ∈F0

m( f, 2 j + 1)w + 	+( j) + 	−( j).

Let u be a unipotent element of On,v(q). Let (m1, 	) be the parameter of the
class of u. The centralizer of u contains a semi-simple element in the conjugacy
class with parameter (µ, ψ+, ψ−) if and only if there exists (m, 	+, 	−) such
that (16.11) and (16.12) hold.

(b) A parameter defines one and only one conjugacy class of one and only
one type (v, n, q) of orthogonal group. Let g be an element of On,v(q) such that
(g2 − 1) is non-singular. The conjugacy class of g in the orthogonal group is
the intersection with the conjugacy class of g in the full linear group.

Let kn,v be the number of conjugacy classes of the group On,v(q). Our first
goal is to compute 1 + �n>0kn,vtn . In odd dimension (2n + 1), k2n+1,v is inde-
pendent of v ∈ {1, d}; we write k2n+1.

By Proposition 16.9 the number of unipotent conjugacy classes in orthogonal
groups is given by the generating function

(

1 + 2

(
∑

m

tm

)) (

1 +
∑

m

t4m

) (

1 + 2

(
∑

m

t3m

))

. . .

=
∏

j≥1

(1 + t2 j−1)2

(1 − t2(2 j−1))(1 − t4 j )
.

Hence, using the function G (§16.1), let

F (�)
1 (t) = P2

2G.(16.13)

F (�)
1 is the generating function for the number of parameters of unipotent

classes, the superscript (�) recalls that it is the sum over all Witt types, and
here we don’t take into account the last equality of Proposition 16.9.
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The number of parameters of conjugacy classes of any orthogonal group,
for all Witt types, as described in Proposition 16.10, is given by a product of
generating functions. The number of classes of elements without eigenvalues 1
or −1 is given by

∑
m

∑
f, j t | f |� f, j jm( f, j) with some conditions on the parameter

m:F × N∗ → N, i.e.

∏

( f, f̃ ), f �= f̃

(
∑

m∈N

t2| f |� j jm( f, j)

)
∏

f = f̃

(
∑

m∈N

t | f |� j jm( f, j)

)

exactly F (�)
0 (t) in its definition (Notation 16.4, §16.1). Hence F (�)

0 is the gen-
erating function for parameters m such that m(1, j) = m(−1, j) = 0 for all
j > 0. By decomposition of any orthogonal transformation as a product, one
has

1 +
∑

n≥1

(2k2n−1t2n−1 + (k2n,0 + k2n,w)t2n)(16.14)

= (
F (�)

1 (t)
)2

F (�)
0 (t).

One may compute F (�)
0 using Remark (b) following Proposition 16.10. Let

g1, g2, . . . be the invariant factors of an element x such that x2 − 1 is non-
singular. Here gi+1 is a divisor of gi for each i and gi (0)gi (1)gi (−1) �= 0.
Let fi = gi/gi+1. The condition m( f, k) = m( f̃ , k) for all ( f, k) ∈ F0 × N∗

becomes gi = g̃i for all i . Let N (d) be the number of monic polynomials g of
degree d such that g = g̃ and g(0)g(1)g(−1) �= 0. The coefficient in degree n
of F (�)

0 (t) is
∑

d1+2d2+...=n N (d1)N (d2) . . . . Hence

F (�)
0 (t) =

∏

j>0

(

1 +
∑

d>0

N (d)t jd

)

.

Let N ′(d) be the number of monic polynomials g of degree d such that g = g̃ and
g(0) �= 0. Out of these N ′(d) polynomials of degree d, N ′(d − 1) are divisible
by (t − 1), N ′(d − 1) by t + 1 and N ′(d − 2) by t2 − 1. Hence

N (d) = N ′(d) − 2N ′(d − 1) + N ′(d − 2)

and so

1 +
∑

d>0

N (d)td = (1 − t)2

(

1 +
∑

d>0

N ′(d)td

)

.

It is easily seen that N ′(d) = qd/2 − q (d−2)/2 if d is even, N ′(d) = 2q (d−1)/2 if
d is odd, so that 1 + ∑

d N ′(d)td = (1 + t)2(1 − qt2)−1. A new expression for
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F (�)
0 is therefore

F (�)
0 (t) =

∏

j≥1

(1 − t2 j )2

1 − qt2 j
.(16.15)

A similar argument in the full linear group, omitting the condition g̃ = g, gives


(t) :=
∏

d≥1

Pd
2Md+Nd =

∏

j≥1

(1 − t j )3

1 − qt j
(16.16)

hence

F (�)
0 (t) = 
(t2)P2 = P2

∏

d≥1

P2d
2Md+Nd .(16.17)

From (16.17) and the definition of F (�)
0 we get

∏
d Pd

Nd =
P2

∏
d (P2d

MdP2d
Nd ), hence

H0(t) :=
∏

d≥1

P2d
N2d , P2 H0(t2)F (�)

0 (t) = H0(t)2 .(16.18)

Formula (16.18) may be deduced from Lemma 16.5.
To restrict to even dimensions, consider the even part of F (�)

1 (t)2, i.e.
(F (�)

1 (t)2 + F (�)
1 (−t)2)/2. From (16.14), (16.3) and (16.14) it follows that

1 +
∑

n≥1

(k2n,0 + k2n,w)t2n = (
2G(t4)2 − G(−t2)2

)
P2

4 F (�)
0 .(16.19)

To compute k2n,0 − k2n,w, consider first the classes of elements without
the eigenvalue 1 or −1. One has to substract 2t | f | jm( f, j) when j is odd and
f = f̃ . The contribution of f becomes

∑
m:N∗→N

(−t | f |)� j jm( j). Hence let
F (�)

0 (t) = ∏
d∈N∗ P(−td )NdP2d

Md (the superscript (�) stands for “difference”).
Now (16.2) and (16.17) imply F (�)

0 (t)F (�)
0 (t)
(t4) = F (�)

0 (t2)2
(t2) and we
have

P4 F (�)
0 (t2) = P2 F (�)

0 (t),(16.20)

which defines F (�)
0 . By (16.15), (16.20) becomes

F (�)
0 (t) =

∏

j≥1

(1 − t4 j )(1 − t2 j )

1 − qt4 j
.(16.21)

As for parameters such that m(1, 2 j + 1) �= 0 or m(−1, 2 j + 1) �= 0
for some j ∈ N, they are in equal number in each type of group (see
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Propositions 16.9 and 16.10). Hence

1 +
∑

n≥1

(k2n,0 − k2n,w)t2n = P4
2 F (�)

0 .(16.22)

The numbers k2n,w and k2n,0 are given by (16.19) and (16.22).

16.3. Special orthogonal groups and their derived
subgroup; Clifford groups

Proposition 16.23. The semi-simple conjugacy class of the orthogonal group
of parameter (µ, ψ+, ψ−) (Proposition 16.8) is contained in the special group
if and only if µ(−1) ∈ 2N. It splits into two conjugacy classes of the special
group O if and only if µ(1) = µ(−1) = 0.

The generating function for the number of parameters of O-conjugacy
classes of elements with unique eigenvalue −1 and determinant 1 is P2

2G(t4).

Proof. A conjugacy class splits if and only if the centralizer of an element of the
class is contained in the special group. The only components of the centralizer
of a semi-simple element that are not contained in the special group SO are
those corresponding to f ∈ F \ F0, if non-trivial.

From (16.14) and (16.3), we deduce that the even part of F (�)
1 (t) is

P2
2G(t4). �

Any unipotent element is special. By (16.11) the centralizer of a unipotent
element is contained in the special group if and only if the parameter (m1, 	)
of its conjugacy class satisfies m1(2 j + 1) = 0 for all j ∈ N. Now if s is semi-
simple, with centralizer C(s) in the orthogonal group, and u a unipotent in C(s),
then CO(su) = CC(s)(u); hence we have the following.

Proposition 16.24. A conjugacy class of On,v(q) with parameter (m, 	+, 	−)
(Proposition 16.10) is contained in the special group if and only if

∑

j∈N

m(−1, 2 j + 1) ∈ 2N

and it splits into two classes of SOn,v(q) if and only if

∀ j ∈ N, m(1, 2 j + 1) = m(−1, 2 j + 1) = 0.

Note that the splitting condition is independent of q .
By Propositions 16.23 and 16.24, the sum for v = 0, w of the numbers of

conjugacy classes of the special groups SO2n,v(q) is given by the generating
function P2

4G(t4)2 F (�)
0 .
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Let H be the special Clifford group of an orthogonal space V of dimension
2m (m �= 0) on F with a form defined on Fq , as described in §16.2. The Clifford
group on V , denoted by CL(V ), is the normalizer of V in the subgroup of units
of the Clifford algebra on V (V is considered as a subspace of its Clifford
algebra); see [Bour59] Chapitre 9.

Denote by e the neutral element in CL(V ), to distinguish it from 1 = 1V ∈
SO(V ). A non-isotropic vector v of V defines a unit in the Clifford algebra that
acts on V as the opposite of the reflection defined by v. So an exact sequence
of groups

1 −→ F×e −→ CL(V )
π−−→O(V ) −→ 1

is obtained, whose restriction to H is

1 −→ F×e −→ H
π−−→SO(V ) −→ 1.

The center of H is F×e. The derived group of H is the spinor group Spin(V )
and the restriction of π to Spin(V ) gives the exact sequence

1 −→ < − e> −→ [H, H] = Spin(V )
π−−→�(V ) −→ 1

where −e := (−1).e and �(V ) is the commutator subgroup of SO(V ). As the
orthogonal space is defined over Fq , a Frobenius F acts on H and V , HF is the
special Clifford group of V (Fq ), the first and second sequences restrict to

1 −→ F×
q e −→ CL(V (Fq ))

π−−→O2n,v(q) −→ 1,

1 −→ F×
q e −→ HF π−−→SO2n,v(q) −→ 1,

and the last sequence restricts to

1 −→ < − e> −→ Spin2n,v(q)
π−−→�2n,v(q) −→ 1

where �2n,v(q) is the derived subgroup of SO2n,v(q). One has F(−e) = −e.

Proposition 16.25. Let s be a semi-simple element of the rational special Clif-
ford group HF = CL(V (Fq )), let C be the conjugacy class of π (s) in SO2n,v(q),
and let C ′ = π−1(C).

(i) s and −es are conjugate in HF if and only if 1 and −1 are eigenvalues
of π (s).

(ii) If 1 and −1 are eigenvalues of π (s), then C ′ is the union of 1
2 (q − 1)

conjugacy classes of HF . If 1 or −1 is not an eigenvalue of π (s), then C ′ is the
union of (q − 1) conjugacy classes of HF .

Proof. For any semi-simple element s of H, let

C∗(s) = {g ∈ Spin(V ) | g−1sg ∈ {s, −es}}.
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By Lang’s theorem in an F-stable maximal torus S containing s, and Propo-
sition 8.1, any s ∈ HF can be written as s = zt , with z ∈ S and t ∈ [H, H]F .
Then the first assertion of (i) is true for s in HF if and only if it is true for t in
Spin2n,v(q) = [H, H]F .

By definition CSpin(V )(t) ⊂ C∗(t), π (C∗(t)) = CSO(V )(π (t)) and t is conjugate
to −et if and only if |C∗(t) : CSpin(V )(t)| = 2 — if not, the index is 1.

Now CSpin(V )(t) is connected because the spinor group is simply con-
nected (Theorem 13.14) and π (CSpin(V )(t)) is also connected since π is
continuous. Finally the conjugacy between t and −et is equivalent to
|CSO(V )(π (t))/C◦

SO(V )(π (t))| = 2 — and if not, the order is 1.
By examination of the structure of CSO(V )(π (t)), we see that the direct com-

ponents acting on the sum of eigenspaces of π (t), Va + Va−1 , isomorphic to gen-
eral linear groups, are connected, apart from a = a−1. The non-connectedness
appears in SO(V1 + V−1) ∩ (O(V1) × O(V−1)) when V1 and V−1 are non-zero
spaces, that is to say when 1 and −1 are eigenvalues of π (t). Furthermore
the g ∈ Spin(V ) such that gtg−1 = −et are precisely those g such that π (g)
centralizes π (t) and the two components of π (g) acting respectively on the
eigenspaces V1 and V−1 have determinant −1.

Assuming now that t ∈ Spin(V (Fq )), if such a g exists in SO(V1 + V−1),
there is one in SO(V1 + V−1)F . This proves (i).

If two elements as and bs in F×
q s are conjugate by some g ∈ HF , then

π (g) centralizes π (as) = π (s) in SO(V (Fq )). One has π−1(CSO(V )(π (s))) =
F×

q e.C∗(s) and π (F×
q e.CSpin(V )(t)) = π (CH(s)) = C◦

SO(V )(π (s)) by connected-
ness, so that g ∈ F×

q e.C∗(s). Thus (ii) follows from (i) and its proof. �

From Propositions 16.25, 16.24 and formulae (16.14), (16.19) and (16.22),
one deduces easily the generating functions for the number of conjugacy classes
of the finite Clifford groups in odd characteristic. In even dimensions with all
Witt types:

q − 1

2

(
P2

4G(t4)2 + 2P2
2G(t4) − 1

)
F (�)

0 .(16.26)

Note that, from now on, the term of null degree in the series has no significance.
The group �n,v(q) — we may write simply � — is the derived group of

the orthogonal group, and of index 2 in the special group (recall that q is odd).
It may be obtained as the kernel of the restriction to the special group of the
spinor norm

θ : On,v(q) → F×
q /(F×

q )2.

Clearly an orthogonal transformation belongs to � if and only if its semi-
simple component belongs to �. The spinor norm appears in the theory
of Clifford algebras ([Artin], Chapter V). If g ∈ O(V (Fq )) is written as a
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product of symmetries with respect to (non-isotropic) vectors v j (1 ≤ j ≤ r ),
then θ (g) = ∏

j 〈v j , v j 〉(F×
q )2. The spinor norm is multiplicative with respect

to the orthogonal sum. An elegant and general characterization of the spinor
norm has been given by H. Zassenhaus; see [Za62].

Proposition 16.27. Let g ∈ O(V (Fq )), of semi-simple component s. Let V−1

be the eigenspace {x ∈ V (Fq ) | s(x) = −x}, and let V2 = V−1
⊥. Let � be the

discriminant of the restriction of the form to V−1, and let D be the determinant
of the restriction of (1 + s)/2 to V2. The value on g of the spinor norm is
�D(F×

q )2.

As a corollary, assuming n ∈ {2m, 2m + 1}, we obtain that −1V (Fq ) belongs
to the kernel of the spinor norm if and only if m(q − 1) ≡ 0 (mod. 4) for
v ∈ {0, 1} or m(q − 1) ≡ 2 (mod. 4) for v ∈ {w, d}. For n even the condition is
equivalent to −1V (Fq ) ∈ �2m,v(q).

By computing the determinant in the isotypic case, we have the following.

Proposition 16.28. Let s be an element of O(V (Fq )). Assume that, for some
f ∈ F0, s has minimal polynomial f if f = f̃ , or f f̃ if f �= f̃ . Let α ∈ f (α
a root of f ). One has

θ (s) = (F×
q )2 if and only if

{
α ∈ (F×

q | f | )2 if f �= f̃ ,

α(q | f |/2+1)/2 = 1 if f = f̃ .

The formula in Proposition 16.28 justifies the definition of a new applica-
tion σ :F0 → {−1, +1}. The proof of the following proposition is left to the
reader.

Proposition 16.29. Let σ :F0 → {−1, 1} be defined by

σ ( f ) = 1 if and only if

{
f ⊂ (F×

q | f | )2 if f �= f̃ ,

α(q | f |/2+1)/2 = 1 if f = f̃ and α ∈ f .

For ε ∈ {+, −}, let 2Md,ε (resp. Nd,ε) be the number of f ∈ F0 of degree d
and such that σ ( f ) = ε1, f �= f̃ (resp. f = f̃ ). One has Md,+ + Md,− = Md,
Nd,+ + Nd,− = Nd,

M1,+ ∈ {(q − 5)/4, (q − 3)/4}, N2,+ ∈ {(q − 1)/4, (q − 3)/4},
M1,− = N2,+

and, when d > 1,

N2d,− = N2d,+ = Md,−
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Proposition 16.30. Let (µ, ψ+, ψ−) be the parameter of a semi-simple conju-
gacy class C of SOn,v(q) (µ(−1) ∈ 2N). Define v− ∈ N by

v− =
{

(q−1)µ(−1)
4 if ψ− = 0,

1 + (q−1)µ(−1)
4 if ψ− = w.

Then C is contained in �2n,v(q) if and only if

v− +
∑

{( f, f̃ )|σ ( f )�=1}
µ( f ) ∈ 2N .

The parameter (µ, ψ+, ψ−) defines one or two classes of the derived group,
and it defines two classes if and only if µ(1) = µ(−1) = 0.

Proof. The integer v− is defined so that v− ∈ 2N if and only if the discriminant
of the restriction of the form to V−1 is a square in Fq (see the beginning of §16.2
and note that with our conventions υ− = 0 if µ(−1) = 0). By Proposition 16.28
and the definition ofσ , the sum of multiplicitiesµ( f ) on { f, f̃ } such thatσ ( f ) �=
1 is even if and only if the determinant D, as defined in Proposition 16.27, is a
square. Hence the first assertion follows from Proposition 16.27.

The centralizer of a semi-simple element of the special group SO2n,v(q) is
never contained in the kernel of the spinor norm, hence the SO-conjugacy class
doesn’t split in � and Proposition 16.23 applies. �

A conjugacy class of the orthogonal group with parameter (m, 	+, 	−) is
contained in �2n,v(q) if and only if the function (µ, ψ+, ψ−) deduced from
(m, 	+, 	−) by (16.11) satisfies the condition of Proposition 16.30. The cen-
tralizer of an element g is in the kernel of the spinor norm if and only if it is the
case in any “{ f, f̃ }-component” ( f ∈ F) of the centralizer of the semi-simple
part of g. For f ∈ F0, use the following.

Proposition 16.31. Let u be a unipotent element of some general linear or
unitary group G = GL(µ, ±q). Let H be the unique subgroup of G of index 2.
The centralizer of u in G is contained in H if and only if it has no Jordan block
of odd size.

On unipotents in orthogonal groups, one has the following result, by condi-
tions (16.11) and (16.12).

Proposition 16.32. Let u be a unipotent element of On,v(q), with parameter
(m1, 	) (see Proposition 16.9).

(i) The centralizer of u in the orthogonal group is contained in the special
group if and only if m1(2 j + 1) = 0 for all j ∈ N.
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(ii) The centralizer of u in the orthogonal group is contained in the kernel
of the spinor norm if and only if, for all j ∈ N,

m1(2 j + 1) = 0 or

(m1(2 j + 1) = 1 and (	( j) = 1 if and only if (−1) j(q−1)/2 = 1)).

(iii) The centralizer of u in the orthogonal group is contained in the kernel of
the product of the spinor norm by the determinant if and only if, for all j ∈ N,

m1(2 j + 1) = 0 or

(m1(2 j + 1) = 1 and (	( j) = 1 if and only if (−1) j(q−1)/2 = −1)).

As a consequence, if the centralizer of u is contained in the special group,
then it is contained in the derived subgroup.

Recall that if q ≡ 1 (mod. 4), then −v = v for all Witt symbols v, and if
q ≡ 3 (mod. 4), then −1 = d. So Proposition 16.32 introduces a new condition
on (m, 	+, 	−) that we formulate as follows: let (ε, v) ∈ {−, +} × {1, d}
(R(ε, v))

∀ j ∈ N,
(
m(ε1, 2 j + 1) = 1 and 	ε( j) = (−1) j v

)
or m(ε1, 2 j + 1) = 0.

Hence R(+, 1) is the condition in Proposition 16.32 (ii) and R(+, d) is the
condition in Proposition 16.32 (iii). Using Propositions 16.30 and 16.10 the
following can be proved.

Proposition 16.33. Let (ε, v) ∈ {−, +} × {1, d}, let v′ ∈ {0, w} and x ∈
SO2n,v′ (q) be such that (ε1)x is unipotent. Assume the parameter of the conju-
gacy class of s satisfies R(ε, v). Then x is in the kernel of the spinor norm and
one has v′ = w if and only if (q − 1)n /∈ 4N.

When g ∈ �n,v(q), the number of conjugacy classes of �n,v(q) contained
in the conjugacy class of g in On,v(q) is |O : CO(g)�|. Using the structure of
the centralizer of a semi-simple element and Propositions 16.31 and 16.32, one
may compute O/CO(g)� and obtain the following.

Proposition 16.34. Let (m, 	+, 	−) be the parameter of a conjugacy class
C of On,v(q) and let (µ, ψ+, ψ−) be deduced from (m, 	+, 	−) by (16.11).
Assume that (µ, ψ+, ψ−) satisfies the condition of Proposition 16.30, hence
C ⊂ �n,v(q). The class C is the union of
� four conjugacy classes of �n,v(q) if and only if m( f, 2 j + 1) = 0 for all

f ∈ F and all j ∈ N,
� two or four conjugacy classes of �2n,v(q) if and only if at least one of the

following two conditions hold
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(i) for all ( f, j) ∈ F0 × N, m( f, (2 j + 1) = 0 and there exists v ∈ {1, d} such
that R(+, v) and R(−, v) hold
(ii) m(1, 2 j + 1) = m(−1, 2 j + 1) = 0 for all j ∈ N,

� one conjugacy class of �2n,v(q) in other cases.

By Proposition 16.30 and formula (16.11), the parameter (m, 	+, 	−) of a
conjugacy class of O2n,v(q) contained in �2n,v(q) has to satisfy the relation

υ− +
∑

{( f, f̃ )|σ ( f )�=1}

∑

j

jm( f, j) ∈ 2N,

where υ− is deduced from ψ− = � j	(−1, j) and µ(−1) = � j m(−1, j) j , as
in Proposition 16.30.

By Proposition 16.29 and definition of H0 (16.18), one has H0 =
∏

d≥1 Pd
Nd,−P2d

Md,− . Let

H1(t) =
∏

d≥1

(P−
2d )N2d .(16.35)

The number of parameters with µ(1) = µ(−1) = 0 of conjugacy classes con-
tained in a group � is given by the generating function F (�)

0 [�] := 1
2 (F (�)

0 +
F (�)

0 H1 H−1
0 ).

Furthermore we have by (16.18), (16.35), (16.2), (16.18) again and
(16.20):

(
P2 F (�)

0 H1 H−1
0

)
(t) = H1(t)H0(t)H0(t2)−1 = �d (P2dP−

2d (P4d )−1)N2d

= �d
(
P8d

−1P4d
2
)N2d = H0(t2)2 H0(t4)−1 = P4 F (�)

0 (t2) = P2 F (�)
0 (t).

Hence

F (�)
0 [�] = 1

2

(
F (�)

0 + F (�)
0

)
.(16.36)

We now want to make a distinction between the two Witt types of forms, at
least for classes of elements without the eigenvalue 1 or−1. By Proposition 16.8,
(16.11) and Proposition 16.30, a parameter with µ(1) = µ(−1) = 0 defines a
conjugacy class contained in �2n,0(q) if and only if

∑

σ ( f )=1, f = f̃

m( f, 2 j + 1) ≡
∑

σ ( f )=−1, f = f̃

m( f, 2 j + 1)

≡
∑

σ ( f )=−1, f �= f̃

m( f, 2 j + 1) (mod. 2).
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and a conjugacy class in �2n,w(q) if and only if
∑

σ ( f )=1, f = f̃

m( f, 2 j + 1) �≡
∑

σ ( f )=−1, f = f̃

m( f, 2 j + 1)

≡
∑

σ ( f )=−1, f �= f̃

m( f, 2 j + 1) (mod. 2).

Let

H0,−(t) =
∏

d≥1

P2d
N2d,− , H0,+(t) =

∏

d≥1

P2d
N2d,+ =

∏

d≥1

P2d
Md,−

hence H0,− H0,+ = H0 and P2
η H0,+(t) = H0,−(t) with 2η = 1 + (−1)(q+1)/2

(see (16.18), Proposition 16.29 and Lemma 16.5). Define H1,± from H0,± as
H1 from H0 (16.35): H1,ε(t) = ∏

d≥1(P−
d )Nd,ε . Let L(t) = �d≥1P2d

Md,+ , so

that F (�)
0 (t) = H0(t)H0,+(t)L(t). By substitution in (16.18), one has H0,− =

P2 H0(t2)L .
The generating series for the number of parameters m that satisfy the first

two congruences is

((H0,+ + H1,+)2(H0,− + H1,−) + (H0,+ − H1,+)2(H0,− − H1,−))L/8,

i.e.
((

H 2
0,+ + H 2

1,+
)
H0,− + 2H0,+ H1,+ H1,−

)
L/4.

Put h0 = H0,+, h1 = H1,+.
Assume q ≡ 1 (mod. 4).
One has h0 = H0,−, hence h2

0 = H0, and h1 = H1,−. The last sum be-
comes 1

4 (h3
0 + 3h0h2

1)L . But one has F (�)
0 = h3

0L by definition of H0,±
and F (�)

0 = P2
−1h4

0h0(t2)−2 by (16.18). Hence P2h0h2
1L = h2

0h2
1h0(t2)−2 =

h0(t2)4h0(t4)−2 = P4 F (�)
0 (t2) = P2 F (�)

0 (t), using (16.2) and (16.20). So the
number of parameters with µ(1) = µ(−1) = 0 of O-conjugacy classes con-
tained in �2n,0(q) is given by

F0[�0] = 1
4

(
F (�)

0 + 3F (�)
0

)
(q ≡ 1 (mod. 4)).(16.37)

The generating function for the number of parameters m that satisfy the last
two congruences is

((H0,+ − H1,+)(H0,− + H1,−)(H0,+ + H1,+)

+ (H0,+ + H1,+)(H0,− − H1,−)(H0,+ − H1,+))L/8,

i.e.

1
4 H0,−

(
H 2

0,+ − H 2
1,+

)
L .
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So, when q ≡ 1 (mod. 4), the last sum can be written as 1
4 (h3

0 − h0h2
1)L ,

hence the number of parameters with µ(1) = µ(−1) = 0 of O-conjugacy
classes contained in �2n,w(q) is given by

F0[�w] = 1
4

(
F (�)

0 − F (�)
0

)
(q ≡ 1 (mod. 4)).(16.38)

(compare with (16.37) and (16.36)!).
Assume now q ≡ 3 (mod. 4). A similar computation, with

R := P2
2P4

−3P8

so that R(t) = P2(P−
2 )−1 by (16.2), gives

F0[�0] = 1
4

(
F (�)

0 + (2 + R)F (�)
0

)
(q ≡ 3 (mod. 4))(16.39)

and

F0[�w] = 1
4

(
F (�)

0 − RF (�)
0

)
(q ≡ 3 (mod. 4))(16.40)

16.4. Spin2n(F)

The algebraic simply connected groups of types Dm or Cm are spinor groups
Spin(2m) or Spin(2m + 1), central extensions of the special orthogonal groups
(see the beginning of §16.3). If the dimension n of V is even, hence SO of type
Dn/2, then the center of Spin(V ) has order 4, and has exponent 4 when n/2 is
odd, exponent 2 when n/2 is even.

Proposition 16.41. Let (µ, ψ+, ψ−) be the parameter of a conjugacy class of
semi-simple elements of O2n,v(q) contained in the derived subgroup �2n,v(q).
The parameter defines exactly
� one conjugacy class of Spin2n,v(q) if µ(1)µ(−1) �= 0,
� four conjugacy classes if µ(1) = µ(−1) = 0,
� two classes in the other cases.

Proof. Let t be a semi-simple element of the algebraic Spin group. We have
seen in the proof of Proposition 16.25 that t is conjugate to (−e)t if and only
if CSO(π (t)) is not connected. Assume now that t ∈ Spin2n,v(q). Examination
of the centralizer of π (t) in SO and in �2n,v(q) shows that non-connexity is
equivalent to the existence of eigenvalues 1 and −1, and conjugacy of t and
(−e)t in the algebraic group is equivalent to conjugacy in the group over Fq .
Now Proposition 16.34 gives our claim. �

Proposition 16.42. Let (m, 	+, 	−) be the parameter of a conjugacy class
C of the orthogonal group contained in �2n,v(q). The number of conjugacy
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classes of Spin2n,v(q) contained in π−1(C) is
� 8 if and only if m( f, 2 j + 1) = 0 for all f ∈ F and all j ∈ N,
� 4 or 8 if and only if

(i) m(1, 2 j + 1) = m(−1, 2 j + 1) = 0 for all j ∈ N or
(ii) m( f, 2 j + 1) = m(−ε1, 2 j + 1) = 0 and R(ε, v) holds for all ( f, j) ∈
F0 × N and some (ε, v) ∈ {−, +} × {d, 1},

� 2 or 4 or 8 if and only if
(iii) m(ε, 2 j + 1) = 0 for all j ∈ N and some ε ∈ {−1, 1} or
(iv) m( f, 2 j + 1) = 0 for all ( f, j) ∈ F0 × N and there exist v+, v− ∈ {d, 1}
such that R(+, v+) and R(−, v−) hold,

� 1 in other cases.

Proof. Let g ∈ Spin2n,v(q), in the O2n,v(q)-conjugacy class C with parameter
(m, 	+, 	−), and let g = tv be its decomposition into semi-simple component
t and unipotent component v. π−1(C ∩ �2n,v(q)) is one conjugacy class of the
spin group if and only if g is conjugate to (−e)g, or, equivalently, t is conju-
gate to (−e)t in the centralizer of v. By the proof of Proposition 16.41, one
knows that yty−1 = (−e)t is equivalent to π (y) ∈ (C(π (t)) \ C◦(π (t)) — cen-
tralizers in the algebraic special group. Any z ∈ C(π (t)) ∩ O2n,v(q) decomposes
in a product z = z+z−z0, where z+, z− and z0 act respectively on eigenspaces
V1(π (t)), V−1(π (t)) and on (V1(π (t)) + V−1(π (t)))⊥. One sees that z0 ∈ SO and
the conjugacy condition is equivalent to: z+ /∈ SO and z− /∈ SO. It is satisfied
by some z ∈ �2n,v(q) if and only if there exists some triple ( j+, j−, j0) of inte-
gers and f ∈ F0 such that m(1, 2 j+ + 1)m(−1, 2 j− + 1)m( f, 2 j0 + 1) �= 0 —
and then by Proposition 16.31 eventually z0 is not in the kernel of the spinor
norm — or only m(1, 2 j+ + 1)m(−1, 2 j− + 1) �= 0 but without the two condi-
tions R(+, v+) and R(−, v−) where {v+, v−} = {1, d} (see Proposition 16.33).

For other parameters that define classes of �2n,v(q), each class is the image
of two conjugacy classes of the spin group. Now Proposition 16.42 follows
from Proposition 16.34. �

We now compute the various generating functions for parameters in view of
Proposition 16.42.

Assume q ≡ 1 (mod. 4).
The generating function S8(t) that gives the number of parameters that satisfy

the first condition of Proposition 16.42 is P4
2 F (�)

0 (t2)

S8 = P2P4 F (�)
0

(see (16.20)). All these classes are contained in Spin0 (Proposition 16.10).
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The generating function that gives the number of parameters of conjugacy
classes in the groups Spin2n,0(q) that satisfy condition (i) is

S4 = P4
2 F0[�0]

(on x1x−1 the spinor norm is trivial and ψ+ = ψ− = 0).
To compute the number of parameters that satisfy condition (ii) we use the

equality � j∈N(1 + t2 j+1) = P1P2
−2P4. The number of parameters that satisfy

(ii) but not (i) is given by the series 4(P1P2
−2P4

3 − P4
2)F (�)

0 (t2). The even
part of that series is by (16.20)

S′
4(t) = (

2(P1 + P−
1 )P2

−1P4
2 − 4P2P4

)
F (�)

0 .

The generating function that gives the number of parameters for con-
jugacy classes in the groups Spin2n,0(q) and such that m(−1, 2 j + 1) = 0
for all j ∈ N is a sum of P4(P2

2G(t4) + P4)F0[�0]/2 (parameters such
that ψ+ = 0; recall the condition µ(±1) ∈ 2N from Proposition 16.23)
and P4(P2

2G(t4) − P4)F0[�w]/2 (parameters such that ψ+ = w). The sum
is P2

2P4G(t4)(F (�)
0 + F (�)

0 )/4 + P4
2(F0[�0] − F0[�w])/2. By (16.37) and

(16.38) we obtain P2
2P4G(t4)(F (�)

0 + F (�)
0 )/4 + P4

2 F (�)
0 /4.

Consider now the condition m(1, 2 j + 1) = 0 for all j ∈ N but m(−1, 2 j +
1) �= 0 at least for one j . By Proposition 16.8 and §16.3, especially Proposition
16.30, the number of such parameters for conjugacy classes in �2n,0(q) is given
by a sum of 1

2P4(P2
2G(t4) − P4)F0[�0] (parameters such that ψ− = 0) and

1
2P4(P2

2G(t4) − P4)((F (�)
0 − F (�)

0 )/2 − F0[�w]) (parameters such that ψ− =
w). Hence from (16.37) and (16.38) we obtain (P2

2P4G(t4) − P4
2)(F (�)

0 +
F (�)

0 )/4.
The generating function that gives the number of parameters satisfying con-

dition (iii), to define two or four or eight conjugacy classes in the groups
Spin2n,0(q), is therefore

S2(t) = P2
2P4G(t4)

(
F (�)

0 + F (�)
0

)
/2 − P4

2
(
F (�)

0 − F (�)
0

)
/4.

Condition (iv) in Proposition 16.42, excluding the preceding one, selects the
series

(
(P1 + P−

1 )P2
−2P4

2 − 2P4
)2

F (�)
0 (t2). Note that, from (16.2), the def-

inition of G and (16.3), P1
2 + (P−

1 )2 = ((P−
1 )−2 + P1

−2)P2
6P4

−2 = (G(t) +
G(−t))P2

5P4
−2 = 2G(t4)P2

5P4
−2. With (16.20) we get

S′
2(t) = (

2P2
2P4G(t4) + 2P4

2 − 4(P1 + P−
1 )P2

−1P4
2 + 4P2P4

)
F (�)

0 .
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The total number of parameters is given by a sum:

(P4 + P2
2G(t4))2 F0[�0]/4, for (ψ+, ψ−) = (0, 0),

(P2
4G(t4)2 − P4

2)F0[�w]/4, for (ψ+, ψ−) = (w, 0),
(P2

4G(t4)2 − P4
2)((F (�)

0 − F (�)
0 )/2 − F0[�w])/4, for (ψ+, ψ−) = (0, w),

(P2
2G(t4) − P4)2((F (�)

0 + F (�)
0 )/2 − F0[�0])/4, for (ψ+, ψ−) = (w, w).

The sum is formally P2
4G(t4)2 F (�)

0 /4 + P2
2P4G(t4)(4F0[�0] − F (�)

0 −
F (�)

0 )/4 + P4
2 F (�)

0 /4. From (16.37) and (16.38) we get

S1(t) = 1
4P2

4G(t4)2 F (�)
0 + 1

4P4
(
2P2

2G(t4) + P4
)
F (�)

0 .

Finally, the generating function that gives the number of conjugacy classes
in the groups Spin0(q) is S1 + S2 + S′

2 + 2S4 + 2S′
4 + 4S8:

S(t) = 1
4 (G(−t2) + G(t4))2P2

4 F (�)
0(16.43)

+ (4G(−t2)2 + 3G(−t2)G(t4))P2
4 F (�)

0 .

Assume now that q ≡ 3 (mod. 4). By Proposition 16.30 and formulae
(16.39), (16.40), the formulae are different short of S8.

S4 = P4
2

4

(
F (�)

0 + (2 + R)F (�)
0

)
.

Let E(t) be the series sum of terms with degree in 4N in (P1 + P−
1 )P2

−2/2.
Condition (ii) without (i) gives

S′
4 = 4

(
EP4

2 − P4
)
P2 F (�)

0 .

Condition (iii) in Proposition 16.42, with m(1, 2 j + 1) = 0 for all j ∈ N but
m(−1, 2 j + 1) �= 0 at least for one j , gives

S2(t) = P2
2P4G(t4)F (�)

0 /2 + (
P2

2P4G(t4) + P4
4(P−

4 )−2
)
F (�)

0 /4

−P4
2
(
F (�)

0 − F (�)
0

)
/4.

The sum for S1 is modified and from (16.39) and (16.40) we get

4S1(t) = P2
4G(t4)2 F (�)

0 + (
P2

2P4G(t4) + P4
4(P−

4 )−2 + P4
2
)
F (�)

0 .

As final sum, one obtains

S(t) = 1
4 (G(−t2) + G(t4))2P2

4 F (�)
0(16.44)

+ (4G(−t2) + 3G(t4))P2
4G(−t2)F (�)

0

− ((P2 − P−
2 )P4G(t4) + (P2

−1 − (P−
2 )−1)P4

2P2 F (�)
0 .

Proposition 16.45. The number of conjugacy classes of the group Spin2n,0(q)
is the coefficient of t2n in the series given by formula (16.43) if q ≡ 1 (mod. 4)
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and by formula (16.44) if q ≡ 3 (mod. 4). These numbers are polynomials in q
whose coefficients are independent of q modulo 4 when n is even.

16.5. Non-semi-simple groups, conformal groups

In this section we assume the following.

Hypothesis and notation 16.46. Let H be an algebraic connected group de-
fined over Fq , with Frobenius F and a connected center. Let Z := Z([H, H]) =
Z(H) ∩ [H, H]. Elements of HF are products zg, with z ∈ Z(H), g ∈ [H, H]
and z−1 F(z) = gF(g)−1 ∈ Z. Let

G := {g ∈ [H, H] | gF(g)−1 ∈ Z}, ρ: G → Z , ρ(g) = gF(g)−1.

Clearly G is a subgroup of [H, H], ρ is a morphism with kernel [H, H]F and,
by Lang’s theorem in the connected group [H, H], one has

G/[H, H]F ∼= Z .

Proposition 16.47. HF is the disjoint union of HF -invariant sets Z(H)F zC
where C is a G-conjugacy class and z ∈ Z(H). The number of HF -conjugacy
classes contained in each such set is |Z(H)F/Z F |, the number of G-conjugacy
classes contained in Z F C.

Proof. One has an isomorphism (Proposition 8.1)

HF ∼= {(z, g) ∈ Z(H) × G | ρ(z−1) = ρ(g)}/Z

and a morphism ρ: HF → Z/[Z , F] defined by the map (z, g)Z �→
ρ(g)[Z , F], whose kernel is Z(H)F [H, H]F ∼= (Z(H)F × [H, H]F )Z/Z and
whose image is Z/[Z , F] by Lang’s theorem.

Clearly ρ(g) is an invariant of the conjugacy class of zg. Furthermore, as
HF ⊂ Z(H)G ⊂ Z(H)HF , the conjugacy class of zg in HF is the set zC , where
C is the conjugacy class of g in G. Let D(g) be the set of y ∈ Z(H) such
that g is conjugate to yg in G. If y ∈ D(g), then y ∈ [H, H], hence y ∈ Z .
Furthermore, zyg ∈ HF because HF is normal in Z(H)G, hence D(g) is a
subgroup of Z F . One has Z(H)zC ∩ HF = Z(H)F zC , and Z(H)F zC is the union
of exactly |Z(H)F/R(g)| conjugacy classes of HF . Finally note that |Z F/D(g)|
is the number of conjugacy classes of G contained in Z F C and that for two
G-conjugacy classes C and C ′, z being defined modulo Z F , the equalities
Z(H)F zC = Z(H)F zC ′ and Z F C = Z F C ′ are equivalent. �
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We have to study conjugacy classes of G. We get the following result im-
mediately.

Proposition 16.48. Let g ∈ G and let K be any F-stable subgroup of H con-
taining g. Let x ∈ K .

(i) Let L := Lan−1
K (CK (g)), then gL = gK ∩ HF g. Assume HF ⊆ K . Then

([K , F] ∩ CK (g)): [CK (g), F]).|gK ∩ HF g| = |HF : CHF (g)|.
(ii) There exists t ∈ HF such that xgx−1 = tgt−1 if and only if x−1 F(x) ∈

[CH(g), F].
Hence if g ∈ HF and ρ(g′) = z ∈ Z, then CG(g) ∩ HF g′ is not empty if and

only if z−1 ∈ [CH(g), F].

Proof. Let x ∈ K . One verifies that xgx−1 F(xgx−1)−1 = gF(g)−1 if and only
if x−1 F(x) ∈ CK (g) and (i) follows. The relation xgx−1 = tgt−1 with t ∈ K F is
equivalent to x−1t ∈ CK (g) with x−1 F(x) = x−1t F(t−1)F(x), hence the equiv-
alence in (ii). �

We apply the preceding analysis to conformal and Clifford groups.
Let SO(V ) be a special orthogonal group with respect to one of the forms

described in §16.2. A linear endomorphism g of V is said to be conformal if
there exists a scalar λg such that 〈gv, gv′〉 = λg〈v, v′〉 for all v, v′ in V . Then
CSO(V ) is the group of conformal g with det g = (λg)m . Its center is connected.

When [H, H] is a special orthogonal group (resp. a spin group) we index ρ,
G with 1 (resp. 0). Hence, with H = CSO2n(F), the form and the group being
defined on Fq , with a Frobenius endomorphism F ,

G1 := {x ∈ SO2n(F) | F(x) ∈ {−x, x}}, ρ1: G1 → < − 1>

and ρ1 has kernel SO2n,v(q) = SO2n(F)F . Put CSO2n,v(q) = CSO2n(F)F .
Write SO for SO2n(F), CSO for CSO2n(F), and SO(q) for SOF = SO2n,v(q),

etc. Clearly SO(q) ⊂ G1 ⊂ SO(q2). Note that SO(q2) here is defined with re-
spect to a split form on Fq2 .

Proposition 16.49. LetF ′,F ′
0 be defined from (F, F2), asF andF0 are defined

from (F, F).
Let t = zs be a semi-simple element of CSO2n,v(q), where (z, s) ∈

Z(CSO)v × G1 (see Proposition 16.47). For s ∈ SO2n,v(q), let (µ, ψ+, ψ−)
be its parameter in O2n,v(q) (see Proposition 16.10). For F(s) = −s, let
(µ′, ψ ′

+, ψ ′
−) be its parameter in O2n,0(q2). We shall say that the parameter

and the G1-conjugacy class of t are associated.
When s ∈ SO2n,v(q), (µ, ψ+, ψ−) is associated to exactly one semi-simple

conjugacy class of G1, hence (q − 1)/2 semi-simple conjugacy classes of
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CSO2n,v(q), if and only if µ(1) �= 0 or µ(−1) �= 0, and to exactly two semi-
simple conjugacy classes of G1, hence (q − 1) semi-simple conjugacy classes
of CSO2n,v(q), if and only if µ(1) = µ(−1) = 0.

A semi-simple conjugacy class of SO2n,0(q2) contains an element of (G1 \
SO2n,v(q)) if and only if its parameter (µ′, ψ ′

+, ψ ′
−) verifies

µ′( f ′) = µ′(F( f̄ ′)) = µ′( f̃ ′) = µ′(F( ˜̄f ′)), ψ ′
+ = ψ ′

− ∈ {0, w}

for all f ′ ∈ F ′. and, in case q ≡ 1 (mod. 4),

ψ ′
+ +




∑

˜f ′∈{ f ′,F( f̄ ′)}
µ′( f ′)



 w = v

or, in case q ≡ 3 (mod. 4),

ψ ′
+ +




∑

˜f ′= f ′
µ′( f ′)



 w = v

where the sums run over a set of orbits under the group < ( f ′ �→ f̃ ′),
( f ′ �→ F( f̄ ′) > acting on F ′

0.
Then (µ′, ψ ′

+, ψ ′
−) is associated to exactly two G1-conjugacy classes, hence

(q − 1) conjugacy classes of CSO2n,v(q).

Proof. Let C be the G1-conjugacy class of s.
If F(s) = s, then any direct component C f ( f ∈ F) of CH(s) is F-stable,

so that −1 ∈ [F, CH(s)], which implies C(s) ∩ (G1 \ SO(q)) �= ∅ by Proposi-
tion 16.48 (ii). Hence the conjugacy class of s in SO(q) is a conjugacy class
of G1 and the parameter of s is well defined by C . By Propositions 16.23 and
16.47, Z(H)F C is the union of (q − 1) (resp. (q − 1)/2) conjugacy classes of
HF if and only if µ(1) = µ(−1) = 0 (resp. µ(1) �= 0 or µ(−1) �= 0).

Assume now F(s) = −s. One has CH(s) ⊂ [F, H] and [F, CH(s)] = C◦
H(s).

By Proposition 16.48(i) (with K = SO) we get that the SO-conjugacy class of g
intersects (G1 \ SO2n,v(q)) in one or two G1-conjugacy classes, and in exactly
two conjugacy classes of G1 if and only if CSO(s) �= C◦

SO(s). The last condition
is equivalent to “1 and −1 are eigenvalues of s.” Note that s and −s are conjugate
in O0(q2), hence µ′(1) = µ′(−1).

If µ′(1) = 0, then the class of s in SO contains a single class of SO0(q2)
and the function µ′, giving multiplicities of eigenvalues, is decided by v. The
parameter of s in O0(q2) gives two classes in a group G1 for only one value
of v.

If µ′(1) �= 0, then the class of s in SO contains two classes of SO0(q2), with
parameters (µ′, ψ ′

+, ψ ′
−) that differ on ψ ′

+. We shall see that each one intersects
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G1 in one class because v ∈ {0, w} is fixed. Hence the conjugacy class of g in
SO(q2) intersects G1 in one class.

Applying Proposition 16.47, one gets the first part of the proposition.
Let ( f ′ �→ f̄ ′) be induced on F ′ by (α �→ −α) in F. Let (µ′, ψ ′

+, ψ ′
−) be the

parameter of some semi-simple s in O0(q2). Let f ′ be an irreducible polynomial
on Fq2 such that µ′( f ′) �= 0. Let Vα = Vα(s) be the eigenspace of s for some
α ∈ f ′; one has F(Vα) = VF(α)(F(t)). The relation F(s) = −s is equivalent to
F(Vα(s1)) = VF(−α)(s1) for any α, any such f ′, and then µ′(F( f̄ ′)) = µ′( f ′).
When V1 �= {0}, then F(V1) = V−1, hence ψ ′

− = F(ψ ′
+) = ψ ′

+. Under the
preceding conditions on (µ, ψ ′

+, ψ ′
−) any decomposition of the representa-

tion space in an orthogonal sum
⊕

α Vα , where dim(Vα) = µ′( f ′) for α ∈ f ′,
F(Vα) = VF(−α) for all α, and Vα ⊕ Vα−1 is an hyperbolic sum of two isotropic
spaces if α �= α−1, is the decomposition into eigenspaces of some semi-simple
element s of SO(q2), in a class of parameter (µ′, ψ ′

±) in O(q2), and such that
F(s) is conjugate to −s in O0(q2). The conjugacy class of s in O0(q2) is one
class in SO0(q2) when µ′(1) �= 0. Then by Lang’s theorem in the connected
group SO, the class of s in SO intersects G1 in some s1. Clearly the param-
eters of conjugacy classes of s and s1 in the group O1(q2) can differ only on
ψ ′

+ = ψ ′
−. But G1 has a semi-simple element of parameter (µ′, 0, 0) if and only

if it has an element of parameter (µ′, w, w). These elements, with different pa-
rameters in O0(q2), are conjugate under the algebraic special group. Hence the
two G1-conjugacy classes contained in the SO-conjugacy class are different
SO0(q2)-conjugacy classes with different parameters in O0(q2).

Let (m ′, 	 ′
+, 	 ′

−) be a parameter of a conjugacy class of SO2n,0(q2) contained
in G1. Assuming that the bilinear form is defined on Fq , we have to compute its
Witt type on Fq , or equivalently, as the dimension is known, its discriminant.

Assume first that µ′(1) = µ′(−1) = 0, where µ′ is part of the parameter
of the semi-simple component conjugacy class. As the possible parameters
(m ′, 	 ′

+, 	 ′
−) such that (16.11) holds depend only on µ′, we may consider only

semi-simple classes. Thus letµ′:F ′
0 → N withµ′( f ′) = µ′(F( f̄ ′)) = µ′( f̃ ′) =

µ′(F( ¯̃f ′)). Let x be in the class and, for µ′( f ′) �= 0, let V f ′ = �α∈ f ′ Vα be the
sum of eigenspaces Vα for α ∈ f ′ of x .

Consider the restriction of the form to the subspace V ′ := V f ′ + VF( f̄ ′) +
V f̃ ′ + VF( ¯̃f ′). V ′ is defined on Fq because F(x) = −x implies F(V f ′ ) = VF( f̄ ′)

and F(V f̃ ′ ) = VF( ¯̃f ′). We are interested in the Witt type of V ′(Fq ).

(1) Assume f̃ ′ /∈ { f ′, F( f̄ ′)}.
The subspaces V f ′ + VF( f̄ ′) and V f̃ ′ + VF( ¯̃f ′) are defined on Fq , are totally

isotropic and in duality by the form. As the form is defined on Fq , the dual of a
basis of Fq of one of these spaces (i.e. where each element of the basis is fixed
by F) is defined on Fq too. Hence V ′(Fq ) is of Witt type 0.
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(2) Assume now f̃ ′ = f ′ or f̃ ′ = F( f̄ ′) (the two equalities cannot be satis-
fied simultaneously because f ′ ∈ F ′

0). One has V ′ = V f ′ + F(V f ′ ). Fix a basis
of V f ′ (Fq2 ) and take its image by F to define a basis (ei )i of V ′(Fq2 ). Let D
be the matrix of scalar products of the ei , the Gramian matrix. The matrix with
respect to (ei )i of a basis of V ′(Fq ) may be written with four square blocks

M =
(

A F(B)
F(A) B

)

where F2(A) = A and F2(B) = B. Its Gramian ma-

trix is M D tM and has determinant Det(M)2Det(D). One has F(Det(M)) =
Det(F(M)) = (−1)mDet(M) where m is the size of A. Hence Det(M) ∈ Fq if
and only if m, the dimension of V f ′ , is even. One has m = µ′( f ′)| f ′|.

(a) f̃ ′ = f ′.
Then | f ′| and m are even, Det(M)2 is a square in Fq , and V ′ = V f ′ + F(V f ′ )

is an orthogonal sum. As the dimension of V ′ is a multiple of 4, the Witt type
of V ′(Fq ) is 0 if and only if Det(D) is a square in Fq . As F exchanges the two
orthogonal subspaces, D is a diagonal of two square blocks D0 and F(D0),
hence Det(D) ∈ Fq . Det(D) is a square in Fq , if and only if Det(D0) is a square
in Fq2 , and Det(D0) is a square if and only if the Witt type of the Fq2 -form
on V f ′ is 0 (one has q2 ≡ 1 (mod. 4)), hence if and only if µ′( f ′) is even (see
Proposition 16.8).

So the Witt type of V ′(Fq ) is 0 if and only if µ′( f ′) is even, whatever q
modulo 4 is.

(b) f̃ ′ = F( f̄ ′).
Then | f ′| is odd and F(V f ′ ) = V f̃ ′ , V ′(Fq2 ) is an hyperbolic sum of Witt

type 0. One has F | f ′|(Va) = Va−1 . On a suitable basis of eigenvectors in V f ′ and
its transform by F | f ′|, the matrix D has determinant (−1)m .

If µ′( f ′) is odd, then m is odd, so that Det(M) /∈ Fq , hence Det(M)2 is not
a square in Fq . As the size of M is even but not divisible by 4, the Witt type is
w if q ≡ 1 (mod. 4) and 0 if q ≡ 3 (mod. 4).

If µ′( f ′) is even, then m is even, Det(M2G) is a square in Fq . As the size of
M is divisible by 4, the Witt type is 0 whatever q modulo 4 is.

Assume now that µ′(1) = µ′(−1) �= 0, and ψ ′
+ = ψ ′

−.
We have F(V1) = V−1, F(V−1) = V1, hence we consider the restriction of

the form to V ′ := V1 + V−1, where V ′(Fq2 ) is of Witt type 0. As µ′(−1) is
even, the discriminant is a square in Fq if and only if the discriminant of ψ ′

+ is
a square in Fq2 . As 4 divides q2 − 1 and the dimension of V ′, we see that the
space V ′(Fq ) is of Witt type ψ ′

+. �

Proposition 16.50. (i) Let (m, 	+, 	−) be a parameter of the conjugacy class
of some x ∈ SO2n,v(q). Then



244 Part III Unipotent characters and blocks

(a) (m, 	+, 	−) is the unique parameter associated to two conjugacy
classes of G1 if and only if m(1, 2 j + 1) = m(−1, 2 j + 1) = 0 for all
j ∈ N,

(b) (m, 	+, 	−) is the unique parameter associated to one or two conju-
gacy classes of G1 if and only if m(1, j) ∈ 2N and m(−1, j) ∈ 2N for
all j > 0,

(c) if there exists j ∈ N such that m(1, 2 j + 1) /∈ 2N or m(−1, 2 j + 1) /∈
2N, then the class of x in G1 is the union of two classes of SO2n,v(q)
with different parameters.

(ii) A conjugacy class of SO2n,0(q2) contains an element of (G1 \ SO2n,v(q))
if and only if its parameter (m ′, 	 ′

+, 	 ′
−) in O2n,0(q2) satisfies

m ′( f ′, j) = m ′(F( f̄ ′), j), 	 ′
+( j) = 	 ′

−( j)

for all f ′ ∈ F ′
0.

Then the parameter (m ′, 	 ′
+, 	 ′

−) is associated to, and is the unique one
associated to, exactly two conjugacy classes of G1.

Proof. When x ∈ SO2n,v(q) has parameter (m, 	+, 	−), by Proposition 16.48
the condition CG1 (x) �⊂ SO2n,v(q) is equivalent to −1V ∈ [F, CSO(x)], i.e.
m(1, j), m(−1, j) ∈ 2N for all j ∈ N∗. Then the conjugacy class of x in SO(q)
is a conjugacy class of G1.

When F(x) = −x , and u is the unipotent component of x , then F(u) = u.
Clearly two unipotent elements of Ov(q) with equal parameters in O0(q2) have
equal parameters in O0(q). It follows that if x and x ′ are elements of G1 with
equal semi-simple components and equal parameters in O2n,0(q2), then x and
x ′ are conjugate in G1.

Now apply Propositions 16.48 and 16.23. �

For our purpose we need the number of parameters of conjugacy classes in
G0, hence in G1. In finding this, we also obtain the number of conjugacy classes
of the conformal orthogonal group.

Proposition 16.51. The sum for the two Witt types 0 and w of the number of
conjugacy classes of the conformal special orthogonal groups in even dimension
on Fq is given by the following generating function

q − 1

8
(G(t2) + 3G(−t2))2P2

4 F (�)
0 .

Proof. The number of parameters that satisfy condition (a) of Proposition 16.50
is given by the generating function P2

4 F (�)
0 . The condition m1( j) ∈ 2N selects

the function P4P−1
8 P3

4G(t2) = P2
2G(−t4) by (16.13), (16.2), the definition of G
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and (16.3). Hence the number of parameters that satisfy condition (b) is given by
the generating function (P2

4G(−t4)2 + P4
2)F (�)

0 . Other SO-conjugacy classes
(condition (c)) are fused in G1 and their number is given by P2

4(G(t4)2 −
G(−t4)2)F (�)

0 .
The total number of G1-conjugacy classes contained in some SO2n,v(q) for

some v is given by

1
2P2

4(G(t4)2 + G(t−4)2 + 2G(t−2)2)F (�)
0 .

We now have to enumerate parameters (m ′, 	 ′
+, 	 ′

−) of classes with a
non-empty intersection with (G1 \ SO2n,v(q)). The conditions are m ′( f ′, j) =
m ′(F( f̄ ′), j) = m ′( f̃ ′, j) for all f ′ ∈ F ′ and j ∈ N∗, and, 	+( j) = 	−( j) for
all j > 0.

The number of parameters (m ′, 	 ′
+, 	 ′

−) such that m(1, j) = 0 for all j
is given by the function

∏
ω′ P(t |ω′|| f ′|), where ω′ runs over the set of orbits

{ f ′, F( f̄ ′), f̃ ′, F( ¯̃f ′)} in F ′
0 and f ′ ∈ ω′. As f ′ = f̃ ′ implies f ′ �= F ′( f̄ ′),

the corresponding class is the split group. By Lemma 16.7 (ii), the gener-
ating function is P4

−1P2
2 F (�)

0 . The number of parameters of classes with
only eigenvalues 1 and −1 is given by P4

2G(t8). For all classes we obtain
G(t8)P4P2

2 F (�)
0 = P2

4G(−t2)G(t8)F (�)
0 . Each parameter corresponds to two

G1-conjugacy classes in exactly one of the two Witt types of forms.
Now we have 2(G(t4)2 + G(−t4)2) = (G(t2) + G(−t2))2 and 2G(t8) =

G(t2) + G(−t2), hence 1
2 (G(t4)2 + G(−t4)2) + G(−t2)2 + 2G(−t2)G(t8) =

1
4 (G(t2) + 3G(−t2))2.

The generating function for the sum of numbers of conjugacy classes in the
two groups G1 is therefore

(G(t2)

2
+ 3G(−t2)

2

)2

P2
4 F (�)

0 (t).

In the conformal group H := CSO2n,v(q), one has Z(H)F = q − 1. An
elementary argument (see Proposition 16.47) gives the claim of the
proposition. �

16.6. Group with connected center and derived group
Spin2n(F); conjugacy classes

In this section we assume Hypothesis 16.46 where [H, H] is the Spin group as
described at the beginning of §16.4, with π : Spin(V ) → SO(V ).

First we enumerate conjugacy classes of the group HF . Let

z0 ∈ π−1(−1V ), Z0 = Z([H, H]) = {e, −e, z0, (−e)z0}.
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If the rank n of [H, H] is odd, then z0 is of order 4 and z2
0 = −e. If the rank of

[H, H] is even, then z0 is of order 2. Recall that −1V ∈ �2n,0(q) — equivalently
z0 ∈ Spin2n,0(q) — (resp. −1V ∈ �2n,w(q) and z0 ∈ Spin2n,w(q)) if and only if
4 divides (qn − 1) (resp. 4 divides (qn + 1)). When z0 /∈ Spin2n,0(q), F(z0) =
(−e)z0. Define

G0 := {x ∈ Spin(V) | F(x) ∈ x Z0}, ρ0: G0 → Z0, ρ0(g) = gF(g)−1.

One has π (G0) = G1, G1 defined as earlier. From Proposition 16.48 we have
the following.

Proposition 16.52. Two semi-simple elements g and g′ of G0 are conjugate in
G0 if and only if ρ0(g) = ρ0(g′) and g and g′ are conjugate in H.

Proof. The centralizer CH(g) is connected because [H, H] is simply connected
(Theorem 13.14). Thus CH(g) = [CH(g), F]. Hence Proposition 16.52 follows
from Proposition 16.48. �

Proposition 16.53. Let |Z(H)F | = |Z F |N. Let (µ, ψ+, ψ−) or (µ′, ψ ′
+, ψ ′

−)
be the parameter of the class of a semi-simple element of G1, as described in
Proposition 16.49. It defines exactly
� one conjugacy class of G0 and N conjugacy classes of HF if µ(1)µ(−1) �= 0,
� four conjugacy classes of G0 and 4N conjugacy classes of HF if µ(1) =
µ(−1) = 0 or µ′(1) = 0,

� two conjugacy classes of G0 and 2N conjugacy classes of HF otherwise.

Proof. Let g be semi-simple in G0. Let D(g) be defined as in the proof of
Proposition 16.47. Recall that (−e) ∈ D(g) if and only if 1 and −1 are eigen-
values of π (g) (proof of Proposition 16.41). Clearly D(g) ∩ {z0, (−e)z0} �= ∅
if and only if π (g) and −π (g) are conjugate in SO.

The equality ρ0(g) = (−e) is equivalent to F(π (g)) = π (g) with F(g) �= g,
i.e. π (g) ∈ SO(q) and π (g) /∈ �(q) (clearly SO(q) ⊂ �(q2)). Hence ρ0(g) ∈
< − e> is equivalent to π (g) ∈ SO2n,v(q).

The relation ρ0(g) ∈ {z0, (−e)z0} is equivalent to π (g)) ∈ (G1 \ SO(q)). The
distinction between z0 and (−e)z0 corresponds to the two classes modulo �(q)
contained in (G1 \ SO(q)).

By Proposition 16.52, a semi-simple conjugacy class of [H, H] (or of H)
intersects Spin2n,v(q) in at most one conjugacy class of Spin2n,v(q). So Propo-
sitions 16.49 and 16.52 give our claim. �

Proposition 16.54. Let x ∈ G0, and let (m, 	+, 	−) or (m ′, 	 ′
+, 	 ′

−) be a pa-
rameter associated to the conjugacy class of π (x) ∈ G1 (see Proposition 16.50).
Then



16 On conjugacy classes in type D 247

(1) (m, 	+, 	−) is the (unique) parameter associated to exactly four conjugacy
classes of G0 if and only if m(1, 2 j + 1) = m(−1, 2 j + 1) = 0 for all j ∈
N;

(2) (m, 	+, 	−) is the (unique) parameter associated to two or four conju-
gacy classes of G0 if and only if m(1, 2 j + 1) = 0 and m(−1, 2 j + 1) ∈
2N for all j ∈ N, or m(−1, 2 j + 1) = 0 and m(1, 2 j + 1) ∈ 2N for all
j ∈ N;

(3) the conjugacy class of x in G0 is associated to two parameters if and only
if m(−1, 2 j− + 1) /∈ 2N for some j− ∈ N and m(1, 2 j+ + 1) �= 0 for some
j+ ∈ N or m(1, 2 j+ + 1) /∈ 2N for some j+ ∈ N and m(−1, 2 j− + 1) �= 0
for some j− ∈ N;

(4) in all other cases (m, 	+, 	−) is the unique parameter associated to exactly
one conjugacy class of G0;

(5) (m ′, 	 ′
+, 	 ′

−) is the (unique) parameter associated to exactly four conju-
gacy classes of G0 if and only if m ′(1, 2 j + 1) = 0 for all j ∈ N;

(6) in all other cases (m ′, 	 ′
+, 	 ′

−) is the (unique) parameter associated to
exactly two conjugacy classes of G0.

Proof. Let s be the semi-simple component of x . Unipotent elements and
conjugacy classes of unipotent elements of CG0 (s) and of π (CG0 (s)) are in
one-to-one correspondence. One has π (CG0 (s)) �= CG1 (π (s)) if and only if 1
and −1 are eigenvalues of s. Let u be a unipotent element of CG0 (s). Then
su is conjugate to (−e)su in G0 if and only if CG1 (π (u)) ∩ CG1 (π (s)) �⊂
π (CG0 (s)) = C◦

H(π (s)) ∩ G1. By Proposition 16.32, this fails if and only if
the parameter (m, 	+, 	−) or (m ′, 	 ′

+, 	 ′
−) associated to the class of π (su)

satisfies m(1, 2 j + 1) = 0 for all j ∈ N or m(−1, 2 j + 1) = 0 for all j ∈ N (or
m ′(1, 2 j + 1) = 0 for all j ∈ N). Thus Proposition 16.54 follows from Propo-
sition 16.50. �

From now on we consider only the split case v = 0.

Proposition 16.55. Let H be an algebraic group of type Dn, defined over Fq ,
with a connected center and a simply connected derived group, so that [H, H]F

is the split rational spin group Spin2n,0(q). Let N = |Z(H)F |. The number of
conjugacy classes of HF is the coefficient of t2n in the series

N

4

[

P2
4

(
(G(t2) + 3G(−t2))2

8

+ G(−t2)(G(t4) + 3G(−t4)

2

)

F (�)
0 + 4P4

2 F (�)
0

]

.
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Proof. Using Proposition 16.47, we consider conjugacy classes of G0 under
the conditions of Proposition 16.54. By Propositions 16.10 and 16.23, the total
number of parameters (m, 	+, 	−) of conjugacy classes of SO2n,0(q) is given
by the function

S(t) = 1
2

(
P2

4G(t4)2 F (�)
0 + P4

2 F (�)
0

)
.

The parameters of conjugacy classes of G0 with two different parameters,
given by (3) in Proposition 16.54, are equally distributed between the two
Witt types of groups. The number of such parameters is given by S1/2(t) :=
F (�)

0 P2
4((G(t4) − G(−t4))(G(t4) − G(−t2)) − (G(t4) − G(−t4))2/2, i.e.

2S1/2(t) = P2
4(G(t4) − G(−t4))(G(t4) + G(−t4) − 2G(−t2))F (�)

0 .

The number of parameters that give two or four conjugacy classes, condition (2),
in the split group is given by S2(t) := (P2

2G(−t4)P4 − P4
2)F (�)

0 + P4
2(F (�)

0 +
F (�)

0 )/2, i.e.

2S2(t) = P2
4G(−t2)(2G(−t4) − G(−t2))F (�)

0 + P4
2 F (�)

0 .

Among them the number of parameters that give four conjugacy classes, con-
dition (1), is given by the function

S4(t) = P4
2
(
F (�)

0 + F (�)
0

)
/2.

The condition m ′(1, 2 j + 1) = 0 for all j ∈ N, along with condition (b) in
Proposition 16.50, selects parameters (m ′, 	 ′

+, 	 ′
−) whose number is given by

the function

2S′
4(t) = P8P2

2P4
−1 F (�)

0 + P4
2 F (�)

0 .

The total number of parameters (m ′, 	 ′
+, 	 ′

−) for conjugacy classes of G1 or
G0 is given by the function

2S′(t) = P2
2P4G(t8)F (�)

0 + P4
2 F (�)

0 .

The function that gives the number of conjugacy classes of G0 is the linear
combination S − 1

2 S1/2 + S2 + 2S4 + 2S′ + 2S′
4. After simplifications we ob-

tain, up to the factor N/4, the series given in Proposition 16.55. �

16.7. Group with connected center and derived group
Spin2n(F); Jordan decomposition of characters

To compute the numbers y j (Theorem 16.1), we use Lusztig’s Jordan decom-
position of irreducible characters. Let H∗ be in duality with H over Fq . One
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may assume that H and H∗ are isomorphic over Fq . Let K = Z(H)F GF and
A = HF/K . By Proposition 8.1, A is isomorphic to the group of F-cofixed
points of Z(H) ∩ G, hence to Z(Spin)F = Z(Spin2n,v(q)). Thus A is of or-
der 4 if and only if −1V ∈ �2n,v(q), i.e. v = 0 or (q ≡ 1 (mod. 4) and n is
odd). A is non-cyclic if and only if n is even and v = 0, and this is the case
we consider. We may use the duality between A := Irr(A) and the center A∗

of [H∗, H∗]F ∼= Spin2n,v(q); denote this correspondence A∗ → A by z �→ λz

(8.19). Here z ∈ < − e, z0> where π (−e) = 1, π (z0) = −1, notation of §16.4.
One has the decomposition Irr(HF ) = ⋃̇

(s)E(HF , s) in Lusztig series,
where (s) runs over the set of F-stable semi-simple conjugacy classes of
H∗. As [H∗, H∗] is simply connected any F-stable conjugacy class of H∗

(resp. [H∗, H∗]) contains exactly one conjugacy class of the finite group (H∗)F

(resp. [H∗, H∗]F ) (Theorem 13.14). Letψs : E(HF , s) → E(CH∗ (s)F , 1) be a Jor-
dan decomposition of E(HF , s) (Theorem 15.8). If η ∈ E(HF , s) and λz ∈ Iη,
then there exists g ∈ (H∗)F with gsg−1 = zs. Then g acts on E(CH∗ (s)F , 1)
(see Proposition 15.9) and one has

ψsz(λz ⊗ χ ) = g.ψs(χ ) (µ ∈ E(CH∗ (s)F , 1), gsg−1 = zs)(16.56)

by Theorem 15.8 (see Exercise 15.4).
We need generating series for the number of irreducible unipotent characters.

The elements of E(GF , 1) are parametrized by “symbols” (see [Cart85] §16.8)
and by the last assertion of Theorem 15.8 the map µ �→ g.µ in (16.56) is the
identity on symbols.

Denote by Φ(n, v) the number of unipotent irreducible characters of an
adjoint group of type Dn if v = 0, and 2Dn if v = w. Define the application p2 by

P(t)2 =
∑

n∈N

p2(n)tn.

Lusztig proved ([Lu77] 3.3)

Φ(n, 0) =
{ ∑

d>0 p2(n − 4d2) + 1
2 p2(n) + 3

2 p(n/2) if n is even,
∑

d>0 p2(n − 4d2) + 1
2 p2(n) if n is odd.

Φ(n, w) =
∑

d>0

p2(n − (2d − 1)2) ,

where p(a) = 0 when a /∈ N.
Let Φ̃(n, 0) = Φ(n, 0) − 2p(n/2) for even n, and Φ̃(n, v) = Φ(n, v),

Φ̃(n) = Φ(n) in other cases; Φ̃ is the number of so-called classes of non-
degenerate symbols.

Let

Φ0(t) :=
∑

m≥1

Φ(m, 0)t2m, Φw(t) :=
∑

m≥1

Φ(m, w)t2m .
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Similarly let

Φ̃0(t) :=
∑

m≥1

Φ̃(m, 0)t2m, Φ̃w(t) :=
∑

m≥1

Φ̃(m, w)t2m .

We have

2 + Φ0(t) + Φw(t) = 1
2P2

2(G(t2) + 3G(−t2))(16.57)

and

2 + Φ0(t) − Φw(t) = 2P2
2G(−t2) = 2P4,(16.58)

hence Φw(t) = P2
2(G(t2) − G(−t2))/4. As Φ̃0(t) + Φ̃w(t) = P2

2(G(t2) −
G(−t2))/2 and Φ̃w = Φw, we have also

Φ̃0(t) = Φ̃w(t) = 1

4
P2

2(G(t2) − G(−t2)).(16.59)

16.8. Last computation, y1, y2, y4

We shall have to consider all even dimensions 2n, so we will write eventually
yi (2n) (i = 1, 2, 4, n ≥ 1).

Consider a semi-simple element s ∈ (H∗)F such that sg = z1s with z1 ∈
Z(H∗) for some g ∈ H∗. As H∗ = Z(H∗)[H∗, H∗], we may assume g ∈
[H∗, H∗]. But s = zs0 with z ∈ Z(H∗) and s0 ∈ [H∗, H∗]. Therefore sg

0 = z1s0,
z1 = sg

0 s−1
0 ∈ [H∗, H∗]. As z1 is of order prime to the characteristic, for

some power a of p one has sga

0 = z1s0 and ga is semi-simple, so assume g
is semi-simple. But F(s) = s implies z−1

1 F(z1) = s0 F(s0)−1 ∈ Z([H∗, H∗]).
There exists t ∈ C[H∗,H∗](g) with t−1 F(t) = s0 F(s0)−1 (Lang’s theorem in
the connected group C[H∗,H∗](g)). Then F(ts0) = ts0 and (ts0)g = z1(ts0).
The series E(HF , zs0) and E(HF , ts0) are in one-to-one correspondence with
E(CH∗ F (s0), 1), with action of g or of λz1 in (16.56).

Now if z ∈ Z(H∗), then the conjugacy class of zts0 is F-stable if and only
if ts0 is a conjugate of z−1 F(z)ts0, i.e. z ∈ L−1(A′(ts0)), where A′(ts0) is the
stabilizer of the conjugacy class of ts0 under translation by elements of Z(H∗)
(clearly, A′(ts0) ⊂ A∗).

It follows that, for any subgroup A′ of Z([H∗, H∗]), the number of
semi-simple conjugacy classes C of H∗ such that C = F(C) = A′C is
|Z(H∗)F/Z([H∗, H∗])F | times the similar number for [H∗, H∗]. We may restrict
the computation of the numbers y j to the series defined by s ∈ [H∗, H∗]F . Put
N = |Z(H∗)F/Z([H∗, H∗])F |.
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The condition λ−e ⊗ χ = χ for χ ∈ Irr(HF ). A semi-simple element s is con-
jugate to −es in HF if and only if the centralizer of π (s) in the special group
is not connected, hence if and only if π (s) has eigenvalues 1 and −1 (Proposi-
tion 16.25). Then the conjugacy is induced by an element g whose image under
π belongs to SO(V1 ⊥ V−1) \ SO(V1) × SO(V−1). By Proposition 15.17, g ex-
changes irreducible representations, associated with degenerate symbols, and
fixes the others.

Let (µ, ψ+, ψ−) or (µ′, ψ ′
+, ψ ′

−) be the parameter of the conjugacy class of
π (s) ∈ G1; see Proposition 16.49.

In case π (s) ∈ SO2n(q), the number of fixed irreducible characters in
E(HF , s) is Φ̃(µ(1)/2, ψ+)Φ̃(µ(−1)/2, ψ−)

∏
( f, f̃ )⊂F0

p(µ( f )) and is given
by the generating function

�(µ,ψ)
̃(µ(1)/2, ψ+)Φ̃(µ(−1)/2, ψ−)tµ(1)+µ(−1)�( f, f̃ ) p(µ( f ))tδ( f )µ( f ),

where δ( f ) = | f | if f = f̃ , or δ( f ) = 2| f |. The product on the right is F (�)
0 (t),

defined in §16.2. The classes of semi-simple elements with µ(−1)µ(1) �= 0 are
equally distributed between the two Witt types of forms (see Proposition 16.53).
The generating function for the number of such characters is therefore N ((Φ̃0 +
Φ̃w)2)F (�)

0 /2.
Consider now all the series E(HF , s) with s ∈ Z(H∗)s0 and π (s0) ∈

(G1 \ SO2n,0(q)). The number of fixed irreducible characters in E(HF , s)
is Φ̃(µ′(1)/2, ψ ′

+)
∏

p(µ′( f ′)) where the product on the right runs over

the set of ( f ′, f̃ ′, F( ¯̃f ′), F( f̃ ′)) ⊂ F0. By Lemma 16.7(ii), it is equal to
P2

2P4
−1 F (�)

0 . The generating function for the number of such characters is
therefore N (Φ̃0(t2) + Φ̃w(t2))P2P4

−1 F (�)
0 . By (16.59), the generating func-

tion Y−e(t) = 1 + ∑
n≥1 y−e(2n)t2n for the number ye of irreducible characters

whose stabilizer in A contains λ−e is

Y−e(t) = N

8
P2

4((G(t2) − G(−t2))2(16.60)

+ 4G(−t2)(G(t4) − G(−t4)))F (�).

The contribution of y−e(2n) to y2(2n) is y−e(2n) − y4(2n).

The number y(±e)z0,2(4n) of χ ∈ Irr(HF ) such that Iχ = <(±e)z0>. Assume
s is a conjugate of z0s or of (−e)z0s. In the special group π (s) and −π (s) are
conjugate. Let λ = λz and z ∈ {z0, (−e)z0}.

We prove the following.

Proposition 16.61. (i) The parameter (µ, ψ+, ψ−) defines a semi-simple con-
jugacy class of SO2n,v(q) containing both an element x and (−1V )x if and
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only if
(a) µ( f̄ ) = µ( f ) for all f ∈ F , ψ+ = ψ− and
(b) n is even or µ(1) �= 0.

(ii) The parameter (µ′, ψ ′
+ = ψ ′

−) defines a semi-simple conjugacy class of
(G1 \ SO2n,0(q)) containing both an element x and (−1V )x if and only if

(a′) µ′( f̄ ′) = µ′( f ′) for all f ′ ∈ F ′, ψ ′
+ = ψ ′

− and
(b′) if n is even, then ψ ′

+ = 0, if n is odd then µ′(1) �= 0 and ψ ′
+ = w.

Proof. Note first that:
1. we know that when n is odd z2

0 = −e, so that if s is conjugate to z0s in
G1, then s is conjugate to (−e)s, hence π (s) has eigenvalues 1 and −1,

2. with our convention ψ ′
+ = 0 when µ′(1) = 0, (b′) may be written µ′(1) ≡

n (mod. 2).
If a semi-simple conjugacy class of the orthogonal group O2n,v(q) contains

both x and (−1V )x , then its parameter (µ, ψ+, ψ−) satisfies (a).
Conversely assume (a) is true for some (m, ψ+, ψ−). By Proposition 16.8

there exists a rational orthogonal transformation g of V such that gxg−1 =
(−1V )x . This equality defines g modulo the centralizer of x . If 1 is an eigenvalue
of x , then −1 is an eigenvalue of x , so that the centralizer of x in the orthogonal
group is not contained in the special group. Hence there are some g as above in
the special group. Assume now that µ(1) = µ(−1) = 0. Then the centralizer
of x is contained in the special group so that all g that satisfy the equality
have equal determinant, and this is true for g rational or not. But gxg−1 =
(−1V )x is equivalent to g(Vα) = V−α for all eigenvalues α and eigenspaces
Vα of x . Let β be such that β4 = 1 but β /∈ {1, −1}. If α /∈ {α−1, −α−1}, i.e.
α /∈ {−1, 1, β, −β}, then the exchange of Vα ⊕ Vα−1 and V−α ⊕ V−α−1 may
be realized by an element of SO(Vα ⊕ Vα−1 ⊕ V−α ⊕ V−α−1 ), where the direct
sum of the four distinct eigenspaces is endowed with the restriction of the
quadratic form. But if α ∈ {β, −β}, then g(Vα) = V−α and g(V−α) = Vα is
realized by some special g only if the dimension µ(β) (or µ({β, −β}) when
q ≡ 3 (mod 4)) of Vβ is even. Clearly n ≡ µ(β) (mod 2). (b) follows.

Applying (a) and (b) in SO2n,v(q2), we obtain that if a conjugacy class of
(G1 \ SO2n,v(q)) contains x and (−1V )x then its parameter (m ′, ψ ′) satisfies
µ′( f̄ ′) = µ′( f ′) for all f ′ ∈ F ′, ψ ′

+ = ψ ′
− and µ′(1) �= 0 when n is odd. These

conditions imply the existence of g ∈ SO0(2n) such that gxg−1 = (−1v)x . Fur-
thermore, as F(x) = −x , g−1 F(g) ∈ C(x). As g is defined modulo CSO(x),
there exists such a g ∈ SO(q) if and only if, for any such g, g−1 F(g) ∈
[F, CSO(x)]. There is such a g in SO(q) at least when CSO(g) is connected.

Consider now the action of g on the subspace V1 ⊥ V−1 of dimension
2µ′(1) �= 0. Assume first that µ′(1) = n. If ψ ′

+ = 0, then V1(q2) admits an
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orthonormal basis {e j }1≤ j≤µ′(1) with respect to the restriction of the form. Then
{F(e j )}1≤ j≤µ′(1) is an orthonormal basis of V−1 and we may take g(e j ) = F(e j ),
g(F(e j )) = e j (1 ≤ j ≤ µ′(1)) to define the restriction of g to V1 ⊥ V−1 as
an element of SO(q). If ψ ′

+ = 1, there exists a basis {e j }1≤ j≤µ′(1) of V1 such
that the value of the form on � j x j e j (x j ∈ Fq2 ) is γ x2

1 + �1< j x2
j , where

−γ is not a square in Fq2 . On the basis {F(e j )} j of V−1, the restriction of
the form is γ q x2

1 + �1< j x2
j . One sees that a solution in g ∈ SO(q2) for the

equalities g(V1) = V−1, g(V−1) = V1 is g(e1) = αF(e1), g(F(e1)) = α−1e1,
g(e j ) = F(e j ), g(F(e j )) = e j (1 < j) with α2γ q−1 = 1. Then the restriction
of g−1 F(g) to V1 has determinant α−(q+1) = γ (q2−1)/2 = −1 because γ is not
a square in Fq2 . In the general case, decompose g into g1g0, g1 and g0 acting
respectively on the spaces V1 ⊥ V−1 and (V1 ⊥ V−1)⊥. When n is even, g0 has
to be special, so that g may be special only if g1 is special, hence ψ+ = 0. When
n is odd g0 has to be non-special, so that g may be special only if ψ+ = 1. �

Let f ∈ F0 be such that µ( f ) �= 0.
If f �= f̄ , then g∗ exchanges the isomorphic components in f and f̄ of

CH∗ (s)F ; each one has p(µ( f )) unipotent irreducible characters. If f̃ �= f = f̄ ,
then | f | ∈ 2N, and the action of g∗, up to an element of CH∗ (s)F , is induced by
F | f |/2. Any element of E(CH∗ (s)F

f , 1) is fixed, and |E(CH∗ (s)F
f , 1)| = p(µ( f )).

When (π (s)2 − 1V ) is one-to-one, the number of λz0 -fixed or λ(−e)z0 -fixed ir-
reducible characters is given by the product

∏
p(µ( f )) on the sets { f, f̃ , f̄ , ¯̃f }.

By Lemma 16.6, it is the coefficient in degree 2n of the series P2 F (�)
0 (t2),

or P2
2P4

−1 F (�)
0 by (16.20). The even subseries of degrees divisible by 4

is (P2 + P−
2 )P2P−1

4 F (�)
0 /2. By Proposition 16.53, the contribution to y2 of

series E(HF , s) without the eigenvalue 1 or −1 is given by the function
2N (P2 + P−

2 )P2P−1
4 F (�)

0 .
Consider now the two components of CH∗ (s)F for the eigenvalues 1 and −1,

in case π (s) has eigenvalues 1 and −1. Then s is conjugate to (−e)z0s as well as
to z0s. We may assume that the element g∗ ∈ (H∗)F that satisfies g∗sg∗−1 = z0s
exchanges the two components. It defines a one-to-one map between the sets of
irreducible unipotent characters, hence an involutive map on the set of symbols
γ : 
(µ(1)/2, ψ+) → 
(µ(1)/2, ψ+) = 
(µ(−1)/2, ψ−). The fixed points are
the pairs (�, γ (�)). But s and (−e)s are conjugate and we have seen that non-
degenerate symbols are Jordan parameters of fixed points of λ−e in E(GF , s).
Hence the stabilizer in A of χ ∈ E(GF , s) is exactly <λz0> if and only if its
Jordan parameter is (�, γ (�)) for some degenerate symbol �. Such a symbol
exists only if ψ ′

+ = 0; their number is Φ(µ(1)/2, 0) − Φ̃(µ(1)/2, 0), coefficient
of degree 2µ(1) of 2(P8 − 1) by (16.58). From what we have seen on the
action of λ−e, if g∗

1sg∗
1
−1 = (−e)z0s, the induced map γ ′: 
(µ(1)/2, ψ+) →


(µ(1)/2, ψ+) differs from γ on degenerate symbols, so that the stabilizer in
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A of χ ∈ E(GF , s) is exactly <λ(−e)z0> if and only if its Jordan parameter is
(�, γ (�)′) for some degenerate symbol �, where γ (�)′ = γ ′(�) is the twin
of γ (�). Using Proposition 16.53, we obtain the total number of irreducible
characters in the considered series with stabilizer <λz0> or <λ(−e)z0>; it is
given by the function 2N (P8 − 1)P2(P2 + P−

2 )P4
−1 F (�)

0 .
Consider now the series defined by classes whose parameter is the parameter

in SO2n,0(q2) of a class of (G1 \ SO2n,0(q)). The parameter (µ′, ψ ′
±) has to

satisfy µ′( f ′) = µ′( f̄ ′). Thus µ′ is constant on an orbit under the group B
in Lemma 16.7 whose (ii) states that �ω′∈F ′

0/<A′,F>P(t |ω′|) = P2
2P4

−1 F (�)
0 .

In case µ′(1) �= 0, there is only one component in CH∗ (s)F corresponding to
eigenvalues 1 and −1, Jordan parameters of irreducible unipotent characters
are elements of 
(µ′(1)/2, ψ ′

+) and we have yet seen that only degenerate
symbols are not fixed by λ−e. By Proposition 16.53, the number of considered
irreducible characters is given by the function 2NP8(P2 + P−

2 )P2P−1
4 F (�)

0 .
Hence, with Y(±e)z0,2(t) := 1 + ∑

j y(±e)z0,2(4n)t4n ,

Y(±e)z0,2(t) = 4NP2P4
−1P8(P2 + P−

2 )F (�)
0 .(16.62)

Number of χ ∈ Irr(HF ) with Iχ = A. The parameter (µ, ψ) or (µ′, ψ ′) of
s has to satisfy ∀ f ∈ F, µ( f ) = µ( f̄ ), µ(1) �= 0 and ψ+ = ψ− or, ∀ f ′ ∈
F ′, µ′( f ′) = µ′( f̄ ′), ψ ′

+ = ψ ′
− = 0 and µ′(1) �= 0.

From the preceding discussion it follows that the number of A-fixed ele-
ments of E(HF , s) is then Φ̃(µ(1)/2, ψ+)� f p(µ( f )), where f runs over a
set of representatives of the orbits under A = < f �→ f̄ , f �→ f̃ > on F0, or
Φ̃(µ′(1)/2, 0)� f p(µ( f )), where f runs over a set of representatives of the
orbits under A′ = < f ′ �→ f̄ ′, f ′ �→ f̃ ′, f ′ �→ F( f ′)> on F ′

0.
Let Y4(t) := 1 + ∑

n≥1 y4(2n)t2n . From Proposition 16.53 and Lemmas 16.6
and 16.7 (iii), we have

Y4(t) = N (Φ̃0(t2) + Φ̃w(t2) + 2Φ̃0(t2))P2
2P4

−1 F (�)
0 .

From (16.59), we have

Y4(t) = NP2
2P4

(
G(t4) − G(−t4)

)
F (�)

0 .(16.63)

The equality 4|Irr(K )| = y1 + 4y2 + 16y4. One has y1 + y2 + y4 =
|Irr(HF )|. It is given by the coefficients of degree 4n in the series given in
Proposition 16.55. The number 3y2 + 15y4 in dimension 4n is the coefficient of
degree 4n in 3Ye + 3Y(±e)z0,2 + 12Y4, by formulae (16.60), (16.62) and (16.63).
On the other side, up to a multiplier N , |Irr(K )| is given by the coefficient of
degree 4n in formula (16.43). The verification reduces to two facts: On the
coefficient of F (�)

0 it is 2G(t4)2 = G(t2)2 + G(−t2)2, on the coefficient of F (�)
0 ,
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by (16.2), (16.20) and (16.15),P4
2 F (�)

0 andP2
2P4G(−t4)F (�)

0 agree on degrees
divisible by 4.

Remark. The number of irreducible representations of HF may be computed
by Jordan decomposition, semi-simple conjugacy classes are described by
Proposition 16.53. We may describe an irreducible representation by a pa-
rameter (m0, φ+, φ−) or (m ′, φ′), where m0:F0 × N∗ → N is subjected to the
same conditions as the restriction of m to F0 × N∗, and φ+, φ−, φ′ are symbols.
Up to the factor N introduced in Proposition 16.53, the generating functions
are

T = 1
2

(
(1 + 
0)2 + 
2

w

)(
F (�)

0 + F (�)
0

) + (1 + 
0)
w
(
F (�) − F (�)

0

)
,

which give the number of all parameters defined on Fq ,

T4 = 1
2

(
F (�)

0 + F (�)
0

)
,

which gives the number of parameters (m0, φ+, φ−) associated to four conju-
gacy classes of semi-simple elements, and

T1 = 1
2

(

2

0 + 
2
w

)(
F (�)

0 + F (�)
0

) + 
0
w
(
F (�) − F (�)

0

)
,

which gives the number of parameters (m0, φ+, φ−) associated to only one
conjugacy class.

As for parameters (m ′
0, 


′) defined on Fq2 , their total number T ′(t) is a sum
of
(1 + 
0(t2))(P2

2P4
−1 F (�)

0 + P8
−1P4

2 F (�)
0 )/2 and


w(t2)(P2
2P4

−1 F (�)
0 − P8

−1P4
2 F (�)

0 )/2,

T ′(t) = (1 + 
0(t2) + 
w(t2))P2
2P4

−1 F (�)
0 /2

+ (1 + 
0(t2) − Φw(t2))P4
2P8

−1 F (�)
0 /2

and the number of parameters (m ′
0, φ

′) associated to four conjugacy classes is
given by the function

T ′
4(t) = 1

2

(
P2

2P4
−1 F (�)

0 + P4
2P8

−1 F (�)
0

)
.

Then 2T ′ + 2T ′
4 = P2

4G(−t2)(G(t4) + 3G(−t4))F (�)
0 /2 + 2P4

2 F (�)
0 . We have

y1 + y2 + y4 = N (2T + 2T4 − T1 + 2T ′ + 2T ′
4) and find the function given in

Proposition 16.55, thanks to (16.57) and (16.58), is

P2
4

(
(G2 + 3G−2)2

8
+ G−2(G4 + 3G−4)

2

)

F (�)
0 + 4P4

2 F (�)
0 .
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Exercises

1. Find a generating function for the number of conjugacy classes of finite
general linear groups GLn(q).

2. Find a generating function for the number of conjugacy classes of unitary
groups GL(n, −q).

Show that a conjugacy class of GL(n, −q) for some n is defined by an
application m ′:F ′ → N such that m ′( f ′) = m ′( f̃ ′), where F ′ is defined on

Fq2 . The corresponding generating function is
∏

j≥1

(
1+t j

1−qt j

)
= P1

4P2
−1
.

3. Find a generating function for the number of conjugacy classes of symplectic
groups Sp2n(q).

A conjugacy class of Sp2n(q) for some n is defined by a triple (m, 	+, 	−)
as in Proposition 16.10 with conditions m(±1, 2 j + 1) ∈ 2N and 	+( j)
(resp. 	−( j)), defined for j > 0, is a Witt symbol on Fq in dimen-
sion m(1, 2 j) (resp. m(−1, 2 j)). The corresponding generating function is
∏

j≥1

(
(1+t2 j )4

1−qt2 j

)
= P2

6P4
−4 F (�)

0 .

4. Find generating functions for the number of conjugacy classes of the groups
�n,v(q).

5. ([Lu77], 6.4). Let (d0
n )n∈N, (dw

n )n∈N be two sequences of integers.
Let V be an orthogonal F-space, of even dimension 2n, with a rational

structure on Fq , of Witt symbol v ∈ {0, w}. The special Clifford group
H = CL(V )◦ (§16.4) is in duality over Fq with the conformal group
CSO(V ) (§16.6). For any semi-simple element s of HF , π (s) ∈ SO(V )F

has a parameter (µ, ψ+, ψ−). Consider the orthogonal decomposition
V = V1(π (s)) ⊥ V−1(π (s)) ⊥ V 0(π (s)) (two eigenspaces for 1, −1, and
an orthogonal complement as before Proposition 16.8). Let b0(s) be the
number of unipotent conjugacy classes in the centralizer of the restriction
π (s) |V 0(Fq ) in SO(V 0)F . Put

bv(s) = dψ+
µ(1)/2dψ−

µ(−1)/2b0(s).

Verify the identity

1 + 1

2(q − 1)

∑

n∈N∗

(
∑

(s)

bv(s) +
∑

(s)

bw(s)

)

t2n

=
(

1 + 1

2

∑

n∈N∗

(
d0

n + dw
n

)
t2n

)2

F (�)
0

where (s) runs over the sets of semi-simple conjugacy classes in the
respective rational special Clifford groups.
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With dv
n = 
(n, v) = |E(SO2n,v(q), 1)|, according to the Jordan decom-

position, one has bv(s) = |E(CSO(V )F , s)| and the preceding series gives,
up to the divisor 2(q − 1), the numbers of elements in Irr(CSO2n,0(q)) ∪
Irr(CSO2n,w(q)). Verify the compatibility with Proposition 16.51.

6. On orthogonal groups in odd dimension (type Bn), check the following
results.

The number of conjugacy classes of SO2n+1,v(q) (v ∈ {1, d}) is given by
the generating function tP2

4G1(t4)G(t4)F (�)
0 , where G1(t) = ∑

j∈N
t j( j+1).

Let (cn)n∈N be a sequence of integers.
The special orthogonal group SO(2n + 1) and the symplectic group

Sp(2n) may be defined as dual groups over F and Fq . Let V be a symplectic F-
space with a rational structure on Fq . For any semi-simple element of Sp(V )F

consider as in Exercise 5 the decomposition V = V1(s) ⊥ V−1(s) ⊥ V 0(s),
let b0(s) be the number of unipotent conjugacy classes in the centralizer of
the restriction s |V 0(Fq ) in Sp(V 0)F . Put

b(s) = cµ(1)/2cµ(−1)/2b0(s)

where µ(±1) is the dimension of the eigenspace V±1(s). One has an identity

∑

n∈N

(
∑

(s)

b(s)

)

t2n =
(

∑

n∈N

cnt2n

)2

F (�)
0

where (s) runs over the set of semi-simple conjugacy classes of Sp2n(q).
Let

Φ(n) =
∑

d>0

p2(n − (d2 − d))

hence
∑

n∈N

Φ(n)tn = P1
2G1 .

Lusztig proved

Φ(n) = |E(Sp2n(q), 1)| = |E(SO2n+1(q), 1)| .
With cn = Φ(n), one has b(s) = |E(C◦

Sp(V )(s)F , 1)| = |E(SO(2n + 1)F , s)|
so that

∑
(s) b(s) is |Irr(SO2n+1(q))|.

Indeed one has
∑

n∈N
|Irr(SO2n+1(q))|t2n+1 = tP2

4G1(t4)G(t4)F (�)
0 ,

thanks to the identity G(t2)G1(t2) = G1(t)2.
7. On the conformal symplectic group CSp(2n).

The group of symplectic similitudes is in duality with the Clifford group
of an orthogonal space of odd dimension 2n + 1. Arguing as in Exercises 5
and 6, show the following results.
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Let (d0
n )n∈N, (dw

n )n∈N, (cn)n∈N, define b(s) for any semi-simple element
s of the rational special Clifford group CL◦(2n + 1)F , so that

∑

n∈N

(
∑

(s)

b(s)

)

t2n

= (q − 1)
(∑

n∈N

cnt2n
)(

1 + 1

2

∑

n∈N∗

(
d0

n + dw
n

)
t2n

)
F (�)

0

where (s) runs over the set of semi-simple conjugacy classes of
CL◦(2n + 1)F .

With dv
n = 
(n, v) and cn = Φ(n), one obtains a generating function for

the number of irreducible characters (or of conjugacy classes) of CSp2n(q),
i.e., up to a factor (q − 1)/4, P2

4
(
G(t2) + 3G(−t2)

)
G1(t2)F (�)

0 .

Notes

Proofs of the results of §16.3 and generalizations, including characteristic 2,
may be found in [Wall63]. For older references, see its introduction. A survey
on conjugacy classes in reductive groups is given in [SpSt70].

In his fundamental work on the classification of representations of finite
classical groups, Lusztig considers groups of rational points of reductive alge-
braic groups with connected center [Lu77]. His proof includes the verification
that the number of exhibited irreducible representations is actually equal to
the number of conjugacy classes. Corresponding generating functions, as in
Proposition 16.51 above, are given there, including the characteristic 2 case
(see Exercises 5, 6 and 7 for types in odd characteristic).
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Standard isomorphisms for unipotent blocks

Let G be a connected reductive F-group defined over Fq , with Frobenius endo-
morphism F : G → G. Let G∗ be in duality with G (see Chapter 8).

Let � be prime, different from the characteristic of F. Let (O, K , k) be an �-
modular splitting system for GF . We recall from Chapter 9 that there is a product
of �-blocks OGF .b�(GF , 1) whose set of irreducible characters is the union of
rational series E(GF , s) for s ranging over �-elements of (G∗)F . Recall that
we call these blocks the “unipotent blocks”, they are the ones not annihilated
by at least one unipotent character (see Theorem 9.12). Since the unipotent
characters have Z(GF ) in their kernel, and since we have a bijection

ResGF

[G,G]F : E(GF , 1) → E([G, G]F , 1),

one may expect that the algebraOGF .b�(GF , 1) depends essentially only on the
type of (G, F). It is easily proved that the partitions of E(GF , 1) and E(GF

ad, 1)
induced by �-blocks are the same (Theorem 17.1). To get an isomorphism of
O-algebras one must, however, take care of the whole of E�(GF , 1) (not just
unipotent characters). Under a stronger hypothesis on � (namely, � does not
divide the order of Z(Gsc)F ), we prove the isomorphism of O-algebras

OGF .b�(GF , 1) ∼= OZ(GF )� ⊗O OGF
ad.b�(GF

ad, 1)

(see Theorem 17.7). The proof uses the results of Chapter 15 (and therefore
also Chapter 16); see Proposition 17.4 below.

In this chapter, (G, F) is a connected reductive F-group defined over Fq ,
and σ : G → G̃ is an embedding that satisfies (15.1(σ )). One has a commutative

259



260 Part III Unipotent characters and blocks

diagram

GF σ−−→ G̃F



�π (D)



�π̃

π (GF )
j−−→ Gad

F

and the associated restriction maps Resσ , Resπ , Res j , Resπ̃ going the other way
around on the corresponding sets of central functions.

17.1. The set of unipotent blocks

A first result shows that G → Gad behaves well with respect to the decompo-
sition into unipotent blocks (see Definition 9.13).

Theorem 17.1. Let � be a prime not dividing q. Then GF and GF
ad have the

same number of unipotent �-blocks, and the map from ZE�(GF
ad, 1) to ZE�(GF , 1)

induced by Res j preserves the orthogonal decomposition induced by �-blocks.

The proof requires two lemmas. Let G be a finite group.
The first lemma is about blocks of G and G/Z(G) (see [NaTs89] §5.8).

Lemma 17.2. If Z ⊆ Z(G) and χ , χ ′ ∈ Irr(G) are such that Z ⊆ Ker(χ ) ∩
Ker(χ ′), then χ and χ ′ define the same �-block of G if and only if they define
the same �-block as characters of G/Z.

The next lemma is about normal subgroups (see [NaTs89] §5.5).

Lemma 17.3. Let A � G. Let b (resp. a) be an �-block of G (resp. A) with
χ0 ∈ Irr(G, b) such that ResG

Aχ0 ∈ Irr(A, a).
For all χ ∈ Irr(G, b), ResG

Aχ ∈ ZIrr(A, a) and each element of Irr(A, a)
occurs in such a restriction.

Proof of Theorem 17.1. The map Resπ̃ sends E�(GF
ad, 1) into Irr(G̃F ). By Propo-

sition 15.9, it induces E(GF
ad, 1)

∼−−→E(G̃F , 1). Lemma 17.2 tells us that it pre-
serves the partition induced by �-blocks, so, by Theorem 9.12, it sendsE�(GF

ad, 1)
into E�(G̃F , 1) preserving �-blocks (one may also prove that it preserves gen-
eralized characters RG

T θ ).

Let us now look at the restriction map Resσ = ResG̃F

GF : ZE�(G̃F , 1) →
ZE�(GF , 1) and show that it preserves the orthogonal decomposition into
blocks. We have Resσ (E�(G̃F , 1)) ⊆ ZE�(GF , 1) by Proposition 15.6. Each
�-block of E�(GF , 1) and E�(G̃F , 1) contains a unipotent character (Theo-
rem 9.12(ii)) and one has Resσ (E(G̃F , 1)) = E(GF , 1) by Proposition 15.9. This
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implies that all �-block idempotents b of GF such that Irr(GF , b) ⊆ E�(GF , 1)
are G̃F -fixed. It now remains to show that such a block idempotent b
of GF cannot split as a sum of several block idempotents of G̃F . Those
blocks {b′} of G̃F would all satisfy Irr(G̃F , b′) ∩ E(G̃F , 1) 	= ∅ (Theo-
rem 9.12(ii)). So, to prove our claim, it suffices to check that, if χ1,
χ2 ∈ E(G̃F , 1) and bGF (Resσχ1) = bGF (Resσχ2), then bG̃F (χ1) = bG̃F (χ2).
Since Resσχ2 ∈ Irr(GF , bGF (Resσχ1)), there exists χ3 ∈ Irr(G̃F , bG̃F (χ2)) such
that 〈Resσχ3, Resσχ1〉GF 	= 0 (Lemma 17.3 for a = bGF (Resσχ1) and b =
bG̃F (χ2)). But Resσχ1 ∈ Irr(GF ) and G̃F/GF is commutative, so Clifford theory
implies that χ3 = λχ1 where λ is a linear character of G̃F with λ(GF ) = 1.

Since χ1 is unipotent, there exists an F-stable maximal torus T ⊆ G̃ such that
〈χ1, RG̃

T (1)〉G̃F 	= 0. Then 〈λχ1, RG̃
T (ResG̃F

TF λ)〉G̃F = 〈χ1, λ
−1RG̃

T (ResG̃F

TF λ)〉G̃F =
〈χ1, RG̃

T (1)〉G̃F 	= 0 (use Proposition 9.6(iii)). We get 〈χ3, RG̃
T (ResG̃F

TF λ)〉G̃F 	= 0,
but χ3 ∈ Irr(G̃F , bG̃F (χ1)) ⊆ E�(G̃F , 1) (see Definition 9.13), so the definition

of Lusztig series implies that ResG̃F

TF λ is an �-element of the group Irr(TF ).
But we have TF GF = G̃F (use Proposition 8.1 and the fact that [T ∩ G, F] =
T ∩ G since this is connected), so λ is an �-element.

But then multiplication by λ preserves the partition of Irr(G̃F ) induced by
�-blocks. This can be seen as follows. The automorphism of the group algebra
over O defined on group elements by g → λ(g−1)g, sends eχ to eλχ (see Def-
inition 9.1), but fixes the central idempotents since it is trivial mod. J (O) and
one may use the lifting of idempotents.

Then we have bG̃F (χ1) = bG̃F (χ3), and hence bG̃F (χ1) = bG̃F (χ2) as
claimed. �

17.2. �-series and non-connected center

We now show essentially that ResG̃F

GF bijects characters in rational series associ-
ated with semi-simple elements whose order is not involved in non-connexity
of centers. This is where we use Theorem 15.11.

Proposition 17.4. Let σ : G → G̃ be as above, π̃ : G̃ → G̃ad = Gad and π =
π̃ ◦ σ the canonical epimorphisms, hence the inclusion j : π (GF ) → GF

ad and
the diagram (D). Dually, let σ ∗: (G̃)∗ → G∗, π∗: Gad

∗ → G∗, (π̃ )∗: Gad
∗ →

(G̃)∗ be dual morphisms such that π∗ = σ ∗ ◦ (π̃ )∗.
(i) Let t be a semi-simple of G∗F whose order is prime to |(Z(G)/Z◦(G))F |.
Let s1 ∈ (Gad

∗)F and s ∈ (G̃∗)F be such that t = σ ∗(s) and s = (π̃ )∗(s1).
Then the commutative diagram (D) gives rise by the associated restrictions to
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the following commutative diagram of bijections

E(GF , t)
Resσ←−− E(G̃F , s)

�

Resπ

�

Resπ̃

E(π (GF ), π (t))
Res j←−− E(GF

ad, s1)

where E(π (GF ), π (t)) := Res j (E(GF
ad, s1)) is a set of irreducible characters of

π (GF ).
(ii) π∗ induces a bijection from the set of conjugacy classes of elements of

(Gad
∗)F with order prime to |(Z(G)/Z◦(G))F | to the set of conjugacy classes

of elements of (G∗)F contained in the image of π∗ and with order prime to
|(Z(G)/Z◦(G))F |.

Proof. (i) We first use the equality t = σ ∗(s). By Proposition 15.6, restrictions
to GF of elements of E(G̃F , s) decompose in E(GF , t). Hence the group G̃F ,
acting on the representations of its normal subgroup GF , leaves stable the sub-
set E(GF , t) and this operation induces an operation of Q := GF

ad/π (GF ) on
E(GF , t). The cardinality of an orbit of Q on the series E(GF , s) is the order
of some subgroup of CG∗ (t)F/C◦

G∗ (t)F (see Corollary 15.14). But the prime
divisors of the order of CG∗ (t)F/C◦

G∗ (t)F divide the order of t (see Proposi-
tion 13.16(i)). Yet, by (15.4) and hypotheses on t , the order of Q is prime to
the order of t . So the action of G̃F on E(GF , t) is trivial. On the other hand, by
Theorem 15.11, we know that the restrictions to GF of elements of E(G̃F , s)
are multiplicity free. By Clifford theory, Resσ (E(G̃F , s)) ⊆ E(GF , t).

If µ ∈ Irr
(
G̃F/σ (GF )

)
corresponds to z ∈ Ker(σ ∗)F by (15.2), then multi-

plication by µ induces a bijection from E(G̃F , s) onto E(G̃F , zs) (see Proposi-
tion 8.26). There is s0 ∈ Ker(σ ∗)F .s whose order is prime to |(Z(G)/Z◦(G))F |
as is the order of t . If s0 and zs0 are conjugate in (G̃∗)F , then z belongs
to [G̃∗, G̃∗] ∩ Z(G̃∗)F . But the order of z divides the order of s0 hence is
prime to |[G̃∗, G̃∗] ∩ Z(G̃∗)F | by (15.3). So z = 1. If µ 	= 1, then z 	= 1 and
E(G̃F , s0) 	= E(G̃F , zs0). This shows that Resσ injects E(G̃F , s0) into E(GF , t).

The elements of other series E(G̃F , s ′) of irreducible characters of G̃F de-
compose by restriction to GF on elements of E(GF , t) if and only if σ ∗(s ′) and t
are conjugate; but if σ ∗(s ′) = σ ∗(s0), with s ′, s0 ∈ (G̃∗)F , then s ′s0

−1 ∈ Ker(σ ∗)
and s ′s0

−1 defines ζ ∈ Irr
(
G̃F/σ (GF )

)
. As tensor multiplication by ζ pre-

serves restrictions to GF , one has Resσ (E(G̃F , s ′)) = Resσ (E(G̃F , s0)), hence
Resσ (E(G̃F , s ′)) = Resσ (E(G̃F , s0)) = E(GF , t). So Resσ is a bijection on any
such series as claimed.

Suppose now s = (π̃ )∗(s1), so that t = π∗(s1). As Z(G̃) is connected, (π̃ )∗

is an injection. Then Z(G̃)F is in the kernel of every element of E(G̃F , s) so
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that restriction via (G̃F → GF
ad) induces a bijection Resπ̃ from E(GF

ad, s1) onto
E(G̃F , s). The restriction via π̃ ◦ σ = j ◦ π sends an element of E(GF

ad, s1) onto
an irreducible character of GF . As π (GF ) is a quotient group of GF and a normal
subgroup of GF

ad, the restriction via j of an element of E(GF
ad, s1) is irreducible.

(ii) The algebraic group Gad
∗ is simply connected and the image of π∗ is the

derived group of G∗. Thusπ∗ may be defined by restriction of the dual morphism
of an embedding of G in a group with connected center, and (15.3) applies,
the kernel C of π∗ is isomorphic, with Frobenius action, to Irr(Z(G)/Z◦(G)).
Consider the morphism τ : (Gad

∗)F → [G∗, G∗]F induced by π∗. The kernel of
τ is C F and |C F | = |(Z(G)/Z◦(G))F |. The image of τ is a normal subgroup of
[G∗, G∗]F whose index divides |CF | = |C F ] (Proposition 8.1). Then τ induces
a natural bijection between (Gad

∗)F -conjugacy classes of elements whose order
is prime to |C F | and the (Gad

∗)F/C F -conjugacy classes of their images.
Let t1 be such a semi-simple element and t = π∗(t1) ∈ [G∗, G∗]F . Write C(t)

for C[G∗,G∗](t) and C(t1) for C◦
Gad

∗ (t1) The exponent of C(t)/C(t)◦ divides the
order of t because the map g → [g, t1] defines a morphism from (π∗)−1(C(t)) to
C with kernel C(t1) = (π∗)−1(C(t)◦) and [g, t1]k = [g, t k

1 ] for any integer k. By
Theorem 15.13, A(t) is trivial, i.e. C(t)F = (C(t)◦)F . The equality can be writ-
ten as C(t)F = (C(t1)/C)F . Proposition 8.1 applied to the quotient Gad

∗/C with
endomorphism F gives an isomorphism [G∗, G∗]F/Im τ → C/[C, F]. Propo-
sition 8.1 applied to the quotient C(t1)/C with endomorphism F gives an iso-
morphism C(t)F/(C(t1)F/C F ) → C/[C, F]. But C(t1)F/C F = π∗(C(t1)F ) =
C(t) ∩ Im τ . Thus the conjugacy class of t in Im τ is one conjugacy class in
[G∗, G∗]F . As G∗ = Z◦(G∗)[G∗, G∗], we also have CG∗ (t)F = C◦

G∗ (t)F . By
[DiMi91] 3.25, the G∗-conjugacy class of t , which intersects [G∗, G∗] in
one class, contains only one G∗F -conjugacy class, and the same is true in
[G∗, G∗]. �

Under stricter restriction we obtain isomorphisms between blocks (see
Theorem 17.7).

Definition 17.5. Let 	(G, F) be the set of primes not dividing q.|Z(Gsc)F | (see
§8.1 and Table 13.11).

Let us gather some information on 	(G, F)-elements and the series they
define in connection with the morphisms in diagram (D).

Lemma 17.6. Let (G, F) be a connected reductive algebraic group defined over
Fq , let τ : Gsc → [G, G] be a simply connected covering, A any subgroup of GF

containing τ (Gsc
F ), π : G → Gad the natural epimorphism and π∗: Gad

∗ → G∗

a morphism dual to π . Then the following hold.
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(i) The groups Z(G)F ∩ [G, G], GF
ad/π (GF ) and GF/Z◦(G)F A are commu-

tative 	(G, F)′-groups (see Definition 17.5).
(ii) If χ ∈ E�(GF , 1), then Z(G)F

�′ ⊆ Ker(χ ). If s is a 	(G, F)-element of
(G∗)F and χ ∈ E(GF , s), there exists a unique z ∈ Z(G∗)F

	(G,F) corresponding

by duality to λ ∈ Irr(GF/τ (Gsc
F )) such that Z(G)F ⊆ Ker(λ−1χ ) and λ−1χ ∈

E(GF , z−1s).

Proof. Note that 	(G, F) = 	(G∗, F). We write 	 for 	(G, F).
(i) As [G, G] = τ (Gsc) and Z(G) ∩ [G, G] ⊆ τ

(
Z(Gsc)

)
, the group Z(G)F ∩

[G, G] is a group of F-fixed points on a section of Z(Gsc). We know by (15.4)
that GF

ad/π (GF ) is isomorphic to the group (Z(G)/Z◦(G))F , whose order divides
that of Z(G)F ∩ [G, G]. Proposition 8.1(i) applied to the quotient morphism
Z◦(G) × Gsc → G, defined by inclusion and τ , shows that GF/Z◦(G)Fτ (Gsc

F )
is a commutative 	′-group. So is GF/Z◦(G)F A.

(ii) When T and T∗ are F-stable maximal tori of G and G∗ re-
spectively, a duality between T and T∗ defines an isomorphism (s → ŝ)
from (T∗)F onto Irr(TF ) (8.14). Let z ∈ Z(G)F and χ ∈ E(GF , s). With
the notation of (and by) Theorem 8.17(ii), one has χ (z) = 〈πGF

z , χ〉GF ,
hence χ (z) = εG|GF |−1

p

∑
T εT〈RG

T (πTF

z ), χ〉GF . But πTF

z = ∑
τ∈Irr(TF ) θ (z)θ

and 〈RG
T θ, χ〉GF = 0 if θ 	= ŝ. One has

χ (z) = εG|GF |−1
p

∑

(T,θ )↔(T,s)

εTŝ(z)〈RG
T s, χ〉GF

and so χ (z) = ŝ(z)χ (1). Clearly, if s is an �-element, TF
�′ ⊆ Ker(ŝ) so that

Z(G)F
�′ ⊆ Ker(χ ).

More generally if s is a 	-element of (G∗)F and χ ∈ E(GF , s), then the
kernel of χ contains the Hall 	′-subgroup of Z(G)F . By (i) there exists a
unique λ ∈ Irr((GF/θ (Gsc

F ))	) such that χ (g) = λ(g)χ (1) on any 	-element
g of Z(G)F . If λ corresponds to z ∈ Z(G∗)F

	 by (8.19) and χ ∈ E(GF , s), then
λχ ∈ E(GF , zs) (see Proposition 8.26). The existence of z and λ as in the second
assertion of (ii) follows. �

17.3. A ring isomorphism

Here is the main result of this chapter.

Theorem 17.7. Let � ∈ 	(G, F) and (O, K , k) be an �-modular splitting
system for GF .
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Then the following O-algebras are isomorphic

OGF .b�(GF , 1) ∼= OZ(G)F
� ⊗ OGF

ad.b�(GF
ad, 1)

(see Definition 9.9).

The following statements are about general finite groups. The first is stan-
dard (see [NaTs89] §5.8) about central quotients. The second is about normal
subgroups in a situation generalizing the restriction ResG̃F

GF needed in the proof
of Theorem 17.7.

Let G be a finite group, � be a prime and (O, K , k) be an �-modular splitting
system for G.

Proposition 17.8. (i) Let m:OG → OG/Z be the reduction map mod. Z, for
Z an �-subgroup of Z(G). If B is an �-block of G, then m(B) is an �-block of
G/Z and Irr

(
G/Z , m(B)

) = {Resmχ | χ ∈ Irr(G, B), χ (Z ) = χ (1)}.
(ii) Let m ′:OG → OG/Z ′ be the reduction map mod. Z ′, for Z ′ an �′-

subgroup of Z(G). If B is an �-block of G, then m ′(B) 	= {0} if and only if for
all χ ∈ Irr(G, B), χ (Z ′) = χ (1). Moreover, if m ′(B) 	= {0}, then m ′:OG.B →
(OG/Z ′).m ′(B) is an isomorphism of algebras.

The following is a corollary of Theorem 9.18.

Proposition 17.9. Let H be a subgroup of G, and b (resp. c) be a central
idempotent of OG (resp. OH). Assume that, for any χ ∈ Irr(G, b), ResG

Hχ ∈
Irr(H, c) and ResG

H induces a bijection Irr(G, b) → Irr(H, c). Then

OHc ∼= OGb

as O-algebras.

Proof. Since simple K Gb-modules are annihilated by 1 − c, we have cb =
bc = b. Then Theorem 9.18 applies with M = OGb, A = OHc, B = OGb.
We get that M and M∨ = HomO(M,O) (note that M = A BB and M∨ = B BA)
induce inverse Morita equivalences between A−mod and B−mod. Then A ∼=
EndB(M∨)opp, i.e. A ∼= B (see also Exercise 9.6). �

Let us now finish the proof of Theorem 17.7. Let Z := Z(G)F
� , Z ′ := Z(G)F

�′

and A := Z(G)F [G, G]F .
By Theorem 9.12(i), Proposition 17.4(i), which applies to [G, G] → G →

G̃, and Lemma 17.3, there exists a sum of �-block idempotents of OA, written
eA, such that the restriction from GF to A induces a bijection from E�(GF , 1)
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onto Irr(A, eA). By Proposition 17.9 one gets an isomorphism

OGF .b�(GF , 1) ∼= OAeA.

Furthermore, by Lemma 17.6(ii), Z ′ is in the kernel of every element of
E�(GF , 1) or Irr(A, eA). By Proposition 17.8, π (b�(GF , 1)) and π (eA) are sums
of block idempotents of Oπ (GF ) and Oπ (A) respectively. One gets as above
an isomorphism inducing restriction on characters

Oπ (GF )π (b�(GF , 1)) ∼= Oπ (A)π (eA).

By Proposition 17.8(ii), eA has a natural image eA/Z ′
in OA/Z ′ such that

OAeA ∼= OA/Z ′eA/Z ′
. By Lemma 17.6(i), Z ∩ [G, G] = 1. Thus one has an

isomorphism A/Z ′ ∼= Z × π (A) by a map which sends aZ ′ to (z, π (a)) where
z ∈ Z is such that az−1 Z ′ ∩ [G, G] 	= ∅. As π (A) ∼= (A/Z ′)/(Z Z ′/Z ′), we get
an isomorphism

π̃ :OAeA → OZ ⊗ Oπ (A)π (eA).

Now, let us show that Res j bijects E�(GF
ad, 1) and Irr(π (GF ), π (b�(GF , 1))).

Again, by Proposition 17.9, this would imply that

OGF
ad.b�(GF

ad, 1) ∼= Oπ (GF )π (b�(GF , 1)).

This would complete our proof.
By Proposition 17.4, if s̃ ∈ (G̃∗)F

� , the seriesE(GF , i∗ (̃s)) andE(G̃F , s̃) are in
bijection by Resi . Since the kernel of i∗ is connected, i∗ restricts to a surjection
between the groups of rational points. The group Z(G)F (resp. Z(G̃)F ) is in the
kernel of an element of E(GF , t) (resp. E(G̃F , s̃)) if and only if t ∈ π∗(Gad

∗)
(resp. s̃ ∈ π̃∗(G̃ad

∗
)
)
. If it is the case for t := i∗ (̃s) and s̃, let s1 ∈ (Gad

∗)F be
such that (π̃ )∗(s1) = s̃ and π∗(s1) = i∗ (̃s). We obtain that Res j is a bijection
between E(GF

ad, s1) and Resπ (E(GF , i∗ (̃s))). This holds for every conjugacy
class (s1) of �-elements of (Gad

∗)F , so we get our claim by Proposition 17.4(ii).

Exercises

1. Let G ⊆ G̃ be an embedding of connected reductive F-groups defined over
Fq satisfying Hypothesis 15.1. Let � be a prime not dividing q. Let GF ⊆
H ⊆ G̃F be such that H/GF is the Sylow �-subgroup of the commutative
group G̃F/GF . Denote by E(H, �′) the set of components of characters of
type ResG̃F

H χ for χ ∈ E(G̃F , �′).
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Show that ResH
GF sends bijectively E(H, �′) to E(GF , �′) (use an argument

similar to the proof of Proposition 17.4 (i)). Deduce that the elements of
E(GF , �′) are all fixed by H (see Theorem 14.6).

2. Assume the hypotheses of Theorem 17.7, whose notation is also used. Show
the following, more precise, statement.

There exists an isomorphism of algebras

β:OGF .b�(GF , 1) → OZ(G)F
� ⊗ OGF

ad.b�(GF
ad, 1)

satisfying the following:

if χ ∈ E�(GF , 1), χ ′ ∈ E�(GF
ad, 1), µ ∈ Irr(Z(G)F

� ) and χ = (µ ⊗ χ ′) ◦ β,
there exists a unique λ ∈ Irr(GF/θ

(
Gsc

F )
)
�
, in duality with a unique

z ∈ Z(G∗)F
� , such that ResZ(G)F

�
(χ/χ (1)) = ResZ(G)F

�
(λ) = µ and Res jχ

′ =
Resπλ−1χ ∈ Irr(π (GF )).

3. We use the notation of Proposition 17.9. Denote by mb:OHc → OGb the
morphism induced by right multiplication by b. Show that it is an isomor-
phism.

Show that, if χ ∈ Irr(G, b), then χ ◦ mb = ResG
H (χ ) and, if D is a defect

group of bG(χ ), then D ⊆ H and it is a defect group of m−1
c (bG(χ )) =

bH (ResG
H (χ )).

In Theorem 17.7, show that if b is an �-block of OGF .b�(GF , 1) with
defect group D ⊆ GF , then β(b) is an �-block of O(Gad)F .b�(GF

ad, 1) with
defect group j(D/Z(G)F

� ).

Note

See [CaEn93].





PART IV

Decomposition numbers and q-Schur
algebras

We have seen in §5.4 the definition of decomposition matrices Dec(A) and a
very elementary property of them in finite reductive groups. Let us take (G, F) a
connected reductive group defined over Fq , � a prime not dividing q, (O, K , k)
an �-modular splitting system for GF , B ⊆ G an F-stable Borel subgroup,
and denote by B1 the sum of unipotent blocks in OGF (see Definition 9.13).
Then the decomposition matrix of H := EndOGF (IndGF

BF O) is a submatrix of the
decomposition matrix of B1.

In general, Dec(H) does not have the same number of columns or rows
as Dec(B1) (Theorem 5.28). The rows of Dec(H) correspond to characters
occurring in IndGF

BF K , hence are unipotent, while the number of rows of Dec(B1)
is the number of characters in rational series corresponding with �-elements (see
Theorem 9.12).

Concerning columns, we know from Chapter 13 that, when (Z(G)/Z◦(G))F

is of order prime to �, the number of columns of Dec(B1) is |E(GF , 1)|, the
number of unipotent characters. In the case of GF = GLn(Fq ), this is the number
of partitions of n. For the columns of Dec(H), let us consider the case of
GF = GLn(Fq ) with q ≡ 1 mod. �. Then H ⊗ k ∼= kSn , so the number of
columns of Dec(H) equals the number of �-regular partitions of n. So, in this
case, H seems not big enough.

Starting from the Hecke algebra H of type An−1 over O, one introduces a
new algebra, the so-called q-Schur algebra, defined as

SO(n, q) := EndH(�VHxV ),

where V ranges over the parabolic subgroups of the symmetric group and xV

is the sum of the corresponding basis elements of H in the usual presentation
(see Chapter 3).

A fundamental result about q-Schur algebras is that Dec(SO(n, q)) is square
(i.e. SO(n, q) ⊗ K and SO(n, q) ⊗ k have the same number of simple modules;
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see [Mathas] 4.15). One proves, moreover, that it is lower triangular unipotent
for suitable orderings of rows and columns, and a maximal square submatrix
of Dec(B1) for GLn(Fq ).

Relating OGF -modules to H-modules requires us to consider O-analogues
of Gelfand–Graev and Steinberg K GF -modules. This analysis also provides a
lot of information about simple B1 ⊗ k-modules and the partition induced on
them by Harish-Chandra series (defined in Chapter 1).

When the rational type of (G, F) is no longer (“split”) A, but still among
2A, B, C, D or 2D, a generalization of the above is possible under the condition
that � and the order of q mod. � are odd (see Chapter 20). The latter essentially
ensures that H is then similar in structure to Hecke algebras of type A (see
§18.6).



18

Some integral Hecke algebras

In this chapter, we gather some preparatory material pertaining to Hecke al-
gebras and related modules, mainly for Coxeter groups of types A, BC and
D.

Our algebras are defined over a local ring O. Assume H = ⊕
w∈W Oaw

is a Hecke algebra over O associated with a Coxeter group (W, S) and cer-
tain parameters taken in O \ J (O) (see Definition 3.4). If I ⊆ S, denote
xI = ∑

w∈WI
aw. In the first and second sections, we give properties of the

right ideals xIH and determine the morphisms between them. The second sec-
tion is more precisely about type An−1, i.e. Hecke algebras associated with
the symmetric group Sn . Then those ideals can be indexed by partitions of
n, and one may show several properties of the above morphism groups with
regard to tensoring with K , the field of fractions of O. If M denotes the prod-
uct of those ideals xIH, then the q-Schur algebra is SO(n, q) := EndH(M)
(though in the text we use another definition, clearly equivalent to the above;
see Exercise 1). The elementary results of this section can also be interpreted
as information about its decomposition matrix. Its triangular shape appears in
a very straightforward fashion. In the next chapter, we shall prove that it is also
a square (unipotent) matrix, and a maximal one in the unipotent block of the
decomposition matrix of general linear groups.

Concerning Hecke algebras of type BC, our task is mainly to show how the
issues may reduce to type A. Dipper–James have shown in [DipJa92] that, if
the parameters Q, q ∈ O \ J (O) are such that Q + q j �∈ J (O) for any j ∈ Z,
then the corresponding Hecke algebra HO(BCn) of type BCn over O is Morita
equivalent to a product of Hecke algebras associated with groups Sm × Sn−m

(m = 0, . . . , n). This is a result one should compare with the corresponding
one for group algebras (where Q = q = 1). Namely, when 2 is invertible in O,
the group algebra O[W (BCn)] is Morita equivalent with �n

m=0O[Sm × Sn−m],

271
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an easy consequence of the fact that W (BCn) ∼= (Z/2Z)n >�Sn . The proof
of the statement about Hecke algebras requires some technicalities since the
multiplication in HO(BCn) resembles the one in W (BCn) only when lengths
add.

Quite predictably, the case of type D2n is even more technical, since in the
case of group algebras, one finds that O[W (D2n)] is Morita equivalent to

(
�2n

m=0, m �=nO[Sm × S2n−m]
) × O[(Sn × Sn) >� Z/2Z],

where the last term is obviously not the group algebra of a Coxeter group. In
this case, we limit ourselves to showing just that the “unipotent decomposition
matrix” phenomenon mentioned above is preserved by the kind of Clifford
theory occurring between Hecke algebras of types BC and D. Our statement is
a general one about restriction of a module from A to B when A = B ⊕ Bτ is
an O-free algebra, B a subalgebra and τ an invertible element of A such that
Bτ = τ B, τ 2 ∈ B.

18.1. Hecke algebras and sign ideals

In this section, we denote by O a commutative ring.
Let (W, S) be a Coxeter system (see Chapter 2) such that W is finite. In this

chapter we consider Hecke algebras such as those introduced in Definition 3.6
with the extra condition that the parameters qs are invertible.

Definition 18.1. Let (qs)s∈S be a family of invertible elements of O such that
qs = qt when s and t are W -conjugate. One defines HO(W, (qs)) to be the O-
algebra with generators as (s ∈ S) obeying the relations (as + 1)(as − qs) = 0
and asat as . . . = at asat . . . (|st | terms on each side) for all s, t ∈ S.

Recall ([Hum90] §7.1, [GePf00] 4.4.6) that HO(W, (qs)) is then O-free
with a basis indexed by W , allowing us to write HO(W, (qs)) = ⊕

w∈W Oaw.
An alternative presentation using the aw’s is awaw′ = aww′ when w, w′ ∈ W
satisfy l(ww′) = l(w) + l(w′) and awas = (qs − 1)aw + qsaws when s ∈ S and
l(ws) = l(w) − 1.

Note that, if I ⊆ S, this allows us to consider HO(WI , (qs)s∈I ) as the subal-
gebra of HO(W, (qs)s∈S) corresponding with the subspace

⊕
w∈WI

Oaw.

Notation 18.2. qw := qs1 qs2 . . . qsl when w = s1s2 . . . sl is a reduced expression
of w as a product of elements of S, does not depend on the reduced expression
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(see, for instance, [Bour68] IV.1 Proposition 5). If I ⊆ S, denote

xI =
∑

w∈WI

aw and yI =
∑

w∈WI

(−1)l(w)q−1
w aw.

Proposition 18.3. I ⊆ S, w ∈ WI .
(i) xI aw = awxI = qwxI ,

(ii) yI aw = aw yI = (−1)l(w) yI ,

(iii) If J ⊆ I , xI xJ = xJ xI = (
∑

w∈WJ
qw)xI and yI yJ = yJ yI =

(
∑

w∈WJ
q−1

w )yI .

Proof. It clearly suffices to check the case when I = S and w = s ∈ S.
Separating the elements w ∈ W such that l(sw) = l(w) + 1 (denoted by

Ds,∅, see §2.1) and the ones such that l(sw) = l(w) − 1, one gets as xS =
∑

w∈Ds,∅ asw + ∑
w∈W\Ds,∅ qsasw + (qs − 1)aw. Using the bijection w �→ sw

between Ds,∅ and its complement, the first and last terms rearrange as
qs

∑
w∈Ds,∅ aw, whence the equality as xS = qs xS . The equality xSas = qs xS

is proved in the same way.
Using the same discussion, one has yI as = ∑

w∈D∅,s
(−1)l(w)q−1

w aws +
∑

w∈W\D∅,s
(−1)l(w)q−1

w (qs − 1)aw + ∑
w∈W\D∅,s

(−1)l(w)q−1
w qsaws . We have

qws = qwqs when w ∈ D∅,s , qwsqs = qw otherwise. So our sum rearranges to
give the sought equality ySas = qs yS . The equality as yS = qs yS is proved in
the same way.

The equalities in (iii) are straightforward from (i) and (ii). �

Proposition 18.4. I, J ⊆ S, w ∈ W . If yI awxJ �= 0, then WI ∩ wWJ = 1. The
line OyI awxJ only depends on the double coset WI wWJ .

Proof. (a) Assume I ⊇ J = {s} and w = 1. Then Proposition 18.3(ii) gives
yI xs = yI + yI as = 0.

(b) Assume w ∈ DI J , then WI
w ∩ WJ = WI w∩J by Theorem 2.6. If WI

w ∩
WJ �= 1, then let s ∈ I w ∩ J . One has awxs = xs ′aw where s ′ = wsw−1 ∈ I .
One has xJ = xs x ′ where x ′ = ∑

w∈WJ ∩Ds,∅ aw. Then yJ awxI = yJ awxs x ′ =
yJ xs ′awx ′, but this is 0 by the above case (a).

(c) For arbitrary w, write w = w1w
′w2 with w1 ∈ WI , w2 ∈ WJ ,

w′ ∈ DI J and therefore lengths add. Then yI awxJ = yI aw1 aw′aw2 xJ =
(−1)l(w1)qw2 yI aw′ xJ by Proposition 18.3(i–ii). This and case (b) give our Propo-
sition. �

The property of symmetry of Hecke algebras, already encountered in
Chapter 1, can be used to study the morphisms between the sign ideals
yI .HO(W, (qs)).

The following is proved in [GePf00] 8.1.1.
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Proposition 18.5. HO(W, (qs)) is a symmetric algebra (see Definition 1.19).

We now assume that O is a complete discrete valuation ring.

Theorem 18.6. We abbreviate H = HO(W, (qs)) (see Definition 18.1). Let
I, J ⊆ S. Then HomH(yIH, yJH) = ⊕

d∈DI J
OµO

d where µO
d is defined by

µO
d (h) = yJ ad h for all h ∈ yIH.

We need the following.

Lemma 18.7. Let A be an O-free finitely generated symmetric algebra. Let
V ⊆ A be anO-pure right ideal and t ∈ HomA(V, AA). Then there exists a ∈ A
such that t(v) = av for all v ∈ V .

Proof of Lemma 18.7. When M is a right A-module, denote M∨ =
HomO(M,O). This is a left A-module and this defines by transposition a con-
travariant functor from mod−A to A−mod. This functor preserves O-free
modules and, on those O-free finitely generated A-modules, it is an involution.
The regular module AA is sent to a left module isomorphic with A A since A is
symmetric.

In the situation of the lemma, since V is pure in A, the transpose of the
inclusion gives a surjection r : A∨ → V ∨ (restriction to V of the linear forms).
By the projectivity of A∨ ∼= A A, the transpose t∨: A∨ ∼= A A → V ∨ factors as
t∨ = r ◦ θ where θ : A A → A A is in A−mod. Then t̂ := θ∨ extends t since
r∨: V → A is the canonical injection. Since θ∨ ∈ HomA(AA, AA), it is a left
multiplication. �

Lemma 18.8. Denote HI = HO(WI , (qs)s∈I ), identified with the subalgebra
of H equal to ⊕w∈WI Oaw. Then yIH ∼= yIHI ⊗HI H by the obvious map.

Proof of Lemma 18.8. As a left HI -module, we have H = ⊕
d HI ad where

the sum is over d ∈ DI∅. Since each aw is invertible, we have HI ad
∼= HI

by the obvious map. However, yIHI = HI yI = OyI by Proposition 18.3(ii),
therefore yIH = ⊕

d OyI ad (sum over d ∈ DI∅ as above). Then yIHI ⊗HI

H ∼= ⊕
d yIHI ⊗ HI ad . It suffices to show that yIHI ⊗ HI ad

∼= OyI ad by
the obvious map. Since ad is invertible, one may assume d = 1. Then it is just
the trivial isomorphism yIHI ⊗ HI

∼= yIHI = OyI . �

Proof of Theorem 18.6. By the adjunction between
⊗

HI
H and ResHHI

(see
[Ben91a] 2.8.6), we have

HomH(yIHI ⊗HI H, yJH) ∼= HomHI

(
yIHI , ResHHI

yJH
)

by the map restricting each f : yIHI ⊗HI H → yJH to the subspace yIHI ⊗
1. Through this isomorphism and the identification yIH ∼= yIHI ⊗HI H of
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Lemma 18.8, it now suffices to check that

HomHI

(
yIHI , ResHHI

yJH
) =

⊕

d∈DI J
Oµ′

d

where µ′
d is defined by µ′

d (h) = yJ ad h for all h ∈ yIHI .
Using the double coset decomposition W = ∪d∈DI J WI dWJ with lengths

adding (Proposition 2.4), we get HJ HHI
∼= ⊕d∈DI J HJ adHI , so that

ResHHI
yJH = ⊕

d∈DI J
yJ adHI by Proposition 18.3(ii). Each summand is iso-

morphic with HI by the evident map, again by the double coset decom-
position above. Through this further identification, µ′

d becomes the injec-
tion yIHI → HI , and all we must check is that this injection generates
HomHI (yIHI ,HI ). Applying Lemma 18.7 to A = HI and V = yIHI , we get
that any morphism yIHI → HI is in the form h �→ ah for a ∈ HI . This gives
our claim since HI yI = yIHI = OyI by Proposition 18.3(ii). �

The following shows that sign ideals yIH have properties similar to those of
permutation modules for group algebras (see [Ben91a] 5.5, [Thévenaz] §27).
Compare the following with [Thévenaz] 27.11.

Corollary 18.9. With the same notation as in Theorem 18.6, let k = O/J (O)
be the residue field of O. Let M := �I⊆S yIH considered as a right H-module.
Then Endk⊗H(k ⊗ M) ∼= k ⊗ EndH(M) by the functor k ⊗O −. In particular,
Mi �→ k ⊗ Mi is a bijection between the (isomorphism types of) indecompos-
able direct summands of M and k ⊗ M.

Proof. Applying Theorem 18.6 for O and k, one finds k ⊗O
HomH(yIH, yJH) ∼= Homk⊗H(yI k ⊗ H, yJ k ⊗ H) by the k ⊗O − functor,
since µk

d = k ⊗ µO
d . This gives Endk⊗H(k ⊗ M) ∼= k ⊗ EndH(M) by k ⊗O −.

Now E := EndH(M) is a finitely generated, O-free O-algebra. So the con-
jugacy classes of its primitive idempotents are in bijection with those of
k ⊗ E by the classical theorem on idempotent liftings (see [Ben91a] 1.9.4,
[Thévenaz] 1.3.2). This gives our claim about indecomposable direct summands
of M and k ⊗ M by the above decomposition and the relation with idempotents
(see [Thévenaz] 1.1.16). �

18.2. Hecke algebras of type A

In this section, (W, S) is the symmetric group on n letters (a Coxeter group of
type An−1; see Example 2.1(i)). We take O a commutative ring and q ∈ O×

an invertible element. We denote by HO = HO(Sn, q) the associated Hecke
algebra over O (see Definition 18.1).
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We shall give in this case some more specific properties of the right ideals
yIH (see Notation 18.2).

Let us fix some (classical) vocabulary (see also §5.2). A partition λ � n
of n is a sequence λ1 ≥ λ2 ≥ . . . ≥ λl such that λ1 + λ2 + · · · + λl = n. The
dual partition λ∗ is defined by λ∗

i = |{ j ; λ j ≥ i} for i = 1, . . . , λ1. If µ � n is
the partition µ1 ≥ µ2 ≥ . . . ≥ µm , one writes λ � µ if and only if m ≤ l and
λ1 + λ2 + · · · + λi ≤ µ1 + µ2 + · · · + µi for all i ≤ m.

Denote n := {1, . . . , n}. For a finite set F , SF denotes the permutation group
of F .

A partition � of n is a set of non-empty, pairwise disjoint subsets of n whose
union is n (i.e. a quotient of n by an equivalence relation). The cardinalities of
the elements of � define a unique partition of n called the type of �.

If � = {�1, . . . �l}, one defines S� = S�1 × · · · × S�l ⊆ Sn. If �, �

are two partitions of n, one says they are disjoint if and only if S� ∩ S� =
{1}, i.e. no intersection of an element of � with an element of � has
cardinality ≥ 2.

For the following we refer to [Gol93] 6.2 and 6.3 (see also [CuRe87] 75.13).

Theorem 18.10. (i) Let λ, µ � n. There exist disjoint partitions � and � of n
of types λ and µ, if and only if λ � µ∗.

(ii) If � is a partition of n of type λ, then S� is transitive on the set of
partitions � of n that are disjoint of � and of type λ∗.

It is clear that the conjugates of parabolic subgroups WI (I ⊆ S) are the S�’s
considered above. Similarly, one may define elements of the Hecke algebra
associated with partitions λ � n.

Definition 18.11. If λ � n, let Iλ be the subset of S = {s1, s2, . . . , sn−1} where
si = (i, i + 1) defined by S \ Iλ = {sλ1 , sλ1+λ2 , . . . , sλ1+···+λl−1}. Let Sλ be the
subgroup of Sn generated by Iλ. Let xλ = xIλ , yλ = yIλ (see Notation 18.2).

Theorem 18.12. Let λ, µ � n.
(i) If yλHxµ �= 0, then λ � µ∗.
(ii) yλHxλ∗ = Oyλawλ

xλ∗ �= 0 for some wλ ∈ W .

Proof. (i) By Proposition 18.4, we may have yλawxµ �= 0 only if WIλ ∩ wWIµ =
1. But, with our definition of Iλ, it is clear that WIλ = S�λ

where �λ denotes
the partition {{1, 2, . . . , λ1}, {λ1 + 1, . . . , λ1 + λ2}, . . .} which is of type λ.
So �λ and w�µ are disjoint partitions of types λ and µ. Then λ � µ∗ by
Theorem 18.10(i).

(ii) Denote λ = λ1 ≥ λ2 ≥ . . . ≥ λl , λ∗ = λ′
1 ≥ λ′

2 ≥ . . . ≥ λ′
l ′ (note

that l ′ = λ1, l = λ′
1), I = Iλ, I ′ = Iλ′ . Let T = (ti, j )1≤i≤l , 1≤ j≤l ′ ,
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T ′ = (t ′
i, j )1≤i≤l , 1≤ j≤l ′ be defined by

T =







1 2 . . . λ1

λ1 + 1 . . . λ1 + λ2
...

n − λl + 1 . . . n







T ′ =










1 λ′
1 + 1 . . . n − λ′

l ′ + 1

2
...

...
... . . . n

λ′
1 + λ′

2

λ′
1










where the ends of lines and columns are completed by zero (note that they are
in the same places in T and T ′ thanks to the definition of λ∗ from λ). Let � be
the partition of the set n defined by the rows of T and �′ by the columns of T ′.
Then S� = WI and S�′ = WI ′ .

Let v ∈ Sn be defined by v(ti j ) = t ′
i j when ti j �= 0. Then v� is the partition

defined by the rows of T ′. It is therefore clear that v� and �′ are disjoint. Then
WI ′ ∩ vWI = 1 and by Theorem 18.10(ii), WI ′vWI is the only double coset with
this property. So yλHxλ∗ = yIHxI ′ = OyI av−1 xI ′ by Proposition 18.4 again.
We prove the following below.

Lemma 18.13. l(w′vw) = l(w′) + l(v) + l(w) for any w ∈ WI , w′ ∈ WI ′ .

This completes our proof of Theorem 18.12 since then yI av−1 xI ′ =
∑

w∈WI , w′∈WI ′
(−1)l(w)q−1

w awv−1w′ and this sum is a decomposition in the basis
of the ax (x ∈ W ) since vWI ∩ WI ′ = 1. �

Proof of Lemma 18.13. Using the reflection representation and root system of
W = Sn (see Example 2.1(i)), one sees easily that D−1

I is the set of x ∈ W
such that the rows in

x .T :=







x(1) x(2) . . . x(λ1)
x(λ1 + 1) . . . x(λ1 + λ2)

...
x(n − λl + 1) . . . x(n)







are increasing (except for zeros, of course).
Our lemma amounts to showing that, for all w′ ∈ WI ′ = S�′ , w′v ∈ D−1

I

(see Proposition 2.3(i)). First v.T is T ′, so we have to check the rows of w′.T ′.
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But S�′ permutes only elements inside the sets {1, . . . , λ′
1}, . . . making up �′,

so the non-zero elements of the columns of w′.T ′ are obtained by permuting
those of the same columns of T ′. Any element of the i th column of T ′ is less
than or equal to any non-zero element of the (i + 1)th column of T ′, so w′.T ′

has the same property. Thus our claim is proved. �

Theorem 18.14. Assume that O is a complete discrete valuation ring (so that
the Krull–Schmidt theorem holds for O-free algebras of finite rank). Then
there exists a family (Mλ

O)λ�n of pairwise non-isomorphic indecomposable right
HO(Sn, q)-modules such that
� if λ � n, then yλ∗HO(Sn, q) has Mλ

O as a direct summand with multiplicity
1,

� if λ, µ � n and Mµ

O is isomorphic with a direct summand of yλ∗HO(Sn, q),
then µ � λ.

Theorem 18.15. Assume that O is a complete discrete valuation ring with
fraction field K . Assume that HO(Sn, q) ⊗ K is split semi-simple. Then the
Mλ

K (λ � n) are the simple HK -modules. Moreover, the multiplicity of Mµ

K in
Mλ

O ⊗ K is non-zero only if µ � λ. It is 1 when λ = µ.

Proof of Theorems 18.14 and 18.15. Fix λ � n. Take a decomposition yλ∗HO =
⊕

i Mi with indecomposable right HO-modules Mi . Then yλ∗HOxλ =
⊕

i Mi xλ is a line by Theorem 18.12(ii), so there exists a unique iλ such that
Miλ xλ �= 0. Denote Miλ = Mλ

O. Now, if Mµ

O is a direct summand of yλ∗HO, then
yλ∗HOxµ �= 0 and therefore, by Theorem 18.12(i), λ∗ � µ∗. This is the same
as µ � λ (use the equivalence in Theorem 18.10(i) or use [JaKe81] 1.4.11).

If Mλ
O

∼= Mµ

O, then by the above we have both λ � µ and µ � λ, i.e. λ = µ.
This completes the proof of Theorem 18.14.

If HK is semi-simple, then it is isomorphic with KSn , the group algebra
of Sn (see Theorem 3.16, [CuRe87] 68.21, or [Cart85] 10.11.3). The Mλ

K ’s
are non-isomorphic simple modules. Since their number is the number of λ’s,
which is also the number of conjugacy classes of Sn , i.e. the number of simple
KSn-modules, the Mλ

K are the simple HK -modules. Now, we have an injection
Mλ

O ⊗ K ⊇ Mλ
K , since in yλ∗HO ⊗ K = yλ∗HK , the submodule Mλ

O ⊗ K is not
annihilated by xλ while Mλ

K is the simple and isotypic component defined by this
same condition. So HomHK (Mλ

K , Mµ

O ⊗ K ) ⊆ HomHK (Mλ
O ⊗ K , Mµ

O ⊗ K ) =
HomHK (Mλ

O, Mµ

O) ⊗ K , which is 0 when µ �� λ. When λ = µ, then
0 �= HomHK (Mλ

K , Mλ
O ⊗ K ) ⊆ HomHK (Mλ

K , yλ∗HK ) = K by Theorem 18.14.
�
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18.3. Hecke algebras of type BC; Hoefsmit’s matrices and
Jucys–Murphy elements

Definition 18.16. (see also Definition 3.6) HR(BCn) is the algebra over R =
Z[x, y, y−1] (where x, y are indeterminates) defined by n generators a0, a1,
. . . , an−1 satisfying the relations (a0 − x)(a0 + 1) = 0, (ai − y)(ai + 1) = 0 if
i ≥ 1, a0a1a0a1 = a1a0a1a0, ai a j = a j ai if |i − j | ≥ 2, ai ai+1ai = ai+1ai ai+1

if n − 2 ≥ i ≥ 1. If K ⊇ R, let HK (BCn) := HR(BCn) ⊗R K .
We denote ti = ai−1ai−2 . . . a0 . . . ai−2ai−1 for n ≥ i ≥ 1.

Theorem 18.17. As a Q(x, y)-algebra,HQ(x,y)(BCn) injects in a matrix algebra
MatN (Q(x, y)) (N an integer ≥ 0) such that each ti is sent to a diagonal matrix
whose diagonal elements are taken in the following subset of R

{x, xy, xy2, . . . , xy2n−2, −1, −y, −y2, . . . ,−y2n−2}.

Proof. Denote K = Q(x, y). We essentially need to recall Hoefsmit’s descrip-
tion of a set of representations of HK (BCn).

Recall that a Young diagram is a way to visualize a partition λ1 ≥ λ2 ≥
. . . λm > 0 as a series of m rows in an m × λ1-matrix with lengths λ1, . . .,
λm . The sum

∑
i λi is called the size of the Young diagram. It is customary to

represent it as lines of square empty boxes, hence the term diagram. A Young
tableau is the same thing but with integers filling the boxes; the associated
Young diagram is called its type. A Young tableau is said to be standard if
each row and each column is increasing (so the integers are all distinct). Note
that we admit the empty diagram and tableau ∅, associated with a partition of
size 0. A pair of standard tableaux of size n is (T (1), T (2)) where each T (i) is
standard of type D(i), the sum of their sizes is n and the integers filling them
are the ones in {1, . . . , n}.

Hoefsmit’s construction associates with each such pair (D(1), D(2)) of
Young diagrams of total size n, a representation of HK (BCn) on V(D(1),D(2)) =
K τ1 ⊕ . . . ⊕ K τ f where the τi are the distinct Young standard tableaux of type
(D(1), D(2)) (see [Hoef74] 2, [GePf00] 10).

The action of HK (BCn) on the sum V of the V(D(1),D(2))’s is faith-
ful since HK (BCn) is semi-simple and the Hoefsmit representations give
all the simple modules of this algebra (see [GePf00] 10.5.(ii), [Hoef74]
2.2.14).

The action of ti (1 ≤ i ≤ n) is given in [GePf00] 10.1.6, [Hoef74] 3.3.3. If
τ = (T (1), T (2)) is a pair of Young tableaux of type (D(1), D(2)), the action of ti



280 Part IV Decomposition numbers; q-Schur algebras

on τ ∈ V(D(1),D(2)) is given by

ti .τ = yc−r+i−1xτ or ti .τ = −yc−r+i−1τ

according to whether i is found in T (1) or T (2), and where c and r denote the
column and row labels of the box where it is found.

It is clear that c − r ≤ n − 1. The fact that our tableaux are standard implies
that i ≥ c + r − 1 (just go from i to the origin c = r = 1 along the cth column,
then along the first row). Then c − r + i − 1 ≥ 2c − 2 ≥ 0. So the ti ’s do act
on V diagonally with scalars among those given in the theorem. �

Corollary 18.18. Let HZ[y,y−1](Sn, y) be the algebra generated by a1, . . . ,
an−1 satisfying a2

i = (y − 1)ai + y, ai ai+1ai = ai+1ai ai+1, ai a j = a j ai when
|i − j | ≥ 2. Denote ζn = an−1an−2 . . . a1a1 . . . an−2an−1. Then (�2n−2

i=0 (ζn −
yi ))2 = 0.

Proof. Checking the relations defining HR(BCn), it is easily checked that there
is a morphism of Z[y, y−1]-algebras

θ :HR(BCn) → HZ[y,y−1](Sn, y)

defined by θ (a0) = θ (x) = −1, θ (ai ) = ai for i ≥ 1. Then ζn = −θ (tn).
Theorem 18.17 implies that�2n−2

i=0 (tn − xyi ).�2n−2
i=0 (tn + yi ) = 0. The image

by θ gives the sought equality. �

Remark 18.19. We have a series of inclusions: R(t1, . . . , tn) ⊆ HR(BCn) ⊆
HK (BCn) ⊆ MatN (K ) where the first is also a subalgebra of RN , hence com-
mutative. Note that this representation does not imbedHR(BCn) as a subalgebra
of MatN (R) when n ≥ 2 (see [Hoef74] §2.2, [GePf00] §10.1).

The case of the group algebra of W (BCn) is deceptive at this point. The
specialization for x = y = 1 sends R(t1, . . . , tn) to the group algebra of the
normal subgroup of W (BCn) of order 2n . But R(t1, . . . , tn) itself is R-free with
a rank much bigger when n ≥ 2 (see [ArKo] 3.17). Through a specialization
f giving a semi-simple algebra isomorphic with the group algebra of W (BCn),
K (t1, . . . , tn) is sent to a maximal commutative semi-simple subalgebra.

Remark 18.20. In order to get Corollary 18.18, one could in fact just look at
representations of type V(D(1),∅) (notation of the proof of Theorem 18.17) where
a0 acts by the scalar x and whose sum gives a faithful matrix representation of
HR(Sn) (see [Hoef74] 2.3.1). We chose the more general Theorem 18.17 for
the convenience of references.



18 Some integral Hecke algebras 281

18.4. Hecke algebras of type BC: some computations

Recall the basis (aw)w∈W . We sometimes write a(w) when the expression for
w is complicated.

Note that each ai (i ≥ 1) is invertible, so a(w) is invertible when w ∈ Sn .
If λ = (λ1, λ2, . . .) is a sequence of integers ≥ 1 whose sum is n, recall that
Sλ = Sλ1 × S{λ1+1,...,λ1+λ2} × · · · ⊆ Sn .

The tm’s commute with each other, so we can set the following.

Definition 18.21. Let m ∈ {0, 1, . . . , n}. We denote πm = �m
j=1(t j − xy j−1),

π̃m = �m
j=1(t j + y j−1).

Let w(n)
m ∈ Sn be the permutation of {1, . . . , n} corresponding to addition

of m mod. n, namely w(n)
m = (1, 2, . . . , n)m.

Denote v(n)
m = πma(w(n)

m )π̃n−m.
We shall sometimes omit the superscript (n) when the dimension is clear from

the context.

Here are the basics about the law of HR(BCn).

Proposition 18.22. (i) The ti ’s commute.
(ii) The family ti1 . . . til a(w), for 1 ≤ i1 < . . . < il ≤ n and w ∈ Sn, is an

R-basis of HR(BCn).
(iii) ai commutes with t j if j �= i, i + 1.
(iv) ai commutes with �k

j=1(t j − y j−1λ) for λ ∈ R, k �= i .

Proof. Denote by s0, s1, . . . , sn−1 the generators of the Coxeter group of type
BCn satisfying the same braid relations as the ai ’s. Denote s ′

i = si−1 . . . s0 . . .

si−1. Then ai = a(si ), ti = a(s ′
i ).

(i) has already been seen.
(iii) Since a0 = t1, we may assume i ≥ 1. By the braid relations, it is clear

that ai commutes with a0, a1, . . . ai−2, ai+2, . . . , an−1. This implies our claim as
soon as we have proved that ai commutes with ti+2 = ai+1ai . . . a0 . . . ai ai+1.
Using the braid relation between ai and ai+1, along with the fact that ai+1

commutes with ti = ai−1 . . . a0 . . . ai−1, one gets ai ti+2 = ai ai+1ai ti ai ai+1 =
ai+1ai ai+1ti ai ai+1 = ai+1ai ti ai+1ai ai+1 = ai+1ai ti ai ai+1ai = ti+2ai , i.e. our
claim.

We now prove that

(iv′) ai commutes with yti + ti+1 and ti ti+1.

Using ti+1 = ai ti ai and the quadratic equation satisfied by ai , the commuta-
tor [ai , ti+1] equals a2

i ti ai − ai ti a2
i = −y[ai , ti ], whence the first part of (iv′).

Similarly, and since ti ti+1 = ti+1ti , we have ai ti ti+1 − ti ti+1ai = [a2
i , ti ai ti ] =
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(y − 1)[ai , ti ai ti ] = (y − 1)(ti+1ti − ti ti+1) = 0, whence the second part of
(iv′).

(iv) follows easily from (iv′) since ai commutes with (ti − yi−1λ)(ti+1 −
yiλ), and with (t j − y j−1λ) for each j �= i, i + 1.

(ii) Denote H = ∑
Rti1 . . . til a(w). Since HR(BCn) is R-free and HK (BCn)

has dimension 2nn! for any field K containing R, it suffices to prove H =
HR(BCn).

Since HR(BCn) is generated by a0, a1, . . . , an−1, it suffices to check that
[ai , ti1 . . . til ] ∈ H for any sequence 1 ≤ i1 < . . . < il ≤ n. If i = 0, this is clear.
If i ≥ 1, using (iii), (iv′) above, and invertibility of y, one may assume that
i1 = i = il . Then we may write ai ti = ti+1a−1

i = ti+1(y−1ai + y−1 − 1). �

Lemma 18.23. Let 1 ≤ m, m ′ ≤ n.
(i) πmHR(BCn)π̃m ′ = 0 when m + m ′ > n.
(ii) When m < n, v(n)

m = v(n−1)
m .a(sn,n−m)(tn−m + yn−m−1) = (tm − xym−1)

a(sm,n).v(n−1)
m−1 .

(iii) πmawπ̃n−m = 0 if w ∈ Sn \ Sm,n−mw(n)
m Sn−m,m.

(iv) Let σ :HR(Sn−m,m) → HR(Sm,n−m) be the isomorphism defined by
σ (ai ) = a

w
(n)
m (i) for i �= 0, m (note that w(n)

m (i) ≡ i + m mod. n). Then, for all
h ∈ HR(Sn−m,m),

a
(
w(n)

m

)
h = σ (h)a

(
w(n)

m

)
, a

(
w

(n)
n−m

)−1
h = σ (h)a

(
w

(n)
n−m

)−1
,

and vmh = σ (h)vm .

(v) vmHR(BCn) = vmHR(Sn).

Proof. Each w ∈ Sn such that w(n) < n can be written (see Example 2.5)

(A) w = w′sn,w−1(n) = sw(n),nw
′′ with w′, w′′ ∈ Sn−1 and lengths added,

i.e. l(w) = l(w′) + n − w−1(n) = n − w(n) + l(w′′).
(i) Assume m + m ′ > n.
Since HR(BCn) = R(t1, . . . , tn)HR(Sn) and πm , π̃m ′ ∈ R(t1, . . . , tn), it suf-

fices to show that πmHR(Sn)π̃m ′ = 0. We prove πmawπ̃m ′ = 0 for any w ∈ Sn

by induction on l(w) and n.
If w = 1 (this also accounts for n = 1), one gets πm π̃m ′ , which is a multiple

of π1π̃1. This is zero by the quadratic relation satisfied by t1 = a1. Similarly, if
m = n, then πm is central by Proposition 18.22(iv) and we get again πm π̃m ′ = 0.
The same is true if m ′ = n. So we assume m, m ′ < n.

If w ∈ Sn−1, the induction hypothesis on n gives the result. When w �∈
Sn−1, (A) above gives aw = aw′an−1 . . . ak for w(k) = n and w′ ∈ Sn−1. If
k ≥ m ′, then an−1, . . . , ak commute with π̃m ′−1 by Proposition 18.22(iv). Then
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πmawπ̃m ′ = (πmaw′ π̃m ′−1)an−1 . . . ak(tm ′ + ym ′−1) and the first parenthesis is
0 by the induction hypothesis on n. If k < m ′, then ak commutes with π̃m ′

by Proposition 18.22(iv), so we get πmawπ̃m ′ = πmaw′an−1 . . . ak+1π̃m ′ak =
(πma(w′sn−1 . . . sk+1)π̃m ′ )ak and the parenthesis is 0 by the induction hypothesis
on l(w).

(ii) Applying (A) for w = w(n)
m (addition of m mod. n in {1, . . . , n}), we get

w−1(n) = n − m, w(n) = m, w′ = w(n−1)
m , and w′′ = w

(n−1)
m−1 .

In the Hecke algebra, this implies that

a
(
w(n)

m

) = a
(
w(n−1)

m

)
an−1an−2 . . . an−m = amam+1 . . . an−1a

(
w

(n−1)
m−1

)
.

Using the commutation of Proposition 18.22(iv), one gets (tm − xym−1)
a(sm,n).v(n−1)

m−1 = (tm −xym−1)a(sm,n).πm−1a(w(n−1)
m−1 )π̃n−m = (tm − xym−1)πm−1

a(sm,n)a(w(n−1)
m−1 )π̃n−m = πma(w(n)

m )π̃n−m = v(n)
m . This gives (ii) since the first

equality is proved in the same fashion.
(iii) Let w ∈ Sn be such that πma(w)π̃n−m �= 0. Let us write w = w1w2w3

with w1 ∈ Sm,n−m , w3 ∈ Sn−m,m and l(w) = l(w1) + l(w2) + l(w3) (see Pro-
position 2.4). Then πm (resp. π̃n−m) commutes with a(w1) (resp. a(w3)) by
Proposition 18.22(iv). Then πma(w2)π̃n−m �= 0. So we may assume that w

is such that w ∈ DI,I ′ where WI = Sm,n−m and WI ′ = Sn−m,m in W = Sn

(Proposition 2.4). We prove that w = w(n)
m by induction on n. Since w ∈ DI,I ′ ,

each reduced expression of w begins with sm , so (A) implies w(n) = m and
w = sm,nw

′ with w′ ∈ Sn−1 (w ∈ Sn−1 is impossible by (i)). Then, using
Proposition 18.22(iv) again, πma(sm,n)a(w′)π̃n−m = (tm − xym−1)πm−1a(sm,n)
a(w′)π̃n−m = (tm − xym−1)a(sm,n)(πm−1a(w′)π̃n−m), so πm−1a(w′)π̃n−m �= 0
(we assume m �= 0, the case when m = 0 is clear). The induction gives w′ ∈
Sm−1,n−m,1w

(n−1)
m−1 Sn−m,m−1,1. Then w ∈ sm,nSm−1,n−m,1w

(n−1)
m−1 Sn−m,m−1,1 ⊆

Sm,n−msm,nw
(n−1)
m−1 Sn−m,m−1,1. We have seen above that sm,nw

(n−1)
m−1 = w(n)

m , thus
our claim is proved.

(iv) Let i �= 0, n − m. Using the geometric representation of Sn one gets
wmsi = swm (i)wm and siwn−m = wn−mswm (i) with lengths adding and
wm(i) �= m. Then a(wm)ai = a(wmsi ) = awm (i)a(wm) and ai a(wn−m) =
a(wn−m)awm (i). Moreover, vmai = πma(wm)π̃n−mai = πma(wm)ai π̃n−m =
πmawm (i)a(wm)π̃n−m = awm (i)πma(wm)π̃n−m by Proposition 18.22(iv).

(v) Let us show first that

(v′) vmti ∈ vmHR(Sn)

for all i . We prove this by induction on i . Note that, by the quadratic re-
lation satisfied by a0 = t1, one has π1t1 = −π1 and therefore πmt1 = −πm .
Similarly π̃mt1 = xπ̃m . This gives our claim for i = 1 according to m = n or
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not. Assume (v′) for i and let us prove it for i + 1 when i ≤ n − 1. One has
ti+1 = ai ti ai . Assume i �= n − m. Then (iv) and the induction hypothesis imply
vmti+1 = awm (i)vmti ai+1 ∈ awm (i)vmHR(Sn) = vmaiHR(Sn), thus our claim.
Assume i = n − m. By (i), we have vm(ti+1 + yi ) = πma(wm)π̃i (ti+1 + yi ) =
πma(wm)π̃n−m+1 = 0. So vmti+1 = −yivm in that case, thus (v′) again.

To show (v), it suffices to prove that vmHR(Sn) is stable under right multipli-
cation by a0 = t1. Let w ∈ Sn . By a clear variant of (A), w = sw(1),1w

′ where
w′ = s1,w(1)w ∈ S1,n−1 = <s2, . . . , sn−1> and lengths add l(w) = w(1) −
1 + l(w′). Then w′s0 = s0w

′ with lengths adding, so we can write vma(w)t1 =
vma(sw(1),1)a(w′s0) = vma(sw(1),1)t1a(w′) = vmtw(1)a(sw(1),1)−1a(w′) ∈ vmHR

(Sn) by (v′) above. �

Proposition 18.24. (i) πmHR(Sn)π̃n−m = vmHR(Sn−m,m) = H(Sm,n−m)vm.
(ii) The map

HR(Sn) → vmHR(BCn), h �→ vmh

is a bijection.

Proof. (i) The last equality comes from Lemma 18.23(iv). By Lemma 18.23(ii)–
(iii) and Proposition 18.22(iv), we also have πmHR(Sn)π̃n−m = πmHR

(Sm,n−m)a(wm)HR(Sn−m,m)π̃n−m = HR(Sm,n−m)πma(wm)π̃n−mHR(Sn−m,m)
=HR(Sm,n−m)vmHR(Sn−m,m), whence πmHR(Sn)π̃n−m =vmHR(Sn−m,m)=
HR(Sm,n−m)vm .

(ii) Lemma 18.23(v) gives the surjectivity. It remains to check injectivity.
By Proposition 18.22(ii), we have HR(BCn) = t1t2 . . . tnHR(Sn) ⊕ H′

as an R-module, where H′ = ⊕
1≤i1< ... <il≤n, l �=n Rti1 . . . tilHR(Sn). Also

t1t2 . . . tnHR(Sn) ∼= HR(Sn) as R-module (left multiplication by t1t2 . . . tn).
So let

pn:HR(BCn) → HR(Sn)

be such that t1t2 . . . tn pn(h) is the projection of h ∈ HR(BCn) with kernel H′.
We prove

(ii′) pn(vm) = a(s1,m+1)−1a(s2,m+2)−1 . . . a(sn−m,n)−1

by induction on n. If m = n, then vm = πn and pn(πn) = 1 by Proposition
18.22(ii). Assume m < n (then n �= 0) and that our claim is proved for v(n−1)

m ∈
HR(BCn−1). By Lemma 18.23(ii), one has v(n)

m = v(n−1)
m a(sn,n−m)(tn−m +

yn−m−1) = v(n−1)
m (tna(sn−m,n)−1 + yn−m−1a(sn,n−m)) = tnv(n−1)

m a(sn−m,n)−1 +
yn−m−1v(n−1)

m a(sn,n−m) since tn commutes with HR(BCn−1) by Proposition
18.22(iii). We also have HR(BCn−1) ⊆ H′ and pn(tnh) = pn−1(h) for all h ∈
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HR(BCn−1) by Proposition 18.22(ii). Then pn(v(n)
m ) = pn−1(v(n−1)

m )a(sn−m,n)−1.
The induction hypothesis then gives (ii′).

Now, it is clear that, if h ∈ HR(Sn), then a(sn−m,n) . . . a(s2,m+2)a(s1,m+1)
pn(vmh) = h. This gives an inverse to our map h �→ vmh. �

18.5. Hecke algebras of type BC: a Morita equivalence

In what follows we assume that O is a principal ideal domain and that Q, q are
two elements of O such that the following hypothesis is satisfied

Hypothesis 18.25. q, �n−1
i=0 (Q + qi ), and �n−1

i=0 (Qqi + 1) are invertible in O.

Definition 18.26. HO(BCn, Q, q) (most of the time abbreviated as HO(BCn))
is defined as HR(BCn) ⊗R O where the morphism R = Z[x, y, y−1] → O is
the one sending x to Q and y to q.

Our main goal is to prove the following theorem.

Theorem 18.27. There exist ε0, ε1, . . . , εn in HO(BCn, Q, q) such that
(i) the εm are orthogonal idempotents such that εmHO(BCn)εm ′ = 0 when

m �= m ′,
(ii) εm centralizes HO(Sm,n−m, q) and εmHO(BCn)εm =

εmHO(Sm,n−m, q) ∼= HO(Sm,n−m, q), as O-algebras, by the natural map,
(iii) letting ε = ε0 + · · · + εn,HO(BCn) is Morita equivalent to εHO(BCn)ε.

Proposition 18.28. πm and π̃m are idempotents up to units of the center of
HO(Sm).

Proof. One may assume m = n. In HR(BCn), πn and π̃n are central by
Proposition 18.22(iv), and πnt1 = −πn , π̃nt1 = yπ̃n by the quadratic equation
satisfied by t1 = a0. In HR(BCn), one has πnti = πnai−1 . . . a1t1a1 . . . ai−1 =
ai−1 . . . a1πnt1a1 . . . ai−1 = −πnai−1 . . . a1a1 . . . ai−1 and similarly π̃nti =
yπ̃nai−1 . . . a1a1 . . . ai−1.

Then, in HO(BCn),

(πn)2 = �n
i=1πn(ti − Qqi−1) = (−1)nπn�

n
i=1(a(si,1)a(s1,i ) + Qqi−1).

It remains to show that �n
i=1(a(si,1)a(s1,i ) + Qqi−1) is a unit in the center

of HO(Sn). This element is central since it is the image of (−1)nπn under
the epimorphism HR(BCn) → HO(Sn) sending x to Q, y to q, a0 to −1,
ai (i ≥ 1) to the element denoted the same. To show that it is a unit, it suf-
fices to check that, for i = 1, . . . , n, A := a(si,1)a(s1,i ) + Qqi−1 is a unit. Let



286 Part IV Decomposition numbers; q-Schur algebras

P(X ) ∈ O[X ] be the polynomial �2i−2
j=0 (X − Qqi−1 − q j )2. Then P(0) is a

unit of O by Hypothesis 18.25. One has P(A) = 0 by Corollary 18.18.
So this allows us to write AA′ = A′ A = 1 for A′ a polynomial expression
in A.

The same can be done for π̃m , using (π̃n)2 = π̃n�
n
i=1(Qa(si,1)a(a1,i ) + qi−1)

and defining P̃(X ) = �2i−2
j=0 (X − qi−1 − Qq j ) ∈ O[X ]. �

Theorem 18.29. The regular right HO(BCn, Q, q)-module is isomorphic with

v0HO(BCn) ⊕ . . . ⊕ (vmHO(BCn))(
n
m) ⊕ . . . ⊕ vnHO(BCn).

Proof of Theorem 18.29. Denote I (n′)
m = v(n′)

m HO(BCn) for 0 ≤ m ≤ n′ ≤ n.

Lemma 18.30. Let 0 ≤ m < n′ ≤ n.
(i) I (n′)

m is O-free of rank 2n−n′
n!.

(ii) If m �= 0, then I (n′)
m−1 is an O-pure submodule of I (n′)

m .

Proof of Lemma 18.30. (i) Proposition 18.24(ii) tells us that v(n′)
m HO(BCn′ ) isO-

free of rank |Sn′ |. Using the standard basis of HO(BCn) and the multiplication
formula when lengths add, we see that HO(BCn) is a free left HO(BCn′ )-module
of basis the ad ’s for d ranging over DI,∅ where W (BCn′ ) = W (BCn)I . Its car-
dinality is |W (BCn) : W (BCn′ )|. Then v(n′)

m HO(BCn) ∼= v(n′)
m HO(BCn′ ) ⊗HO(BCn′ )

HO(BCn) is O-free of rank |Sn′ |.|W (BCn) : W (BCn′ )|. That is our claim.
(ii) The inclusion v(n′)

m HO(BCn) ⊆ v(n′−1)
m HO(BCn) takes place for any com-

mutative ring, by Lemma 18.23(ii). The fact that the quotient is O-free when
O is a given principal ideal domain clearly follows from (i) since it is satisfied
for any quotient field of O. �

By Lemma 18.23(ii), left multiplication by (tm − Qqm−1)a(sm,n′ ) induces a
surjection

µ: I (n′−1)
m−1 → I (n′)

m .

One has I (n′)
m−1 ⊆ Ker(µ) since a(sm,n′ ) commutes with πm (Proposition 18.22

(iv)) and therefore (tm − Qqm−1)a(sm,n′ )v(n′)
m−1 ∈ (tm − Qqm−1)πm−1HO(BCn′ )

π̃n′−m+1 = πmHO(BCn′ )π̃n′−m+1 = 0 by Lemma 18.23(i).
By Lemma 18.30, I (n′)

m−1 is an O-pure O-submodule of I (n′−1)
m−1 of corank

the rank of I (n′)
m . Then I (n′)

m−1 = Ker(µ), thus giving an exact sequence of right
HO(BCn)-modules

(E) 0 → I (n′)
m−1 → I (n′−1)

m−1 → I (n′)
m → 0

for any 1 ≤ m ≤ n′ ≤ n.
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We now show that I (n′)
m is projective as a right HO(BCn)-module, for any 0 ≤

m ≤ n′ ≤ n. When m = 0 (resp. m = n′), I (n′)
m = π̃n′HO(BCn) (resp. I (n′)

m =
πmHO(BCn)) and Proposition 18.28 gives projectivity. We now prove that I (n′)

m

is projective by induction on n′ − m. If in the exact sequence (E) the third and
fourth terms are projective, then the sequence splits and the second term is
projective. This and the induction hypothesis give our claim.

Knowing that all terms in (E) are projective, we get

I (n′−1)
m−1

∼= I (n′)
m−1 ⊕ I (n′)

m

for any 1 ≤ m ≤ n′ ≤ n. By iteration of the above from the case m = n′ = 1, we

get I (0)
0

∼= ⊕n′
k=0(I (n′)

k )(
n′
k ) for any n′ ≤ n. Taking n′ = n, this gives the theorem

since I (0)
0 = HO(BCn). �

We can now complete the proof of Theorem 18.27.
By Proposition 18.24(i) and (ii), there is a unique zm ∈ HO(Sn−m,m) such

that

vma(wn−m)vm = vm zm .

We are going to prove that zm is invertible and that εm := vm z−1
m a(wn−m) (for

m = 0, 1, . . . , n) satisfy the requirements of the theorem.
By Lemma 18.23(iv), it is clear that zm is central in HO(Sn−m,m).
Let us check that zm is invertible. From Theorem 18.29, we see that the

right ideal vmHO(BCn) is projective, so it can be written εHO(BCn) for an
idempotent ε. Then vmHO(BCn)vmHO(BCn) = vmHO(BCn) and therefore
vm ∈ vmHO(BCn)vmHO(BCn). This can also be written vm ∈ vmHO(Sn)
vmHO(Sn) = vma(wn−m)vmHO(Sn) = vm zmHO(Sn) by Lemma 18.23(v) and
(ii). Using Proposition 18.24(ii), we get the existence of a right inverse of zm in
HO(Sn). Since HO(Sn) is O-free, this right inverse is also a left inverse, and
therefore is also one in HO(Sn−m,m) (see also Exercise 14).

Let εm := vma(wn−m)σ (z−1
m ) = vm z−1

m a(wn−m) (see Lemma 18.23(iv)). We
have

(εm)2 = vma(wn−m)σ (z−1
m )vma(wn−m)σ (z−1

m )

= vma(wn−m)vm z−1
m a(wn−m)σ (z−1

m )

= vma(wn−m)σ (z−1
m ) = εm

by Lemma 18.23(iv) and the definition of zm . So εm is an idempotent. Moreover
(i) follows from Lemma 18.23(i).

We have εmHO(BCn) = vmHO(BCn), so Theorem 18.29 implies that any
projective indecomposable right HO(BCn)-module is a summand of some
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εmHO(BCn). This gives (iii) by the standard definition of Morita equivalences
(see [Thévenaz] 1.9.9, [Ben91a] §2.2).

We have seen that zm is central in HO(Sn−m,m). Then εm central-
izes HO(Sm,n−m) = σ

(
HO(Sn−m,m)

)
by Lemma 18.23(iv). The natural map

HO(Sm,n−m) → εmHO(Sm,n−m) sends h to vm z−1
m a(wn−m)h, so it is a bijection

by Proposition 18.24(ii).
It remains to compute εmHO(BCn)εm . We postpone the proof of the following

lemma until after the present proof.

Lemma 18.31. π̃n−mHO(Sn)πm = π̃n−ma(wn−m)πmHO(Sm,n−m).

Using the above lemma and Lemma 18.23, we get

εmHO(BCn)εm = vmHO(BCn)vm z−1
m a(wn−m)

= vmHO(Sn)vm z−1
m a(wn−m)

= πma(wm)π̃n−mHO(Sn)πma(wm)π̃n−m z−1
m a(wn−m)

= πma(wm)π̃n−ma(wn−m)πmHO(Sm,n−m)

×a(wm)π̃n−m z−1
m a(wn−m)

= vma(wn−m)πma(wm)HO(Sn−m,m)π̃n−m z−1
m a(wn−m)

= vma(wn−m)vm z−1
m a(wn−m)HO(Sm,n−m)

= vma(wn−m)HO(Sm,n−m) = εmHO(Sm,n−m).

This completes the proof of Theorem 18.27. �

Proof of Lemma 18.31. From the defining relations ofHO(BCn), it is easy to see
that one may define an O-linear anti-automorphism ι of HO(BCn) by ι(aw) =
aw−1 . One has ι(a(wm)) = a(w−1

m ) = a(wn−m) and ι induces the identity on
the commutative algebra generated by the ti ’s. Then Proposition 18.24(i)
gives π̃n−mHO(Sn)πm = ι(πmHO(Sn)π̃n−m) = ι(HO(Sm,n−m)vm) = π̃n−m

a(wn−m)πmHO(Sm,n−m). �

18.6. Cyclic Clifford theory and decomposition numbers

Assume that 2 is invertible in O. Let A be an O-free finitely generated O-
algebra.

We assume there is τ ∈ A× and a subalgebra B such that A = B ⊕ Bτ , with
Bτ = τ B and τ 2 ∈ B. In other words, A is a Z/2Z-graded algebra in the sense
of [CuRe87] §11.
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Let

θ : A → A be defined by θ (b1 + b2τ ) = b1 − b2τ

for b1, b2 ∈ B. This is clearly a ring automorphism.
Our aim is to prove the following (for decomposition matrices, we refer to

Definition 5.25).

Theorem 18.32. Let M be a θ -stable A-module (i.e. θ M ∼= M). We assume
that (O, K , k) is a splitting system for EndA(M) and EndB(ResA

B M), and that
A ⊗ K and B ⊗ K are split semi-simple.

If DecA(M) is square lower unitriangular, then DecB(ResA
B M) is also square

lower unitriangular.

Remark 18.33. (i) From the hypothesis that A is a graded algebra over B, it
is easy to see that A ⊗ K is semi-simple if and only if B ⊗ K is semi-simple
(use [CuRe87] 11.16).

(ii) Theorem 18.32 is only about the indecomposable direct summands of M
up to isomorphism (the multiplicities of those summands have no influence on
the conclusion), so one might relax the hypothesis to assume only that θ per-
mutes those indecomposable summands up to isomorphism. An equivalent hy-
pothesis would be that A ⊗B ResA

B M is a multiple of M (use Lemma 18.34(iii)
below).

The proof of Theorem 18.32 requires some lemmas and notation.
We denote by

IndA
B : B−mod → A−mod

the tensor product functor A AB ⊗B −.

Lemma 18.34. (i) ResA
B and IndA

B are left and right adjoint to each other.
(ii) If V is a (right) B-module, then ResA

BIndA
B V ∼= V ⊕ τ V

(iii) If U is a (right) A-module, then IndA
BResA

BU ∼= U ⊕ θU.

Proof. (i) This is a consequence of the fact that A is a Z/2Z-graded algebra
(see [CuRe87] 11.13(i)).

(ii) and (iii). The restriction functor ResA
B can be seen as the tensor functor

B AA ⊗A −. So (ii) and (iii) reduce to the following isomorphisms between
bimodules

B AA ⊗A A AB
∼= B BB ⊕ B Bτ

B

and

A AB ⊗B B AA
∼= A AA ⊕ A Aθ

A
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as bimodules. The first is easy since B AA ⊗A A AB
∼= B AB by the evident map

and A = B ⊕ Bτ as a B-bimodule.
For the second, let us define

µ: A AB ⊗B B AA → A AA ⊕ A Aθ
A by h ⊗ h′ �→ (hh′, hθ (h′)).

This is well defined since θ is the identity on B. Moreover, it is clearly a
morphism for the bimodule structures. To check that it is onto, it suffices to
note that its image clearly contains (1, −1) and (1, 1) while 2 is invertible
in O.

However, the O-rank of A AB ⊗B B AA is 4.(B :O) since AB
∼= (BB)2 and

B A ∼= (B B)2 by the graded structure. So µ is an isomorphism. �

Lemma 18.35. Let U be an indecomposable A-module such that k is a splitting
field for the semi-simple quotients of EndA(U ) and EndB(ResA

BU ). One (and
obviously only one) of the following cases occurs.

(i) U ∼= θU, ResA
BU ∼= V ⊕ τ V for some indecomposable B-module V such

that V �∼= τ V , and U ∼= IndA
B V .

(ii) U �∼= θU, ResA
BU = V is indecomposable, and IndA

B V ∼= U ⊕ θU.

Proof. By Lemma 18.34(iii), U is a direct summand of IndA
BResA

BU . By the
Krull–Schmidt theorem, this implies that there is a direct summand V of ResA

BU
such that U is a direct summand of IndA

B V . Then ResA
BU is a direct summand of

ResA
BIndA

B V = V ⊕τ V , by Lemma 18.34(ii). Note that τ V is a direct summand
of ResA

B
τU ∼= ResA

BU . Then two cases may occur:
(i′) ResA

BU ∼= V ⊕ τ V with V �∼= τ V ,
(ii′) τ V ∼= V and ResA

BU ∼= V or V ⊕ V .
In case (i′), U is a direct summand of IndA

B V but ranks coincide, so U ∼=
IndA

B V . Then U ∼= θU since θ is trivial on B. This implies the first case of our
lemma.

Assume (ii′). Denote E = EndB(V ). Let us study EndA(IndA
B V ). By a stan-

dard result (see [CuRe87] 11.14(iii)), this is E ⊕ E τ̂ where τ̂ is a unit of
EndA(IndA

B V ) and τ̂ 2 ∈ E . (Namely τ̂ is the map defined by τ̂ (a ⊗ v) =
aτ ⊗ φ(v), for a ∈ A, v ∈ V , and where φ ∈ EndO(V ) induces an isomor-
phism V ∼= τ V .) By the splitting hypothesis and the indecomposability of
V , one has E/J (E) = k. But J (E)[τ̂ ] := J (E) ⊕ J (E)τ̂ is clearly a two-
sided ideal of EndA(IndA

B V ) = E ⊕ E τ̂ , and it is nilpotent mod. J (O).
Since τ̂ 2 is a unit of E , its class mod. J (E) is λ.1 where λ ∈ k×. Now,
we have EndA(IndA

B V )/J (E)[τ̂ ] ∼= k[X ]/(X2 − λ). Since 2 �= 0 in k, the
ring k[X ]/(X2 − λ) is a product of extension fields of k. By the splitting
hypothesis, each of those fields must be k, so the maximal semi-simple
quotient of EndA(IndA

B V ) is k2. By the classical correspondence between
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simple modules for EndA(IndA
B V ) and the isomorphism types of sum-

mands in a decomposition of IndA
B V as a direct sum of indecomposable A-

modules (see, for instance, [Ben91a] §1.4, [NaTs89] 1.14.7), the isomorphism
EndA(IndA

B V )/J
(
EndA(IndA

B V )
) ∼= k2 implies

IndA
B V ∼= U1 ⊕ U2

where U1 �∼= U2.
However, we have V m ∼= ResA

BU for m = 1 or 2. Therefore (IndA
B V )m ∼=

U ⊕ θU by Lemma 18.34(iii). Since U is indecomposable, the decomposition
we have above for IndA

B V implies m = 1 and U �∼= θU . This is case (ii). �

Let us denote by S1, S2, . . . , S f the simple submodules of M ⊗ K , up to
isomorphism. By the hypothesis on DecA(M), this list can be made in such a
way that the indecomposable direct summands of M are (up to isomorphism)
M1, . . . , M f , and moreover

di j := dimK HomA⊗K (Si , M j ⊗ K )

satisfies dii = 1 and di j = 0 for all 1 ≤ i < j ≤ f .

Lemma 18.36. Let ρ ∈ S f be defined by θ Si
∼= Sρ(i).

Let 1 ≤ i ≤ f .
(i) θ Mi

∼= Mρ(i).
(ii) If k ∈ Z and ρk(i) �= i , then di,ρk (i) = 0.

Proof. (i) First θ Mi is a direct summand of M by hypothesis. So it is isomorphic
to some Mρ ′(i) for 1 ≤ ρ ′(i) ≤ f . This defines ρ ′ ∈ S f .

We have HomA⊗K (θ X1,
θ X2) = HomA⊗K (X1, X2) for any A ⊗ K -modules

X1, X2. Applied to X1 = Si , X2 = M j ⊗ K , this gives

(D) dρ(i),ρ ′( j) = di j

for any 1 ≤ i, j ≤ f . Denoting by Ev ∈ GL f (Q) the permutation matrix
associated with v ∈ S f , the equation (D) above also can also be written
DecA(M)Eρ ′ = EρDecA(M). Since DecA(M) is lower triangular, the Bruhat
decomposition in GL f (Q) implies ρ = ρ ′.

(ii) Now let {i, ρ(i)} be a non-trivial orbit under ρ. One may assume that
i < ρ(i). Then di,ρ(i) = 0. Otherwise, we have dρm (i),ρm′ (i) = di,ρm′−m (i) for all
m, m ′ ∈ Z, by (D) above. This implies it is zero when ρm(i) �= ρm ′

(i). This is
(ii). �

Definition 18.37. Let ρ ∈ S f be defined by θ Si
∼= Sρ(i). Let Iρ ⊆ {1, . . . , f } ×

{0, 1} be the set of pairs (i, k) such that, if ρ(i) �= i , then k = 0 and i < ρ(i).
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For instance, taking f = 5 and ρ = (15)(34) ∈ S5, one gets the following
list (in lexicographic order) for Iρ , (1, 0) < (2, 0) < (2, 1) < (3, 0).

By Lemma 18.35, if ρ(i) �= i we may denote Ni = ResA
B Mi and this is an

indecomposable direct summand of ResA
B M . Whenρ(i) = i , one has ResA

B Mi =
Ni ⊕ τ Ni where Ni is an indecomposable direct summand of ResA

B M .
By the same lemma and the fact that ResA

B sends simple A-modules
to semi-simple B-modules (see [CuRe87] 11.16(i)), we may denote Ti =
ResA

B Si when ρ(i) �= i , ResA
B Si = Ti ⊕ τ Ti where Ti is a simple submodule of

ResA
B M ⊗ K .

Lemma 18.38. The maps

(i, k) �→ τ k
Ni and (i, k) �→ τ k

Ti

are bijections between Iρ and the indecomposable direct summands of ResA
B M

for the first map, the simple submodules of ResA
B M ⊗ K for the second. The

multiplicities of the τ k
Ti ’s in the τ k

Ni ⊗ K are as in the following table.

N j for j �= ρ( j) τ l
N j for j = ρ( j)

Ti for i �= ρ(i) di j + diρ( j) di j

τ k
Ti for i = ρ(i) di j ci j (k − l)

where ci j (1) = ci j (−1) = di j − ci j (0).
Moreover, the choice of which summand in ResA

B Mi is called Ni for each
ρ-fixed i can be made such that all values in the diagonal are 1’s.

Proof. Two Ni ’s of the first kind (ρ(i) �= i) can be isomorphic Ni
∼= N j only if

Mi
∼=θ k

M j for some k (take IndA
B and apply Lemma 18.35(ii)), i.e. i = ρk( j).

Conversely, Mi and θ k
Mi have the same ResA

B .
An isomorphism between indecomposable modules of the second kind

τ k
Ni

∼= τ l
N j , where i and j are ρ-fixed, can take place only if i = j and

k = l. One obtains i = j by taking IndA
B and applying Lemma 18.35(i). Then

Lemma 18.35(i) gives k = l.
The two kinds of indecomposable summands do not overlap because of the

action of τ .
The same is done for the τ k

Ti ’s. This gives all simple submodules of
ResA

B M ⊗ K by adjunction and the fact that IndA
B brings simple modules to

semi-simple ones as can be seen from the regular B ⊗ K -module.
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When ρ(i) �= i , by adjunction (Lemma 18.34(i)), we have HomB⊗K (Ti , V ⊗
K ) ∼= HomA⊗K (Si , IndA

B V ⊗ K ) for any direct summand V of ResA
B M , so this

can be computed using our knowledge of the IndA
B V ⊗ K ’s (Lemma 18.35).

When ρ(i) = i and ρ( j) �= j , then HomB⊗K (τ
k
Ti , N j ⊗ K ) = HomB⊗K

(τ
k
Ti , ResA

B M j ⊗K )∼= HomA⊗K (IndA
B

τ k
Ti , M j ⊗K ) = HomA⊗K (Si , M j ⊗K)

by adjunction and Lemma 18.35(i) for the statement IndA
B

τ k
Ti

∼= Si .
Concerning the ci j (k − l)’s, note first that HomB⊗K (τ V1,

τ V2) = HomB⊗K

(V1, V2) for any B ⊗ K -modules V1, V2. So the dimension of HomB⊗K

(τ
k
Ti ,

τ l
N j ⊗ K ) depends only on i , j and the parity of k − l. For the remaining

equation, ci j (−l) + ci j (1 − l) is the dimension of HomB⊗K (Ti ⊕ τ Ti ,
τ l

N j ⊗
K ) = HomB⊗K (ResA

B Si ,
τ l

N j ⊗ K ) ∼= HomA⊗K (Si , M j ⊗ K ) by adjunction
and Lemma 18.35(i).

We now come to the last statement. When ρ(i) �= i , then dii + diρ(i) = dii =
1 by Lemma 18.36(ii) and hypothesis (ii) of the theorem. We now fix i such that
ρ(i) = i . Then cii (0) + cii (−1) = cii (0) + cii (1) = dii = 1, so there is only one
summand in the first sum which is 1 while the other is 0. This means that Ti

occurs once in one of {Ni ,
τ Ni } but not in the other. So if the choice of which

summand of ResA
B Si is called Ti has been made, then one can choose which

summand of ResA
B Mi is called Ni in such a way that the multiplicity of Ti in it

is 1. Then the diagonal of the table bears just 1’s. �

We can now complete our proof of Theorem 18.32. The set Iρ ⊆
{1, . . . , f } × {0, 1} inherits the lexicographic order of {0, 1}. Since we know
that the diagonal contains only 1’s, it just remains to check that the entry in the
table of Lemma 18.38 is 0 when it corresponds to a relation (i, k) < ( j, l) in
Iρ . We review the four possible cases.

� ρ(i) �= i , ρ( j) �= j (hence k = l = 0 and i < j). Then the decomposition
number is di j + diρ( j) and this is zero since i < j < ρ( j) for all k (recall that
j < ρ( j) by Definition 18.37).

� ρ(i) �= i , ρ( j) = j .
� ρ(i) = i , ρ( j) �= j . In this case and the above, we have i < j and the table

in Lemma 18.38 gives our claim since di j = 0.
� ρ(i) = i , ρ( j) = j . If i < j , then di, j = 0 and the equation of Lemma 18.38

implies that ci j (−l) = ci j (1 − l) = 0 for all l. If i = j and k < l, then the
same equation, along with the statement about the diagonal, implies that
cii (k − l) = 0 for (k, l) = (0, 1) or (1, 0) (while cii (0) = dii = 1). �

Remark 18.39. The functors IndA
B and ResA

B have quite symmetric roles in the
proof of Theorem 18.32. One may obtain a theorem dual to Theorem 18.32,
and a converse to it. See Exercise 15.
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Exercises

1. Make a new definition of a Hecke algebraHO(W, (qs), (q ′
s)) with two sets of

parameters, the quadratic relation becoming (as − qs)(as − q ′
s) = 0. Define

yI and y′
I where the second becomes xI upon specializing q ′

s = −1. Use
an automorphism h �→ h′ of HO(W, (qs), (q ′

s)) to reduce the checkings
of §18.1 by half.

2. Show that as �→ (qs − 1) − as = −(qsas)−1 defines an involutory auto-
morphism of the O-algebra HO(W, (qs) of Definition 18.1. Show that it
exchanges xI with yI .

Deduce from this that one may replace the yλ’s by xλ’s in Theorem 18.14.
3. Let (W, S) be a finite Coxeter group. Let I, J ⊆ S. Using the notation

of §18.1, show that xI yJ �= 0 is equivalent to I ∩ J = ∅. Show that, if WI

and WJ are conjugate subgroups of W , then yI and yJ are conjugate in
HO(W, (qs)s∈S).

4. Show that, if W = Sn , q = 1 and K is algebraically closed of characteris-
tic zero, then yλHK

∼= IndSn
Sλ

sgn and xλHK
∼= IndSn

Sλ
1 (notation of §18.1)

where sgn denotes the one-dimensional representation defined by the sig-
nature. Show that 〈IndSn

Sλ
sgn, IndSn

Sµ
1〉Sn �= 0 implies λ � µ∗.

Deduce the fact about Irr(Sn) mentioned at the end of the proof of
Theorem 18.15.

5. Let G be a finite group acting on a ring A by ring automorphisms. Show
that there exists a ring denoted by A >� G whose underlying commutative
group is A(G) (maps from G to A) and such that G and its action on A inject
in the units of A >� G.

If O is a commutative ring and H >� G is a semi-direct product of finite
groups, show that O[H >� G] ∼= (O[H ]) >� G.

6. Let O be a commutative ring, let A be the O-agebra On (multiplication is
defined componentwise), let G be a finite group action on A by O-algebra
automorphisms.
(a) Show that A >� G is Morita equivalent to �iO[Gi ] where i ranges

over the G-classes of primitive idempotents of A and Gi denotes the
centralizer of an element of i (if ε ∈ A is a primitive idempotent, let
ε̄ denote the sum of elements of the orbit of ε under G; show that
A >� G = A >� Gε̄ ⊕ A >� G(1 − ε̄) is a decomposition as a direct
product of rings and that ε(A >� G)ε ∼= O[Gε]).

(b) Apply the above to get the representation theory of semi-direct products
H >� G of finite groups, where H is commutative, in all characteristics
not dividing |H |.

(c) Case of W (BCn) in odd characteristic.
(d) Case of W (Dn) in odd characteristic.
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7. (Ariki–Koike) Show that the subalgebra of HR(BC2) generated by t1 and
t2 equals R ⊕ Rt1 ⊕ Rt2 ⊕ Rt1t2 ⊕ Rt ′

1 ⊕ Rt ′
2 where t ′

1 = (y − 1)(t1t2 +
xy)a2, t ′

2 = x(y − 1)(xy − yt1 − t2 − y)a2.
8. Prove Proposition 18.22(i) and (iii) by using the geometric representation

of W (BCn) and the roots (see Example 2.1(ii)).
9. Prove that HR(BCn) is not a subalgebra of �i MatNi (R), where the Ni ’s are

the dimensions of Hoefsmit’s representations.
10. Show that the coefficient of vm on a(wm) is (−x)m y(m

2)+(n−m
2 ) and that it is

the only component on HR(Sn) with respect to the standard basis of the
aw’s.

11. Show that pn(vm) = a(wn−m)−1 (notation of the proof of Proposi-
tion 18.24(ii)).

12. AssumeO is a complete discete valuation ring. Let A be a finitely generated
O-free algebra. Let a ∈ A, and assume a A is projective as a right module.
Show that there is a unit u ∈ A such that au is an idempotent.

13. Let R′ = Z[x1, x2, y, y−1]. Define HR′ (BCn) by the same relations as
HR(BCn) but with the quadratic relation for a0 being (a0 − x1)(a0 − x2) =
0. Define the ti ’s, the πi ’s and the π̃i ’s of this algebra. Show that the πi ’s
and the π̃i ’s are exchanged by the automorphism h → h̃ permuting x1 and
x2. Simplify certain proofs in §18.1 by use of this automorphism.

14. O is a commutative ring, A an O-free O-algebra. If a ∈ A is invertible
on one side, show that it satisfies a polynomial equation P(a) = 0 with
P ∈ O[t] and P(0) invertible in O (work in the matrix algebra EndO(A)
and take P to be the characteristic polynomial of right multiplication
by a). Deduce that a is invertible (on both sides) in the subalgebra it
generates.

15. Show the results of §18.6 when A = B ⊕ Bτ ⊕ . . . ⊕ Bτ r−1 is a Z/rZ-
graded algebra overO, where r is invertible inO, where the triple (O, K , k)
is assumed to be a splitting system for the endomorphism rings of all
considered modules.

Show that the implication of Theorem 18.32 is an equivalence.
Dec(A) is square unitriangular if and only if Dec(B) is square unitrian-

gular.
16. Find an example of a Z/2Z-graded algebra A = B ⊕ Bτ over a field of

characteristic 2 and such that A ⊗B A is indecomposable as an A-bimodule.

Notes

The q-Schur algebra EndH(Sn )(
⊕

λ�n yλH(Sn)) was introduced by Dipper–
James in [DipJa89]. This, and the many generalizations that followed, opened a
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new chapter of representation theory (see the books [Donk98a], [Mathas], and
the references given there).

The Morita equivalence for type BC was proved by Dipper–James [DipJa92],
using [DipJa86] and [DipJa87]. This was generalized by Du–Rui and Dipper–
Mathas (see [DuRui00], [DipMa02]) to the context of Ariki–Koike algebras
[ArKo]. Concerning the generalization of Hoefsmit construction to all types of
Coxeter groups and also valuable historical remarks, see [Ram97].

The result in §18.6 is due to Genet; see [Gen03].
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Decomposition numbers and q-Schur algebras:
general linear groups

Let us recall the notion of decomposition matrices from §5.3 and §18.6 earlier.
If (O, K , k) is an �-modular splitting system for an O-free finitely generated
O-algebra A, and if M is an O-free finitely generated A-module, we defined
DecA(M) as a matrix recording the multiplicities of the simple A ⊗ K -modules
in the various indecomposable summands of M . The classical �-decomposition
matrix Dec(OG) of a finite group G is DecOG(OGOG) (see Definition 5.25).

In the case of the symmetric group Sn , it is a well-known result that the
�-decomposition matrix can be written

Dec(OSn) =












1 0 0

∗ . . . 0
∗ ∗ 1
∗ ∗ ∗
...

...
...

∗ ∗ ∗












for a suitable ordering of the columns (see [JaKe81] 6.3.60).
Concerning finite reductive groups GF with connected Z(G), we know from

Theorem 14.4 that the unipotent characters are a basic set for the sum of unipo-
tent �-blocks B1 = OGF .b�(GF , 1) (see Definition 9.9). In other words, the
lines of Dec(B1) corresponding with E(GF , 1) define a square submatrix of de-
terminant ±1. We show the following theorem of Dipper–James; see [DipJa89].
For G = GLn(Fq ), this submatrix is of the form DecH(M) where H is the
Hecke algebra associated with the symmetric group Sn and parameter q (see
Definition 18.1), and M is a direct product of ideals M ∼= �λ�n yλH (see The-
orem 19.15 and Theorem 19.16). For λ = (1, . . . , 1), one gets (in a special
case) the inclusion of decomposition matrices already mentioned in §5.4. One
shows in addition that the lexicographic order on partitions λ makes the above
decomposition matrix lower triangular as in the case of Sn .

297
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The connection between DecH(M) and Dec(OGF ) relies essentially on the
symmetry ofH as anO-algebra and certain isomorphisms between Hom spaces
related to the equivalence of §1.5. The q-Schur algebra is EndH(M), an algebra
whose number of simple modules is the same over k and K (see [Mathas] 4.15
or Corollary 19.17 below).

The upper triangular shape of the Dec(B1) above allows us to determine the
simple cuspidal kG-modules (see Chapter 1) pertaining to this block. They are
of type hd(Y ) where Y is the reduction mod. J (O) of a version over O of the
Steinberg module. Denote by e the order of q mod. �. The existence of a simple
cuspidal B1-module is equivalent to n = 1 or n�′ = e (Theorem 19.18). It is also
possible to say which simple kG.b�(G, 1)-modules are in the series defined by
a cuspidal module for a standard Levi subgroup of G = GLn(Fq ) (Dipper–
Du, Geck–Hiss–Malle, see [DipDu93], [GeHiMa94]). This completes, for the
product of the unipotent blocks of GLn(Fq ), the program set in Chapter 1.

19.1. Hom functors and decomposition numbers

Let O be a local ring with field of fractions K .

Definition 19.1. If V is an O-free O-module and V ′ ⊆ V is a submodule,
one denotes

√
V ′ = V ∩ (V ′ ⊗O K ), an O-submodule of V ⊗O K , i.e.

√
V ′ =

{v ∈ V | J (O)av ⊆ V ′ for some a ≥ 0}.
One says V ′ is O-pure if and only if

√
V ′ = V ′, i.e. V/V ′ is O-free.

We assume in this section that � is a prime and (O, K , k) is an �-modular
splitting system for a finite group G. Let Y be an O-free OG-module. Denote
E := EndOG(Y ). Recall from §1.5

HY :OG−mod → mod−E

the functor HomOG(Y, −). If M is an E-submodule of some HY (V ) =
HomOG(Y, V ), one denotes by MY ⊆ V the OG-submodule M.Y :=
∑

m∈M m(Y ).
The main result is a version “over O” of §1.5; see also Exercise 3.

Theorem 19.2. Assume that E is symmetric (see Definition 1.19).
(i) If J is an O-pure right ideal of E, then HY (

√
JY ), considered as a right

ideal of E = HY (Y ), equals J .
(ii) If J1, J2 are O-pure right ideals of E, then HY induces an isomorphism

HomOG(
√

J1Y ,
√

J2Y )
∼−−→HomE (J1, J2).
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Proof. (i) One has clearly J ⊆ HY (JY ) ⊆ HY (
√

JY ). However, it is easy to
see that HY (

√
JY ) = √

HY (JY ). So both J and HY (
√

JY ) are pure, and it
suffices to prove that J ⊗O K ⊇ HY (

√
JY ) ⊗O K .

One has HY (
√

JY ) ⊗O K = HomOG(Y,
√

JY ) ⊗ K ⊆ HomK G(Y ⊗
K , (JY ) ⊗ K ) ⊆ HomK G(Y ⊗ K , (J ⊗ K )(Y ⊗ K )) but this is the image of
(J ⊗ K )(Y ⊗ K ) by the Hom-functor associated to the K G-module Y ⊗ K .
The endomorphism algebra EndK G(Y ⊗ K ) is Frobenius (see Definition 1.19)
since it is semi-simple, so HomK G(Y ⊗ K , (J ⊗ K )(Y ⊗ K )) = J ⊗ K by
Lemma 1.28(iii).

(ii) The proof parallels the one of Theorem 1.25(i).
The functor HY provides a map HomOG(

√
J1Y ,

√
J2Y ) → HomE (HY

(
√

J1Y ), HY (
√

J2Y )) defined by HY ( f ) being the composition on the left with
f . By (i), it suffices to check that this is a bijection.

If f ∈ HomOG(
√

J1Y ,
√

J2Y ) satisfies HY ( f ) = 0, then f (e(Y )) = 0 for
all e ∈ HY (

√
J1Y ). Then f (HY (

√
J1Y ).Y ) = 0, i.e. f (J1.Y ) = 0 by (i). Thus

clearly f (
√

J1Y ) = 0, i.e. f = 0. So HY is injective.
We now prove that HY is onto. Let h ∈ HomE (J1, J2). By Lemma 18.7,

there is e ∈ E such that h(i) = ei for all i ∈ J1. Then eJ1 ⊆ J2 and therefore
e(J1Y ) ⊆ J2Y , e(

√
J1Y ) ⊆ √

J2Y . Taking f ∈ HomOG(
√

J1Y ,
√

J2Y ) to be
the restriction of e, one has clearly HY ( f ) = h. �

Recall decomposition matrices (Definition 5.25) and basic sets of characters
(Definition 14.3).

Proposition 19.3. If B is a subset of Irr(G, b) for a central idempotent b ∈
Z(OG) (see §5.1), the submatrix of Dec(OG) corresponding to simple K G-
modules inB and projective indecomposableOGb-modules is square invertible
(over Z) if and only if B is a basic set of characters for OGb.

Proof. The lattice in CF(G, K ) generated on Z by the d1χ for χ ∈ Irr(G)
has a basis IBr(G) (“Brauer characters,” i.e. central functions G�′ → O ob-
tained by lifting in O the roots of 1 in k, see [Ben91a] §5.3, [NaTs89] §3.6)
which partitions along blocks of OG as IBr(G) = ⋃

i IBr(G, bi ). As a classical
result, the decomposition matrix can be seen as giving in each row the coor-
dinates in this basis of each d1χ for χ ∈ Irr(G) (see [NaTs89] 3.6.14 and its
proof).

Then B is a basic set of characters for OGb if and only if the corresponding
d1χ ’s generate the same lattice as IBr(G, b) and have the same cardinality. This
is equivalent to the corresponding block of the decomposition matrix being
invertible (over Z). �
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The following gathers some technical conditions related to Theorem 19.2. It
will allow us to embed in Dec(OG) some decomposition matrices DecOG(X )
for certain OG-modules that differ from their projective covers by a somewhat
canonical submodule.

Theorem 19.4. Let A = OGb for b a central idempotent of OG. We assume
we have a collection (Xσ )σ of A-modules and, for each σ a collection (yλ)λ∈�σ

of elements of EndA(Xσ ). We assume the following conditions are all satisfied.
(a) Letting Bσ be the set of irreducible components of Xσ ⊗ K , the union

B := ∪σBσ is disjoint and a basic set of characters for A (see Definition 14.3).
(b) For each σ , the O-algebra Hσ := EndA(Xσ ) is symmetric (see Defini-

tion 1.19) and there is some λ ∈ �σ such that yλ = 1.
(c) For each σ and λ ∈ �σ , the right ideal yλHσ is O-pure in Hσ .
(d) For each σ and λ ∈ �σ , there exists an exact sequence

0 → �σ,λ → Pσ,λ →
√

yλ.Xσ → 0

in A−mod where Pσ,λ is projective, and �σ,λ ⊗ K has no irreducible compo-
nent in B.

Then, denoting Sσ = EndHσ
(�λ∈�σ

yλHσ ) and choosing an ordering of the
σ ’s, one has

Dec(A) =
(

D0 D1

D′
0 D′

1

)

where D0 =








Dec(Sσ1 ) 0 . . . 0

0 Dec(Sσ2 )
...

...
. . . 0

0 . . . 0 Dec(Sσm )








,

and where the columns of D1 correspond to the projective indecomposable
A-modules not occurring in the projective covers of the

√
yλ.Xσ ’s.

Moreover, D1 is empty if and only if each Dec(Sσ ) has a number of columns
greater than or equal to its number of rows. Then each Dec(Sσ ), and therefore
D0, is a square matrix.

Proof. Let us fix σ . The hypotheses (b) and (c) allow us to apply Theorem
19.2(ii) to Y = Xσ , E = Hσ , and the right ideals generated by the yλ’s. One
gets an isomorphism

EndA(�λ∈�σ

√
yλ Xσ ) ∼= Sσ
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induced by the functor HXσ
:= HomA(Xσ , −). Using Proposition 5.27, one gets

Dec(Sσ ) = Dec(EndA(�λ

√
yλ Xσ )) = Dec(�λ

√
yλ Xσ ).

We may assume that, in (d), Pλ,σ is a projective cover of
√

yλ Xσ (since a
projective cover and the corresponding quotient would be direct summands of
Pλ,σ and �λ,σ ).

Since 1 = yλ for some λ ∈ �σ , the rows of Dec(�λ

√
yλ Xσ ) are indexed by

Bσ . Choose a numbering of the σ ’s, then a numbering of Irr(A ⊗ K ) listing
first the elements of Bσ1 , Bσ2 , . . . , Bσm , then Irr(A ⊗ K ) \ B. Choosing also a
numbering of the projective A-modules beginning with the Pλ,σ ’s, one gets
the form stated once we have proved that Pλ,σ ⊗ K and Pλ′,σ ′ ⊗ K have no
element of B in common when σ �= σ ′. By (d), such an element would be in
both

√
yλ.Xσ ⊗ K and

√
yλ′ .Xσ ′ ⊗ K , hence in both Xσ ⊗ K and Xσ ′ ⊗ K .

This is impossible since Bσ ∩ Bσ ′ = ∅ by (a).
The matrix Dec(Sσ ) has |Bσ | rows. If its number of columns is greater than

or equal to |Bσ |, then D0 is square and therefore D1 is empty since (D0 D1) is
square of dimension the number |B| of projective indecomposable A-modules,
B being a basic set of characters for A (the number of projective indecomposable
modules equals the number of simple A ⊗ k-modules). Conversely, if D1 is
empty, we have an invertible square matrix (Proposition 19.3) which is block
diagonal. It is easy to check that each block must be square. Then Dec(Sσ ) must
have exactly |Bσ | columns. �

19.2. Cuspidal simple modules and Gelfand–Graev lattices

Let (G, F) be a connected reductive F-group defined over Fq . We assume that
Z(G) is connected. After the next proposition, we shall assume that G is the
general linear group GLn(F) with its usual definition over Fq .

Let � be a prime not dividing q . Let (O, K , k) be an �-modular splitting
system for GF . Recall eGF

�′ ∈ K GF and b�(GF , 1) ∈ OGF (see Definition 9.9
and Theorem 9.12).

Let B be an F-stable Borel subgroup of G. Denote U = Ru(B)F , a Sylow p-
subgroup of GF . Let ψ be a regular linear character of U (see [DiMi91] 14.27).
The same letter may denote a line over O affording ψ : U → O×. All regular
linear characters of U are BF -conjugate ([DiMi91] 14.28), so that the OGF -
module IndGF

U ψ does not depend on the choice of ψ .

Definition 19.5. Denote by 	GF := IndGF

U ψ . Let 	GF ,1 = b�(GF , 1).	GF (see
Definition 9.4). Denote StGF = eGF

�′ .	GF ,1, an OGF -module. We also denote
	GF ,1 = 	GF ,1 ⊗O k and StGF = StGF ⊗O k.
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Proposition 19.6. (i) The 	GF ,1 are projective indecomposable modules.
(ii) StGF ⊗O K is the simple K GF -module corresponding to the Steinberg

character (see [DiMi91] §9). Moreover, hd(StGF ) is simple with projective cover
	GF ,1.

(iii) If L is a standard Levi subgroup of GF , then ∗RGF

L StGF = StL .

Proof. Since |U | is invertible in O, one has 	GF = OGF .uψ where uψ is
the idempotent |U |−1 ∑

u∈U ψ(u−1)u. So 	GF , and therefore 	GF ,1 are projec-
tive. Now 	GF ,1 is the projective cover of StGF by Theorem 9.10. To show
that 	GF ,1 is indecomposable, it suffices to check that StGF is. But StGF ⊗ K
is simple since 	GF ⊗ K has exactly one component in each rational series
(see [DiMi91] 14.47). We have (i). Moreover, [DiMi91] 14.47 tells us that the
component of 	GF ⊗ K in E(GF , 1) is the Steinberg character.

Since 	GF ,1 → StGF is a projective cover with indecomposable 	GF ,1, 	GF ,1

is also indecomposable ([Thévenaz] 1.5.2) and 	GF ,1 → StGF is a projective
cover, so hd(StGF ) = hd(	GF ,1) is simple. This is (ii).

(iii) By the definition of StGF and Proposition 9.15, it suffices to check
that ∗RGF

L 	GF ,1 = 	L ,1. Both sides are projective modules, so the equal-
ity may be checked on associated characters (see [Ben91a] 5.3.6). One has
∗RGF

L (	GF ⊗ K ) = 	L ⊗ K (see [DiMi91] 14.32). So the sought equality fol-
lows by Proposition 9.15. �

We now assume that G = GLn(F), F is the usual Frobenius map (xi j ) �→
(xq

i j ).
We denote G = GF = GLn(Fq ).
Let T1 be the torus of diagonal matrices, B the Borel of upper triangular

matrices in GL. The Weyl group NG(T1)/T1 identifies with Sn (permutation
matrices). One parametrizes the GF -classes of F-stable maximal tori from
T1 by conjugacy classes of Sn (see §8.2). When w ∈ Sn , choose Tw in the
corresponding class. When f ∈ CF(Sn, K ), let

R(G)
f := (n!)−1

∑

w∈Sn

f (w)RG
Tw

(1TF
w
) ∈ CF(G, K ).

Then (see [DiMi91] §15.4) we have the following.

Theorem 19.7. (i) f �→ R(G)
f is an isometry sending Irr(Sn) onto E(G, 1).

(ii) A unipotent character of GLn(Fq ) can be cuspidal only if n = 1.

The trivial representations of G and Sn correspond. The sign representation
of Sn corresponds with the Steinberg character of G.

Recall the usual parametrization of Irr(Sn) by partitions λ � n (see
[CuRe87] 75.19). The element of Irr(Sn) corresponding with λ � n is the
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only irreducible character present in both IndSn
Sλ

1 and IndSn
Sλ∗ sgn (see §18.2

for the notation λ∗). This can be related with Theorem 18.14 above (see also
Exercise 18.4). We then get a parametrization of the unipotent characters of
GLn(Fq ) by partitions of n.

Notation 19.8. Let λ �→ χλ be the parametrization of E(G, 1) by partitions
λ � n.

If λ = (λ1 ≥ λ2 ≥ . . .) � n, denote by Lλ = L(λ) ∼= GLλ1 (Fq ) ×
GLλ2 (Fq ) × · · · the associated standard Levi subgroups of G.

Proposition 19.9. Keep G = GLn(Fq ). The matrix of inner products
(〈χλ, RG

L(µ∗)(	L(µ∗),1 ⊗ K )〉G)λ,µ is lower triangular unipotent, more precisely
the element corresponding to (λ, µ) is zero unless λ � µ (see §18.2), and equal
to 1 when λ = µ.

Proof. The proposition is about ordinary characters, so we denote the modules
	L(µ∗),1, StG etc. by their characters.

The unipotent component of the Gelfand–Graev character is the Stein-
berg character (see [DiMi91] 14.40 and 14.47(ii)), so RG

L 	L ,1 has a com-
ponent on unipotent characters equal to RG

L (R(L)
sgn). This in turn is R(G)

IndSn
WL

(sgn)

([DiMi91] 15.7). Through the isometry of Theorem 19.7 above, the claim
now reduces to checking that the inner product of central functions on
Sn 〈χλ, IndSn

Sµ∗ sgn〉Sn is zero unless λ � µ, and 1 if λ = µ. This is classical
(see [JaKe81] 2.1.10, [Gol93] 7.1) or an easy consequence of Theorem 18.15
(see Exercise 18.4). �

The following gives a very restrictive condition on cuspidal simple kG-
modules. A more complete result will be obtained in Theorem 19.18. Recall
that StG = eG

�′ 	G,1 (see Definition 19.5).

Lemma 19.10. If M is a simple cuspidal kG.b�(G, 1)-module, then M ∼=
hd(StG).

Proof. By Theorem 14.4, the d1χ ’s for χ ∈ E(G, �′) generate over Z the
group of characters of projective OG-modules. So, by Brauer’s second Main
Theorem (which implies that d1 and the projection on an �-block commute)
the d1χ for unipotent χ ’s generate the group of characters of projective
OG.b�(G, 1)-modules. By the unitriangularity property of Proposition 19.9,
the RG

L(λ)(	L(λ),1)’s for varying λ are projective modules whose characters gen-
erate the same group as the projective indecomposable modules. This im-
plies that every simple kG.b�(G, 1)-module is in the head of some of the
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RG
L(λ)(	L(λ),1) ⊗ k = RG

L(λ)(	L(λ),1)’s. If S is a simple cuspidal kG-module,

and HomkG(RG
L(λ)(	L(λ),1), S) �= 0 for some λ, then by adjunction and cus-

pidality of S, one has L(λ) = G. Proposition 19.6(i) and (ii) imply that
hd(	G,1) = hd(StG) ∼= S. �

Theorem 19.11. Let B := BF . Let τ = (Bp, B, k) be the associated cuspidal
“triple” (see Notation 1.10).

(i) soc(StG) is simple and is the only composition factor of StG in E(kG, τ )
(see Notation 1.30).

(ii) There is a unique O-pure submodule of IndG
BO with character that of

StG ⊗ K (i.e. the Steinberg character of G). It is isomorphic with StG.

Proof. Let T = TF
1 be the diagonal torus of G = GLn(Fq ).

Let us show first:
(i′) there is exactly one composition factor of StG in E(kG, τ ).
One has HomkG(RG

T 1T , StG) ∼= HomkT (1T , ∗RG
T StG) = HomkT (1T , 1T ) ∼=

k, by adjunction and Proposition 19.6(iii). This implies that StG has at least one
composition factor in E(kG, τ ). Let kT denote the regular kT -module. Again,
by adjunction and Proposition 19.6(iii), we also have HomkG(RG

T kT, StG) ∼=
HomkT (kT, ∗RG

T StG) = HomkT (kT, 1T ) ∼= k. But RG
T kT is a projective mod-

ule. Then RG
T kT has among its indecomposable summands all the projective

covers of the elements of E(kG, τ ). So, the above equation HomkG(RG
T kT, StG)

∼= k actually gives (i′).
Assume now that a simple submodule S of StG is cuspidal. By Lemma 19.10,

S ∼= hd(StG). Since 	G,1 is a projective cover of StG , the multiplicity of S in
StG is given by HomkG(	G,1, StG) = HomOG(	G,1, StG) ⊗ k. Now HomOG

(	G,1, StG) is a line since HomK G(	G,1 ⊗ K , StG ⊗ K ) is a line as stated in
the proof of Proposition 19.9 (combine [DiMi91] 14.40 and 14.47(ii)). This
now implies that StG = S. Therefore StG is cuspidal since ∗R functors, being
multiplication with idempotents e(V ) ∈ OG (see Notation 3.11 and Propo-
sition 1.5(i)), commute with reduction mod. J (O). By the form of cuspidal
unipotent characters for this kind of group (see Theorem 19.7(ii)), we obtain
that G = T . We get

(i′′) If G �= T , then StG has no simple cuspidal submodule.
Let us now show (i) by induction on the index of T in G. If G = T , then

Theorem 18.12(ii) gives our claim.
Assume G �= T . Then (i′′) applies. Let S be a simple submodule of StG . By

(i′), it suffices to show S ∈ E(kG, τ ). Since S is non-cuspidal there is a proper
Levi subgroup L ⊂ G such that ∗RG

L S �= 0. This module is a submodule of the
reduction mod. J (O) of ∗RG

L StG = StL (Proposition 19.6(iii)). The induction
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hypothesis implies that HomkL (RL
T 1T , ∗RG

L S) �= 0. By adjunction and transitiv-
ity, this gives HomkG(RG

T 1T , S) �= 0, i.e. S ∈ E(kG, τ ).
(ii) Again by Proposition 19.6(iii), HomOG(StG, RG

T 1T ) is a line. Let f be a

generating element overO. The reduction mod J (O), f : StG → RG
T 1T = RG

T 1T

is non-zero. From (i), we know that soc(StG) is simple and the only composition
factor in E(kG, τ ). But all the composition factors of soc(RG

T 1T ) are in E(kG, τ )
by Theorem 1.29. So f is injective. This means that f (StG) is pure in RG

T 1T ,
thus our claim holds up to uniqueness.

The uniqueness relies on the following easy lemma. �

Lemma 19.12. Y is an OG-module, χ ∈ Irr(G) with multiplicity 1 in Y ⊗ K .
Then Y ∩ eχ Y (intersection taken in Y ⊗ K ) is the unique O-pure submodule
of Y with character χ .

19.3. Simple modules and decomposition matrices
for unipotent blocks

We keep G = GLn(F), F : G → G defined by F((xi j )) = (xq
i j ), G = GF =

GLn(Fq ) and its usual BN-pair B, T , W = Sn . If λ = (n1, . . .) is such that
∑

i ni = n, we denote by L(λ) = GLn1 (Fq ) × · · · the associated standard Levi
subgroup. Recall that � is a prime not dividing q and that (O, K , k) is an �-
modular splitting system for G.

Definition 19.13. Let X := IndG
BO, H := EndOG(X ), i.e. the Hecke algebra

of type An−1 and parameter q (see Theorem 3.3). If λ is a partition of n, let
yλ ∈ H be as in Definition 18.11.

Proposition 19.14. Let λ � n.
(i) yλH is O-pure in H.
(ii) The submodule

√
yλ X of X is isomorphic with RG

L(λ)StL(λ), the latter
having RG

L(λ)	L(λ),1 as a projective cover (notation of Definition 19.5).

Proof. (i) Denote by Sλ the subgroup of Sn corresponding to the Weyl group
of L(λ) (see Definition 18.11). Let Hλ be the subalgebra of H corresponding to
the basis elements aw for w ∈ Sλ. It is clearly a commutative tensor product of
Hecke algebras of type A. We have yλ ∈ Hλ andHλ isO-pure inH. So our claim
reduces to the case of λ = (n). Then y(n)H = Oy(n) by Proposition 18.3(ii). This
implies our claim since the greatest common divisor of the coefficients of y(n)

is 1.
(ii) Assume first that λ = (n). We must prove that

√
y(n) X ∼= StG . By The-

orem 19.11(ii), it suffices to check that y(n)IndG
B K represents the Steinberg
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character StK
G . If µ � n, we have xµIndG

B K = RG
L(µ) K since in K G ⊗K B

K , aw(1 ⊗ 1) = ∑
b∈BwB/B b ⊗ 1 and therefore xµ(1 ⊗ 1) = ∑

b∈Pµ/B b ⊗ 1
where Pµ = L(µ)B. However, since xµ’s and yµ’s are proportional to idem-
potents in H ⊗ K (Proposition 18.3(iii)), HomK G(xµIndG

B K , y(n)IndG
B K ) =

y(n)(H ⊗ K )xµ is �= 0 only if µ = (1, . . . , 1) where it is a line (Theorem 18.12).
Then the character of y(n)IndG

B K has the same scalar products with the
RG

L(µ) K ’s as the Steinberg character since 〈RG
L(µ)1, StK

G 〉G = 〈1, StK
L(µ)〉L(µ) (ap-

ply [DiMi91] §9). Then the character of y(n)IndG
B K is the Steinberg character by

the corresponding property of characters of Sn with regard to induced charac-
ters IndSn

Sµ
1. Another proof of the above may be given, using [CuRe87] 71.14.

For general λ � n, let L := L(λ). Denote X L := IndL
B∩LO. We know that

√
yλ X L

∼= StL by the above. But RG
L (

√
Y ) =

√
RG

L Y for any Y ⊆ Y ′ (Y ′ an

OL-lattice). We then get
√

yλ XG
∼= RG

L

√
yLRL

TO ∼= RG
L StL as claimed.

Concerning the projective cover, we have by definition StL = eL
�′	L ,1, so

RG
L StL = eG

�′ RG
L 	L ,1 (Proposition 9.15) admits RG

L 	L ,1 as a projective cover by
Theorem 9.10. �

Theorem 19.15. There is a parametrization of simple kG.b�(G, 1)-modules
(up to isomorphism) by partitions λ � n

λ �→ Zλ

where Zλ is characterized by the fact that its projective cover is a direct sum-
mand of RG

L(λ∗)	L(λ∗),1 but not of any RG
L(µ∗)	L(µ∗),1 with µ �� λ.

Theorem 19.16. With the above parametrization of simple kG.b�(G, 1)-
modules, and the usual parametrization of unipotent characters (see Propo-
sition 19.7(i)), one has

Dec(OG.b�(G, 1)) =
(

D
∗

)

,

where D is a square lower unitriangular matrix for the order relation � on
partitions (i.e. D = (dλµ) with dλµ = 0 if µ �� λ and dλλ = 1). Moreover,

D = DecH(�λ�n yλH)

(see Definition 19.13), the bijection between indecomposable direct summands
of �λ�n yλH and indecomposable projective OG.b�(G, 1)-modules being in-
duced by the functor HX = HomOG(X, −) where X = IndG

BO.

Proof of Theorems 19.15 and 19.16. We check first that Theorem 19.16 is
true for some parametrization of the simple unipotent kG-modules. Denote
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S := EndH(�λ�n yλH). We prove that, for some ordering of the rows and
columns,

Dec(OG.b�(G, 1)) =
(

Dec(S) D1

D′
0 D′

1

)

by showing that Theorem 19.4 applies for a single Xσ := X = IndG
BO and

the family of yλ’s for λ � n. We have to check that the four conditions of
Theorem 19.4 are fulfilled.

Condition (a) is satisfied since the unipotent characters of G = GLn(Fq ) are
simply the components of IndG

B K (see Theorem 19.7(ii)) and they form a basic
set of characters for OG.b�(G, 1) (Theorem 14.4).

To check condition (b) of Theorem 19.4, one may apply Theorem 1.20(ii),
noting that Condition 1.17(b) is then trivial. Another proof consists in combining
Theorem 3.3 and Proposition 18.5.

Condition (c) is Proposition 19.14(i) above.

Condition (d). Proposition 19.14(ii) gives
√

yLRG
T 1T

∼= RG
L StL . Moreover,

we have a projective cover RG
L 	L ,1−−→RG

L StL by Proposition 19.14(ii).
It remains to check that S has a square lower unitriangular decomposition

matrix.
According to the last statement of Theorem 19.4, in order to show that Dec(S)

is square, it suffices to show that D1 is empty. Then, to show that D1 is empty,
it suffices to show that every projective indecomposable OG.b�(G, 1)-module
is among the direct summands of the RG

L 	L ,1’s. As was already noted in the
proof of Lemma 19.10, by the unitriangularity property of Proposition 19.9,
the RG

L(λ)(	L(λ),1) for varying λ are projective modules whose characters gener-
ate the same group as the projective indecomposable OG.b�(G, 1)-modules.
So any projective indecomposable module is a direct summand of some
RG

L(λ)	L(λ),1.
Let us show that Dec(S) is unitriangular. By Proposition 5.27, this matrix

is the decomposition matrix of the right H-module M := �λ�n yλH. We know
that H ⊗O K = EndK G(IndG

B K ) is semi-simple since K G is semi-simple. So
Theorem 18.15 applies. Knowing that our decomposition matrix is square, of
size the number of simple H ⊗ K -modules, i.e. the number of partitions of n,
Theorem 18.14 implies that the Mλ

O’s for λ � n are the only indecomposable
direct summands of M , up to isomorphism. Now Theorem 18.15 gives our
claim.

It remains to check Theorem 19.15 and that Theorem 19.16 can be stated
with the parametrization defined in Theorem 19.15, the unitriangularity of the
decomposition matrix corresponding to zeros at (λ, µ) when λ �� µ.
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Let us recall from the above that every indecomposable summand of M =
�λyλH is isomorphic to some Mµ

O (µ � n).
Note that since HX (

√
yλ∗ X ) ∼= yλ∗H (Theorem 19.2(i)) and

√
yλ∗ X ∼=

RG
L(λ∗)StL(λ∗), the latter having RG

L(λ∗)	L(λ∗) as a projective cover (Proposi-
tion 19.14(ii)), there is an indecomposable direct summand Pλ of the projective
module RG

L(λ∗)	L(λ∗) such that

HX
(
eG
�′ Pλ

) ∼= Mλ
O

(see Theorem 18.14). Define Zλ := hd(Pλ). The Pλ are pairwise non-
isomorphic by the same property of the Mλ

O’s, so the Zλ’s have the same
property. Their number is the number of partitions of n, i.e. the cardinality
of E(G, 1) (Theorem 19.7(i)), so they are all the simple kG.b�(G, 1)-modules
by Theorem 14.4.

Pλ has multiplicity one in RG
L(λ∗)	L(λ∗) since eG

�′ .RG
L(λ∗)	L(λ∗)

∼= √
yλ∗ X and

the same property is satisfied by its image Mλ
O in yλ∗H = HX (

√
yλ∗ X ) with

HX satisfying Theorem 19.2(ii). Moreover, if eG
�′ Pλ is a summand of

√
yµ∗ X ,

then Mλ
O is a summand of yµ∗H and therefore µ � λ by Theorem 18.14.

This gives Theorem 19.15: P(Zλ) is now the only summand of the projective
module Yλ := RG

L(λ∗)	L(λ∗),1 not occurring in any RG
L(µ∗)	L(µ∗),1 since the other

summands of Yλ are P(Zν)’s with λ � ν, λ �= ν.
The same uniqueness argument as above shows that χλ is characterized by

its appearance in the character of Yλ ⊗ K but in no Yµ ⊗ K for µ �� λ. But
defining a simple K G-module as the summand of X ⊗ K whose image by
HX⊗K is Mλ

K would give a summand of Yλ ⊗ K satisfying the same condition
by Theorem 19.2 (in the trivial case of a semi-simple K G). So HX⊗K (χλ) ∼= Mλ

K

(in order to spare notation, we identify χλ with any K G-module having this
character).

It remains to check that the multiplicity of χλ in the character of
P(Zµ) is the multiplicity of Mλ

K in Mµ

O ⊗ K . Using Theorem 19.2 and
HX⊗K = HX ⊗ K on summands of X , one has HomK G(χλ,P(Zµ) ⊗ K ) =
HomK G(χλ, e�′ .P(Zµ) ⊗ K ) ∼= HomH ⊗ K (Mλ

K , HX (e�′ .P(Zµ)) ⊗ K ) =
HomH⊗K (Mλ

K , Mµ

O ⊗ K ). �

Corollary 19.17. LetH = ⊕
w∈Sn

Oaw denote the Hecke algebra of type An−1

over O and with parameter a power q of a prime invertible in O (see Def-
inition 3.6 or Definition 18.1). If λ = (λ1, . . . , λt ) is a sequence of integers
greater than or equal to 1 whose sum is n, we denote λ |= n and let Sλ = Sλ1 ×
S{λ1+1,...,λ1+λ2} . . . (see also Definition 18.11, yλ := ∑

w∈Sλ
(−q)−l(w)aw). Then

EndH(�λ|=n yλH) has a square lower unitriangular decomposition matrix.
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Proof. By Proposition 5.27, our claim is about the decomposition matrix of
the right H-module �λ|=n yλH. Theorem 19.16 above tells us that the direct
summand �λ�n yλH satisfies our claim. So it suffices to show that, if λ |= n and
λ̃ � n are the same up to the order of terms, then yλH ∼= yλ̃H. One has clearly
Sλ = vSλ̃v

−1 for some v ∈ Sn . Taking v of minimal length, it is clear that,
for all w ∈ Sλ, w̃ ∈ Sλ̃, one has l(wv) = l(w) + l(v), l(vw̃) = l(w̃) + l(v) and
therefore l(vw̃v−1) = l(w̃). Then av yλ̃ = ∑

w̃∈Sλ̃
(−q)−l(w̃)avw̃ = yλav . On the

other hand, any ax (x ∈ Sn) is invertible since q is a unit in O. So yλ̃H ∼= yλH
by h �→ avh. �

19.4. Modular Harish-Chandra series

We keep G = GLn(F), G = GLn(Fq ) endowed with their usual BN-pairs,
(O, K , k) an �-modular splitting system for G. We recall the parametrization
of simple kG.b�(G, 1)-modules by partitions λ � n (see Theorem 19.15)

λ �→ Zλ.

Theorem 19.18. With the notation recalled above, hd(StG,1) = Z(1,...,1) is cus-
pidal if and only if n = 1 or n = e�m where e is the order of q mod. � and
m ≥ 0. It is the only simple cuspidal kG.b�(G, 1)-module. Its dimension is
|G|q−(n

2)(qn − 1)−1

If n > 1, there exist a Coxeter torus T ⊆ G (i.e. of type a cycle of order n
in Sn with regard to the diagonal torus of G, see Example 13.4(i) and (iii))
and θ ∈ Hom(TF ,O×

� ) a character in general position (see [Cart85] p. 219)
and of order a power of �, such that the Brauer character of Z(1,...,1) is the
restriction to G�′ of the cuspidal irreducible character equal to εGεTRG

T (θ )
(or equivalently, Z(1,...,1)

∼= M ⊗O k where M is an OG-lattice in the cuspidal
K G-module affording the character εGεTRG

T (θ ); see §8.3 for the notation εG).

Definition 19.19. Let d ≥ 2, n ≥ 0. Recall that the exponential notation for
partitions λ � n is denoted by (1(m1), 2(m2), . . . , i (mi ), . . .), meaning that i is
repeated mi times and

∑
i imi = n. A d-regular partition of n is any partition

(1(m1), 2(m2), . . .) such that all mi ’s are less than d. We denote by π (n) (resp.
πd (n)) the number of partitions (resp. d-regular partitions) of n. We set π (0) =
πd (0) = 1.

If c, d ≥ 2, λ = (λ1 ≥ λ2 ≥ . . .) � n, let ρc,d (λ) � n be defined by λi =
λ

(−1)
i + c

∑
j≥0 d jλ

( j)
i with 0 ≤ λ

(−1)
i ≤ c − 1, 0 ≤ λ

( j)
i ≤ d − 1 and ρc,d (λ) =

(1(m−1), c(m0), (cd)(m1), (cd2)(m2), . . .) with m j = ∑
i λ

( j)
i . We set ρ1d = ρdd .

Note that ρc,d (λ) = λ if and only if all parts of λ are in
{1, c, cd, cd2, cd3, . . .}.
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We recall that, when � is a prime, π�(n) equals the number of conjugacy
classes of elements of Sn whose order is prime to � (see [JaKe81] 6.1.2 or
Exercise 4 below).

Theorem 19.20. Let L = L(λ) be the Levi subgroup of G associated with a
partition λ � n where all parts are of the form e�i (mi such parts) where i ≥ 0
and e is the order of q mod. �, or = 1 (m−1 such parts). Let ZL be the unique
simple kL .b�(L , 1)-module that is cuspidal (see Theorem 19.18), giving rise
to the cuspidal “triple” (L , ZL ) in the sense of Notation 1.10 (the parabolic
subgroup is omitted since the induced module RG

L ZL does not depend on it; see
Notation 3.11).

(i) EndkGRG
L ZL is isomorphic with Hk(Sm−1 , q.1k) ⊗ k[Sm0 × Sm1 × · · ·].

(ii) If µ � n, then Zµ ∈ E(kG, L , ZL ) if and only if λ = ρe,�(µ∗).

We are going to prove both theorems in the remainder of this section. We
shall need to know the number of simple modules for Hecke algebras of type
A (see [Mathas] 3.43).

Theorem 19.21. Let n ≥ 1, and let q be an integer prime to �. Let d be the
smallest integer such that 1 + q + · · · + qd−1 ≡ 0 mod. � (i.e. d = � if q ≡ 1
mod. �, d is the order of q mod. � otherwise). Then the number of simple
Hk(An−1, q)-modules equals πd (n), the number of d-regular partitions of n
(see Definition 19.19).

Remark 19.22. A slightly different approach, not using Theorem 19.21 above
and showing in an elementary fashion that only dimensions e�m give rise to
unipotent cuspidal modules, is sketched in Exercises 6–9. Note that in case
q ≡ 1 mod. �, Hk(An−1, q) = Hk(An−1, 1) is the group algebra kSn and The-
orem 19.21 is easy (see Exercise 4 or [JaKe81] 6.1.12).

Proof of Theorems 19.18 and 19.20. We assume that G = GLn(Fq ) has a
cuspidal kG.b�(G, 1)-module. We have seen that such a simple module has to
be isomorphic with hd(StG) (Lemma 19.10).

Viewing GLn(Fq ) as the group of Fq -linear endomorphisms of Fqn , letting
s ∈ Fqn be an element of multiplicative order (qn − 1)�, it is clear that, since
� divides φn(q), s is in no proper subfield of Fqn . So the element of GLn(Fq )
it induces by multiplication is a regular element s ∈ T∗ (i.e. CG∗ (s) = T∗) in a
Coxeter torus of G∗ = GLn(F).

Let M be an OG-lattice in the K G-module affording the irreducible
character εGεTRG

T ŝ (Theorem 8.27). Its rank is |G|q−(n
2)(qn − 1)−1 by The-

orem 8.16(ii). Since s is an �-element, b�(G, 1) acts by the identity on M ⊗ K ,
hence on M and M ⊗ k. By the Mackey formula ([DiMi91] 11.13) and the
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fact that no GF -conjugate of T embeds in a proper standard Levi subgroup,
εGεTRG

T ŝ is cuspidal, so M is cuspidal. The same is true for M ⊗ k and all its
composition factors since ∗R and

⊗
O k commute. This implies at once that

kG.b�(G, 1) has cuspidal simple modules.
Now Lemma 19.10 implies that, since it is cuspidal, it is a multiple of hd(StG).

Since 	G,1 is a projective cover of hd(StG) (see Proposition 19.6(ii)), the multi-
plicity equals the dimension of HomkG(	G,1, M ⊗O k), which is also the rank
of HomOG(	G,1, M), i.e. the dimension of HomK G(	G,1 ⊗ K , M ⊗ K ). This is
1 since the Gelfand–Graev character has no multiplicity (see [DiMi91] 14.47)
while M ⊗ K is simple of character ±RG

T ŝ. This implies that hd(StG) = Z(1,...,1)

is cuspidal when n = 1 or e�m . It satisfies what is stated in Theorem 19.18.
We shall see below that the converse is true.
Structure ofH := EndkGRG

L ZL . Define Mn as in Theorem 19.18 (we add the
index to recall the ambient dimension). We assume the above choice of s has
been made once and for all for any dimension less than or equal to n. Write L =
Lλ with λ = n1 ≥ n2 ≥ . . . , so L ∼= GLn1 (Fq ) × GLn2 (Fq ) × · · · , and define
ML

∼= Mn1 ⊗ Mn2 ⊗ . . . . Then ZL = ML ⊗O k since there is a single cuspidal
simple kL .b�(L , 1)-module. By the uniqueness of M in dimension n, we have
the following.

Lemma 19.23. Let λ = (1(m−1), (e)(m0), (el)(m1), . . .) (see Definition 19.19),
then NG(L , ML ) = NG(L , ML ⊗ K ) = NG(L) ∼= �i

(
GLe�i (Fq )

) � Smi and
ML extends to an ONG(L)-lattice.

One has H = ⊕
g Oag,τ,τ (see Definition 1.12) where τ = (L , ZL ) and g

ranges over a representative system which, in the case of a finite group with a
BN-pair, is the subgroup of the Weyl group W (IL , ML ) := {w ∈ W ; w IL =
IL and w ML

∼= ML} (see Theorem 2.27(iv)). We have an injective map from H
to EndkGRG

L M ⊗ k sending ag,τ,τ to the element labeled in the same fashion. So
it yields an isomorphism of algebras H ⊗ k ∼= EndkGRG

L M ⊗ k. So it suffices
to show the following.

Lemma 19.24. EndOGRG
L M is isomorphic with HO(Sm−1 , q) ⊗

(⊗i≥0HO(Smi , qe�i
)).

The same basis is used in Chapter 3 to describe HL ⊗O K = EndK G(X L ⊗
K ). Note that in our case W (IL , ML ) = W IL = {w ∈ W ; w IL = IL} (see Def-
inition 2.26). Then the group C(IL , ML ) is trivial. The basis elements, once
normalized as in the proof of Theorem 3.16, satisfy certain relations involving
a cocycle λ and coefficients cα ∈ K . It is clear from its definition in Theo-
rem 3.16 that λ takes its values in O×. By Remark 3.18, the cocycle is trivial.
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By Proposition 1.23, it suffices to check the quadratic relation in the case
λ = (d, d), n = 2d , d > 1 (the case of d = 1 is Theorem 3.3). Denote by P =
V L the parabolic subgroup containing lower triangular matrices such that L =
L (d,d). Remember that M has character ±RL

Tŝ where s ∈ (T∗)F
� is a regular

element in the dual of a Coxeter torus T of L. Let us define the following
matrices, where g ∈ Matd (Fq ), h ∈ GLd (Fq ),

x :=
(

0 Idd

Idd 0

)

, vg :=
(

Idd 0
g Idd

)

∈ V, th =
( −h−1 0

0 h

)

∈ L .

We know that x generates W (L , M) (see above). So our claim about parameters
is implied by the following.

Lemma 19.25. b := (−1)�−1q(d+1
2 )ax,τ,τ satisfies (b + 1)(b − qd ) = 0.

Proof. Denote ε = (−1)�−1. The above equation is equivalent to (ax,τ,τ )2 =
q−d2 + εq−(d

2)(1 − q−d )ax,τ,τ .
By Proposition 3.9(ii) (or the computations in the proof of Proposition 1.18),

we have (ax,τ,τ )2 = q−d2 + βax,τ,τ for some β ∈ K . So, taking m ∈ M , one
must look at the projection of (ax,τ,τ )2(1 ⊗P m) on K Px P ⊗P M as a direct
summand of K G ⊗P M , and check that it is εq−(d

2)(1 − q−d )ax,τ,τ (1 ⊗ m).
We have ax,τ,τ (1 ⊗ m) = e(V )x ⊗ θ (m), where θ : M → M makes the kL-
modules M and x M isomorphic (see Definition 1.12). Then (ax,τ,τ )2(1 ⊗ m) =
|V |−1 ∑

g e(V )xvgx ⊗ m where g ranges over Matd (Fq ). It is easily checked
that a product xvgx may be in Px P = V x P only if g is invertible (look at
when a product vg′ xvg can possibly be in Px ). In that case, xvgx = vg−1 xtgvg−1

and e(V )xvgx ⊗ m = e(V )x ⊗ tgm since V acts trivially on M . So our projec-
tion is e(V )x ⊗ m ′ where m ′ = q−d2 ∑

g∈G ′ tgm, the sum being over g ∈ G ′ :=
GLd (q). Since this projection is expected to be εq−(d

2)(1 − q−d )ax,τ,τ (1 ⊗ m) =
εq−(d

2)(1 − q−d )e(V )x ⊗ θ (m), it remains to check that
∑

g∈G ′
tgm = εq(d

2)(qd − 1)θ (m).

We recall that M = M0 ⊗K M0 where M0 is a representation of G ′ =
GLd (Fq ) of character ±RG′

T ŝ for s a regular �-element of the Coxeter

torus T∗, so that dim M0 = |G ′|q−(d
2)(qd − 1)−1 (see Theorem 19.18). Note

that −Idd is a central element which is in TF
� if and only if � = 2, so

it acts on M0 by ε. The elements of L can be written as (g1, g2) with
gi ∈ G ′ and act by (g1, g2).(m1 ⊗ m2) = g1.m1 ⊗ g2.m2. We have θ (m1 ⊗
m2) = m2 ⊗ m1. Let us take a K -basis of M0 = K e1 ⊕ . . . ⊕ K e f , where
each g ∈ G ′ acts by a matrix (µi, j (g)). To check the equation above, we
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may take m = ei ⊗ e j . By the definition of tg , we have
∑

g∈G ′ tg.(ei ⊗
e j ) = ε

∑
g∈G ′ g−1.ei ⊗ g.e j = ε

∑
g∈G ′, k,l µki (g−1)µl j (g)ek ⊗ el . But, in K ,

∑
g∈G ′ µki (g−1)µl j (g) = |G ′|(dim(M0))−1δk jδil by a well-known orthogonal-

ity relation (see [Serre77a] p. 27). So
∑

g∈G ′ tg.(ei ⊗ e j ) = εq(d
2)(qd − 1)e j ⊗

ei as expected. �

Here are some immediate properties of ρc,d reductions (see Definition 19.19).

Lemma 19.26. c, d ≥ 2, n ≥ 0.
(i) Let (m−1, m0, m1, . . .) be a sequence of integers ≥ 0 such that n =

m−1 + c
∑

i≥0 di mi . Then |{λ � n; ρc,d (λ) = (1(m−1), c(m0), (cd)(m1),

(cd2)(m2), . . .)}| = πc(m−1)πd (m0)πd (m1)πd (m2) . . . .

(ii) π (n) = ∑
πc(m−1)πd (m0)πd (m1) . . . where the sum is over all se-

quences (m−1, m0, m1, . . .) of integers ≥ 0 such that n = m−1 + c
∑

i≥0 di mi .

Proof. (i) is easy from the definition of ρc,d and the uniqueness of d-adic
expansion.

(ii) is a consequence of (i) and of the partition of {λ | λ � n} induced by the
map ρc,d . �

Lemma 19.27. Assume the same hypotheses as above. Let λ, µ � n. Let ⊆G

denote inclusion up to G-conjugacy. If L(λ) ⊆G L(µ), then L(ρc,d (λ)) ⊆G

L(ρc,d (µ)) ⊆G L(µ).

Proof. The relation L(λ) ⊆G L(µ) is clearly equivalent to the parts of µ be-
ing disjoint sums of parts of λ (argue on simple submodules of (Fq )n seen
as a module over L(µ)). Now, L(ρc,d (µ)) ⊆G L(µ) is clear from the defini-
tion of ρc,d . The other inclusion reduces to the case µ = (n). We prove it in
the case µ = (n) by induction on n. Write λ = (λ1 ≥ λ2 ≥ . . .), λi = mi

−1 +
c(mi

0 + mi
1d + mi

2d2 + · · ·), n = n−1 + c(n0 + n1d + n2d2 + · · ·), with n−1,
mi

−1 ∈ [0, c − 1], mi
0 + mi

1d + mi
2d2 + · · · and n0 + n1d + n2d2 + · · · being

d-adic expansions. We have n−1 = n = ∑
j λ j ≡ ∑

j m j
−1 mod. c, so that

∑
j m j

−1 ≥ n−1. If n−1 �= 0, one may then replace n with n − 1, find some

m j
−1 �= 0 and replace the corresponding λ j with λ j − 1. The inclusion we ob-

tain by induction in GLn−1 gives our claim. If n−1 = 0, then one replaces (c, d)
with (d, d), each λ j with c−1(λ j − m j

−1) and n with c−1(n − ∑
j m j

−1). The
induction gives our claim. �

In what follows, we abbreviate ρe,� = ρ. By what we know from Theo-
rem 19.18, all cuspidal triples are of type τλ := (L(λ), hd(StL(λ))) for λ � n
and λ = ρ(λ). From the structure of EndkGRG

L(λ) Z (λ) that we have just seen, if
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λ = ρ(λ) = (1(m−1), e(m0), (e�)(m1), (e�2)(m2), . . .), then End(RG
L(λ) ZL(λ)) is iso-

morphic with Hk(Sm−1 , q) ⊗ k[Sm0 × Sm1 × · · ·] by Theorem 19.20(i).
We are now in a position to show that all cuspidal triples are

of type τλ := (L(λ), hd(StL(λ))) for λ � n and λ = ρ(λ). If λ = ρ(λ) =
(1(m−1), e(m0), (e�)(m1), (e�2)(m2), . . .), then End(RG

L(λ) ZL(λ)) is isomorphic with
Hk(Sm−1 , q) ⊗ k[Sm0 × Sm1 × · · ·] by Lemma 19.24. Then its number of
simple modules is

s(λ) := πd (m−1)π�(m0)π�(m1) . . .

by Theorem 19.21. This number s(λ) is also the number of indecomposable
summands (up to isomorphism) of RG

L(λ) ZL(λ), which is also the number of el-
ements of E(G, τλ) (Theorem 1.29). To show that there are no other cuspidal
triples than the τλ, it therefore suffices to check that

∑
λ�n ; λ=ρ(λ) s(λ) = π (n).

But we have π (n) = ∑
πd (m−1)π�(m0)π�(m1) . . . where the sum is over

(1(m−1), e(m0), (e�)(m1), (e�2)(m2), . . .) � n by Lemma 19.26(ii). When d = e, this
is actually Lemma 19.26(ii). When d �= e, then e = 1 and d = �, forcing
m−1 = 0 by our conventions, and this is again the same identity.

This gives our claim.
Note that the above argument uses just the statement that the number of

simple Hk(Sn, q)-modules is greater than or equal to πd (n).
It remains to prove Theorem 19.20(ii). Denote Z ′

λ = Zλ∗ . Let C = {µ �
n | ρ(µ) = µ}, Zν = {Z ′

λ | ρ(λ) = ν}. We must show that Zν = E(G, τν) for
all ν ∈ C.

We have seen above that if λ, µ � n, the relation Lλ ⊆G L(µ) is equivalent
to µ being formed by disjoints sums of parts of λ; we denote by λ �′ µ the
corresponding order relation on C.

To prove that Zν = E(G, τν) for all ν ∈ C, it suffices to check
⋃

ν∈C ν�′µ
Zν =

⋃

ν∈C ν�′µ
E(G, τν)

for all µ ∈ C (disjoint unions on both sides).
Let ν = (1(m−1), e(m0), (e�)(m1), (e�2)(m2), . . .) ∈ C (with m−1 = 0 if e = 1).

We have |Zν | = πe(m−1)π�(m0)π�(m1) . . . (with π1 constant equal to 1) by
Lemma 19.26(i). But |E(G, τν)| is the number of indecomposable summands
of RG

L(ν) Z (ν) (up to isomorphism), by Theorem 1.29. This is the number of
simple modules for the endomorphism ring EndkG(RG

L(ν) Z (ν)) by the cor-
respondence between conjugacy classes of primitive idempotents and sim-
ple modules. By Theorem 19.20(i) and Theorem 19.21, this is |E(G, τν)| =
πe(m−1)π�(m0)π�(m1) . . . . So we get |Zν | = |E(G, τν)| for all ν ∈ C.
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Now, it suffices to prove the inclusion
⋃

ν∈C ν�′µ
Zν ⊆

⋃

ν∈C ν�′µ
E(G, τν)

for all µ ∈ C. Let Z ′
λ ∈ Zν with ν �′ µ in C, i.e. λ � n and ρ(λ) = ν. We

have Z ′
λ = Zλ∗ , which is a quotient of RG

L(λ)	L(λ) ⊗ k (see Theorem 19.15).
Then Z ′

λ ∈ E(G, τγ ) for a cuspidal triple such that L(γ ) ⊆G L(λ). This implies
ρ(γ ) �′ ρ(λ) by Lemma 19.27, i.e. γ �′ ν and therefore γ �′ µ. So Z ′

λ is in
⋃

ν∈C ν�′µE(G, τν) as stated. �

Exercises

1. Assume the hypotheses of Definition 19.5. Let s be a semi-simple �′-
element of (G∗)F . Define 	GF ,s = b�(GF , s).	GF , StGF ,s = eGF

�′ .	GF ,s .
Show an analogue of Proposition 19.6 for those modules. What about non-
connected Z(G)?

2. Let O, K be as in §19.1. Let A be an O-free finitely generated O-algebra
such that A ⊗ K is semi-simple. Let 0 → � → P → Y → 0 be an exact
sequence between O-free A-modules with projective P . Show the equiva-
lence of the following three conditions.
(1) YK and �K have no simple component in common.
(2) �, as a submodule of P , is stable under the action of EndA(P).
(2′) � ⊗ K , as a submodule of P ⊗ K , is stable under the action of

EndA⊗K (P ⊗ K ).
When those conditions are satisfied, show that EndA(Y ) is a quotient of

EndA(P).
3. Let O a local ring with fraction field K .

(a) Let E be an O-free finitely generated symmetric algebra (see
Definition 1.19). Let I ⊆ En be an O-pure right submodul and
t ∈ HomE (I, (EE )m). Then show that there exists t̂ ∈ HomE ((EE )n,

(EE )m) such that it coincides with t on I .
Show Theorem 19.2 for a pure submodule of En , when E is sym-

metric.
(b) Let A be an O-free finitely generated O-algebra. Denote by A−mod

(resp. mod−A) the category of O-free finitely generated left (resp.
right) A-modules. Let Y be in A−mod. Assume A ⊗ K is semi-simple
and E := EndA(Y ) is symmetric. Show that mod−E is equivalent to
the full subcategory CY (resp. C′

Y ) in A−mod consisting of modules
I.Y (resp.

√
I.Y ) for I ⊆ El O-pure.
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4. Let d ≥ 2, denote by π ′
d (n) the number of partitions of n whose parts are

all non-divisible by d (where conventionally π ′
d (0) = 1). Show that the

associated series is �k≥1
1−tdk

1−t k = � 1
1−t k where the second product is over

k ≥ 1 not divisible by d . Show that the series associated with πd (n) is
�k≥1(1 + t k + t2k + · · · + t (d−1)k). Deduce that πd = π ′

d . Show that the
number of conjugacy classes of �′-elements of Sn is π ′

�(n) = π�(n). What
about conjugacy classes of Sn whose elements are of order not divisible
by (or prime to) d , when d is no longer a prime?

5. Generalize Lemma 19.26 and Lemma 19.27 with ρc,d being replaced by
the following expansion process. Let d be a sequence 1 = d0|d1|d2|d3| . . .
of integers in [1, ∞] and increasing for division. The d-adic expansion of
n is n = n0 + n1d1 + n2d2 + · · · with 0 ≤ ni di < di+1. Define ρd(λ) for
any composition λ |= n. Show Lemma 19.26. Show that L(λ) ⊆G L(µ)
implies L(ρd(λ)) ⊆G L(ρd(µ)) ⊆G L(µ).

6. For the language of Green vertices, sources and Green correspondence for
modules, we refer to [Ben91a] §§3.10, 3.12. Let G be a finite group, k
a field of characteristic � �= 0 and containing a |G|th root of 1. Assume
G = U >� L , a semi-direct product where U is of order prime to �.
(a) Show that the inflation functor InflG

L : kL−mod → kG−mod pre-
serves Green vertices and sources.

(b) If D is an �-subgroup of G such that NG(D) ⊆ L , and M is an in-
decomposable kG-module of vertex D, show that U acts trivially on
M (show that if f is the Green correspondence between kG-modules
with vertex D and kL-modules with same vertex (see [Ben91a] §3.12,
[Thévenaz] 20.8), then f

(
InflG

L f −1(M)
)

is isomorphic to M).
7. Let G be a finite group with a strongly split BN-pair of characteristic p. Let

� be a prime �= p. Let k be a field of characteristic � �= 0 and containing a
|G|th root of 1. Let P = UP >� L be the Levi decomposition of a parabolic
subgroup P �= G. Assume |G : P| is prime to �. Let N be an indecompos-
able kG-module whose dimension is prime to �.
(a) Show that any Sylow �-subgroup of G is a vertex of N (see

[NaTs89] 4.7.5 or [Thévenaz] Exercise 23.2). Show that there is an
indecomposable k P-module M such that N is a direct summand of
IndG

P M .
(b) Show that the vertices of M are Sylow �-subgroups of G.

We assume now that a Sylow �-subgroup D of G satisfies D.CG(D) ⊆ L .
(c) Show that NP (D) ⊆ L .
(d) Show that no component of hd(N ) is cuspidal (apply Exercise 6 to

show that U acts trivially on M).
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8. Let G = GLn(Fq ), n ≥ 2.
(a) Show that, if it has a Sylow �-subgroup D such that DCG(D) can’t be

included in any proper split Levi subgroup, then n = ela where e is
the order of q mod. � and a is an integer.

(b) Use Exercises 6–7 to show that, if hd(StG,1) is cuspidal, then n = e�a .
9. Use Exercise 8 to obtain a classification of cuspidal pairs for the unipotent

block of GLn(Fq ) at characteristic � using “just” the description of certain
cuspidal modules given at the beginning of the proof of Theorem 19.18 and
Exercise 8 to show that there is no other.

Use this classification to derive Theorem 19.21 in the case where q is
an integer prime to � (q being a power of a prime, e its order mod. �,
s(m) denoting the number of simple Hk(Sm, q)-modules, show that the
partition of simple unipotent kG-modules into the Harish-Chandra series
gives the equality π (n) = ∑

s(m−1)π�(m0)π�(m1) . . . where the sum is
over (1(m−1), e(m0), (e�)(m1), (e�2)(m2), . . .) � n, then use Lemma 19.26(ii) to
get inductively s(m) = πe(m)).

10. Show that the lexicographic order refines � on partitions of n. Show that
� refines �′ (see the end of §19.4). Draw the diagram of � and �′ for
the least integers such that they are not total orderings (6 and 4).

Notes

Theorem 19.16, Theorem 19.18 and Theorem 19.20(i) are due to Dipper, see
[Dip85a], [Dip85b], and also [Ja86]. Dipper–James’ reinterpretation of Dipper’s
work gave rise mainly to the notion of q-Schur algebras [DipJa89] and to
new theorems on modular representations of Hecke algebras, see [DipJa86],
[DipJa87]. Our exposition follows [Ca98] and [Geck01]. A different approach
is introduced in [BDK01], see also [Tak96].

The partition of simple modules of the unipotent blocks over k into Harish-
Chandra series is due to Dipper–Du [DipDu97], but we have essentially fol-
lowed the idea introduced in [GeHiMa94] §7. We thank G. Malle for having
pointed it out to us. Exercises 6–8 are also an adaptation of [GeHiMa94] §7.
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Decomposition numbers and q-Schur algebras:
linear primes

In this chapter, we intend to prove theorems similar to Theorem 19.16 but for
G = GF , where G is defined over Fq with associated Frobenius endomorphism
F , and (G, F) is of rational type A, 2A, B, C, D, or 2D. Let � be a prime not
dividing 2q and such that q is of odd order mod. �. Let (O, K , k) be an �-modular
splitting system for G. Gruber–Hiss have proved that B1 := OG.b�(G, 1), the
product of the unipotent blocks of G (see Definition 9.4), has a decomposition
matrix in the form

Dec(B1) =












1 0 0

∗ . . . 0
∗ ∗ 1
∗ ∗ ∗
...

...
...

∗ ∗ ∗












(see [GeHi97]). This is done essentially by relating Dec(B1) with the decom-
position matrices Dec(SO(n, q)) for various q and n, where SO(n, q) is the
q-Schur algebra obtained from the Hecke algebra of Sn and parameter q (see
the introduction to Chapter 18).

The process is close to the one used in the preceding chapter but, to use it,
one must make the above strong restriction on �. The term “linear” is to recall
that in this case the process used in the case of GLn(Fq ) applies.

When � is linear, the unipotent cuspidal characters of standard Levi sub-
groups L I ⊆ G are in blocks of central defect, thus being characters of projec-
tive O[L I /Z(L I )]-modules �I . Then IndG

PI
�I and its endomorphism algebra

are to replace the modules IndG
BO and Hecke algebras HO(Sn, q) used in the

case of GLn(Fq ). The main difference is that the resulting Hecke algebra over
O is now of type BC or D.

318
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We then use the results gathered in Chapter 18 about these Hecke algebras.

20.1. Finite classical groups and linear primes

Theorem 20.1. Let (G, F) be a connected reductive group defined over Fq .
Assume that the rational type of (G, F) only involves “classical” types A, 2A,
B, C, D and 2D (see §8.1).

Let � be a prime not dividing q and let (O, K , k) be an �-modular splitting
system for GF .

Assume moreover that � and its order mod. q are odd, and � ∈ �(G, F) (see
Definition 17.5).

Then, up to an ordering of the rows and columns,

Dec(OGF .b�(GF , 1)) =












1 0 0

∗ . . . 0
∗ ∗ 1
∗ ∗ ∗
...

...
...

∗ ∗ ∗












(i.e. there is a maximal square submatrix which is lower triangular unipotent).
Moreover, the |E(GF , 1)| first rows correspond to E(GF , 1).

Remark 20.2. (1) When � is odd and q is of odd order mod. �, the condition
� ∈ �(G, F) is satisfied except possibly if (G, F) has rational types A (see
Definition 17.5 and Table 13.11). Otherwise, the case of GLn(Fq ) has been
treated in Chapter 19 without any restriction on �.

(2) Note that, by Bruhat decomposition for rational matrices, the unipotent
triangular shape in Theorem 20.1 determines a unique ordering of columns
from the ordering of lines. This translates into the fact that simple kG.b�(G, 1)-
modules are parametrized by E(G, 1) in a unique way (see also Remark 20.14).

In view of Theorem 17.7, it will be enough to prove Theorem 20.1 for some
groups with connected center producing all the expected rational types 2A, B,
C, D, and 2D. We fix the notation below.

Definition 20.3. If n ≥ 1 is an integer, let Gn(q) denote one of the following
finite groups. Recall that F is an algebraic closure of Fq .

(1) The unitary group GUn(Fq2 ), which is obtained as GF from G = GLn(F)
defined over Fq but is such that the associated Frobenius endomorphism induces
an automorphism of order 2 of the root system (see §8.1).
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(2) The special orthogonal group SOn(Fq ) for odd n. This is obtained as GF

for G = SOn(F) and split Frobenius endomorphism.
(3) The conformal symplectic group CSpn(Fq ) with even n. This is obtained

as GF for G the group generated by symplectic matrices and homotheties,
possessing split Frobenius endomorphism.

(4) The conformal special orthogonal group CSO+
n (Fq ) with even n. This

is obtained as GF for G the group generated by homotheties and matrices of
determinant 1 that are orthogonal with respect to a non-degenerate symmetric
form, endowed with split Frobenius endomorphism.

(5) The conformal special orthogonal group CSO−
n (Fq ) with even n. This

is obtained as GF for G the group generated by homotheties and matrices of
determinant 1 that are orthogonal with respect to a non-degenerate symmetric
form, endowed with a Frobenius endomorphism inducing a symmetry of order
2 of the root system (see §8.1).

Denote q̃ = q2 in case (1), q̃ = q otherwise.
Let T0 ⊆ B0 be a maximal torus and a Borel subgroup, both F-stable, let

T = TF
0 , B = BF

0 , N = NG(T0)F , S ⊆ W := N/T be the associated BN-pair
of the finite group GF (see §8.1).

We also denote by � the basis of the reflection representation of W and
occasionally represent it by a diagram (see Example 2.1).

Note that the above � (in bijection with S) is related to the corresponding
notion for the underlying group G but differs in cases (1) and (5).

Accordingly, note that (W, S) is of type BC[n/2] in cases (1), (2), (3), (5), and
of type Dn/2 in case (4) (see §8.1 giving the correspondence between rational
type and type of the associated finite BN-pair).

The hypotheses on � will be used throughout the following.

Proposition 20.4. Keep G = Gn(q) one of the above. Assume � is a prime not
dividing q, odd and such that the order of q mod. � is odd too.

(i) If χ is a unipotent cuspidal character of G (identified with a K G-module),
then bG(χ ) has central defect group. Moreover, χ = (eG

�′ .�) ⊗ K (see Defini-
tion 9.9) where � is a projective indecomposable OG-module.

(ii) If L I (I ⊆ �) has a cuspidal unipotent character and ∅ �= I ⊆ J ⊆ �,
then L J

∼= Gm(q) × GLλ1 (̃q) × GLλ2 (̃q) · · · where n − m = 2(λ1 + λ2 + · · ·).
(iii) Each standard Levi subgroup of Gn(q) has at most one cuspidal unipo-

tent character.
(iv) If Q is a power of q, Hypothesis 18.25 is satisfied in any local ring whose

residual field is of characteristic �.
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Proof. (i) First note that, since χ is unipotent, it has Z(G) in its kernel. So
it suffices to check that OG.bG(χ ) has central defect groups, since then � =
OG.bG(χ ) is such that Z(G) acts trivially on eG

�′ .� ⊗ K while this block has
only one irreducible character trivial on Z(G) (see Remark 5.6) hence equal to
χ . Using again the fact that Z(G) is in the kernel of G, it suffices now to check
that the integer |G: Z(G)|/χ (1) is prime to �.

Assume G = Gn(q) is a unitary group. From [Lu84] p. 358 or [Cart85] §13.8,
we know that n = m(m + 1)/2 for some m ≥ 1 and χ is a character such that
|G: Z(G)|/χ (1) = �m

h=1(q2h−1 + 1)m−h+1 up to a power of q. This is prime to
� since � �= 2 and the order of q mod. � is odd.

Assume G = Gn(q) is among the cases (2) to (5) of Definition 20.3. From
[Lu84] p. 359 or [Cart85] §13.8, we know that n = m(m + 2)/4 or (m + 1)2/4
for some integer m ≥ 1 and χ is such that |G: Z(G)|/χ (1) = �m−1

h=1 (qh + 1)m−h

up to powers of q and 2. This is again prime to �.
For an alternative approach to this question, see Exercise 22.7.
(ii) The rational type of a finite reductive group having unipotent cusp-

idal characters can’t include Am as a connected component for m ≥ 1 (see
[Cart85] §13.8, [Lu84] Appendix, or Theorem 19.7 above). So in the (G, F)
we are considering, the type of a Levi subgroup L such that E(LF , 1) con-
tains cuspidal characters, if non-empty, must be irreducible and contain the
subsystem of rational type 2A2 , B2 , C2 , D4, 2D3 in cases (1), (2), . . . , (5),
respectively. This means LF is L I where I ⊆ � is non-empty and corresponds
to the m first simple roots in type BC or D in the lists of Example 2.1(ii)
and (iii).

Then L I is a direct product as stated in (ii). To see that, one may assume
that � \ I is a single root. In unitary or orthogonal groups these Levi sub-
groups consist of the matrices that can be written diag(x, y, w0.

t x−1.w0) for
x ∈ GLn−m(Fq ), y = w0.

t y−1.w0 ∈ GLn(Fq̃ ), where λ 
→ λ is an involution
of Fq̃ and w0 is the permutation matrix reversing the ordering of the basis.
In symplectic groups w0 is to be replaced by an antisymmmetric matrix (see
Exercise 2.6(d)).

In the associated conformal groups, the block diagonal matrices above
are multiplied by scalar matrices but then L I

∼= Gm(q) × GLn−m(Fq̃ ) by
the map sending diag(x, y, z) to (y, x), an inverse map being (a, b) 
→
(b, a, t a.a.w0.

t b−1.w0).
(iii) A finite reductive group of rational type A, 2A, B, C, D or 2D may not

have more than one cuspidal unipotent character. This is due to the classification
of Lusztig; see [Lu84] pp. 358–9, [Cart85] §13.8.

(iv) This is clear from the fact that q has odd order mod. �. �



322 Part IV Decomposition numbers; q-Schur algebras

Definition 20.5. Let G = Gn(q) as in Definition 20.3 with split BN-pair (B =
U T, N ) and set of simple roots �. Let �G be the set of pairs σ = (Iσ , χ ) where
Iσ ⊆ � and χ ∈ E(L Iσ , 1) is cuspidal unipotent. Then (Proposition 20.4(ii))
Lσ = Gm(q) × Tσ where m ≤ n and Tσ ⊆ T is isomorphic with (F×

q̃ )
n−m

2 , and
χ = χm ⊗ 1Tσ

where χm ∈ E(Gm(q), 1) is cuspidal. Let �σ be the projective in-
decomposable OGm(q)-module corresponding to χm (see Proposition 20.4(i)).

Let Mσ := (e�′ .�σ ) × OTσ
(see Definition 9.9).

Let Xσ := RG
Lσ

Mσ .
Let Hσ := EndOG(Xσ ).
Define 	σ as the set of subsets I ′ ⊆ � such that I ′ is of type a sum of A’s

and I ′ ⊆ (Iσ )⊥. Let I ′
σ be the union of the elements of 	σ .

By Proposition 20.4, Iσ is connected, not of type A. Therefore, I ′
σ = � when

Iσ = ∅ and � is of type D; otherwise, I ′
σ ∈ 	σ .

When M is an L I -module, recall the notation W (I, M) := {w ∈ W | w I =
I and w M ∼= M}. By the uniqueness of Proposition 20.4(iii) and the defini-
tion of �σ from the cuspidal character Mσ ⊗ K , we have the following (see
Definition 2.26).

Lemma 20.6. W (Iσ , Mσ ) = W (Iσ , Mσ ⊗ K ) = W Iσ = {w ∈ W | w Iσ = Iσ }
We now start the proof of Theorem 20.1.
It suffices to take G to be one of the groups from Definition 20.3 since, by

Theorem 17.7, the unipotent block is isomorphic with the unipotent block of a
direct product of such groups and general linear groups, the case of which was
treated in Theorem 19.16.

We apply Theorem 19.4 to the algebra OG.b�(G, 1) (see Definition 9.4) for
the collection of modules Xσ introduced in Definition 20.5.

Condition (a) of Theorem 19.4 is satisfied since the disjunction of
the union ∪σBσ is simply a consequence of Harish–Chandra theory for
characters ([DiMi91] 6.4) and Lusztig’s determination of cuspidal pairs (see
Proposition 20.4(ii)). The union is the whole set of unipotent characters since
Harish–Chandra theory preserves unipotence of characters, by Proposition 8.25.
This produces a basic set of characters for OG.b�(G, 1) by Theorem 14.4. �

20.2. Hecke algebras

The endomorphism algebra Hσ := EndOG(Xσ ) can be described by means of
Theorem 1.20, once we check Condition 1.17(b).

In order to define the elements yλ ∈ Hσ of Theorem 19.4, we must analyze
the law of Hσ .
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One hasHσ = ⊕
g ag,τ,τ where τ = (PIσ , UIσ , Mσ ) and g ranges over a rep-

resentative system which, in the case of a finite group with a BN-pair, is the group
W (Iσ , Mσ ) := {w ∈ W | w Iσ = Iσ and w Mσ

∼= Mσ } (see Theorem 2.27(iv)).
The same basis is used in Chapter 3 to describe Hσ ⊗O K = EndK G(Xσ ⊗ K ).
By Lemma 20.6, the group C(Iσ , Mσ ) is trivial. The basis elements, once nor-
malized as in the proof of Theorem 3.16, satisfy certain relations involving a
cocycle λ and coefficients cα ∈ K . It is clear from its definition in Theorem 3.16
that λ takes its values in O×. In [Lu84] 8.5.12, it is shown that the cα’s are of the
form qn(α) − q−n(α) where 2n(α) is an integer ≥1. (Note: this is where we use
the fact that the center of G is connected, though this restriction could be lifted
for a unipotent character.) Then cα �= 0. This implies easily that the cocycle is
cohomologous to 1 over K (see [Cart85] 10.8.4 where the condition cα �= 0 is
included in the definition of his group RJ,φ , or [Lu84] 8.6), hence over O.

We now give a presentation of Hσ .
Assume Iσ �= ∅ (the case of Iσ = ∅ is covered by Theorem 3.3). By Proposi-

tion 20.4(ii), (WIσ , Iσ ) is a Coxeter group of the same type BC or D as (W, S) but
in lower degree. So we are within the cases discussed in Example 2.28(ii) and
(iii) with |Iσ | �= 1 in type D (case (4)) since rational type (A1, q) has no cuspidal
unipotent character (see the proof of Proposition 20.4(ii)). Then W Iσ is also of
type BC or D. Note that the second possibility occurs only if Iσ = ∅ and � is
of type D. When Iσ �= �, the simple roots of W Iσ make a set �Iσ = {δσ }∪̇I ′

σ

(see Definition 20.5) where δσ is outside �

Iσ
︷ ︸︸ ︷
•===•−−−· · ·−−−•−−−−•−−−−•−−−· · ·−−−•︸ ︷︷ ︸

I′σ

◦∖∖
δσ

Iσ
︷ ︸︸ ︷
•

•

〉

•−−−· · ·−−−•−−−−•−−−−•−−−· · ·−−−•︸ ︷︷ ︸
I′σ

◦∖∖
δσ

(see Example 2.28(ii) and (iii)). The generators of the Hecke algebra corre-
sponding to elements of I ′

σ are just images of the same in the subalgebra cor-

responding with R
L Iσ ∪I ′σ
L Iσ

(Mσ ) by Proposition 1.23. Since Mσ = e�′ .�σ × OTσ
,
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then R
L Iσ ∪I ′σ
L Iσ

(Mσ ) = e�′ .�σ × R
L I ′σ
Tσ

(OTσ
). The corresponding isomorphism for

the endomorphism algebra implies that the law of this subalgebra is given by
Theorem 3.3 with a parameter ind(s) constant equal to q̃. By what we have
recalled about the cocycle and the quadratic equation satisfied by the extra
generator corresponding with the root δσ , we get the following generation,

Hσ =
⊕

w∈W Iσ
Obw

where, abbreviating bw = bδ if w = sδ for δ ∈ �Iσ ,

(bδ)2 = (q(δ) − 1)bδ + q(δ)

where q(δ) = q̃ if δ �= δσ , q(δσ ) is a power of q,

bwbw′ = bww′

when lengths add in the Coxeter group W Iσ .

Definition 20.7. Keep σ ∈ �G (see Definition 20.5). Recall that I ′
σ = ⋃

λ∈	σ
λ.

We now define the following cases.
Case (I). If Iσ = ∅ and � is of type D (case (4) of Definition 20.3), then

I ′
σ = �, and 	σ consists of all the subsets of � not including type D4.

Case (II). In other cases, I ′
σ is of type A, and 	σ is just the set of subsets of

I ′
σ .

If λ ∈ 	σ , let

yλ =
∑

w∈(W Iσ )λ

(−q)−l(w)bw

(note that in WI ′
σ

the length maps l of W Iσ and of W coincide since they
correspond to simple roots that are already in �).

With this definition of 	σ and yλ, condition (b) of Theorem 19.4 is satisfied
since Hσ is a symmetric algebra by Theorem 1.20(ii). Moreover, y∅ = 1.

Let λ ∈ 	σ . Note that yλ is in the subalgebra corresponding to R
L Iσ ∪I ′σ
L Iσ

(Mσ ),

which we denote HO(I ′
σ ) = ⊕w∈WI ′σ

Obw = EndOL Iσ ∪I ′σ
(R

L Iσ ∪I ′σ
L Iσ

(Mσ )) ∼=
EndOL ′

I ′σ
(R

L ′
I ′σ

T ′
σ

(O)) where L ′
I ′
σ

is the product of general linear groups described

in Proposition 20.4(ii), and T ′
σ = Tσ ∩ L ′

I ′
σ

is its diagonal torus.
We now check condition (c) of Theorem 19.4. To show that yλHσ is O-pure

in Hσ , it suffices to find a subalgebra H′ ⊆ Hσ such that Hσ is free as (left)
H′-module, yλ ∈ H′, and yλH′ is O-pure in H′.

Assume case (II) of Definition 20.7. We take H′ := HO(I ′
σ ) defined above.

The inclusion H′ ⊆ Hσ corresponds to the inclusion of type Ar−1 in type BCr

and we have an obvious analogue of Proposition 18.22(ii) with a(w)’s on the
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right. So Hσ is H′-free. But Proposition 19.14(i) implies that yλHO(I ′
σ ) is

O-pure in HO(I ′
σ ).

Assume case (I) of Definition 20.7. Then yλ ∈ H(I ′) where λ ⊆ I ′ ⊆ � and
I ′ is of type Ar−1 if � is of type Dr . Proposition 19.14(i) again implies that
yλHO(I ′) is O-pure in HO(I ′). As we will do more systematically in §20.4
below, we may embed Hσ = HO(Dr ) in HO(BCr , 1, q) (see Definition 18.26),
where Hσ is generated by a0a1a0, a1, . . . , ar−1 because of the correspond-
ing embedding of Coxeter groups (see Example 2.1(iii)). Then a2

0 = 1 and
Hσ correspond with elements such that l is even in the description of Propo-
sition 18.22(ii). Then Hσ is H(I ′′)-free for H(I ′′) = <a1, . . . , ar−1> corre-
sponding to a subsystem of type Ar−1. We may assume that I ′′ = I ′ since
conjugacy by a0 would otherwise exchange them. Then yλ ∈ H(I ′′) and we can
conclude as in case (II).

We now check condition (d).
Assume case (II) (see Definition 20.7 above). Using the functoriality of

the inclusion EndOL Iσ ∪I ′σ
(R

L Iσ ∪I ′σ
L Iσ

(Mσ )) ⊆ EndOG(RG
L Iσ

(Mσ )), we get yλ Xσ =
yλRG

L Iσ
Mσ = RG

L Iσ ∪I ′σ
(yλR

L Iσ ∪I ′σ
L Iσ

Mσ ) = RG
L Iσ ∪I ′σ

(e�′ .�σ ⊗ yλ.(R
L I ′σ
T ′

σ
O)), where in

the last expression, yλ is considered as an element of the Hecke algebra

HO(I ′
σ ) = EndOL I ′σ

(R
L I ′σ
T ′

σ
O). By Proposition 19.14(ii) and Proposition 9.15,

we have
√

yλR
L I ′σ
T ′

σ
O ∼= R

L I ′σ
Lλ

e�′ .�Lλ,1
∼= e�′ .R

L I ′σ
Lλ

�Lλ,1. Then
√

yλR
L Iσ ∪I ′σ
L Iσ

Mσ
∼=

e�′ .(�σ ×
√

yλR
L I ′σ
T ′

σ
O) ∼= e�′ .(�σ × RLλ

L I ′σ
�Lλ,1). Taking the images under

RG
L Iσ ∪I ′σ

, we get

√
yλ Xσ

∼= e�′ .
(
RG

L Iσ ∪λ
(�σ × �Lλ,1)

)

(since the Harish–Chandra induction commutes with e�′ and
√−; see Propo-

sition 9.15). This type of module has a projective cover by the same without
the idempotent e�′ , by Theorem 9.10. This gives condition (d) of Theorem 19.4
in this case, since a covering P → e�′ .P always satisfies it by the definition
of e�′ .

Assume case (I) of Definition 20.7, i.e. Iσ = ∅ and � is of type D. The same
reasoning as above (in a simpler situation) gives

√
yλ Xσ

∼= e�′ .(RG
Lλ

(�Lλ,1))
(in fact, one might use the same proof as in the case of GL; see the proof of
Theorem 19.16). Then e�′ .

√
yλ Xσ has a projective cover by RG

Lλ
(�Lλ,1) and we

get condition (d) of Theorem 19.4.
We now have all conditions of Theorem 19.4 for the σ ’s and the yλ’s of

Definition 20.5 and Definition 20.7.
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Theorem 19.4 tells us that Dec(OG.b�(G, 1)) can be written

(
D0 D1

D′
0 D′

1

)

where D0 is the diagonal matrix made with the decomposition matrices Dσ of
the Hσ -modules Vσ = ⊕

λ∈	σ
yλHσ .

To get the claim of our Theorem 20.1, it now suffices to show that each Dσ

has at least as many columns as rows (hence is square) and is lower triangular
(see the last statement in Theorem 19.4).

We show this in the next two sections. The first corresponds to the case where
all Hσ ’s are of type BC.

20.3. Type BC

Concerning Hecke algebras, let us give an analogue of Corollary 19.17 for type
BC. Corollary 19.17 gives the following lemma about type A.

Let n, a be integers greater than or equal to 1. Let O be a complete discrete
valuation ring with residue field of prime characteristic �.

Lemma 20.8. The q-Schur algebra SO(n, qa) := EndHO(Sn ,qa )(⊕λ�n yλHO
(Sn, qa)) has a square lower unitriangular decomposition matrix.

The next result is about type BC. We use the notation of §18.3. Recall
from Corollary 19.17 the notation λ |= n to mean that λ is a finite se-
quence of integers greater than or equal to 1 whose sum is n. When more-
over 1 ≤ m ≤ n, we denote λ |=m n when λ = (λ′, λ′′) with λ′ |= m, λ′′ |=
n − m. Here is a consequence of Theorem 18.27 whose notation εm is also
used.

Lemma 20.9. Let q be a power of a prime �= �, Q a power of q (possibly
Q = 1). Assume that � and the order of q mod. � are odd. When λ |= n, let
yλ = ∑

w∈Sλ
(−q)−l(w)aw ∈ H := HO(BCn, Q, q) (see Definition 18.26). Then

⊕
m,λ|=m n εm yλH, as a rightH-module, has a decomposition matrix equal to the

diagonal matrix with blocks Dec(SO(m, q) ⊗ SO(n − m, q)) (see Lemma 20.8)
for m = 0, 1, . . . , n (we put SO(0, q) = SO(1, q) = O). This makes a square
lower unitriangular matrix.

Proof. The assumptions on q and � allow us to apply Theorem 18.27(iii)
since, for all i ∈ N, (Qqi + 1)(qi + Q) is not divisible by �. Recall that
ε = ε0 + ε1 + · · · + εn . By the Morita equivalence of Theorem 18.27(iii), for
each right H-module M , its decomposition matrix as an H-module is the
same as the decomposition matrix of Mε as an εHε-module (see [Thévenaz]
Theorem 18.4(f) and Remark 18.9).
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So we are left to compute the decomposition matrix of the εHε-module
⊕

m,λ|=m nεm yλHε. When λ |=m n, then yλ ∈ H(Sm,n−m), so Theorem 18.27(i)
implies εm yλHε = yλεmHεm . The isomorphism of εmHεm with H(Sm,n−m)
(see Theorem 18.27(ii)) sends yλεmHεm = εm yλH(Sm,n−m) to yλH(Sm,n−m).
So, for a fixed m, the decomposition matrix of

⊕
λ|=m nεm yλH as H-module is

that of
⊕

λ|=m n yλH(Sm,n−m) as an H(Sm,n−m)-module. Writing each λ |=m n
as (λ1, λ2) with λ1 |= m, λ2 |= n − m, one gets yλH(Sm,n−m) = yλ1H(Sm) ⊗
yλ2H(Sn−m) as H(Sm) ⊗ H(Sn−m)-module, so the decomposition matrix of
⊕

λ|=m nεm yλH is the Kronecker tensor product of matrices Dec(SO(m, q)) ⊗
Dec(SO(n − m, q)).

The summands of
⊕

m,λ|=m nεm yλH for various m have no indecompos-
able summand in common since HomH(εmH, εm ′H) = 0 by Theorem 18.27(ii)
when m �= m ′. The same occurs upon tensoring with K . So the decomposition
matrix of

⊕
m,λ|=m nεm yλH is the diagonal matrix stated in the lemma. �

Recall that, to complete the proof of Theorem 20.1, we must check that all
decomposition matrices DecHσ

(
⊕

λ∈	σ
yλHσ ) are square.

In the remainder of this section, we assume that all Hσ are of type BC.
In that case, the discussion before Definition 20.7 shows that any Hσ is of

the type studied in Lemma 20.9. This lemma tells us that the right Hσ -module
V ′

σ = ⊕
m,λεm yλHσ has a square lower unitriangular decomposition matrix. In

the above sum, m ranges from 0 to |I ′
σ | + 1 and λ is a subset of I ′

σ not containing
the mth element in the enumeration of I ′

σ given above (left to right in the pictures
of §20.2). Since Vσ = yλHσ = εm yλHσ ⊕ (1 − εm)yλHσ , we know that V ′

σ is
a direct summand of a power of Vσ . So the number of columns of Dec(Vσ ) is
greater than or equal to the number of columns of Dec(V ′

σ ). As for the number
of rows, one must look at the simple Hσ ⊗O K components of Vσ ⊗ K and
V ′

σ ⊗O K . We claim that they are in each case all the simple Hσ ⊗ K -modules.
Since K G is semi-simple and Hσ ⊗ K = EndOG(Xσ ) ⊗ K = EndK G(Xσ ⊗
K ) is an endomorphism algebra of a K G-module, Hσ ⊗ K is semi-simple.
We have V ′

σ ⊇ ⊕
mεmHσ and therefore V ′

σ ⊗ K ⊇ ⊕
mεmHσ ⊗ K . Since the

Morita equivalence of Theorem 18.27 also holds upon tensoring with K , we
see that any simple Hσ ⊗ K -module is present in

⊕
mεmHσ ⊗ K , hence also

in V ′
σ ⊗ K and Vσ ⊗ K . This gives our claim.

So we see that Dec(V ′
σ ) and Dec(Vσ ) have the same number of rows. Then

Dec(Vσ ) = (Dec(V ′
σ ), D′) where D′ is a matrix corresponding to the direct

summands of Vσ not direct summands of V ′
σ . Lemma 20.9 tells us that Dec(V ′

σ )
is square. Then Theorem 19.4 (last statement) tells us that each Dec(Vσ ) is
square and therefore equal to Dec(V ′

σ ). The unitriangularity property then also
follows from that of Dec(V ′

σ ).
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This completes our proof in that case. We extract from the above the fol-
lowing strengthened version of Lemma 20.9, which expresses the fact that the
direct summands of Vσ are already in V ′

σ .

Lemma 20.10. Use the same notation and hypotheses as Lemma 20.9. Then
⊕

λ|=n yλH, as a right H-module, has a decomposition matrix equal to the diag-
onal matrix with blocks Dec(SO(m, q) ⊗ SO(n − m, q)) (see Lemma 20.8) for
m = 0, 1, . . . , n (recall that SO(1, q) = SO(0, q) = O). This makes a square
lower unitriangular matrix.

20.4. Type D

We assume now that not all Hσ are of type BC. As said before, one Hσ is of
type Dr corresponding to Iσ = ∅, Mσ = O. Note that the questions of W Iσ (see
Definition 2.26), cocycle, etc. discussed above are trivial in that case.

Denote by ∅ the corresponding σ , whence H∅ = HO(Dr , q), 	∅. Denote
V∅ = ⊕

λyλH∅ where the sum is over subsets of � involving no type D (i.e.
products of types A for various ranks). We prove the following.

Lemma 20.11. V∅ has a direct summand V ′
∅ such that DecH∅ (V ′

∅) is square
unitriangular with size the number of simple H∅ ⊗ K -modules.

Then, just as in the above, the last statement of Theorem 19.4 will imply that
Dec(V ′

σ ) = Dec(Vσ ) for all σ ∈ �G including σ = ∅.
It remains to prove Lemma 20.11.
Recall that H∅ = EndOG(IndG

BO) is HO(Dr , q) (see Definition 18.1 and
Theorem 3.3).

We abbreviate H∅ = H.
Denote Ḣ = HO(BCr , 1, q). Then Hypothesis 18.25 is satisfied.
The generator a0 ∈ Ḣ (see Definition 18.16) satisfies (a0)2 = 1. Moreover, it

is easy to check that H identifies with the subalgebra of Ḣ generated by a0a1a0,
a1, a2, . . . , ar−1 (see [GePf00] 10.4.1, [Hoef74] §2.3). Those generators are
permuted by conjugacy under a0, so we have a decomposition Ḣ = H ⊕ Ha0

inducing a structure of Z/2Z-graded algebra on Ḣ (see §18.6). Recall the
existence of θ : Ḣ → Ḣ, the automorphism equal to −Id on Ha0, and fixing
every element ofH. One denotes by τ : h 
→ a0ha0 the involutory automorphism
of H induced by a0. Note that, if w ∈ W (Dr ), then τ (aw) = aτ ∗(w) where τ ∗ is
the “flipping” automorphism of the Dynkin diagram (hence of the Weyl group)
of type Dr fixing every simple root except two (n ≥ 4).

Let V̇ := ⊕
m,λ|=mrεm yλḢ as in Lemma 20.9 (with Q = 1).
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Lemma 20.12. All the indecomposable direct summands of ResḢHV̇ are iso-
morphic with direct summands of V∅.

Proof. Since the εm’s are idempotents,
⊕

m,λ|=mrεm yλḢ is a direct summand
of

⊕
m,λ|=mr yλḢ. Then it suffices to check that any indecomposable direct

summand of ResḢHyλḢ (λ |= r ) is a direct summand of V∅. Since Ḣ = H ⊕ a0H
as a right H-module, we have ResḢHyλḢ ∼= yλH ⊕ τ (yλ)H.

Denote � = {δ′
0, δ1, . . . , δr−1}, so that a0a1a0 = as0 , ai = asi (i ≥ 1), where

si denotes the reflection associated with δi . If λ = (λ1, . . . , λt ), then yλ = yI

where I = � \ {δ′
0, δλ1 , δλ1+λ2 , . . . , δr−λt }. Then yλH = yIH and τ (yλ)H =

τ (yI )H = yτ ∗(I )H are both summands of V∅ since both {δ1, δ2, . . . , δr−1} and
its image under τ ∗, i.e. {δ′

0, δ2, . . . , δr−1}, are of type Ar−1. �

A key fact, in order to apply the results of §18.6, is the following.

Lemma 20.13. θ permutes the (isomorphism types) of the indecomposable
direct summands of V̇ .

Proof. The indecomposable summands of V̇ are direct summands of the
right modules yλḢ. Those are stable under θ since yλ ∈ H, so for each in-
decomposable direct summand Vi of V̇ , both Vi and V θ

i are direct sum-
mands of

⊕
I yIH where I ranges over the subsets of the distinguished

generators of W (BCr ) (see Notation 18.2). By Corollary 18.9, it suffices
to check that k ⊗ V θ

i is isomorphic with a direct summand of k ⊗ V̇ . We
have k ⊗ V̇ = ⊕

m,λ|=mrεm yλk ⊗ Ḣ where k ⊗ Ḣ = Hk(BCr , 1, q) (we de-
note by q the reduction of q mod. �). Denote by e the order of q mod
�. Then k ⊗ Ḣ = k ⊗ Ḧ where Ḧ = HO(BCr , qe, q). Now Lemma 20.10
tells us that the indecomposable summands of V̈ := ⊕

m,λ|=mrεm yλk ⊗ Ḧ are
the same as those of ⊕λ|=r yλḦ. The latter is clearly θ -stable since θ fixes
every yλ. So k ⊗ V θ

i , which was a direct summand of
⊕

λ|=r yλk ⊗ Ḣ ∼=
⊕

λ|=r yλk ⊗ Ḧ, is now a summand of k ⊗ V̈ ∼= k ⊗ V̇ . Thus our claim is
proved. �

Proof of Lemma 20.11. We now apply Theorem 18.32 with A = Ḣ, B = H,
M = V̇ . This is possible since DecḢ(V̇ ) is square unitriangular by Lemma 20.9,
and the indecomposable direct summands of V̇ are permuted by θ by
Lemma 20.13 above. We get that DecH(ResḢHV̇ ) is square unitriangular.

Take now for V ′
∅ the sum of the non-isomorphic indecomposable direct

summands of ResḢHV̇ . Then DecH(V ′
∅) = DecH(ResḢHV̇ ). Lemma 20.12 tells

us that V ′
∅ is a direct summand of V∅. This completes the proof of Lemma

20.11. �
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Remark 20.14. The results of Theorem 18.32 can be made more precise here.
By the theory of representations of W (BCr ) and its subgroup W (Dr ) (see
[GePf00] §10.4), the index set for the simple modules over K of Lemma 18.38
forH(BCr , 1, q) is the set of bi-partitions (λ1, λ2) where λ1 � m and λ2 � r − m
for some m = 0, 1, . . . , r . Moreover, the permutation of this index set defined
in Definition 18.37 is in this case induced by the involution (λ1, λ2) 
→ (λ2, λ1).
So the only multiplicities not determined by the case of type BCr are for even
r . Otherwise, i.e. in cases (1), (2), (3), (5) of Definition 20.3, one sees from
Lemma 20.10 that the decomposition numbers for unipotent characters are de-
termined by the case of GLn(q). This also applies to case (4) for n not a multiple
of 4, by Lemma 18.38.

Exercises

1. Show that the multiplicities in Theorem 18.15 are less than or equal to n!.
Show that the integers in the square unitriangular submatrix of Theorem 20.1
corresponding to unipotent characters are bounded by the order of the Weyl
group (use Remark 20.14). What about other decomposition numbers?

2. Show that, in the hypotheses of Theorem 20.1, the cuspidal simple
kG.b�(G, 1)-modules are in bijection with cuspidal unipotent characters
χ 
→ ψχ where ψχ is the unique simple kG.bG(χ )-module (see Proposi-
tion 20.4(i)).

Note

This is essentially based on [GruHi97].



PART V

Unipotent blocks and twisted induction

In this part, we relate the partition of unipotent characters induced by �-blocks to
the twisted induction map RG

L⊆P (see Chapter 8) and draw some consequences.
The local methods that are used in this part were introduced in §5.3. Take
(O, K , k) an �-modular splitting system for GF , take B0 ⊇ T0 some F-stable
Borel subgroup and maximal torus in a connected reductive group (G, F) de-
fined over Fq (� does not divide q). In Chapter 5, we proved that, if TF

0 is the
centralizer of its �-elements, then the whole OGF -module IndGF

BF
0
O is in the

principal block of OGF . That hypothesis on TF
0 is satisfied when G is defined

over Fq (with F the corresponding Frobenius) and � divides q − 1.
Assume now that the multiplicative order of q mod. � is some integer e ≥ 1.

We have seen in Chapter 12 the notion of an e-split Levi subgroup. In the present
part, we show that, if L is an e-split Levi subgroup of GF and ζ ∈ E(LF , 1),
then all components of RG

L ζ are in a single Irr(GF , b) for b a block idempotent
of OGF which only depends on the block of OLF defined by ζ . Thus, indu-
cing unipotent characters from e-split Levi subgroups yields an “e-generalized”
Harish-Chandra theory. We show that it defines a partition of E(GF , 1) which
actually coincides with the one induced by �-blocks. Each unipotent block
is associated with a pair (L, ζ ) where L is e-split and ζ ∈ E(LF , 1) can’t be
induced from a smaller e-split Levi subgroup. We also show that the finite
reductive group C◦

G([L, L])F concentrates most of the local structure of the
unipotent block of OGF associated with (L, ζ ). We close this part by returning
to principal blocks when � divides q − 1 (see §5.3). In this case, we check
Broué’s conjecture on blocks with commutative defect groups.
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Local methods; twisted induction for blocks

Let G be a connected reductive F-group defined over the finite field Fq . Let
F : G → G denote the associated Frobenius endomorphism (see A2.4 and
A2.5). Let � be a prime not dividing q . Let (O, K , k) denote an �-modular
splitting system for GF and its subgroups.

In this chapter, we introduce a slight variant of �-subpairs (see §5.1) in the
case of finite groups GF . Instead of taking pairs (U, b) where b is a block
idempotent of OCGF (U ), we take b a block idempotent of OC◦

G(U )F (at least
when U is an �-subgroup of GF included in a torus). We show that there is a
natural notion of inclusion for those pairs. It proves a handier setting to prove
the following (Theorem 21.7).

Assume � is good for G (see Definition 13.10). Let L be an F-stable Levi
subgroup of G such that L = C◦

G(Z(L)F
� ). Then for each unipotent �-block BL

of LF , there exists a unipotent �-block RB
L BL of GF such that, if ζ ∈ E(LF , 1) ∩

Irr(LF , BL ), then all irreducible components of RG
L⊆Pζ are in Irr(GF , RG

L BL).
We conclude the chapter with a determination of 2-blocks. Assume G

involves only types A, B, C or D. Then the principal block of GF is only
one unipotent 2-block.

21.1. “Connected” subpairs in finite reductive groups

Let G be a finite group, � a prime, and (O, K , k) an �-modular splitting system
for G. An important fact is the following (see [NaTs89] 3.6.22).

Proposition 21.1. All block idempotents of OG are in the submodule of OG
generated by G�′ .

In the following, we define a mild generalization of the subpairs in the case
when G = GF , where G is a connected reductive group defined over a finite

333
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field of characteristic p �= � and F is the associated Frobenius endomorphism
of G. For simplicity, we just consider (commutative) �-subgroups of groups TF

where T is an F-stable torus of G. Assume (O, K , k) is an �-modular splitting
system for GF and its subgroups.

Definition–Proposition 21.2. Let V ⊆ U be commutative �-subgroups of GF

such that U ⊆ C◦
G(U ). Let bU be a block idempotent of OC◦

G(U )F . Then there
is a unique block idempotent bV of OC◦

G(V )F satisfying the two equivalent
conditions

(a) BrU (bV ).bU �= 0, and
(b) BrU (bV ).bU = bU .
Then one writes (V, bV ) � (U, bU ).

Proof. The group C◦
G(U ) is F-stable and reductive, so the hypothesis U ⊆

C◦
G(U ) is equivalent to the fact that there is an F-stable torus T such that

U ⊆ TF . Then the same is satisfied by V and U ⊆ C◦
G(V ). Let bV be some block

idempotent of OC◦
G(V )F . Now bV is fixed by U , so BrU (bV ) makes sense and

is in k[CGF (U )]. Moreover, bV has non-zero coefficients only on �′-elements
(Proposition 21.1), so does BrU (bV ) and therefore BrU (bV ) ∈ k[C◦

G(U )F ] since
C◦

G(U )F � CGF (U ) with index a power of � (see Proposition 13.16(i)). In fact,
BrU (bV ) ∈ Z(k[C◦

G(U )F ]) since bV is C◦
G(V )F -fixed and C◦

G(U )F ⊆ C◦
G(V )F .

Now BrU (bV ) (resp. bU ) is an idempotent (resp. a primitive idempotent) in
Z(k[C◦

G(U )F ]) and the equivalence between (a) and (b) is clear. The existence
of bV satisfying (a) follows from BrU (1).bU = bU and the decomposition of 1
in the sum of block idempotents. The uniqueness of bV is due to the fact that,
if b′

V is a block idempotent of C◦
G(V )F distinct from bV , then bV and b′

V , and
therefore BrU (bV ) and BrU (b′

V ), are orthogonal. �

Here are two basic properties of the “connected” subpairs introduced in
Proposition 21.2. The proof is quite easy from the definition and the corre-
sponding properties of ordinary subpair inclusion.

Proposition 21.3. Let (G, F), V ⊆ U, bU be as in Proposition 21.2. Let bV be
a block idempotent of OC◦

G(V )F . One has the following properties.
(i) (V, bV ) � (U, bU ) in G if and only if ({1}, bV ) � (U, bU ) in C◦

G(V ).
(ii) The relation � is transitive on the above type of pairs.

21.2. Twisted induction for blocks

A very important property of the adjoint ∗RG
L of twisted induction in con-

nection with �-blocks is its commutation with decomposition maps dx (see
Definition 5.7). The following is to be compared with Proposition 5.23.



21 Local methods; twisted induction for blocks 335

Theorem 21.4. Let (G, F), � be as before a connected reductive group defined
over Fq , and a prime � not dividing q. Let P = L >� Ru(P) be a Levi decom-
position of a parabolic subgroup of G such that FL = L. Let x ∈ GF

� (so that
x is semi-simple). Then C◦

P(x) = C◦
L(x) >� C◦

Ru (P)(x) is a Levi decomposition
of a parabolic subgroup of C◦

G(x) and

dx ◦ ∗RG
L⊆P = ∗RC◦

G(x)
C◦

L(x)⊆C◦
P(x) ◦ dx

on CF(GF , K ).

Proof. Note that dx sends a central function on GF to a central function
on CGF (x) vanishing outside CGF (x)�′ . But since CGF (x)�′ ⊆ C◦

G(x) (Propo-

sition 13.16(i)), the above ∗RC◦
G(x)

C◦
L(x)⊆C◦

P(x) ◦ dx actually makes sense.

Then our claim is an easy consequence of the character formula for ∗RG
L⊆P

maps (see [DiMi91] 12.5 or Theorem 8.16(i)). �

Let E be a set of integers greater than or equal to 1. Recall that a φE -subgroup
is an F-stable torus of G whose polynomial order is a product of cyclotomic
polynomials in {φe | e ∈ E}. An E-split Levi subgroup is the centralizer CG(T)
of a φE -subgroup T.

Definition 21.5. Let Li (i = 1, 2) be F-stable Levi subgroups of G. Let
ζi ∈ E(LF

i , 1). We write (L1, ζ1) ≥ (L2, ζ2) whenever L1 ⊇ L2 and there is
a parabolic subgroup P2 ⊆ L1 for which L2 is a Levi supplement and
〈ζ2, RL1

L2⊆P2
ζ1〉LF

1
�= 0.

If ∅ �= E ⊆ {1, 2, 3, . . .} and Li (i = 1, 2) are E-split Levi subgroups of G,
the above relation is written (L1, ζ1) ≥E (L2, ζ2). The character ζ1 is said to
be E-cuspidal if any relation (L1, ζ1) ≥E (L2, ζ2) implies L1 = L2. The pair
(L1, ζ1) is then called an E-cuspidal pair.

We define �E by transitive closure of ≥E above on pairs (L, ζ ) where L is
an E-split Levi subgroup of G and ζ ∈ E(LF , 1).

Example 21.6. Let us look at the case of Example 13.4(ii), i.e. G = GLn(F), F
being the usual Frobenius map (xi j ) �→ (xq

i j ). Let us parametrize the GF -classes
of F-stable maximal tori from the diagonal torus of G by conjugacy classes
of Sn (see §8.2). When w ∈ Sn , choose Tw in the corresponding class. When
f ∈ CF(Sn, K ), let

R(G)
f := (n!)−1

∑

w∈Sn

f (w)RG
Tw

(1TF
w
) ∈ CF(GF , K ).

Then f �→ R(G)
f is an isometry sending Irr(Sn) onto E(GF , 1) (see The-

orem 19.7). Since Irr(Sn) is in turn parametrized by partitions of n (see
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[CuRe87] 75.19) as stated in §5.3 and Exercise 18.4, we write χG
λ ∈ E(GF , 1)

for the unipotent character of GLn(q) associated with λ � n.
Let e ≥ 1. Let L(m) ∼= GLn−me(F) × (S(e))m be the e-split Levi subgroup of

GLn(F) defined in Example 13.4(ii) when me ≤ n. If λ � n, we have

(E) ∗RG
L(1)

(
χG

λ

) =
∑

γ

ε(λ, γ )χL(1)

λ∗γ

where the sum is over e-hooks of λ, λ ∗ γ � n − e and the signs ε(λ, γ ) are
as defined in §5.2. Note that we have identified the unipotent characters of
(L(1))F with those of GLn−e(Fq ). Let us say briefly how one checks (E) (see
also [DiMi91] 15.7). To compute ∗RG

L(1) ◦ RG
Tw

, one may use a Mackey formula
similar to the one satisfied by Harish-Chandra induction since one of the two
Levi subgroups involved is a torus (see [DiMi91] 11.13). Note that L(1) contains
a GF -conjugate of Tw only if w can be written, up to conjugacy in Sn , as w′c
where w′ ∈ Sn−e and c = (n − e + 1, . . . , n) is a cycle of order e. Then the
Mackey formula gives ∗RG

L(1) RG
Tw′c

(1) = n!/(n − e)!RG
Tw′c

(1). Then (E) above
is a consequence of the Murnaghan–Nakayama formula about restrictions to
Sn−e.c of irreducible characters of Sn (see Theorem 5.13).

Assume λ � n is of e-core κ � n − me. Then an iteration of (E), along
with the corresponding iteration of the Murnaghan–Nakayama formula
(Theorem 5.15(iii)), gives

(
G, χG

λ

) �e
(
L(m), χL(m)

κ

)
.

(Note that actually one may replace the above �e by ≥ (see Definition 21.5).)
Let us show that χL(m)

κ is e-cuspidal. We may assume that m = 0 and we need
to show that ∗RG

L χG
κ = 0 for any proper e-split Levi subgroup L ⊆ G. The above

parametrization of unipotent characters shows that any unipotent character of
LF is a linear combination of RL

T1’s for T ranging over F-stable maximal tori
of L. So, by transitivity of twisted induction (and independence with regard to
Borel subgroups in the case of tori; see Theorem 8.17(i)) our claim reduces to
checking that ∗RG

T χG
κ = 0 for any F-stable maximal torus of G that embeds in a

proper e-split Levi subgroup of G. By the description of maximal proper e-split
Levi subgroups of GLn(F) (see Example 13.4(ii)), a T as above would be a
maximal torus in some L′ = GLn−em(F) × S(em) for some m ≥ 1. Applying (E)
above and the fact that, if κ is an e-core, then it is an em-core for any m ≥ 1 (see
Theorem 5.15(i)), we get ∗RG

L′χ
G
κ = 0 and therefore ∗RG

T χG
κ = 0 as claimed.

Theorem 21.7. Assume � is good for G. Denote by E(q, �) the set of integers
d such that � divides φd (q). Let L be an F-stable Levi subgroup of G such that
L = C◦

G(Z(L)F
� ). Let ζ ∈ E(LF , 1) and denote by bLF (ζ ) the �-block idempotent
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of LF not annihilated by ζ (see §5.1). There is a unique block idempotent bG

of OGF such that

({1}, bG) � (Z(L)F
� , bLF (ζ ))

in the sense of Proposition 21.2, and

χ ∈ Irr(GF , bG)

for any χ ∈ E(GF , 1) such that (G, χ ) �E(q,�) (L, ζ ).

Notation 21.8. Under the hypothesis of the above theorem on (G, F), �, L and if
BL is a block ofOLF , one may define RG

L BL as the block ofOGF acting by 1 on
all the irreducible components of the RG

L⊆Pζ ’s for ζ ∈ Irr(LF , BL) ∩ E(LF , 1)
and P a parabolic subgroup of G containing L as a Levi subgroup.

Proof of Theorem 21.7. We abbreviate E(q, �) = E .
Assume that Z(G) is connected. The following proof is to be compared with

that of Theorem 5.19.
Since the center of G is connected, the E-split Levi subgroups of G all satisfy

L = C◦
G(Z(L)F

� ) (see Proposition 13.19). So, by transitivity of the inclusion of
connected subpairs (Proposition 21.3(ii)), one is left to prove that

(1, bGF (χ )) �
(
Z(L)F

� , bLF (ζ )
)

as long as χ ∈ E(GF , 1), ζ ∈ E(LF , 1), and (G, χ ) ≥ (L, ζ ) (see Defini-
tion 21.5).

We prove this by induction on dim G - dim L.
If L = G, everything is clear. Assume L �= G. Fix bL a block idempotent of

OLF .b�(LF , 1) (see Definition 9.4).
Since Z(L)F

� �⊆ Z(G), we may choose x ∈ Z(L)F
� \ Z(G) and denote C =

C◦
G(x), a Levi subgroup by Proposition 13.16(ii). Then x ∈ L ⊆ C and there-

fore C = C◦
G(Z(C)F

� ). We have L ⊆ C ⊆ G with C �= G. By the induction
hypothesis, there is an �-block idempotent bC of CF such that, for any
ζ ∈ Irr(LF , bL) ∩ E(LF , 1) and any parabolic subgroup Q ⊆ C having L as
Levi subgroup, all the irreducible components of RC

L⊆Qζ are in CF(CF , bC) and
moreover ({1}, bC) � (Z(L)F

� , bL) in C whenever L = C◦
C(Z(L)F

� ) (which is
the case when L = C◦

G(Z(L)F
� ); see Proposition 13.13(ii)).

Let χ be an irreducible component of RG
L⊆Pζ for some ζ ∈ Irr(LF , bL) ∩

E(LF , 1) and P a parabolic subgroup with Levi subgroup L.
When b is a block idempotent of some group algebraOG, denote by c �→ b.c

the projection morphism CF(G, K ) → CF(G, K , b).
Recall the decomposition map dx : CF(G, K ) → CF(CG(x), K ).
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Let f = bL.d1∗RG
L⊆Pχ be the projection on CF(LF , K , bL) of the restriction

of ∗RG
L⊆Pχ to �′-elements of LF .

Lemma 21.9. For all ζ ′ ∈ Irr(LF , bL) ∩ E(LF , 1), one has 〈dxχ,

RC
L⊆P∩Cζ ′〉CF = 〈 f, d1ζ ′〉LF .

Proof. First CG(x)F
�′ = CF

�′ since CG(x)/C◦
G(x) is an �-group. Then dxχ is a

central function on CF and 〈dxχ, RC
L⊆P∩Cζ ′〉CF makes sense.

Theorem 21.4 implies 〈dxχ, RC
L⊆P∩Cζ ′〉CF = 〈dx ∗RG

L⊆Pχ, ζ ′〉LF . But
∗RG

L⊆Pχ ∈ ZE(LF , 1) by Proposition 8.25, and each unipotent character of
LF is trivial on x , so 〈dx ∗RG

L⊆Pχ, ζ ′〉LF = 〈d1∗RG
L⊆Pχ, ζ ′〉LF = 〈 f, ζ ′〉LF =

〈 f, d1ζ ′〉LF since ζ ′ and d1ζ ′ both equal their projections on CF(LF , K , bL)
(by Brauer’s second Main Theorem, see Theorem 5.8, for d1ζ ′). Combining
the two equalities gives our lemma. �

Lemma 21.10. bC.dx (χ ) �= 0 (which makes sense since CGF (x)�′ = CF
�′ ).

Proof. By the hypothesis on χ , one may write ∗RG
L⊆Pχ = m1ζ1 + · · · + mνζν

with distinct ζi ∈ E(LF , 1) (see Proposition 8.25), the mi ’s being non-zero
integers and ζ = ζ1. Now bLF (ζi ).d1(ζi ) = d1(ζi ) again by Brauer’s second
Main Theorem, so

f = bL.d1(∗RG
L⊆Pχ ) = m1d1(ζ1) +

∑

i≥2 ; bLF (ζi )=bL

mi d
1(ζi ).

Since the center of G is connected, we may apply Theorem 14.4. So we
know that the d1(ζi )’s for 1 ≤ i ≤ ν are linearly independent, and therefore
bL.d1(∗RG

L⊆Pχ ) = f �= 0. One sees clearly that f (x−1) is the complex con-
jugate of f (x) for all x ∈ LF , so 〈 f, f 〉LF �= 0. Then there is some ζi in the
expression for f above, let us call it ζ ′, such that ζ ′ ∈ E(LF , �′) ∩ Irr(LF , bL)
and 〈 f, d1ζ ′〉LF �= 0.

We may apply Lemma 21.9, so 〈dxχ, RC
L⊆P∩Cζ ′〉CF �= 0. This implies that

bC.dxχ �= 0 since all the irreducible components of RC
L⊆P∩Cζ ′ are in bC by the

induction hypothesis. This is our claim. �

Let us now consider the Brauer map Br<x> in the group algebra k[GF ]. Let
us show the following.

Lemma 21.11. Br<x>(bGF (χ )).bC = bC.

Proof. We have CF = C◦
G(x)F � CGF (x) with index a power of �. Let b′ =

∑
g g.bC.g−1, where g ranges over CGF (x) mod the stabilizer of bC. The above

is a sum of orthogonal idempotents and therefore b′ is a central idempotent
of OCGF (x) such that b′.bC = bC.b′ = bC. Moreover b′ is a block idempotent
of OCGF (x), i.e. it is primitive in Z(OCGF (x)); see [NaTs89] 5.5.6 (an easy
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consequence of C◦
G(x)F � CGF (x) with index a power of �). So, to check

Lemma 21.11, it suffices to check that Br<x>(bGF (χ )).b′ = b′ or equivalently
the ordinary subpair inclusion ({1}, bGF (χ )) ⊆ (<x>, b′) in GF . By Brauer’s
second Main Theorem (Theorem 5.8), it suffices to check that b′.dx (χ ) �= 0.
This is clearly a consequence of Lemma 21.10 and bC.b′ = bC.

We have now checked Lemma 21.11 for χ an irreducible compo-
nent of some RG

L⊆Pζ for ζ ∈ Irr(LF , bL) ∩ E(LF , 1) and P a parabolic
for L in G. If χ ′ satisfies the same hypothesis as χ for other ζ

and P, then Br<x>(bGF (χ ′)).bC = bC so bGF (χ ′) = bGF (χ ) since oth-
erwise bGF (χ ′)bGF (χ ) = 0 and therefore 0 = Br<x>(bGF (χ ′)bGF (χ )).bC =
Br<x>(bGF (χ ′))Br<x>(bGF (χ )).bC = Br<x>(bGF (χ ′)).bC = bC, a contradic-
tion. This yields the theorem when the center of G is connected.

Now, we no longer assume that Z(G) is connected. Let G ⊆ G̃ be an em-
bedding of G into a reductive group with connected center and such that
G̃ = GZ(G̃) (see §15.1).

Let L̃ = CG̃(Z◦(L)) = Z(G̃)L be the Levi subgroup of G̃ containing L. We
have bijections M �→ M̃ = Z(G̃)M between Levi subgroups (resp. E-split Levi
subgroups) of G and G̃. Moreover, ResM̃F

MF induces a bijection E(M̃F , 1) →
E(MF , 1) which commutes with twisted inductions (see Proposition 15.9).

Since E-split Levi subgroups correspond by the above (Proposition 13.7),
a relation (G, χ ) �E (L, ζ ) as in the hypotheses of the theorem implies
(G̃, χ̃ ) �E (L̃, ζ̃ ) for unipotent characters such that χ = ResG̃F

GF χ̃ and ζ =
ResL̃F

LF ζ̃ .
Concerning the block idempotents, bGF (χ ) is the only primitive idempo-

tent b ∈ Z(OGF ) such that χ (b) �= 0. Since χ (b) = χ̃ (b), and since bGF (χ ) ∈
Z(OG̃F ) (χ = ResG̃F

GF χ̃ being G̃F -stable), one has bGF (χ ).bG̃F (χ̃ ) = bG̃F (χ̃ ).
Similarly bLF (ζ ).bL̃F (̃ζ ) = bL̃F (̃ζ ).

Denote Z = Z(L)F
� , Z̃ = Z(L̃)F

� . Then L̃ = C◦
G̃

(Z̃ ) and L = C◦
G(Z ). Since

we have proved the theorem in the case of connected center, we have(
1, bG̃F (χ̃ )

)
�

(
Z̃ , bL̃F (̃ζ )

)
in G̃F . Similarly, we have L̃ = C◦

G̃
(Z(L̃)F

� ) by

Proposition 13.19 . This means that BrZ̃

(
bG̃F (χ̃ )

)
.bL̃F (̃ζ ) = bL̃F (̃ζ ) in kL̃F . So

(I) BrZ̃ (bGF (χ )).bL̃F (̃ζ ) = bL̃F (̃ζ ).

But CGF (Z )�′ = GF ∩ CG̃F (Z̃ )�′ since both equal C◦
G(Z )F

�′ = GF
�′ ∩ C◦

G̃
(Z̃ ) (see

Proposition 13.16(i)) and this is LF
�′ . Then BrZ̃ (bGF (χ )) = BrZ (bGF (χ )) and

the equation (I) above becomes BrZ (bGF (χ )).bL̃F (̃ζ ) = bL̃F (̃ζ ). Now the fact
that bL̃F (̃ζ ).bLF (ζ ) = bLF (ζ ) implies that BrZ (bGF (χ )).bLF (ζ ) �= 0. By Propo-
sition 21.2, this gives the inclusion (1, bGF (χ )) � (Z , bLF (ζ )).

This completes the proof of the theorem. �
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Remark 21.12. If L is an Eq,�-split Levi subgroup of G and BL is a unipotent �-
block of LF , it is clear from its characterization that RG

L BL (see Notation 21.8)
does not depend on the choice of the parabolic subgroup having L as Levi
subgroup.

It is also clear that the transitivity RG
L BL = RG

M(RM
L BL) holds when L ⊆

M ⊆ G is an inclusion of Eq,�-split Levi subgroups.
While Theorem 21.7 defines a unipotent block from its unipotent characters,

the following gives information on non-unipotent characters of a unipotent
block.

Theorem 21.13. Let (G, F) be a connected reductive group defined over Fq .
Let � be a prime good for G and not dividing q. Let χ ∈ E(GF , t), with t ∈
(G∗)F

� . Let G(t) ⊆ G be a Levi subgroup in duality with C◦
G∗ (t), let P be a

parabolic subgroup of G having G(t) as Levi subgroup. Then there is χt ∈
E(G(t)F , 1) such that 〈χ, RG

G(t)⊆P(t̂χt )〉GF �= 0, where t̂ is the linear character
of G(t)F associated with t by duality (see Proposition 8.26). For any such
(G(t), P, χt ) associated with χ , all the irreducible components of RG

G(t)⊆Pχt are
in Irr

(
GF , bGF (χ )

) ∩ E(GF , 1) (where bGF (χ ) denotes the �-block idempotent
of GF not annihilated by χ ; see §5.1).

Proof. Since � is good, C◦
G∗ (t) is a Levi subgroup of G∗ by Proposition 13.16(ii).

Applying Proposition 15.10, one gets the existence of some ξ ∈ E(G(t)F , t)
such that 〈RG

G(t)⊆Pξ, χ〉GF �= 0. However, E(G(t)F , t) = t̂E(G(t)F , 1), since t
is central in C◦

G∗ (t) (see Proposition 8.26), thus allowing us to write ξ = t̂χt

with χt ∈ E(G(t)F , 1).
Let b = bGF (χ ). Assume now that χ ∈ E(GF , t) is an irreducible component

of RG
G(t)⊆P(t̂χt ) for some χt ∈ E(G(t), 1). One must check that RG

G(t)⊆P(χt ) ∈
Z[Irr(GF , b)]. First C◦

G∗ (t) is Eq,�-split by its definition and Proposition 13.19.
Then G(t) is also Eq,�-split by Proposition 13.9. So Theorem 21.7 im-
plies the existence of the block idempotent RG

G(t)bG(t)F (χt ) of GF and it suf-
fices to check that it equals b. By Brauer’s second Main Theorem (The-
orem 5.8), it suffices to check that d1(RG

G(t)⊆Pχt ) is not in the kernel of
the projection CF(GF , K ) → CF(GF , K , b). Using commutation between d1

and twisted induction (Proposition 9.6(iii), or the adjoint of the equality in
Theorem 21.4), one has d1(RG

G(t)⊆Pχt ) = RG
G(t)⊆P(d1χt ) = RG

G(t)⊆Pd1(t̂χt ) =
d1(RG

G(t)⊆P t̂χt ). By Proposition 15.10, one has εGεG(t)RG
G(t)⊆P t̂χt = χ + χ2 +

· · · + χν with χi ∈ Irr(GF ). Then εGεG(t)d1(RG
G(t)⊆P t̂χt ) = d1χ + ∑

i d1χi . Its
projection on CF(GF , K , b) is the subsum where one retains i such that
χi ∈ Irr(GF , b), by Brauer’s second Main Theorem. So this is not equal to
0 by evaluation at 1, whence our claim. �
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21.3. A bad prime

Here is a case where � is bad, but, as it turns out, G is not.

Theorem 21.14. Let (G, F) be a connected reductive group defined over Fq

with odd q. Assume G only involves types A, B, C, D. Then
⋃

sE(G, s), where
s ranges over 2-elements of (G∗)F , is the set of irreducible characters of the
principal 2-block of GF .

Proof. By Theorem 9.12(ii), it suffices to show that all unipotent characters of
GF are in Irr(GF , B0) for B0 the principal 2-block of GF .

We use induction on dim(G). By Theorem 17.1, one may assume that G =
Gad �= 1. Let us introduce the following lemma; its proof is given after the proof
of the theorem.

Lemma 21.15. Assume the same hypotheses as above with G = Gad �= 1. Let
χ ∈ E(GF , 1). Then there exists an F-stable maximal torus T of G such that
TF

2 �= 1 and ∗RG
T (χ ) �= 0.

Let χ ∈ E(G, 1) and let T be as in the lemma. Let x ∈ TF
2 \ {1}, then

C◦
G(x) is an F-stable reductive group (see Proposition 13.13(i)) and it satis-

fies the hypothesis of the theorem (see the description of types involved in
[Bour68] VI. Ex.4.4). One has 〈dxχ, R

C◦
G(x)

T 1TF 〉C◦
G(x)F = 〈dx ∗RG

T (χ ), 1TF 〉TF

by Theorem 21.4. But ∗RG
T (χ ) is a non-zero combination of unipotent

characters of TF , i.e. a multiple of 1TF , so 〈dxχ, R
C◦

G(x)
T 1TF 〉C◦

G(x)F =
〈∗RG

T (χ ), 1TF 〉TF 〈dx 1TF , 1TF 〉TF = |TF
2 |−1〈∗RG

T (χ ), 1TF 〉TF �= 0. This implies
that dxχ has a non-zero projection on the principal 2-block B0(x) of OC◦

G(x)F ,

since by the induction hypothesis R
C◦

G(x)F

TF 1TF is in CF(C◦
G(x)F , K , B0(x)).

Writing b0(x) and b′
0(x) as the block idempotents of the principal 2-blocks

of OC◦
G(x)F and OCG(x)F respectively, we have dxχ (b0(x)) �= 0. Knowing

that CG(x)F/C◦
G(x)F is a 2-group, that 2-block idempotents can be written

with elements of odd order only (Proposition 21.1), and that b0(x) is
clearly CGF (x)-fixed since the trivial character is fixed, we get b0(x) = b′

0(x).
So we may write dxχ (b′

0(x)) �= 0. Now, Brauer’s second and third Main
Theorems (Theorem 5.8 and Theorem 5.10) imply that χ is in Irr(GF , B0) as
claimed. �

Proof of Lemma 21.15. Since the assertion is about Gad, one may assume
G = Gad is simple and (G, F) is of rational type (X, εq) (up to changing q into
a power).

Assume the type is A. Let T0 be a diagonal torus of G, let W = NG(T0)/T0
∼=

Sn+1 for some n ≥ 1. Then the unipotent characters of GF are of the form ±Rφ
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for φ ∈ Irr(W ) (see [DiMi91] 15.8 or Example 21.6 above for linear groups).
One has 〈RG

T0
1TF

0
, Rφ〉GF = φ(1) by [DiMi91] 15.5. This is not equal to 0 for

all φ. However, |TF
0 | = (q − ε)n which is even when n ≥ 1.

Assume the type of G is B, C or D. Let B0 ⊇ T0 be an F-stable Borel
subgroup and maximal torus respectively. Assume that the permutation F0 of
X (T0) induced by F is Id or an involution; this excludes rational type 3D4.
Then all maximal F-stable tori T are such that TF is even, i.e., for every
w ∈ W := NG(T0)/T0, det(w − q F0) is an even integer. To see this, note that
in the presentation of root systems given in Example 2.1, w is represented by
a matrix permutation with signs, relative to a basis (e1, . . . , en) of X (T0) ⊗ R,
while F0 is either Id, −w0 (where w0 is the element of maximal length in W )
or the reflection of vector e1 (in the case of rational type 2D2n), i.e. in all cases
a permutation matrix with signs. Then the characteristic polynomial of wF−1

0

is of type (xa1 − ε1) . . . (xar − εr ) with the εi ’s being signs. The value at q is
even since a1 + · · · + ar = n ≥ 1. But we know that there is some F-stable
maximal torus T such that 〈RG

T (1TF ), χ〉GF �= 0 by the definition of unipotent
characters.

The case of 3D4 is more difficult since there are cuspidal unipotent characters,
and certain F-stable maximal tori T satisfy TF

2 = {1}. The proof of the lemma
must use the explicit determination of the scalar products 〈RG

T (1TF ), χ〉GF ; see
[Lu84] 4.23. In Exercise 7 below, we give a more elementary approach. �

Exercises

1. Let G � G ′ be finite groups. Let (O, K , k) be an �-modular splitting system
for G ′ and its subgroups. Let b, b′ be block idempotents of OG and OG ′,
respectively. One says that b′ covers b if and only if bb′ �= 0. Show that this
is equivalent to

(i) b′.
∑

gb = b′, where the sum is over a representative system of G ′ mod.
the stabilizer of b,

(ii) for some χ ′ ∈ Irr(G ′, b′), ResG ′
G χ ′ has a projection �= 0 on CF(G, K , b),

(iii) for all χ ′ ∈ Irr(G ′, b′), ResG ′
G χ ′ has a projection �= 0 on CF(G, K , b).

If moreover BrQ(b′) �= 0 for some �-subgroup Q ⊆ G, then Brg Q(b) �= 0
for some g ∈ G ′.

2. Assume the hypotheses of Proposition 21.3. Show that there is a unique
block idempotent b̂V of OCGF (V ) such that bV .b̂V �= 0. One has b̂V =
∑

t∈CGF (V )/I (bV )
t bV . Show that (V, b̂V ) ⊆ (U, b̂U ) (inclusion of ordinary sub-

pairs) if and only if there is c ∈ CGF (V ) such that (V, cbV ) � (U, bU )
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(show first that if S is an �-subgroup of GF normalizing (V, bV ) and such
that BrS(bV ) �= 0, then S normalizes b̂V and BrS(b̂V ) �= 0).

3. Build a generalization of “connected subpairs” (U, bU ) where the �-
subgroups U ⊆ GF are not necessarily commutative. Prove an analogue
of Theorem 5.3.

4. Show Theorem 21.7 with arbitrary �-blocks instead of unipotent �-blocks
(replace E(LF , 1) with E(LF , �′); see Definition 9.4).

5. Let G be a finite group, � a prime, (O, K , k) be an �-modular splitting system
for G. If b is a sum of block idempotents of kG, denote by PG

b the projection
CF(G, K ) → CF(G, K , b∗) where b∗ ∈ OG is the block idempotent such
that b∗ = b (see §5.1).
(a) Show that, if x ∈ G�, then dx ◦ PG

b = PCG (x)
Brx (b) ◦ dx (reduce to Irr(G, b)

and use Brauer’s second Main Theorem).
(b) Conversely, if bx is a sum of block idempotents of kCG(x) and

PCG (x)
bx

(δ1) = dx ◦ PG
b (δx ) (where δy denotes the characteristic function

of the G-conjugacy class of y ∈ G), show that bx = Brx (b) (compare
PCG (x)

bx
and PCG (x)

Brx (b) at δ1).
6. Use Exercise 5 to show that, under the hypotheses of §9.2, and if x ∈ GF

� ,
then Brx

(
b�(GF , 1)

) = b�(C◦
G(x)F , 1) (note that δx is a uniform function,

see Proposition 9.6(i)).
What about Brx (b�(GF , s)) when s ∈ (G∗)F is a semi-simple �′-element

(see §9.2)?
7. Use the above to show that Theorem 21.14 is equivalent to checking that,

when G = Gad �= 1, no χ ∈ E(GF , 1) is of 2-defect zero.
Show that if χ ∈ E(GF

ad, 1) is of 2-defect zero then it is cuspidal.
Deduce Theorem 21.14 in the case of 3D4 from an inspection of degrees

of cuspidal characters (see [Lu84] p. 373, [Cart85] §13.9). This applies also
to the types mentioned in Theorem 21.14.

8. Assume the type of G is B, C or D and q is odd. Show that the 2-blocks
of GF are the B2(GF , s) for s ∈ G∗F , semi-simple of odd order. (Use
Bonnafé–Rouquier’s theorem (Theorem 10.1) or Exercise 9.5 about perfect
isometries.)

Notes

We have used mainly [CaEn93] and [CaEn99a,b].
The property of RG

L relative to blocks (Theorem 21.7) is probably the shadow
of some property of the complexes of GF -LF -bimodules defined by étale co-
homology of varieties YV.
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The �-blocks of GF for bad primes � have been studied by Enguehard in
[En00]. In particular, Theorem 21.7 still holds for � bad. In fact, �-blocks
of GF are in bijection with GF -classes of e-cuspidal pairs (L, ζ ) such that
ζ (1)� = |LF : Z(LF )|� (central defect, see Remark 5.6).

The result in Exercise 6 comes from [BrMi89].



22

Unipotent blocks and generalized
Harish-Chandra theory

We take G, F , q, �, (O, K , k) as in the preceding chapter. Let e be the multi-
plicative order of q mod. �. From Theorem 21.7 we know that, for any e-split
Levi subgroup L of G and any ζ ∈ E(LF , 1), all irreducible characters occurring
in RG

L ζ correspond to a single �-block of GF . So the partition of E(GF , 1) into
�-blocks seems to parallel a Harish-Chandra theory where twisted induction
of characters of e-split Levi subgroups replaces the traditional Harish-Chandra
induction (i.e. the case when e = 1). Recall the corresponding notion of e-
cuspidality (Definition 21.5).

In the present chapter, we show that the twisted induction RG
L for �-blocks

induces a bijection

(L, ζ ) �→ RG
L BLF (ζ )

between unipotent blocks of GF (see Definition 9.13) and GF -conjugacy classes
of pairs (L, ζ ) where L is an e-split Levi subgroup of G and ζ ∈ E(LF , 1)
is e-cuspidal ([CaEn94]). We develop the case of GLn(Fq ), thus giving the
partition of its unipotent characters induced by �-blocks (see Example 21.6 and
Example 22.10).

The proof we give follows the local methods sketched in §5.2 and §5.3.
A first step consists in building a Sylow �-subgroup of the finite reductive

group C◦
G([L, L])F . Sylow �-subgroups of groups GF (for � a good prime) are

made of two “layers” (see Exercise 6). First, one takes an F-stable maximal
torus T such that its polynomial order PT,F contains the biggest power of φe

dividing that of PG,F . Then one takes a Sylow �-subgroup W of NG(T)F/TF =
(NG(T)/T)F . The Sylow �-subgroup of GF is then an extension of W by TF

� .
For subpairs, this allows us to build a maximal subpair (D, bD) containing

({1}, RG
L bLF (ζ )) where D is a Sylow �-subgroup of C◦

G([L, L])F . This needs
some technicalities (in particular a review of characteristic polynomials of

345
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elements of Weyl groups of exceptional types) due to the rather inaccurate
information we have about e-cuspidal pairs (L, ζ ).

22.1. Local subgroups in finite reductive groups,
�-elements and tori

Concerning the values of cyclotomic polynomials on integers, recall that if � is
a prime and q, d ≥ 1 are integers then � divides φd (q) if and only if q� = 1 and
d�′ is the order of q mod. �.

Let (G, F) be a connected reductive group defined over Fq .
The following technical condition will be useful. It defines a subset of the

set �(G, F) of Definition 17.5, essentially by removing bad primes. Let � be a
prime.

Condition 22.1. We consider the conjunction of the following conditions
(a) � is good for G (see Definition 13.10),
(b) � does not divide 2q.|Z(Gsc)F |,
(c) � �= 3 if the rational type of (G, F) includes type 3D4.

Note that this condition only depends on the rational type of (G, F) and can
be read off from Table 13.11.

The following will be needed to show that e-cuspidal unipotent characters
define �-blocks with central defect (at least for good �’s).

Theorem 22.2. Let (G, F) be a connected reductive F-group defined over Fq .
Let � be a prime satisfying Condition 22.1. Let Eq,� = {e, e�, . . . , e�i , . . .} be
the set of integers d such that � divides φd (q) (see Theorem 21.7).

Any proper Eq,�-split Levi subgroup of G is included in a proper e-split Levi
subgroup of G.

Lemma 22.3. (i) The g.c.d. of the polynomial orders of the F-stable maximal
tori of G is the polynomial order of Z◦(G).

(ii) Let d ≥ 1 be an integer and � be a prime satisfying Condition 22.1. If T
is an F-stable maximal torus of G such that Tφd�

�⊆ Z(G), then Tφd �⊆ Z(G).

Proof of Lemma 22.3. The various GF -conjugacy classes of F-stable maximal
tori in (G, F) are parametrized by F-conjugacy classes in the Weyl group
W := W (G, T0) where T0 is some F-stable torus (see §8.2). If T is obtained
from T0 by twisting with w ∈ W , and if F0 is defined by F = q F0 where F
and F0 act on Y (T0) ⊗ R, then P(T,F) is the characteristic polynomial of F0

−1w

on Y (T0) ⊗ R (see §13.1).
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For every F-stable torus S of G which contains Z(G), one has P(S/Z(G),F) =
P(S,F)/P(Z◦(G),F). So, in view of the statements we want to prove, we may assume
that G = Gad. Then it is a direct product of its components, so we may also
assume that G is rationally irreducible.

(i) The substitution (x �→ xm) in a set of coprime polynomials cannot pro-
duce common divisors. So, by Proposition 13.6, we assume G is irreducible.
If F0 above is the identity, the polynomial orders of T0 and of a torus ob-
tained from T0 by twisting by a Coxeter element of W (G, T0) are coprime
(Coxeter elements have no fixed points in the standard representation; see,
for instance, [Cart72b] 10.5.6). If (G, F) is of type (2An, q) = (An, −q),
(2D2k+1, q) = (D2k+1, −q) or (2E6, q) = (E6, −q) (see §13.1), the property
is deduced from the case F0 = 1 by the substitution (x �→ −x); see Exam-
ple 13.4(iv). If (G, F) is of type (2D2k, q), the Coxeter tori have polynomial
order (x2k + 1), prime to the polynomial order (x + 1)(x − 1)2k−1 of the quasi-
split tori. If (G, F) is of type (3D4, q), the quasi-split tori have polynomial order
(x − 1)(x3 − 1) = φ1

2φ3, while the maximal torus of type a product of two non-
commuting simple reflections is of polynomial order x4 − x2 + 1 = φ12.

(ii) The point is to check that, if w ∈ W (G, T0) and the characteristic poly-
nomial of wF0 vanishes at a primitive d�th root of unity, it vanishes also at
a primitive dth root. If (G, F) is of type (2An, q) = (An, −q), (2D2k+1, q) =
(D2k+1, −q) or (2E6, q) = (E6, −q) (i.e. F0 = −w0), the property is deduced
from the case F0 = 1 since � �= 2. For a G of type (An)m and F0 = Id, the
characteristic polynomial of w is of type (y − 1)−1(ym1 − 1) . . . (ymt − 1) for
y = xm where mi ’s are integers greater than or equal to 1 of sum n + 1. Then
the claim is due to the fact that � satisfies Condition 22.1(b) (see Table 13.11).
For (G, F) of type a sum of B’s, C’s, D’s, and 2D’s one gets polynomials
(ym1 − ε1) . . . (ymt − εt ) where y = xm and εi ’s are signs (see the proof of
Lemma 21.15). Then our claim comes from � �= 2. There remain the rational
types E6 for � = 5, E7 for � = 5, 7, and E8 for � = 7 (other �’s either are bad
or do not divide the order of W (G, T0)>�<F0>). One may also note that d
has to be 1 or 2 (see, for instance, Exercise 13.3). A list of elements is given in
a paper by Carter (see [Cart72a]) and it is easily checked that our claim holds.
Another possibility is to use a computer and GAP program to test all relevant
elements, i.e. elements of order 5 or 7 of the Coxeter group of type E8 and their
centralizers. �

Proof of Theorem 22.2. Let H be a proper Eq,�-split Levi subgroup of G. Let
d ∈ Eq,�.

Suppose Z◦(H)φd�
�⊆ Z(G) and Z◦(H)φd ⊆ Z(G). Applying Lemma 22.3(i)

to (H, F), one finds an F-stable maximal torus T ⊆ H such that Tφd ⊆ Z◦(H)
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and therefore Tφd ⊆ Z◦(G). Since T is an F-stable maximal torus of G,
Lemma 22.3(ii) yields Tφd�

⊆ Z(G). But Z◦(H) ⊆ T and this contradicts
Z◦(H)φd�

�⊆ Z(G).
So we find that, if Z◦(H)φd�

�⊆ Z(G), then Z◦(H)φd �⊆ Z(G).
The fact that H is a proper Eq,�-split Levi subgroup implies that Z◦(H)φe�a �⊆

Z(G) for some a ≥ 0. Applying the above a times, one gets Z◦(H)φe �⊆ Z(G).
Then H ⊆ CG(Z◦(H)φe ), the latter being a proper e-split Levi subgroup. �

Let us show how to isolate the F-stable components G′
i of [G, G] whose

rational type ensures that Z(G′
i )

F is an �′-group (see Table 13.11).

Definition 22.4. Let (G, F) be a connected reductive F-group defined over
Fq . Let us write [G, G] = G′

1 . . . G′
ν for the finer decomposition as a central

product of F-stable non-commutative reductive subgroups (see §8.1).
Let � be a prime not dividing q and good for G. Define Ga as the central

product of the subgroups Z(G)G′
i whose rational type (see §8.1) is of the form

(An, εqm) with � dividing qm − ε. Let Gb be the central product of the compo-
nents G′

i of [G, G] not included in Ga. Then G = Ga.Gb (central product).

Proposition 22.5. (i) Z(Gb)F and GF/GF
a .GF

b are commutative �′-groups.
(ii) If Y is an �-subgroup of GF such that Z(CGF (Y ))� ⊆ Z(G)Ga, then

Y ⊆ Ga.

Proof. (i) First the surjection Gsc → [G, G] (see §8.1) induces a surjec-
tion Z((Gb)sc) → Z(Gb) compatible with the action of F . By Table 13.11,
Z((Gb)sc)F is �′. Now Proposition 8.1(ii) (in the form “|(G/Z ) f | divides |G f |”)
implies that Z(Gb)F is of order �′. By Proposition 8.1(i), GF/GF

a .GF
b is iso-

morphic to a section of Z(Gb) on which F acts trivially, so it is an �′-group.
(ii) By (i) above, Y ⊆ GF

a .GF
b . Let Ya = {y ∈ (Ga)F

� | yGF
b ∩ Y �= ∅} and

Yb be similarly defined. One has CGF (Y ) = CGa (Ya)F .CGb (Yb)F and Z(Yb) is
clearly central in it. The hypothesis then implies that Z(Yb) ⊆ Z(Gb)F , but the
latter is an �′-group by (i). So Z(Yb) = {1}, hence Yb = {1} and Y ⊆ Ya ⊆ Ga.

Here is a proposition about diagonal tori in G = Ga. �

Proposition 22.6. Let (G, F) be a connected reductive F-group over Fq , let �

be an odd prime not dividing q, let e be the order of q mod. �. Assume G = Ga

and let T be a diagonal torus of G. Then
(i) T = CG(Tφe ) = C◦

G(TF
� ),

(ii) TF = CGF (TF
� ),

(iii) |GF : NG(T)F | is prime to �.
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Proof. Let ×ω(Anω
, εωqmω ) be the rational type of (G, F) (see §8.1). For the

diagonal torus, one has P(T,F) = P(Z◦(G),F)�ω(xmω − εω)nω . For each ω, � di-
vides qmω − εω, so φe divides xmω − εω.

(i) Let us use induction on dim G/T. If G is a torus, there is nothing to
prove. Otherwise, when qm − ε ≡ 0 (mod. �) and n ≥ 1, then � divides (qm −
ε)n/(qm − ε, n + 1) (here we use the fact that � �= 2). This implies |TF

� | >

|Z(G)F
� | provided G is not a torus, so TF

� is not central in G. Then C◦
G(TF

� )
is a proper Levi subgroup (Proposition 13.16(ii)) with diagonal torus T and
one obtains T = C◦

G(TF
� ) by induction. Similarly, Tφe �⊆ Z◦(G), and one gets

T = CG(Tφe ) by considering CG(Tφe ) and applying induction.
(ii) We prove that CGF (TF

� ) ⊂ T, again by induction on the dimension of
G/T.

Proposition 8.1 and Lang’s theorem imply that GF = TF [G, G]F . As
CGF (TF

� ) ⊂ C((T ∩ [G, G])F
� ), one may assume that G = [G, G]. If G = G1G2

is a central product of two F-stable components, then Ti := T ∩ Gi is a
diagonal torus in Gi (i = 1, 2), one has GF = TF GF

1 GF
2 and CGF (TF

� ) ⊂
CGF (TF

1 ) ∩ CGF (TF
2 ). As CGF (TF

i ) = TF CGF
i
(TF

i )GF
j ({i, j} = {1, 2}), one

may assume that G = [G, G] is of rational type a single (An, εqm). If [G, G]
is simply connected, then CG(TF

� ) is connected (Theorem 13.14) and (ii)
reduces to (i).

Let g ∈ CGF (TF
� ); one has to check that g ∈ T. Let τ : Gsc → [G, G] be a

simply connected covering, whose kernel K is central in Gsc. Clearly |Z(G)F |
divides |Z(Gsc)F | (see the proof of Proposition 22.5(i)). Let S = τ−1(TF

� ), let
g′ ∈ Gsc be such that τ (g′) = g. One has g′−1 F(g′) ∈ K and, for any s ∈ S,
s−1 F(s) ∈ K , [g′, s] ∈ K , so that [g′, s] ∈ K F . The map (s �→ [g′, s]) defines
a morphism from S to K F ; let Z be its kernel. By definition, g′ ∈ CGsc (Z ). Fur-
thermore, CGsc (Z ) is connected by Theorem 13.14. As τ (CGsc (Z )) is a connected
subgroup with finite index in CG(τ (Z )), so one has τ (CGsc (Z )) = C◦

G(τ (Z )), so
that g ∈ C◦

G(τ (Z ))F .
Assume first that τ (Z ) is not central in G. Then H := C◦

G(τ (Z )) is a proper
Levi subgroup of G. In this group T is a diagonal torus and the induction
hypothesis applies, so one has T ⊇ CHF (TF

� ), hence g ∈ T as claimed.
One has |Z | ≥ |S|/|K F |, hence |τ (Z )|� = |Z/K |� ≥ |TF

� |/|K F
� |.

If τ (Z ) is central, then |TF
� | ≤ |Z(G)F

� |.|K F
� |, hence (qm − ε)n

� ≤
|(Z(G)/Z◦(G))F

� |.|K F
� | ≤ |Z(Gsc)F

� |2. Given two integers n, r ≥ 1, it is
easy to check that either � divides �rn/(�r , n + 1)2, or � = n + 1 = 3. So we
are reduced to Gsc = SL3(F), where Z(Gsc) is cyclic of order 3 and therefore
G is either Gsc = SL3(F) itself (already done) or PGL3(F). Then our claim is
easily checked in the corresponding finite group PGL3(Fq ) or PU3(Fq ).
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(iii) Since G/T and NG(T)/T are independent of Z(G), it suffices to check
that |(G/T)F |� = |(NG(T)/T)F |� for Gad or for a product of linear groups.
Then the cardinalities are easy to compute and the key property is that if Q is
an integer ≡ 1 mod. �, then (Qm − 1)� = m�(Q − 1)� for any m ≥ 1. �

Proposition 22.7. Let (G, F) be a connected reductive F-group defined over
Fq . Let � be an odd prime not dividing q. Let e be the order of q mod. �. If S
is a maximal φe-subgroup of G, then NG(S)F contains a Sylow �-subgroup of
GF .

Proof. We have S = (S ∩ Ga).(S ∩ Gb) (see Definition 22.4) with multi-
plicativity of polynomial orders (Proposition 13.2(i)). By Proposition 22.5(i),
it suffices to check that |GF

i : NGi (S ∩ Gi )F | is prime to � for Gi = Ga

and Gb.
For Gi = Ga, note that Proposition 22.6(i) implies that, for T a diago-

nal torus of Ga, Tφe is a maximal φe-subgroup. By conjugacy of maximal
φe-subgroups (see Theorem 13.18), one may assume S = Tφe . One then has
NGF (S) = NGF (T), and our claim follows from Proposition 22.6(iii).

For Gi = Gb, � does not divide |(Z(G)/Z◦(G))F | (Proposition 22.5(i)), so
CG(S)F = CGF (SF

� ) by Lemma 13.17(ii). Denote L := CG(S). Let D be a Sy-
low �-subgroup of NG(S)F containing SF

� . If D is not a Sylow �-subgroup
of GF , there is an �-subgroup E ⊇ D with E �= D. Since E �= 1, there
is z ∈ Z(E) \ {1}. We have z ∈ CGF (E) ⊆ CGF (SF

� ) = LF , hence z ∈ L and
[z, S] = 1. Let M = C◦

G(z). Then G �= M ⊇ E and S by Proposition 13.16(i).
Then the induction hypothesis implies that NM(S)F contains a Sylow �-
subgroup of MF . This implies that |D| ≥ |E |. A contradiction. �

22.2. The theorem

We begin with basic properties of the groups C◦
G([L, L]).

Proposition 22.8. Let (G, F) be a connected reductive F-group defined over
Fq . Let L be a Levi subgroup of G. Let K be a closed subgroup of G such that
[L, L] ⊆ K ⊆ L. Let d ≥ 1.

(i) C◦
G(K) is a reductive subgroup of G, Z◦(L) is a maximal torus in it.

(ii) If L is d-split and K is F-stable, then Z◦(L)φd is a maximal φd -subgroup
of C◦

G(K).
(iii) If L and M are d-split Levi subgroups of G and [L, L] ⊆ M, then

there exists c ∈ C◦
G(L ∩ M)F such that cL ⊆ M, with equality cL = M when

[L, L] = [M, M].
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Proof. Let J = C◦
G(K) and let T be a maximal torus in L. Recall that any

connected reductive group satisfies G = Z◦(G).[G, G].
(i) Clearly K = [L, L].(K ∩ T), so T normalizes K and J. For J, the corre-

sponding roots clearly form a symmetric set. So ([DiMi91] 1.14) J is a reductive
subgroup of G. One has L = CG(Z◦(L)), so C◦

J(Z◦(L)) ⊆ C◦
L([L, L]) = Z◦(L),

whence the maximality of Z◦(L).
(ii) One has L = CG(Z◦(L)φd ), so CJ(Z◦(L)φd ) ⊆ Z◦(L), whence the maxi-

mality of Z◦(L)φd as φd -subgroup of J.
(iii) Take K := L ∩ M, then Z◦(M) ⊆ J. By (ii) and conjugacy of maximal

φd -subgroups (Theorem 13.18), there is a c ∈ JF such that cZ◦(L)φd ⊇ Z◦(M)φd .
Taking centralizers in G yields cL ⊆ M since L and M are d-split. When
[L, L] = [M, M], cL = M by symmetry. �

Here is our main theorem on defect groups and ordinary characters of unipo-
tent �-blocks.

Theorem 22.9. Let (G, F) be a connected reductive F-group defined over Fq .
Let � be a prime not dividing q. Assume � is odd, good for G and � �= 3 if
3D4 occurs in the rational type of (G, F). Let e be the multiplicative order of q
mod. �. The map

(L, ζ ) �→ RG
L BLF (ζ )

(see Notation 21.8) induces a bijection between the unipotent �-blocks of
GF and the GF -conjugacy classes of pairs (L, ζ ) where L is e-split and
ζ ∈ E(LF , 1) is e-cuspidal. Moreover,

(i) Irr(GF , RG
L BLF (ζ )) ∩ E(GF , 1) = {χ ∈ Irr(GF ) | (G, χ ) �e (L, ζ )}

(see Definition 21.5),
(ii) any Sylow �-subgroup of C◦

G([L, L])F is a defect group of RG
L BLF (ζ ).

Example 22.10. Let us show the consequence on �-blocks of GLn(Fq ) = GF

where G = GLn(F). The unipotent characters of GLn(Fq ) are parametrized

λ �→ χλ

by partitions λ � n. Then (G, χλ) �e (L(m), χκ ) whenever λ has e-core κ � n −
me and L(m) ∼= GLn−me(F) × (S(e))m where S(e) is a Coxeter torus of GLe(F).
Moreover χκ is e-cuspidal (see Example 21.6).

Theorem 22.9 then implies that two unipotent characters χλ and χµ are in
the same Irr(GF , B) for B an �-block if and only if λ and µ have the same
e-core κ � n − me. Then a defect group of B is given by a Sylow �-subgroup
of GLme(Fq ) = CG([L(m), L(m)])F .
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Remark 22.11. (1) It is known that ≥e is a transitive relation among pairs (L, ζ )
where L is an e-split Levi subgroup of G and ζ ∈ E(LF , 1) (Broué–Michel–
Malle; see the notes below).

(2) In the case of e = 1, the 1-split Levi subgroups L give rise to Levi
subgroups LF of the finite BN-pair in GF (see §8.1), and RG

L is then the
Harish-Chandra induction. Theorem 22.9 tells us that the partition of unipotent
characters induced by �-blocks is the same as the one induced by Harish-
Chandra series (note that ≥e is transitive by positivity of Harish-Chandra in-
duction; see [DiMi91] §6). Under the hypotheses of Theorem 22.9 with e = 1,
if P = L >� Ru(P) is a Levi decomposition of an F-stable parabolic subgroup
and ζ is a cuspidal unipotent character of LF , then the components of RG

L ζ

make the set of unipotent characters defined by a single �-block of GF . This
can be seen as a converse of Theorem 5.19.

22.3. Self-centralizing subpairs

The so-called self-centralizing subpairs are a basic tool to build maximal sub-
pairs and defect groups. We recall some basic facts about this notion (see
[Thévenaz] §41).

Fix G a finite group, � a prime, and (O, K , k) an �-modular splitting system
for G.

Definition 22.12. If B is an �-block of G with central defect group, we define
the canonical character of B as the only element of Irr(G, B) with Z(G) in
its kernel (thus being identified with the character of a block of defect zero of
G/Z(G); see Remark 5.6).

An �-subpair (Q, b) of G is called a self-centralizing subpair if and only if
b has defect group Z(Q) in CG(Q).

The following is fairly easy (see Theorem 5.3(iii) and [Thévenaz] 41.4).

Proposition 22.13. If (Q, b) ⊆ (Q′, b′) and (Q, b) is self-centralizing, then
(Q′, b′) is self-centralizing and Z(Q′) ⊆ Z(Q). A self-centralizing subpair
(Q, b) is maximal if and only if NG(Q, b)/QCG(Q) is �′.

Blocks with central defect are defined by their canonical character since this
may be used to express the unit of the block (see Remark 5.6). So inclusion of
self-centralizing subpairs relates well to scalar product of characters.

Proposition 22.14. Let (Q, b) be a self-centralizing �-subpair of G and let
ξ ∈ Irr(CG(Q), b) be the canonical character of b. Let Q ′ be an �-subgroup con-
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taining Q and ξ ′ ∈ Irr(CG(Q′)). Then (Q, b) � (Q′, bCG (Q′)(ξ ′)) with ξ ′ being
the canonical character of b(ξ ′) if and only if the following are both satisfied:

(i) Q′ normalizes the pair (Q, ξ ),
(ii) ξ ′(1)� = |CG(Q′): Z(Q) ∩ CG(Q′)|� and 〈ResCG (Q)

CG (Q′)ξ, ξ ′〉CG (Q′) �≡ 0
mod. �.
Then (Q′, bCG (Q′)(ξ ′)) is self-centralizing (see Definition 2.12).

Proof. Let us first note that in both sides of the equivalence we have Z(Q) ∩
CG(Q′) ⊆ Ker(ξ ′): if ξ ′ is canonical, this is because Z(Q) ∩ CG(Q′) ⊆ Z(Q′) ⊆
Ker(ξ ′); if (ii) holds, this is because Z(Q) ∩ CG(Q′) ⊆ Z(Q) ⊆ Ker(ξ ) and the
representation space of ξ ′ is a summand of the restriction to CG(Q′) of the repre-
sentation space of ξ . As a first consequence ξ ′(1)−1.|CG(Q′) : Z(Q) ∩ CG(Q′)|
is an integer.

Now assume that (Q, b(ξ )) is self-centralizing with canonical ξ , Q′ is an �-
subgroup normalizing (Q, ξ ) and containing Q, ξ ′ ∈ Irr(CG(Q′)). Let us check
that (Q, b(ξ )) � (Q′, b(ξ ′)) if and only if

∑
g∈CG (Q)�′

ξ (g−1)ξ ′(g) �∈ ξ ′(1)J (O).
Denote by B′ the set of block idempotents of OCG(Q′) such

that BrQ′ (b(ξ )) = ∑
b′∈B′ b′. One has (Q, b(ξ )) � (Q′, bCG (Q′)(ξ ′)) if and

only if bCG (Q′)(ξ ′) ∈ B′, i.e. ξ ′(
∑

b′∈B′ b′) = ξ ′(1) (otherwise it is zero).
However, b(ξ ) = u

∑
g∈CG (Q)�′

ξ (g−1)g where u = |CG(Q): Z(Q)|−1.ξ (1) is
a unit in O, by the fact that b(ξ ) has central defect Z(Q) (see
Remark 5.6). So, one has

∑
b′∈B′ b′ − u

∑
g∈CG (Q′)�′

ξ (g−1)g = 0, i.e.
∑

b′∈B′ b′ − u
∑

g∈CG (Q′)�′
ξ (g−1)g ∈ J (O)OG. This difference is also in

Z(OCG(Q′)), so
∑

b′∈B′ b′ − u
∑

g∈CG (Q′)�′
ξ (g−1)g ∈ J (O)Z(OCG(Q′)) since

Z(OCG(Q′)) is clearly a pure submodule of OG, being generated by
sums of conjugacy classes of CG(Q′). Consequently, since central elements
of OCG(Q′) act by scalars on the representation space of ξ ′, one gets
ξ ′(

∑
b′∈B′ b′ − u

∑
g∈CG (Q′)�′

ξ (g−1)g) ∈ J (O)ξ ′(1). So (Q, b(ξ )) � (Q′, b(ξ ′))
if and only if

∑
g∈CG (Q′)�′

ξ (g−1)ξ ′(g) �∈ J (O)ξ ′(1).
We obtain the claimed equivalence once we show that

∑
g∈CG (Q′)�′

ξ (g−1)ξ ′(g) = |CG(Q′): Z(Q) ∩ CG(Q′)|.〈ResCG (Q)
CG (Q′)ξ, ξ ′〉CG (Q′).

Using the fact that Z(Q) ∩ CG(Q′) is in the kernel of both ξ and ξ ′, one gets
∑

g∈CG (Q′)�′
ξ (g−1)ξ ′(g)=|Z(Q) ∩ CG(Q′)|−1 ∑

g∈CG (Q′)�′ .(Z(Q)∩CG (Q′)) ξ (g−1)×
ξ ′(g). But this in turn equals |Z(Q) ∩ CG(Q′)|−1 ∑

g∈CG (Q′) ξ (g−1)ξ ′(g)

= |CG(Q′): Z(Q) ∩ CG(Q′)|.〈ResCG (Q)
CG (Q′)ξ, ξ ′〉CG (Q′) since ξ , defining a

block of CG(Q) with defect Z(Q), is zero outside CG(Q)�′ .Z(Q) (see
Remark 5.6). �

Remark 22.15. The condition (ii) above is satisfied when ResCG (Q)
CG (Q′)ξ

is irreducible and equal to ξ ′. The proof is as follows: (Q, b) being
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self-centralizing and ξ canonical in Irr(CG(Q), b), one has ξ (1)� =
|CG(Q) : Z(Q)|�, so ξ ′(1)� = ξ (1)� ≥ |CG(Q′) : Z(Q) ∩ CG(Q′)|�, but ξ ′(1) di-
vides |CG(Q′) : Z(Q) ∩ CG(Q′)| since Z(Q) ∩ CG(Q′) is in the kernel of ξ ′ =
ResCG (Q)

CG (Q′)ξ . This gives (ii).

22.4. The defect groups

We know that we have a “connected subpair” inclusion ({1}, RG
L bGF (ζ )) �

(Z(L)F
� , bLF (ζ )) (see Theorem 21.7). Our main task is to prove that

(Z(L)F
� , bLF (ζ )) is an ordinary subpair and to associate a maximal subpair

containing it.

Proposition 22.16. Let (G, F) be a connected reductive F-group defined over
Fq . Let � be an odd prime, good for G and � �= 3 if 3D4 is involved in (G, F). Let
e be the order of q mod. �. Assume that ζ ∈ E(GF , 1) is e-cuspidal. Then bGF (ζ )
has a central defect group and ζ is the canonical character of OGF .bGF (ζ ).

Lemma 22.17. Let (G, F) be a connected reductive group defined over Fq .
Let � be an odd prime not dividing q and good for G. Let G = Ga.Gb be the
decomposition of Definition 22.4 relative to �. Let e be the order of q mod. �.
Let (L, ζ ) be an e-cuspidal unipotent pair of G. Then

(i) L ∩ Ga is a diagonal torus of Ga (see Example 13.4(iii)),
(ii) Z(L)F

� = Z◦(L)F
� , L = C◦

G(Z(L)F
� ) and LF = CGF (Z(L)F

� ).

Proof of Lemma 22.17. First L = (L ∩ Ga).(L ∩ Gb) and L ∩ Ga, L ∩ Gb are
e-split Levi subgroups of Ga, Gb with an e-cuspidal unipotent character, denoted
ζa for that of (L ∩ Ga)F .

(i) Let T be a diagonal torus of Ga. By Proposition 22.6(i) T = C◦
G(Tφe ), so

T is e-split in Ga and Tφe is a maximal φe-subgroup of Ga (Theorem 13.18).
If one writes L ∩ Ga = CGa (S) for S a φe-subgroup of Ga, then S is in a GF

a -
conjugate of Tφe (Theorem 13.18 again), so one may assume L ∩ Ga ⊇ T. But
now, using the parametrization of unipotent characters by irreducible characters
of the Weyl group associated with a diagonal torus ([DiMi91] 15.8) along with
the formula for twisted induction ([DiMi91] 15.5), one gets ∗RL∩Ga

T ζa �= 0 as
in the proof of Lemma 21.15. This implies T = L ∩ Ga since ζa is e-cuspidal.

(ii) We have L = T.M, where T is a diagonal torus of Ga and M is an e-split
Levi subgroup of Gb. Then Z(L) = T.Z(M) and Z◦(L) = T.Z◦(M). As Ga ∩ Gb

is central and (Ga ∩ Gb)F is an �′-group, Proposition 8.1 implies Z(L)F
� =

TF
� .Z(M)F

� and Z◦(L)F
� = TF

� .Z◦(M)F
� . By Proposition 13.12(ii), Z◦(M)F

� =
Z(M)F

� , so Z◦(L)F
� = Z(L)F

� .
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Now CG(Z(L)F
� ) = CGa (TF

� ).CGb (Z(M)F
� ), so C◦

G(Z(L)F
� ) = C◦

Ga
(TF

� ).C◦
Gb

(Z(M)F
� ). Since � does not divide |(Z(Gb))F |, Proposition 13.19 in Gb and Pro-

position 22.6(i) in Ga yield C◦
G(Z(L)F

� ) = L. Furthermore, CG(Z(L)F
� )/

C◦
G(Z(L)F

� ) is isomorphic to CGa (TF
� )/T. By Proposition 22.6(ii), F fixes only

1 in this quotient, so that CGF (Z(L)F
� ) = LF . �

Proof of Proposition 22.16. Since Z(GF ) is in the kernel of ζ , it suffices to check
that if h ∈ GF

� \ Z(GF ) then dh,GF
ζ = 0 (Remark 5.6). By Lemma 22.17(i),

Ga is a torus, so Ga = Z◦(G). Since h ∈ GF
a .GF

b (Proposition 22.5(i)) and GF
a

is in the kernel of ζ , one may assume h ∈ GF
b . So the problem lies entirely

within Gb. Assume G = Gb. Then � satisfies Condition 22.1 by Table 13.11.
The proper Levi subgroup C◦

G(h) is Eq,�-split (Proposition 13.19). Then The-
orem 22.2 implies that there exists a proper e-split Levi subgroup L such that
C◦

G(h) ⊆ L. Then Theorem 21.4 implies dh,GF
ζ = dh,LF ∗RG

L ζ = 0 since ζ is
e-cuspidal. �

Proof of Theorem 22.9. First, let us fix an e-cuspidal pair (L, ζ ) of G.
Abbreviate RG

L bLF (ζ ) = bGF (L, ζ ). Denote Z := Z◦(L)F
� = Z(L)F

� .
Lemma 22.17(ii) also implies L = C◦

G(Z ) and LF = CGF (Z ), so Theorem 21.7
actually gives a subpair inclusion

({1}, RG
L bLF (ζ )

)
� (Z , bLF (ζ ))

in GF .
We now construct a maximal subpair. Denote J := C◦

G([L, L]). By Proposi-
tion 22.8(ii), Z◦(L)φe is a maximal φe-subgroup in (J, F), so NJF (Z◦(L)φe ) con-
tains a Sylow �-subgroup D of JF (Proposition 22.7). Since L = CG(Z◦(L)φe ) =
C◦

G(Z ), one has NJF (Z◦(L)φe ) = NJF (L) = NJF (Z ), so Z � D.

Lemma 22.18. (Z , bLF (ζ )) is a self-centralizing subpair and (D, bCGF (D)

(ResLF

CGF (D)ζ )) is a maximal subpair with canonical character ResLF

CGF (D)ζ .
Moreover,

({1}, RG
L bLF (ζ )

)
� (Z , bLF (ζ )) �

(
D, bCGF (D)

(
ResLF

CGF (D)ζ
))

.

Proof of Lemma 22.18. By Proposition 22.16, (Z , bLF (ζ )) is self-centralizing.
One has CGF (D) ⊆ CGF (Z ) = LF , so the restriction ResLF

CGF (D)ζ makes

sense. However, [L, L] ⊆ CG(D) and ResLF

[L,L]F ζ is irreducible (Proposi-

tion 15.9), so ResLF

CGF (D)ζ ∈ Irr(CGF (D)). Denote ζD := ResLF

CGF (D)ζ .
We check the normal inclusion (Z , bLF (ζ )) � (D, bCGF (D)(ζD)) by applying

Proposition 22.14 and Remark 22.15. It just remains to verify that D normalizes
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(Z , bLF (ζ )). If g ∈ D, then it normalizes Z and therefore L. Moreover, ζ ,
ζ g ∈ E(LF , 1) and they have the same restriction to [L, L]F since g centralizes
[L, L]. By Proposition 15.9, this implies ζ = ζ g .

It remains to check that (D, bCGF (D)(ζD)) is maximal.
Assume (D, bCGF (D)(ζD)) ⊆ (E, bE ) is an inclusion of subpairs in GF . We

must prove D = E .

Lemma 22.19. If Z(E) ⊆ Ga, then E ⊆ Ga and L = TaGb where Ta is a
diagonal torus of Ga. Otherwise, if z ∈ Z(E) \ Ga, then GaC◦

G(z) is a proper
Levi subgroup of G containing E, L, and CGF (z).

Proof of Lemma 22.19. Assume that Z(E) ⊆ Ga. Since Z(E) = Z(CGF (E))�
by Remark 5.6 and the fact that (E, bE ) is self-centralizing, then Proposi-
tion 22.5(ii) implies E ⊆ Ga. Thus Z ⊆ Ga and therefore L = TaGb where Ta

is a diagonal torus of Ga by Lemma 22.17.
Let now z ∈ Z(E) \ Ga and let H := GaC◦

G(z). Then H is a Levi sub-
group of G (Proposition 13.16(ii)) and H �= G since Z(Gb)F is an �′-group.
Moreover, z ∈ Z◦(L)F

� , so H ⊇ L by Lemma 22.17. To complete our proof, it
clearly suffices to check CGF (z) ⊆ H. The quotient (GaCGb (z))F/HF equals
(GaCGb (z)/GaC◦

Gb
(z))F by Lang’s theorem and is in turn an isomorphic image

of (CGb (z)/C◦
Gb

(z))F . But z acts on Gb as a rational �-element of Gb since
z ∈ (Ga)F (Gb)F (Proposition 22.5(i)). So (CGb (z)/C◦

Gb
(z))F = 1 by Proposi-

tion 13.16(i). Then (GaCGb (z))F ⊆ HF and therefore CGF (z) ⊆ H. �

We prove D = E by induction on dim G.
If Z(E) ⊆ Ga, the above lemma implies that E ⊆ Ga and [L, L] = Gb. Then

D is a Sylow �-subgroup of C◦
G([L, L])F = GF

a , and therefore D = E .
If Z(E) �⊆ Ga, let z ∈ Z(E) \ Ga and define H := GaC◦

G(z) as in
Lemma 22.19. Then (H, F) satisfies the hypotheses of the theorem, (L, ζ )
is an e-cuspidal pair of (H, F), and one has (Z , bLF (ζ )) ⊆ (D, bCGF (D)(ζD)) ⊆
(E, bE ) in HF . Since H �= G, the induction hypothesis implies D = E . �

This proves Theorem 22.9(ii).
The map of Theorem 22.9 is clearly onto since, for any χ ∈ E(GF , 1), there

is an e-split Levi subgroup L and e-cuspidal character ζ ∈ Irr(LF ) such that
(G, χ ) �e (L, ζ ). Moreover, ζ has to be unipotent by Proposition 8.25.

In order to get Theorem 22.9, it just remains to prove that, if (L, ζ )
and (L′, ζ ′) are e-cuspidal and if RG

L BLF (ζ ) = RG
L′ BL′ F (ζ ′), then (L, ζ )

and (L′, ζ ′) are GF -conjugate. Suppose RG
L BLF (ζ ) = RG

L′ BL′ F (ζ ′) and con-
struct maximal subpairs as in Lemma 22.18: ({1}, RG

L bLF (ζ )) � (Z , bLF (ζ )) �
(D, b) := (D, bCGF (D)(ResLF

CGF (D)ζ )) and ({1}, RG
L′bL′ F (ζ ′)) � (Z ′, bL′ F (ζ ′)) �
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(D′, b′) := (D′, bCGF (D′)(ResL′ F

CGF (D′)ζ
′)). By conjugacy of maximal subpairs

(Theorem 5.3(ii)), one has (D′, b′) = g(D, b) for some g ∈ GF . One
has [L, L] ⊆ C◦

G(D) ⊆ L = [L, L].Z(L), so [L, L] = [C◦
G(D), C◦

G(D)] and

therefore [L′, L′] = g[L, L]. The equality b′ = gb implies ResL′ F

CGF (D′)ζ
′ =

g(ResLF

CGF (D)ζ ) (canonical characters), whence

(R) ResL′ F

[L′,L′]F ζ ′ = g
(
ResLF

[L,L]F ζ
)
.

Both L′ and gL are e-split, so Proposition 22.8(iii) implies that there is
c ∈ C◦

G(gL ∩ L′)F such that cgL = L′. But c centralizes [L, L] ⊆ gL ∩ L′, so
c(g(ResLF

[L,L]F ζ )) = g(ResLF

[L,L]F ζ ). Combined with (R) above, this implies that
cgζ and ζ ′ are two unipotent characters of L′F whose restrictions to [L′, L′]F

coincide. So they are equal by Proposition 15.9, i.e. cg(L, ζ ) = (L′, ζ ′). This
completes the proof of Theorem 22.9. �

Exercises

1. Let (G, F) be a connected reductive group defined over Fq . Let d ≥ 1 be an
integer and � a prime divisor of φd (q) satisfying Condition 22.1. Let H be
an F-stable connected reductive subgroup containing a maximal torus of G
and such that Z◦(H)φd�

�⊆ Z(G). Show that Z◦(H)φd �⊆ Z(G).
2. Compare the local structure of GF and (Ga)F × (Gb)F .
3. We use the hypotheses and notation of Theorem 22.9. Show that

CG([L, L])F/C◦
G([L, L])F is of order prime to �.

4. Let F : G → G be the Frobenius map associated with the definition over
Fq of a connected reductive F-group. Let T be an F-stable maximal torus
of G. Show that there exists a subgroup N ⊆ NG(T) such that F(N ) = N ,
T.N = NG(T), and T ∩ N is the subgroup of elements of T of order a power
of 2.

Hint: assume first that T0 ⊆ B0 (a maximal torus in a Borel subgroup)
are F-stable. Construct N0 by use of Theorem 7.11 and the permutation of
basic roots induced by F . Then check the general case by writing T = gT0

with g−1 F(g) ∈ n0T0 where n0 ∈ N0, and defining N := gt N0 where t ∈ T
satisfies n0 F(t)n−1

0 t−1 = n0 F(g−1)g.
5. Let H be a group acting on a module V . One says that h ∈ H is quadratic

on V if and only if [[v, h], h] = 0 for all v ∈ V .
(a) Show that if A is a commutative normal subgroup of a group G, then

the following are equivalent.
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(i) For any subgroup H ⊆ G containing A, A is the unique maximal
commutative normal subgroup of H .

(ii) In the action of G/A on A, only 1 is quadratic on A.
One then denotes A �̇ G.

(b) Let T be a maximal torus of a connected reductive F-group G. Show
that T �̇ NG(T).

(c) Let A be a Z-module such that 6A = A. Let n ≥ 1, H := Sn acting on
V := An . Show that only 1 ∈ H is quadratic on [V/V H , H ].

6. Let G be a connected reductive group over F, defined over Fq with associated
Frobenius endomorphism F : G → G. Let � be prime ≥ 5 and not dividing
q. Let e be the order of q mod. �. Let S be a maximal φe-subgroup of G
(see Theorem 13.18). Let L := CG(S). Let T be a maximal F-stable torus of
L. Let W (L, T)⊥ be the subgroup of NG(T)/T generated by the reflections
associated with roots orthogonal to all the roots corresponding to L.
(a) Show that there exists V ⊆ NG(T)F such that V ∩ T = {1} and re-

duction mod. T makes V isomorphic with a Sylow �-subgroup of
(W (L, T)⊥)F (use Exercise 3).

(b) Show that the semi-direct product Z(L)F
� >�V is a Sylow �-subgroup of

GF and Z(L)F
� �̇ Z(L)F

� >�V. Hint: in case G = Ga, use Exercise 5(c)
and Proposition 22.6. In case G = Gb, show first that S = {1} implies
|GF |� = 1. Then use induction (see Lemma 22.19).

7. Let (G, F) be a connected reductive F-group defined over Fq . Assume that
its rational type only contains types 2A, B, C, D and 2D. Let � be a prime
not dividing 2q and belonging to �(G, F) (see Definition 17.5). Recall
the notation Eq,� from Theorem 22.2. Show that any proper Eq,�-split Levi
subgroup of G embeds in a proper 1-split Levi subgroup (analyze the proof
of Theorem 22.2).

Deduce that any cuspidal unipotent character of GF is Eq,�-cuspidal and
therefore defines an �-block of central defect (see Proposition 22.16).

Notes

Using Asai–Shoji’s results on twisted induction of unipotent characters,
Broué–Malle–Michel have shown that the relation ≥e is transitive and there-
fore defines an analogue of Harish-Chandra theory (see [BrMaMi93], and also
[FoSr86] for classical groups). In the case of abelian defect the �-block corre-
sponding to the unipotent cuspidal pair (L, ζ ) has defect group Z(L)F

� . Those
blocks are sometimes called “generic”, as in [Cr95], since many invariants do
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not depend on q (a basic trait of twisted induction of unipotent characters).
They seem related with generalized Weyl groups NG(L)F/LF and associated
“cyclotomic” Hecke algebras, see [BrMa93], [Bro00].

For this chapter, we have followed [CaEn94] and [CaEn99a]. Proposi-
tion 22.14 is a variation on a theorem of Brauer, [Br67] 6G. Exercises 4–6
are from [Ca94]; see also [Al65].



23

Local structure and ring structure of unipotent
blocks

In the present chapter we give some further information on unipotent blocks
described in the two preceding chapters.

Keep (G, F) a connected reductive F-group defined over Fq . Let � be a prime
not dividing q, and (O, K , k) be an �-modular splitting system for GF . Let e be
the multiplicative order of q mod. �. Let (L, ζ ) be an e-cuspidal pair of G (see
Definition 21.5). It defines an �-block idempotent bGF (L, ζ ) := RG

L bLF (ζ ) ∈
OGF (see Theorem 22.9).

We give below a description of the full set Irr(GF , bGF (L, ζ )) in terms of
twisted induction (Theorem 23.2). The main ingredient is Theorem 21.13.

Recall that the local structure of a blockOGb of a finite group G is the datum
of non-trivial (i.e. �= G) centralizers and normalizers of subpairs containing
({1}, b).

We show that the local structure of OGF bGF (L, ζ ) lies within a subgroup of
the Weyl group extended by C◦

G([L, L])F (Theorem 23.8).
It is believed that the local structure of a finite group at a given prime �

should provide information on the �-modular representations of the group (see
[Al86]). This is generally a difficult problem. An instance is Alperin’s weight
conjecture (see §6.3). In the case of a block b with a maximal subpair (D, bD)
where D is commutative, the local structure is controlled by NG(D). Broué’s
conjecture then asserts that the derived category Db(OGF .b) is equivalent to
Db(BD) where BD is a block of ONG(D). We check it in the case of principal
blocks of GF when � divides q − 1 (Theorem 23.12). Since, in this case, the
twisted induction describing the irreducible characters of the unipotent blocks
is then a Harish-Chandra induction defined by bimodules (not just complexes),
it is not surprising that one gets a Morita equivalence instead of a derived
equivalence.

360
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23.1. Non-unipotent characters in unipotent blocks

Let (G, F) be a connected reductive F-group defined over Fq .

Definition 23.1. If L1, L2 are F-stable Levi subgroups of G and χi ∈
E(LF

i , 1), one writes (L1, χ1) ∼ (L2, χ2) if and only if [L1, L1] = [L2, L2] and

Res
LF

1

[L1,L1]F χ1 = Res
LF

2

[L2,L2]F χ2. Note that ∼ is an equivalence relation.

Theorem 23.2. Let � be a prime not dividing q, good for G, � �= 3 if (G, F)
has rational components of type 3D4. Let e be the order of q mod. �. Let (L, ζ )
be a (unipotent) e-cuspidal pair (see Definition 21.5).

Let (O, K , k) be an �-modular splitting system for GF . Let BGF (L, ζ ): =
RG

L (BLF (ζ )) be the block of OGF defined by (L, ζ ) (see Theorem 22.9). Let
(G∗, F) be in duality with (G, F) (see §8.1).

With this notation, the elements of Irr(GF , BGF (L, ζ )) are the characters
occurring in some RG

G(t)(t̂χt ), where t ∈ (G∗)F
� , G(t) ⊆ G is an F-stable Levi

subgroup in duality with C◦
G∗ (t), t̂ denotes the associated linear character of

G(t)F (see Proposition 8.26), χt ∈ E(G(t)F , 1), and (G(t), χt ) �e (Lt , ζt ) for
a (unipotent) e-cuspidal pair (Lt , ζt ) of G(t) such that (L, ζ ) ∼ (Lt , ζt ) (this
forces [L, L] ⊆ G(t)).

We first relate the �e orderings for G and for its Eq,�-split Levi subgroups.

Proposition 23.3. Let (G, F) and � be as above. Let H be an Eq,�-split Levi
subgroup of G.

(i) The condition (L, ζ ) ∼ (LH, ζH) defines a unique bijection between the
∼-classes of (unipotent) e-cuspidal pairs (L, ζ ) in G such that [L, L] ⊆ H, and
the ∼-classes of (unipotent) e-cuspidal pairs (LH, ζH) of H.

(ii) Let (L, ζ ) (resp. (LH, ζH)) be a (unipotent) e-cuspidal pair of G
(resp. H) such that (L, ζ ) ∼ (LH, ζH). If χ ∈ E(GF , 1), χH ∈ E(HF , 1) sat-
isfy (H, χH) �e (LH, ζH) and (G, χ ) ≥ (H, χH), then (G, χ ) �e (L, ζ ) (see
Definition 21.5).

Proof of Proposition 23.3. The proof of (i) and (ii) is by induction on dim
G − dim H. If G = H, everything is clear. Another easy case is when G = Ga

(Definition 22.4) and H is any F-stable Levi subgroup: then H = Ha and, by
Lemma 22.17, there is only one conjugacy class of e-cuspidal pairs in G and
H, and it corresponds to diagonal tori and trivial character. Then (i) and (ii) are
clear. From now on, we separate two cases.

If Z◦(H)φE ⊆ Ga (see Proposition 13.5), then H = (H ∩ Ga).Gb since H is
E-split. But then (i) and (ii) are clear on each side since they reduce to the cases
G = Ga and G = H.
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Assume Z◦(H)φE �⊆ Ga. Then, by Theorem 22.2, there is a proper e-split Levi
subgroup M ⊂ G such that H ⊆ M. By induction, (i) and (ii) are satisfied by H
in M. Then, if (LH, ζH) is an e-cuspidal pair of H, there exists in M an e-cuspidal
pair (L, ζ ) such that (L, ζ ) ∼ (LH, ζH). Conversely, let (L, ζ ) be e-cuspidal in
G with [L, L] ⊆ H. Then [L, L] ⊆ M, so, by Proposition 22.8(iii), there is
c ∈ C◦

G([L, L])F such that cL ⊆ M. By induction hypothesis, there exists an e-
cuspidal pair (LH, ζH) in H such that (LH, ζH) ∼ c(L, ζ ). But c(L, ζ ) ∼ (L, ζ )
is clear, so we get (i).

Assume the hypotheses of (ii), take c ∈ C◦
G([L, L])F as above such that cL ⊆

M. Then c(L, ζ ) ∼ (LH, ζH). One has 〈∗RG
Mχ, RM

H χH〉MF = 〈χ, RG
HχH〉GF �= 0,

so there exists χM ∈ E(MF , 1) such that (M, χM) ≥ (H, χH) and (G, χ ) ≥
(M, χM). The induction hypothesis then gives (M, χM) �e

c(L, ζ ). This im-
plies (G, χ ) �e

c(L, ζ ), hence (G, χ ) �e (L, ζ ) as claimed. �

Proof of Theorem 23.2. By Theorem 9.12(i), every element of
Irr(GF , BGF (L, ζ )) is in someE(GF , t) with t ∈ (G∗)F

� . Consider χ ∈ E(GF , t).
First C◦

G∗ (t) is an Eq,�-split Levi subgroup of G∗ by Proposition 13.19, so
one may denote by G(t) an Eq,�-split Levi subgroup of G in duality with
it (Proposition 13.9) and by t̂ the associated linear character of G(t)F (see
(8.19) or [DiMi91] 13.20). Let (Lt , ζt ) be an e-cuspidal pair of G(t) such that
(G(t), χt ) �e (Lt , ζt ). Now Proposition 23.3(i) tells us that there exists a unipo-
tent e-cuspidal pair (L′, ζ ′) of G such that (Lt , ζt ) ∼ (L′, ζ ′).

Assume χ ∈ Irr(GF , BGF (L, ζ )). It suffices to check that (L, ζ ) and
(L′, ζ ′) are GF -conjugate, or equivalently, by Theorem 22.9, that BGF (L, ζ ) =
BGF (L′, ζ ′).

By Theorem 21.13, RG
G(t)χt is in CF(GF , K , BGF (L, ζ )). So, there exists χ1 ∈

Irr(GF , BGF (L, ζ )) such that (G, χ1) ≥ (G(t), χt ). But then Proposition 23.3(ii)
implies (G, χ1) �e (L′, ζ ′), hence χ1 ∈ Irr

(
GF , BGF (L′, ζ ′)

)
by Theorem 22.9.

Then BGF (L, ζ ) = BGF (L′, ζ ′) as claimed. �

The description of Theorem 23.2 simplifies a bit in the case of blocks with
commutative defect groups.

Corollary 23.4. Assume the same hypothesis as Theorem 23.2. Assume, more-
over, that the defect groups of BGF (L, ζ ) are commutative. Then the elements
of Irr(GF , BGF (L, ζ )) are the irreducible components of the RG

G(t)(t̂χt ) for
t ∈ (G∗)F

� , G(t) in duality with C◦
G∗ (t), and (G(t), χt ) �e (L, ζ ).

Proof. Assume that L ⊆ G(t). Then the relation (Lt , ζt ) ∼ (L, ζ ) of The-
orem 23.2 holds between e-cuspidal pairs in (G(t), F), so they are
G(t)F -conjugate by Proposition 23.3(i). Then Theorem 23.2 gives our
claim.
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It remains to prove that G(t) ⊇ Lg for some g ∈ GF . We have G(t) ⊇ [L, L].
As seen in the proof of Theorem 23.2, G(t) is an Eq,�-split Levi subgroup
of G. But the hypothesis on defect is equivalent to Z(L)F

� = Z◦(L)F
� (see

Lemma 22.17(ii)) being a Sylow �-subgroup of C◦
G([L, L])F by Lemma 22.18.

Arguing on the quotient of polynomial orders PC◦
G([L,L]),F/PZ◦(L),F (see Propo-

sition 13.2(ii)), this implies that Z◦(L) contains a maximal φd -subgroup of
C◦

G([L, L])F for any d ∈ Eq,�

Let us show that any Eq,�-split Levi subgroup H ⊆ G such that H ⊇ [L, L]
actually contains a GF -conjugate of L. Using induction on dim(G) − dim(H),
we may assume that H = CG(Z) where Z is a φd -subgroup of G for some
d ∈ Eq,�. Then Z is GF -conjugate with a subtorus of Z◦(L) by the above and
Theorem 13.18, whence our claim is proved. �

23.2. Control subgroups

For the notion of control subgroups, we refer to [Thévenaz].

Definition 23.5. Let G be a finite group for which (O, K , k) is an �-modular
splitting system. Let b be a block idempotent ofOG. A subgroup H ⊆ G is said
to be a OGb-control subgroup if and only if there is a maximal subpair (D, bD)
containing ({1}, b) such that, for any subpair (P, bP ) ⊆ (D, bD) and any g ∈ G
such that (P, bP )g ⊆ (D, bD), there is c ∈ CG(P) such that c−1g ∈ H .

For the following, see [Thévenaz] 48.6 and 49.5.(c′).

Theorem 23.6. Assume the same hypotheses as above. A subgroup H is a
OGb-control subgroup if and only if there is a maximal subpair (D, bD) con-
taining ({1}, b) such that, for any self-centralizing subpair (Y, bY ) ⊆ (D, bD)
(see §22.3), one has NG(Y, bY ) ⊆ CG(Y ).H.

Example 23.7. (1) Let n ≥ 1 be an integer. The �-blocks of the symmetric
group Sn are in bijection with e-cores of size n − m� for m ≥ 0

κ �→ B(κ)

(see Theorem 5.16). A defect group for B(κ) is given by any Sylow �-subgroup
of Sm�. For any subgroup Y of Sm�, we have clearly NSn (Y ) ⊆ CSn (Y ).Sm�.
This implies that Sm� is a B(κ)-control subgroup.

(2) We have seen in Example 22.10 that, if GF = GLn(Fq ), then its unipotent
�-blocks are defined by e-cores of size n − me (where e is the order of q mod. �,
and m ≥ 0). If κ is such an e-core, a defect group of the corresponding �-block



364 Part V Unipotent blocks and twisted induction

is given by a Sylow �-subgroup of GLme(Fq ). Then it is clear that GLme(Fq ) is
a control subgroup for that �-block.

For general finite reductive groups, we prove the following. See also Exer-
cise 1.

Theorem 23.8. Let (G, F) be a connected reductive group defined over Fq . Let
� be a prime not dividing q. Assume � is odd, good for G and � �= 3 if 3D4 is
involved in (G, F).

Let (L, ζ ) be an e-cuspidal pair (see Definition 21.5) defining the �-block
BGF (L, ζ ) := RG

L BLF (ζ ) of GF (see Theorem 22.9).
Let H be a subgroup of GF such that C◦

G([L, L])F ⊆ H and H covers
the quotient NGF ([L, L], ResLF

[L,L]F ζ )/[L, L]F . Then H is a BGF (L, ζ )-control
subgroup of GF .

Lemma 23.9. If G = Ga relative to a prime � (Definition 22.4) and Y ⊆ GF

is a nilpotent group of semi-simple elements, then H := C◦
G(Y ) is reductive,

F-stable, and H = Ha.

Proof of Lemma 23.9. If π : G → Gad is the natural epimorphism, then
π (C◦

G(Y )) = π (C◦
G(Z(G)Y )) = C◦

Gad
(π (Y )) because of the standard description

of connected centralizers in terms of roots (see Proposition 13.13(i)), and the
type of C◦

G(Y ) is determined by Y ′ := π (Y ) ⊆ Gad
F . Now, let π ′: G′ → Gad

where G′ is the direct product of general linear groups GL with the same ra-
tional type as G and corresponding reduction modulo its (connected) center.
Then C◦

Gad
(Y ′) = π ′(C◦

G′ (Y ′′)
)

where Y ′′ = (π ′)−1(Y ′)F since (π ′)−1(Y ′) =
Y ′′Z(G′) by connectedness of Z(G′) and Lang’s theorem.

So, to prove the last assertion, assume G = Ga is a direct product of general
linear groups. Then C◦

G(Y ) is the direct product of the centralizers of the projec-
tions of Y . We assume G ∼= GL(n)c has irreducible rational type (An, εqc) with
εqc ≡ 1 (mod. �). Using the fact that Y has a semi-simple representation in the
underlying nc-dimensional space and F permutes the isotypic components, one
sees that C◦

G(Y ) is a product of general linear groups of type ×i (Ami , (εqc)ci )
where i ranges over the orbits of Fc acting on the simple representations of
Y involved, (mi + 1) is the multiplicity of the corresponding simple repre-
sentation and ci the cardinality of the Fc-orbit. It is then clear that C◦

G(Y ) =
C◦

G(Y )a. �

Proof of Theorem 23.8. By Lemma 22.18, there is a maximal subpair
(D, bD) containing ({1}, bGF (L, ζ )) and such that D is a Sylow �-subgroup
of C◦

G([L, L])F , bD is the block defined by the character ResLF

CGF (D)ζ and
(
Z◦(L)F

� , bLF (ζ )
)

� (D, bD).
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The following is about self-centralizing subpairs of (D, bD). We use the
terminology of §22.3.

Lemma 23.10. Let (Y, bY ) be a self-centralizing subpair of GF with canonical
character χ ∈ Irr(CGF (Y ), bY ) and assume (Y, bY ) ⊆ (D, bD). Then C◦

G(Y ) is

reductive, C◦
G(Y )b = [L, L], and ResCG(Y )F

[L,L]F χ = ResLF

[L,L]F ζ .

Proof of Lemma 23.10. Let us prove the lemma by induction on dim G. If G
is a torus, then D = Y = GF

� and our claim is clear. In the general case, note
that, since (Y, bY ) and (Z◦(L)F

� , bLF (ζ )) are self-centralizing and included in
(D, bD), then Z(Y ) ∩ Z◦(L)F

� ⊇ Z(D) (Proposition 22.13).
Assume that Z(D) �⊆ Ga. Let z ∈ Z(D) \ Ga and let H := GaC◦

G(z). Then
Lemma 22.19 for E = D implies that the inclusion (Y, bY ) ⊆ (D, bD) actually
holds in HF . The induction hypothesis then gives our claim.

Assume that Z(D) ⊆ Ga. Then, again by Lemma 22.19, D ⊆ Ga and
L = TaGb where Ta is a diagonal torus of Ga. Since Y ⊆ D, then C◦

G(Y ) =
C◦

Ga
(Y )Gb. Lemma 23.9 then implies that this is reductive, and C◦

G(Y )b = Gb =
[L, L]. By Proposition 15.9, ζ ∈ E(LF , 1) is the unipotent character whose re-
striction to GF

b is a certain e-cuspidal ζb ∈ E(GF
b , 1). Note that ζb defines a

block of GF
b with central defect, by Proposition 22.16. Note also that ζb, con-

sidered as a character of GF
b /(Ga ∩ Gb)F , extends to a unipotent character ζ̃b

of (Gb/(Ga ∩ Gb))F . Now, (Gb/(Ga ∩ Gb))F = (G/Ga)F = GF/GF
a by con-

nectedness of Ga and Lang’s theorem, so ζ̃b defines a unique ζ̃ ∈ Irr(GF ) having
GF

a in its kernel. Applied to L instead of G, this construction clearly defines
an element of E(LF , 1) which coincides with ζb on GF

b , so this is ζ . Thus
ζ = ResGF

LF ζ̃ with ζ̃ ∈ Irr(GF ).
We now apply Proposition 5.29 with G = GF , H = Gb

F , ρ = ζ̃ . One ob-
tains (Y, bCGF (Y )(ResGF

CGF (Y )ζ̃ )) ⊆ (D, bCGF (D)(ResGF

CGF (D)ζ̃ )) = (D, bD), hence

by Theorem 5.3(i) bY = bCGF (Y )(ResGF

CGF (Y )ζ̃ ). But ζ̃ has Z(Y ) in its kernel since

Y ⊆ GF
a . Then ResGF

CGF (Y )ζ̃ is the canonical character of bY , so χ = ResGF

CGF (Y )ζ̃ .

Restricting further to [L, L]F completes our proof. �

We now complete the proof of Theorem 23.8. By Theorem 23.6, it suffices to
check that NGF (Y, bY ) ⊆ H.CGF (Y ) for any self-centralizing (Y, bY ) included
in (D, bD).

By Lemma 23.10, C◦
G(Y )b = [L, L] and the restriction to [L, L]F of

the canonical character of bY equals ResLF

[L,L]F ζ . Then NGF (Y, bY ), which
acts by algebraic automorphisms of C◦

G(Y ) commuting with F , normal-
izes the pair ([L, L], ResLF

[L,L]F ζ ). So NGF (Y, bY ) ⊆ H.[L, L]F ⊆ H.CGF (Y ) as
claimed. �
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23.3. (q – 1)-blocks and abelian defect conjecture

When the defect groups of an �-block are commutative, then the normalizer of
one of them is a control subgroup in the sense of the preceding section (apply, for
instance, Theorem 23.6). In this case, Broué’s conjecture (see [KLRZ98] §6.3.3,
§9.2.4 and the notes below) postulates that this control subgroup concentrates
most of the ring structure of the block considered.

Let G be a finite group, � be a prime and (O, K , k) be an �-modular splitting
system for G. Let b ∈ Z(OG) be an �-block idempotent. Let (D, bD) be a
maximal subpair in G containing ({1}, b). Let b′

D = ∑
x∈NG (D)/NG (D,bD )

x bD ∈
Z(ONG(D)) be the block idempotent of NG(D) such that b′

DbD �= 0.

Conjecture 23.11. (Broué) If D is a commutative group, then there exists an
equivalence of the derived categories (see A1.12)

Db(OGb)
∼−−→Db(ONG(D)b′

D).

Note that when OGb is the principal block (see Definition 5.9), then
OCG(D)bD is the principal block (Brauer’s third Main Theorem, see
Theorem 5.10), so that bD = b′

D and ONG(D)b′
D is the principal block of

NG(D).
We check Conjecture 23.11 in the case of principal blocks of finite reductive

groups GF over Fq in a case (namely, � divides q − 1) where the above module
categories themselves are (Morita) equivalent.

Theorem 23.12. Let (G, F) be a connected reductive F-group defined over Fq .
Let � be a prime dividing q − 1, odd, good for G and � �= 3 when rational type
3D4 is involved in the type of (G, F).

Assume that a Sylow �-subgroup D ⊆ GF is commutative. Let (O, K , k) be
an �-modular splitting system for GF . Then the principal blocks of OGF and
ONGF (D) are Morita equivalent.

Apart from the description of ordinary characters of unipotent blocks (see
Theorem 23.2 and Corollary 23.4 above), the proof essentially relies on the
following.

Theorem 23.13. Let (G, B = T U, N , S) be a finite group endowed with a split
BN-pair of characteristic p (see Definition 2.20). Let � be a prime such that
|N/T |� = 1 and |B : B ∩ Bs | ≡ 1 mod. � for any s ∈ S. Let O be a complete
discrete valuation ring such that � ∈ J (O). Then

O(N/T�′ ) ∼= EndOG
(
IndG

U T�′O
)
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by an isomorphism which associates with any t ∈ T� the endomorphism of
IndG

U T�′O sending 1 ⊗ 1 to t−1 ⊗ 1.
If, moreover, CN (T�) = T , then O(N/T�′ ) is a block.

Proof of Theorem 23.13. Note that T = T� × T�′ . The last statement is due to
the fact that, if CN (T�) = T , then CN/T�′ (T�) = T�, which implies that N/T�′

has only one �-block (see [Ben91a] 6.2.2).
Denote W := N/T . Under the hypothesis on |W |, the extension 1 → T� →

N/T�′ → W → 1 splits by the Schur–Zassenhaus theorem on group cohomol-
ogy (see, for instance, [Asch86] 18.1). So N/T�′ = T� >� W for the usual
action of W on T . The proof of the theorem will consist in reducing to a similar
situation in AutOG(IndG

U T�′O).

If V is a subgroup of a finite group H , then EndZH (IndH
V Z) ∼= Z[V \H ] ⊗ZH

Z[H/V ] ∼= Z[V \H/V ] by the map sending the double coset V hV to the mor-
phism

a(V )
h : IndH

V Z → IndH
V Z

defined by a(V )
h (1 ⊗ 1) = ∑

v∈V/V ∩V h vh−1 ⊗ 1. Note that, if R is any commu-
tative ring, then EndR H (IndH

V R) = EndZH (IndH
V Z) ⊗Z R.

Let V ⊆ V ′ be subgroups of H , then we have a surjection of ZH -
modules IndH

V Z → IndH
V ′Z sending 1 ⊗V 1 to 1 ⊗V ′ 1. Its kernel is stable under

EndZH (IndH
V Z) whenever |V ′\H/V | = |V ′\H/V ′| by an easy computation of

scalar products of characters (see the proof of Theorem 5.28). In that case, the
map a(V )

h �→ a(V ′)
h is a ring morphism

EndR H
(
IndH

V R
) → EndR H

(
IndH

V ′ R
)
.

Take now H = G, V = U T�′ , and V ′ = B. Denote A: = EndOGIndG
VO. By

Bruhat decomposition, we have V \G/V ∼= N/T�′ and B\G/V ∼= B\G/B ∼=
W . Then the above gives A = ⊕

n∈N/T�′
Oa(V )

n . From the definition of the a(V )
n ’s,

it is easily checked that

(23.14) a(V )
t a(V )

n = a(V )
tn = a(V )

n a(V )
tn

for any t ∈ T/T�′ and n ∈ N/T�′ . This implies that the submodule
⊕

t∈T�
Oa(V )

t

is a subalgebra of A isomorphic to (and identified with)OT�. One has J (OT�) =
{∑t∈T�

λt t | ∑
t λt ∈ J (O)} and J (OT�).A = A.J (OT�) = {∑n∈N/T�′

λna(V )
n |

∑
t∈T�

λtn ∈ J (O) for all n ∈ N/T�′ } by (23.14) above.
Denote k = O/J (O). Let now

A ⊗ k = EndkG
(
IndG

V k
)−−→EndkG

(
IndG

B k
)
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be the map sending a(V )
n to a(B)

n . The ring EndkG(IndG
B k) is the Hecke algebra

denoted by Hk(G, B) in Definition 3.4. It is ∼= kW by the map a(B)
n �→ nT ∈ W

since |B : B ∩ Bs | = 1 in k for any s ∈ S. Then the map above gives a morphism
of O-algebras

A
ρ−−→kW

defined by ρ(a(V )
n ) = nT ∈ W . Its kernel is J (OT�).A = A.J (OT�). This is

clearly nilpotent mod. J (O), so it is in J (A). However, kW is semi-simple
since � does not divide |W |. So

(23.15) J (A) = J (OT�).A

and the exact sequence associated with ρ can be written

(23.16) 0 → J (A) → A
ρ−−→kW → 0.

Since 1 + J (A) ⊆ A×, this gives an exact sequence of groups

1 → 1 + J (A) → A× → (kW )× → 1.

Note that the a(V )
n ’s (n ∈ N/T�′ ) are invertible since their classes mod. J (A) are.

Let 
 be the subgroup of A× generated by the a(V )
n ’s for n ∈ N/T�′ . By (23.14),


 normalizes T� and the restriction of ρ gives a map 
 → W indicating how
the elements of 
 act on T�. So we get an exact sequence

1 → 
 ∩ (1 + J (A)) → 
 → W → 1

where 
 ∩ (1 + J (A)) acts trivially on T�.
If O is finite, then 1 + J (A) is a finite �-group, so (23.16) splits by the

Schur–Zassenhaus theorem.
In the general case, one may consider on A the J (A)-adic topology associated

with the distance (a, b) �→ 2−ν(a−b) where ν: A → N is defined by ν(J (A)m \
J (A)m+1) = m. Then ρ is clearly continuous for the discrete topology on kW .
This implies that A× = ρ−1((kW )×) and 1 + J (A) = ρ−1(1) are closed in A.
Moreover, x �→ x−1 is continuous on A×. The groups C1+J (A)(T�) and CA× (T�)
are then closed and normalized by 
. So (23.16) induces the exact sequence

(23.17) 1 → C1+J (A)(T�) → C1+J (A)(T�).
 → W → 1

giving the way C1+J (A)(T�).
 ⊆ NA× (T�) acts on T�. Note that (23.17) implies
that C1+J (A)(T�).
 is closed since C1+J (A)(T�) is of finite index in it.

The proof of the following is an easy adaptation of [Thévenaz] 45.6 and its
proof.
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Lemma 23.18. Let A be an O-free O-algebra of finite rank. Assume that X ⊆
A× is a subgroup of A× and that X is closed for the J (A)-adic topology in
A. Assume X/X ∩ (

1 + J (A)
)

is a finite �′-group. Then the group morphism
X → X/X ∩ (

1 + J (A)
)

splits.

This implies that (23.17) splits. We now have a subgroup W ′ ⊆
C1+J (A)(T�).
, isomorphic to W by ρ, and whose action on T� is that of W .
Then T�.W ′ is a semi-direct product in A× isomorphic to T� >� W (for the
usual action of W on T ).

Denote by M the O-submodule generated by T�.W ′ in A. It is an OT�-
submodule such that ρ(M) = kW . This can also be written as M + J (A) =
M + J (OT�)A = A by (23.15). Applying the Nakayama lemma to the OT�-
module A, this implies that M = A. Since |T�.W ′| = |N : T�′ | is the rank of A,
we now have that T�.W ′ is an O-basis of A and therefore

A ∼= O(T� >� W ).

This gives our claim since N/T�′ ∼= T� >� W as recalled at the beginning of
the proof. �

Proof of Theorem 23.12. Let T ⊆ B be a maximal torus and Borel subgroup of
G, both F-stable (see Theorem 7.1(iii)). Then T is a 1-split Levi subgroup of
G (see §13.1), so T = TF , B = BF , U = Ru(B)F , and N = NG(T)F may be
used to define the split BN-pair of GF . We may also apply Theorem 22.9 with
(L, ζ ) = (T, 1), which is clearly 1-cuspidal. The associated �-block of GF is
the principal block since (G, 1) ≥ (T, 1) (see Definition 21.5; recall that RG

T is
here just the usual Harish-Chandra induction).

Since the �-subgroups of GF are commutative, the defect of the principal
block is TF

� by Lemma 22.18. This means that TF
� is a Sylow �-subgroup of

GF . Then NG(T)F/TF is �′. Note that NGF (T�) = NG(T)F since T = C◦
G(T�)

by Lemma 22.17(ii).
The hypothesis of Theorem 23.13 on B is satisfied since |B : B ∩ Bn| (n ∈

N ) is a product of orders of intersections U ∩ U s (s ∈ N/T ) which are powers
of q , being cardinalities of the sets of points over Fq in affine spaces defined over
Fq (see [DiMi91] 10.11(ii), but a more elementary argument may be given using
root subgroups). We finally also have CN (T�) = T , again by Lemma 22.17(ii).

Let M := IndG
U T�′O, A = EndOG(M). We consider M as a OG-Aopp-

bimodule. Then M is a projective OG-module since U T�′ is of order invertible
in O. We have seen (Theorem 23.13) that A ∼= O(N/T�′ ) by an isomorphism
sending t ∈ T� to the endomorphism at of M such that at (1 ⊗ 1) = t−1 ⊗ 1.
Since N/T is an �′-group, an O(N/T�′ )-module is projective if and only if it is
so once restricted to OT�. This will be the case for M since M is OG-projective



370 Part V Unipotent blocks and twisted induction

and the action of the at ’s (t ∈ T�) is the restriction of OG-action to T�. So M is
bi-projective.

Denote by B0 ⊆ OGF the principal block.
We know that M is a bi-projective B0-A-bimodule. To show that it in-

duces a Morita equivalence between B0 and A, by Theorem 9.18, it suf-
fices to show that M ⊗ K induces an equivalence between B0 ⊗ K and
A ⊗ K . But since A ⊗ K = EndB0⊗K (M ⊗ K ) and B0 ⊗ K is semi-simple,
it suffices to show that the simple components of M ⊗ K are all the simple
B0 ⊗ K -modules. �

Lemma 23.19. An element of Irr(GF ) occurs in M ⊗ K if and only if it is in
Irr(GF , B0).

Proof. The character of M ⊗ K = IndG
U T�′ K is RG

T (IndTF

TF
�′

1) = ∑
θ RG

T θ

where the sum is over �-elements of Irr(TF ). Corollary 23.4 gives us that
Irr(GF , RG

T bTF (1)) is the set of components of generalized characters RG
G(t)(t̂χt )

where (G(t), χt ) �1 (T, 1). But �1 is just ≥ (see Definition 21.5) by the ev-
ident “positivity” of Harish-Chandra induction, and the components of the
RG

G(t)(t̂χt )’s are the components of the RG
G(t)R

G(t)
T (t̂) = RG

T (t̂) since εGεG(t)RG
G(t)

sends E(G(t)F , t) to positive combinations of elements of E(GF , t) (Proposi-
tion 15.10), whence Lemma 23.19. �

Remark 23.20. Several finiteness conjectures assert that, once an �-group D
is given, the possible �-blocks of finite groups having D as defect group should
be taken in a finite list of possible “types” (see [Thévenaz] 38.5 for Puig’s
conjecture on source algebras). Donovan’s conjecture asserts that there is only
a finite number of Morita equivalence classes of �-blocks B ⊆ OG of finite
groups G ⊇ D admitting D as a defect group (see [Al86]). Theorem 23.13
clearly implies it for the (few) blocks it considers. This is because those blocks
are Morita equivalent to group algebras O(D >� N ′) where N ′ is a subgroup
of Aut(D).

Exercises

1. We use the notation of Theorem 23.8.
(a) Show that [L, L].C◦

G([L, L]) is a connected reductive F-group contain-
ing a maximal torus of G (use Proposition 22.8).

(b) Show that [L, L]F .C◦
G([L, L])F is transitive on 1-split maximal tori of

[L, L].C◦
G([L, L]). Let T be such a maximal torus of [L, L].C◦

G([L, L]).
(c) Show that NG([L, L])F ⊆ NG(T)F .[L, L]F .C◦

G([L, L])F .
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(d) Deduce from the above that the control subgroup H of Theorem 23.8 can
be taken such that C◦

G([L, L])F ⊆ H ⊆ NG(T, [L, L])F .C◦
G([L, L])F .

Notes

The description of non-unipotent characters of unipotent blocks is taken
from [CaEn94], a generalization of the corresponding results of [FoSr82] and
[FoSr89] for classical groups, and [BrMi93] for abelian defect.

Theorem 23.8 implies that the “Brauer category” (see [Thévenaz] §47) of
RG

L BLF (ζ ) is equivalent to that of the principal block of a finite reductive group
suitably extended by a group of diagram automorphisms. In [En91] is shown
the existence of perfect isometries (see Exercise 9.5) in similar cases for the
linear and unitary groups. See [Jost96], [HiKe00] for checkings of Donovan’s
conjecture.

For Broué’s abelian defect conjecture (and relation with Alperin’s weight
conjecture), see [Rou01], [Rick01]. See the web page

http://www.maths.bris.ac.uk/˜majcr/adgc/adgc.html
for the current state of the conjecture. Puig has given a determination of “source
algebras” (see [Thévenaz] §18) in a general case which implies Broué’s con-
jecture for groups GF when � divides q − 1, see [Pu90]. For arbitrary � not
dividing q, [Bro94] and [Bro95] give more precise conjectures about cohomol-
ogy of Deligne–Lusztig varieties. See also [Rou02] §4.2.





Appendices

The following three appendices are an attempt to expound many classical results
of use in the book, especially around Grothendieck’s algebraic geometry. In
particular, we tried to give all the necessary definitions so that the statements
can be understood. The proofs are in the references we indicate. Some proofs
are included for a couple of more special facts (see A2.10 and A3.17) in order
to avoid too many direct references to [EGA] or [SGA].

While we have given the fundamental notions, some important theorems are
omitted in order to keep this exposition to a reasonable size. So we recommend
the basic treatises [Hart], [Weibel], [Milne80], and some more pedagogical texts
such as [GelMan94], [Danil96].



Appendix 1

Derived categories and derived functors

We borrow from [McLane97] §VIII, [KaSch98] §1.2, [GelMan94] §§1–5,
[Weibel], [Bour80], [KLRZ98] §2.

We use the basic language of categories and functors (full subcategories,
natural transformations). In what follows, functors are covariant.

A1.1. Abelian categories

In a category C, we write X, Y ∈ C to mean that X, Y are objects of C, and
denote by HomC(X, Y ) the corresponding set of morphisms.

An additive category is defined by the existence of a zero object, the fact
that morphism sets are additive groups for which compositions of morphisms
are linear and the existence of finite sums (denoted below as direct sums by ⊕).
An example is A−Mod, the category of A-modules for A a ring. A basic tool
with modules is the existence of kernels and cokernels for any given morphism
X → Y of modules.

In an additive category A, a kernel of a map X
f−−→Y is defined as a map

K
i−−→X such that f ◦ i = 0 and (K , i) is “final” for this property, i.e. for any

K ′ i ′−−→X such that f ◦ i ′ = 0, there is a unique K ′ g−−→K such that i ′ = i ◦ g.
It is unique up to isomorphism; one writes Ker( f ) → X . One may also define
cokernels Y → Coker( f ) in a formal way.

An additive category A is said to be abelian when kernels and cokernels
exist for any morphism in the category, and left (resp. right) cancellable arrows
are kernels (resp. cokernels).

When X
f−−→Y is a morphism in an abelian category, one may also define its

image Im( f ) → Y (as the kernel of Y → Coker( f )) and co-image. Inclusions
of objects may be defined as kernels, the corresponding quotients being their
co-images.

374
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A basic property in abelian categories is that isomorphisms are characterized
by having kernel and cokernel both isomorphic to the zero object, or equivalently
by being cancellable on both sides.

Functors between abelian categories are assumed to be additive. One may
easily define notions of short exact sequences, projective (resp. injective) ob-
jects in A, and also right (resp. left) exact functors between two abelian
categories.

Note also that certain embedding theorems (see [GelMan94] 2.2.14.1) al-
low us to identify “small” abelian categories with subcategories of module
categories.

A1.2. Complexes and standard constructions

Let A be an abelian category. One may define the category C(A) of (cochain)
complexes with objects the sequences

. . . Xi−1 ∂ i−1−−→Xi ∂ i−−→Xi+1 . . .

such that ∂ i∂ i−1 = 0 for all i . The morphisms are sequences of maps f i : Xi →
Bi such that f i∂ i−1 = ∂ i f i−1 for all i . One considers the full subcategories
C+(A) (resp. C−(A), resp. Cb(A)) of complexes such that the Xi above are 0
for −i (resp. i , resp. i or −i) sufficiently big. All are abelian categories with
kernels and cokernels defined componentwise from the same in A.

One defines shift operations as follows. If n is an integer and X = (Xi , ∂ i
X )

is a complex, one defines X [n] by X [n]i = Xi+n and ∂X [n] = (−1)n∂X . If X is
an object of A, one uses the notation X [n] to denote the complex with all terms
equal to 0 except the (−n)th taken to be X .

A1.3. The mapping cone

The mapping cone of a morphism f : X → Y in C(A) is defined as the following
object Cone( f ) of C(A). One defines Cone( f )i = Xi+1 ⊕ Y i and

∂ i
Cone( f ) =

( −∂ i+1
X 0

f i+1 ∂ i
Y

)

(where the matrix stands for the appropriate combination of projections and
products of maps in A). One easily defines an exact sequence

(T ) 0 → Y → Cone( f ) → X [1] → 0.
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A1.4. Homology

Let A be an abelian category. The homology of a complex X ∈ C(A) is defined
as the sequence of objects Hi (X ) ∈ A (i ∈ Z) in the following way. Since the
composition

Xi−1 ∂ i−1−−→Xi ∂ i−−→Xi+1

equals 0, we get Im(∂ i−1) → Ker(∂ i ), which is a kernel, and we define Hi (X ) :=
Ker(∂ i )/Im(∂ i−1).

One may also consider this sequence of objects of A as a single object H(X )
of C(A) with ∂H(X ) = 0. This defines a functor X �→ H(X ) (on complexes),
f �→ H( f ) (on morphisms), from C(A) to itself.

An element of C(A) is said to be acyclic if and only if H(X ) = 0. A
morphism f : X → X ′ in C(A) is called a quasi-isomorphism if and only if
H( f ): H(X ) → H(X ′) is an isomorphism. This is equivalent to Cone( f ) being
acyclic.

Note that, in A−Mod, one has Hi (X ) = Ker(∂ i )/∂ i−1(Xi−1).

A1.5. The homotopic category

A morphism f : X → Y in C(A) is said to be null homotopic if and only if
there exists s: X [1] → Y such that f i = si∂ i

X + ∂ i−1
Y si−1 for all i . One may

clearly factor out null homotopic morphisms in each morphism group and still
have a composition of the corresponding classes. The resulting category K (A)
is called the homotopic category. Its objects are the same as in C(A), only
morphism groups differ. If the identity of a complex is null homotopic, one
says that the complex is null homotopic; this is equivalent to being isomorphic
to 0 in K (A) (and implies acyclicity). “Conversely,” a morphism f : X → Y in
C(A) gives an isomorphism in K (A) if and only if Cone( f ) is null homotopic.

One defines K b(A) and K +(A) by selecting the corresponding objects in
K (A) (see A1.2). These categories are additive but generally not abelian. Note
that the above does not use the fact that A is abelian; it can be done for
any additive category. Note also that any additive functor F :A → A′ induces
K (F): K (A) → K (A′), and that, if A is a full subcategory of A′, then K (A) is
a full subcategory of K (A′).

Homotopy has the following homological interpretation. If X, Y ∈ C(A),
define Homgr(X, Y ) ∈ C(Z−Mod) by

Homgr(X, Y )i =
⊕

j∈Z
HomA(X j , Y j+i )
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with differential defined as

f �→ ∂ i
X,Y ( f ) = f ◦ ∂

j−1
X + (−1)i∂

j+i
Y ◦ f

on HomA(X j , Y j+i ). Then it can easily be seen that, inside⊕ j HomA(X j , Y j+i ),
we have Ker(∂ i

X,Y ) = HomC(A)(X, Y [i]), where Im(∂ i
X,Y ) is the subspace cor-

responding to null homotopic morphisms. We get

Hi (Homgr(X, Y )) = HomK (A)(X, Y [i]).

A1.6. Derived categories

The derived category is a category D(A) (additive but not necessarily abelian)
with a functor δ: C(A) → D(A) such that any quasi-isomorphism is sent to
an isomorphism and (D(A), δ) is “initial” for this property. Note then that the
homology functor factors as H : D(A) → C(A).

This problem of “localization” with regard to a class of morphisms (here
the quasi-isomorphisms) is solved formally in the following way. One keeps
the same objects as C(A) while morphisms are now chains s ′

1 f1s ′
2 f2 . . . s ′

m fm

where fi : Xi → Yi are morphisms in C(A) and s ′
i are symbols associated with

quasi-isomorphisms si : Yi → Xi−1, and one makes chains equivalent according
to the rule si s ′

i = IdXi−1 , s ′
i si = IdYi .

Since the functor C(A) → D(A) has to factor as C(A) → K (A) → D(A),
one may start the construction with K (A). This has the following advantage.

Let ε be the empty symbol, or +, or b. For any morphism f : X → Y and
any quasi-isomorphism s: X → X ′, resp. t : Y ′ → Y , in Cε(A), there is a com-
mutative diagram in K ε(A)

X
f−−→ Y



�s



�

X ′ −−→ Y ′

resp.

X
f−−→ Y

�



�

t

X ′ −−→ Y ′

with vertical maps quasi-isomorphisms. This allows us to make the above con-
struction of Dε(A) from K ε(A), taking formal expressions with m = 1, i.e.
“roofs”

Yt f

Y X

to represent the elements of HomDε(A)(X, Y ).
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Note that the 0 object in Dε(A) corresponds with images of acyclic com-
plexes.

Assume now that the abelian category A has enough injective objects, i.e.
any object X admits an exact sequence 0 → X → I where I is injective. Then,
injective resolutions allow us to prove that the functor K +(A) → D+(A) re-
stricts to an equivalence of categories K +(injA)

∼−−→D+(A) where injA is the
additive full subcategory of A of injective objects.

More generally, if I is an additive subcategory of A such that, for any object
X of A, there is an exact sequence 0 → X → I with I in I, then the functor
K +(I) → D+(A) is full and its “kernel”N is given by acyclic objects in C+(I):

K +(I)/N ∼= D+(A),

the quotient notation meaning that we localize K +(I) by the morphisms X → Y
embedding into a distinguished triangle X → Y → Z → X [1] in K +(I) with
Z acyclic.

A1.7. Cones and distinguished triangles

The category Dε(A) (where ε = b, + or empty) is not abelian in general. Short
exact sequences are replaced by the notion of distinguished triangles. A tri-
angle is any sequence of maps X → Y → Z → X [1] in Cε(A). If X

f−−→Y is
a morphism in Cε(A), the exact sequence (T) of A1.3 allows to define a triangle

X
f−−→Y−−→Cone( f )−−→X [1]

in Cε(A). Any triangle is called distinguished if it is isomorphic in K ε(A) with
one of the form above. In Dε(A), we take the images of the ones in K ε(A).

The distinguished triangles in K ε(A) or Dε(A) have many properties leading
them to be considered as a reasonable substitute for exact sequences (made into
axioms, they define triangulated categories, but we shall avoid this abstract
notion). Note that each exact sequence 0 → X

f−−→Y → Z → 0 in A yields a
distinguished triangle X [0] → Y [0] → Z [0] → X [1] in Db(A) since Cone( f )
is quasi-isomorphic to Z [0].

If A and B are abelian categories, a functor Dε(A) → Dε(B) is called exact
if it preserves distinguished triangles.

IfS is a set of objects of Cε(A), K ε(A), or Dε(A), we define the subcategory
generated by S, <S> ⊆ Dε(A), as the smallest full subcategory containing
the image of S in Dε(A), and stable under shifts, direct sums and distinguished
triangles (and therefore direct summands), the last condition meaning that, if
X → Y → Z → X [1] is a distinguished triangle and two of the three first
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objects are in <S>, then the third also is. It is easily checked that the objects
X of A, considered as complexes X [0], generate Db(A).

A1.8. Derived functors

Let F :A → B be a left-exact functor between abelian categories. Denote by
K +(F): K +(A) → K +(B) the induced functor and by QA: K +(A) → D+(A)
the “localization” functor built with D+(A). One would like to build an exact
functor D+(F): D+(A) → D+(B) such that there is a natural transformation of
functors η: QB ◦ K +(F) → D+(F) ◦ QA and (D+(F), η) is “initial” for this
property.

Let I be a class of objects of A. We call it F-injective if any object X admits
an exact sequence 0 → X → I with I in I, and, for any exact sequence 0 →
I 1 → I 2 → I 3 → 0 in A with I 1, I 2 ∈ I, we have I 3 ∈ I and the sequence
0 → F(I 1) → F(I 2) → F(I 3) → 0 is exact in B. If A has enough injective
objects, this class will do.

If there is an F-injective class of objects of A, then D+(A) can be defined
by use of the construction of K +(I)/N ∼= D+(A) recalled at the end of A1.6.
Then D+(F) is defined by K +(F) on K +(I).

The functor D+(F): D+(A) → D+(B) is called the right derived functor
associated with the left-exact functor F :A → B. The classical notation is

RF : D+(A) → D+(B).

Composing RF with the homology functors Hi : D+(B) → B, one gets the
functors classically called i th right derived functors of F and denoted by Ri F .

By the explicit construction of right derived functors, if F1 → F2 is a natural
transformation of functors Fi :A → B between abelian categories and I is both
F1-injective and F2-injective in A, one gets a natural transformation RF1 →
RF2 of functors D+(A) → D+(B).

One may also define a notion of left derived functor LG: D−(A) → D−(B)
called the left derived functor associated with the right-exact functor G:A →
B, injectivity being replaced by projectivity (this can be deduced from the
right-handed theory applied to the opposite categories of A and B).

A1.9. Composition of derived functors

The following is easy and concentrates part of what is also known as spectral
sequences.
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Let F1:A1 → A2, F2:A2 → A3, be additive left-exact functors between
abelian categories. Assume there is an F1-injective class I1 of objects of A1

and an F2-injective class I2 of objects of A2 such that F1(I1) ⊆ I2. Then
R(F2 ◦ F1) ∼= RF2 ◦ RF1 (see [KaSch98] 1.8.7, [GelMan94] 4.4.15).

A1.10. Exact sequences of functors

Let 0 → F1 → F2 → F3 → 0 be an exact sequence of additive left-exact func-
tors Fi :A → B between abelian categories (i.e. Fi → Fi+1 are natural transfor-
mations such that the induced sequence 0 → F1(X ) → F2(X ) → F3(X ) → 0
is exact for any object X of A). Assume there is a class I of objects of A
which is Fi -injective for each i = 1, 2, 3. Then there is a natural transfor-
mation RF3 → RF1[1] such that, for any object X in D+(A), the sequence
RF1(X ) → RF2(X ) → RF3(X ) can be completed to form a distinguished tri-
angle RF1(X ) → RF2(X ) → RF3(X ) → RF1(X )[1] (see [KaSch98] 1.8.8). In
short, an exact sequence of functors 0 → F1 → F2 → F3 → 0 is transformed
into a distinguished triangle RF1 → RF2 → RF3 → RF1[1].

A1.11. Bi-functors

If A is a category, it is natural to consider (X, Y ) �→ HomA(X, Y ) as a func-
tor from Aopp × A to the category of sets. The notion of bi-functor (see
[KaSch98] §1.10) is devised from this model. It is defined on objects as
F :A × A′ → A′′ for three categories such that for X (resp. X ′) an object of A
(resp.A′), we have functors F(X, −):A′ → A′′ (resp. F(−, X ′):A → A′′) sat-
isfying the compatibility condition F( f, Y ′) ◦ F(X, f ′) = F(Y, f ′) ◦ F( f, X ′).

We assume now that A, A′ and A′′ are abelian categories.
We recall the notion of double complex and associated total complex (an

example has been seen in A1.5 above: HomgrA complexes). A double complex
is an object X = ((Xn,m, ∂n,m)m∈Z), φn,m)n∈Z of C(C(A)). If for each n ∈ Z

there is a only a finite number of k such that Xk,n−k 	= 0, then one defines the
total complex t(X ) associated with X , as t(X )n = ⊕

k Xk,n−k with ∂n
t(X ) being

∂k,n−k ⊕ (−1)kφk,n−k on the summand Xk,n−k .
Starting with an additive bi-functor F , left-exact with respect to each

variable, the above construction of total complexes allows us to con-
struct F : C+(A) × C+(A′) → C+(A′′). It clearly induces K +(F): K +(A) ×
K +(A′) → K +(A′′) and one may ask for a reasonable notion of right derived
bi-functor

RF : D+(A) × D+(A′) → D+(A′′).
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This bi-functor should be exact (i.e. preserve distinguished triangles) with
respect to each variable; there should be a natural transformation η: QA′′ ◦
K +(F) → RF ◦ (QA × QA′ ), and (RF, η) should be initial for those proper-
ties.

It is not difficult to check that, if A and A′ have enough injective objects,
then F admits derived functors with respect to each variable RAF(−, X ′) and
RA′ F(X, −) (see A1.8) for X ∈ K +(A), X ′ ∈ K +(A′). It can be defined by
RAF(X, X ′) = K +(F)(X, X ′) when X ∈ K +(injA). Moreover RF also exists
and

RF ∼= RAF ∼= RA′ F

(see [KaSch98] §1.10).
Let us return to the case of the bi-functor

HomA:Aopp × A → Z−Mod.

WhenA is abelian, this is left-exact. AssumeA has enough injective (or enough
projective) objects. Using the bi-complex HomgrA introduced in A1.5, it is easy
to check that

Hi (RHomA(C, C ′)) = HomD(A)(C, C ′[i])

for any C ∈ D+(Aopp), C ′ ∈ D+(A), i ∈ Z.

A1.12. Module categories

Let A be a ring. One denotes by A−Mod the category of left A-modules, by
A−mod its full subcategory corresponding with finitely generated modules.
Free modules are projective, so both A−Mod and A−mod have enough pro-
jective objects.

One uses the abbreviation Db(A) = Db(A−mod).
It is customary to call perfect the (generally bounded) complexes of finitely

generated projective A-modules.
The tensor product is a bi-functor Aopp−mod × A−mod → Z−mod which

is right-exact while A−mod and Aopp−mod have enough projective modules.
This allows us to define

− L⊗A−: D−(Aopp−mod) × D−(A−mod) → D−(Z−mod).

If X or Y is perfect, X
L⊗AY is easily defined from the obvious bi-complex

X ⊗A Y .
Assume for the remainder of this section that A is a finite-dimensional

k-algebra for k a field. Then k-duality M �→ M∗ induces an exact functor
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A−mod → (Aopp−mod)opp. One has an isomorphism of bi-functors giving
on objects M∗ ⊗A N ∼= HomA(M, N ) for M, N ∈ A−mod and therefore

M∗ L⊗A N ∼= RHomA(M, N )

on Db(A) × Db(A).
It can be easily checked that the simple A-modules generate Db(A).
When C is in A−mod, denote by χC : A → k the associated “character”

defined by χC (a) being the trace of the action of a on C as k-vector space.
This extends to Cb(A−mod) by the formula χC = ∑

i (−1)iχCi and this only
depends on the image of C in Db(A) since χC = χH(C). This is sometimes called
the Lefschetz character of C .

In the exercises below we give some properties of perfect complexes in rela-
tion to quotients A → A/I (I a two-sided ideal of A) or when A is symmetric.

A1.13. Sheaves on topological spaces

The theory of sheaves of commutative groups on a topological space is a model
for many adaptations, specifically (in our case) schemes, coherent sheaves, and
sheaves for the étale “topology” on schemes.

Let X be a topological space. One may identify it with the category
Xopen whose objects are open subsets of X and morphisms are inverse inclu-
sions, i.e. HomX (U, U ′) = {→} (a single element) if U ′ ⊆ U , HomX (U, U ′) =
∅ otherwise. Note that any continuous map f : X → X ′ induces a functor
f ∗
open: X ′

open → Xopen defined on objects by U �→ f −1(U ).
If C is a category equal to A−Mod or Sets, a presheaf F on X with values

in C is any functor

F : Xopen → C.

This consists of a family of objects (F(U ))U , also denoted by �(F, U ), indexed
by open subsets of X and “restriction” morphisms ρU,U ′ :F(U ) → F(U ′) for
every inclusion of open subsets U ′ ⊆ U . Elements of F(U ) are often called
sections ofF over U ; if s ∈ F(U ), one often denotes ρU,U ′ (s) = s|U ′ . Of course,
a functor Xopen → C may be composed with any functor C → C ′. Presheaves
on X make a category P ShC(X ).

We abbreviate P Sh A−Mod as P Sh A. It is abelian, with kernels and cokernels
defined in A−Mod at each U ∈ Xopen.

In Sets or any module category A−Mod, arbitrary inductive limits exist.
If x ∈ X , we call the stalk of F at x the limit Fx := lim→ F(U ) taken over

U ∈ Xopen such that x ∈ U . For any such U , one denotes by s �→ sx the map
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F(U ) → Fx . Taking the stalk at a given x is an exact functor, sometimes
denoted by ux : P ShC(X ) → C.

Sheaves are presheaves F satisfying one further condition: if U = ⋃
iUi

with each Ui ∈ Xopen and si ∈ F(Ui ) is a family of sections such that si |Ui ∩U j =
s j |Ui ∩U j for each pair i, j , then there is a unique s ∈ F(U ) such that s |Ui = si

for each i . The uniqueness above forces F(∅) = 0 if C = A−Mod, F(∅) = ∅
if C = Sets. When U ⊆ X is open, then the restriction of F to Uopen ⊆ Xopen

is again a sheaf, denoted by F|U .
Sheaves make a full subcategory ShC(X ) in P ShC(X ). The forgetful functor

ShC(X ) → P ShC(X ) has a left adjoint called the sheafification functor. This is
denoted as F �→ F+ and constructed as follows. If U ⊆ X is open, let F+(U )
be the set of maps s: U → ∐

x∈U Fx such that any x ∈ U has a neighborhood
V ⊆ U and a section t ∈ F(V ) such that s(y) = ty for all y ∈ V (thus s(x) ∈
Fx for all x). The natural map F → F+ in P Sh(X ), induces isomorphisms
Fx

∼−−→F+
x on stalks.

If F is a sheaf on X and U ⊆ X is open, one calls the elements of F(U ) the
“sections of F over U” (compare with the construction above). One may also
use the notation F(U ) = �(U,F) when one has to emphasize the functoriality
with respect to F in ShC(X ).

When M is an object of C, one defines the constant presheaf in P ShC(X ) by
U �→ M for any open U ⊆ X . The sheafification is denoted by MX and called
the constant sheaf of stalk M . From the construction of F+ above, one sees
that, if X is locally connected, then SX (U ) = S × π0(U ) if S ∈ C = Sets, resp.
MX (U ) = Mπ0(U ) if M ∈ C = A−Mod where π0 denotes the set of connected
components.

Let f : X → X ′ be a continuous map between topological spaces. One de-
fines the direct image functor

f∗: P ShC(X ) → P ShC(X ′)

by f∗F(U ′) = F( f −1(U ′)). This preserves sheaves. The inverse image

f ∗: ShC(X ′) → ShC(X )

is the sheafification of the presheaf inverse image f •: P ShC(X ′) → P ShC(X )
defined by f •F ′(U ) = lim→ F ′(U ′) where U ′ ranges over the neighborhoods

of f (U ) in X ′. Then f ∗F ′ := ( f •F ′)+. Those functors are adjoint on the cat-
egories of sheaves, i.e.

HomSh A(X ′)(F ′, f∗F) ∼= HomSh A(X )( f ∗F ′,F)

as bi-functors.
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In the case when X ′ = {•} (a single element), Sh A({•}) identifies with
A−Mod and there is a single continuous map σ : X → {•}. The functor σ∗
identifies with �(X, −). If M is an A-module, σ ∗M = MX , the associated con-
stant sheaf. The maps {•} → X are in bijection with elements of X , x �→ σx .
Then the stalk functor F �→ Fx coincides with σ ∗

x .

A1.14. Locally constant sheaves and the
fundamental group

A sheaf F is said to be locally constant if and only if every x ∈ X has
a neighborhood U such that F|U is constant. Locally constant sheaves are
also called local coefficient systems. They make a subcategory LC SC(X ) of
ShC(X ).

The existence of non-constant locally constant sheaves on connected spaces
is related to simple connectedness in the following way. Assume X is pathwise
connected and every element has a simply connected neighborhood. A covering
of X is a continuous map p: X ′ → X such that any x ∈ X has a neighborhood
V such that p−1(V ) is a disjoint union of open subsets all homeomorphic to V
by p. Coverings (Y, p) of X make a category where morphisms are denoted by
HomX . Fix x0 ∈ X and denote by π1(X, x0) the associated fundamental group
(homotopy classes of loops based at x0). For any covering p: Y → X , this group
acts on p−1(x0), thus defining a functor from coverings of X to π1(X, x0)-sets.
Moreover, there is a covering X̃ → X such that this functor is isomorphic to
HomX (X̃ , −). Denote now by cov(X ) the category of coverings p: Y → X such
that p−1(x0) has a finite number of connected components, and by π1(X, x0) −
sets the category of finite π1(X, x0)-sets acted on continuously. What we have
seen implies that they are equivalent. Let LC S f (X ) be the category of locally
constant sheaves of sets with finite stalks. It is inserted in the above equivalence
as follows

cov(X )
∼−−→ LC S f (X )

∼−−→ π1(X, x0) − sets

where the first arrow sends p: Y → X to p∗(SY ) (S a set with a single element)
and the second is F �→ Fx0 .

An example is the unit circle P1 = {z ∈ C | |z| = 1}. If n ≥ 2 is an integer,
let e(n): P1 → P1 be defined by z �→ zn . This is a finite covering corresponding
to the quotient Z/nZ of the fundamental group π1(P1) ∼= Z. The sheaf (e(n))∗SP1

on P1 is locally constant but not constant.
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A1.15. Derived operations on sheaves

The category of sheaves Sh A(X ) is abelian: kernels are the same as in P Sh A(X )
(compute at the level of sections), while cokernels are the sheaves associated
with presheaf cokernels. A sequence F1 → F2 → F3 is exact in Sh A(X ) if
and only if each sequence of stalks F1

x → F2
x → F3

x is exact.
Inverse image functors f ∗ are exact (since ( f ∗F ′)x = F ′

f (x) for any x ∈ X ).
Direct image functors f∗ are left-exact. One has ( f ◦ g)∗ = g∗ ◦ f ∗ and ( f ◦
g)∗ = f∗ ◦ g∗ when X

g−−→Y
f−−→Z is a composition of continuous maps.

One has two bi-functors on Sh A(X ) with values in ShZ(X ) induced by HomA

and ⊗A on A−Mod. They are defined as follows. If F , G are in Sh A(X ), one
defines HomA(F,G) by

U �→ HomA(F(U ),G(U ))

(this is a sheaf); HomA is left-exact with respect to each argument.
Let F ⊗A G be the sheafification of

U �→ F(U ) ⊗A G(U ).

On stalks this corresponds to − ⊗A − on modules, so this bi-functor is right-
exact.

The abelian category Sh A(X ) has enough injective objects, a consequence
of the fact that A−Mod has enough injective objects. If F is a sheaf on X and
Fx → Ix is the inclusion of Fx into an injective A-module, one has an adjunc-
tion map F → ∏

x∈X (σx )∗σ ∗
x F = ∏

x∈X (σx )∗Fx which can be composed with
∏

x∈X (σx )∗Fx → ∏
x∈X (σx )∗ Ix . This is the first step of a construction known

as “Godement resolution.” The derived category D+(Sh A(X )) is denoted by
D+

A (X ) or simply D+(X ).
Direct images f∗ preserve injective sheaves (being left-adjoint to f ∗ which

is exact) and are left-exact, so one may define

R f∗: D+
A (X ) → D+

A (Y )

for any continuous map f : X → Y , and one has

R( f ◦ g)∗ = R f∗ ◦ Rg∗

for any composition W
g−−→X

f−−→Y of continuous maps (see A1.9).
In the case of σX : X → {•}, we write R�(X,F) ∈ D+(A−Mod). Its homol-

ogy is called the homology of F ; one denotes

Hi (R�(X,F)) = Hi (X,F).
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The above implies a natural isomorphism

R�(X,F) ∼= R�(Y, f∗F)

for any continuous map f : X → Y , since σY ◦ f = σX .

Exercises

1. Let A be an abelian category. Let C be a complex of objects of A. As-
sume Hi (X ) = 0 for all i 	= 0. Show that X is quasi-isomorphic to H(X ).
Generalize with an interval ⊆ Z instead of {0}, and truncation instead of
H(X ).

2. Let A be an abelian category. If X is an object of A and n ∈ Z, de-
note by X [n,n+1] ∈ Cb(A) the complex defined by Xn

[n,n+1] = Xn+1
[n,n+1] = X ,

∂n = IdX , and all other Xi
[n,n+1] = 0 (i.e. the mapping cone of the identity

morphism of X [−n]).
(a) Show that C ∈ Cb(A) is null homotopic if and only if it is a direct sum

of complexes of the type above. Generalize to C+(A).
(b) Let C ∈ Cb(projA) be a bounded complex of projective objects of A.

Assume Hi (C) = 0 for i ≥ n0. Show that C ∼= C0 ⊕ C1 where C0 is
null homotopic and Ci

1 = 0 for i ≥ n0.
3. Let A be an abelian category.

(a) Let C be an object of Cb(A) with Ci = 0 for i 	∈ [m, m ′]. Let
f : C → Cm[−m] be defined by Id at degree m. Show that Cone( f ) ∼=
(Cm)[m−1,m] ⊕ C>m[1] where (Cm)[m−1,m] is as defined in Exercise 2
and C>m coincides with C on degrees strictly greater than m and is zero
elsewhere.

(b) Same hypothesis as in the question above. Let g: Cm ′
[−m ′] → C be

defined by Id at degree m ′. Show that Cone(g) ∼= (Cm ′
)[m ′−1,m ′] ⊕ C<m ′

.
(c) Show that any term of a bounded acyclic complex is in the subcategory

of Db(A) generated by the other terms.
(d) If A is an artinian ring (or a finite-dimensional algebra over a field),

show that Db(A−mod) is generated by the simple A-modules.
4. Let � be a principal ideal domain, and A be a �-algebra, �-free of finite

rank. If a ∈ A, denote by [a.] the left translation by a, i.e. [a.](b) = ab.
Assume there is a �-linear form f : A → � such that a �→ f ◦ [a.] is a
�-isomorphism between A and Hom�(A, �) (for instance, A = �G is the
group algebra of a finite group G).
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Denote by M �→ ∨M = Hom�(M, �) the �-duality functor from
A−mod to mod−A.
(a) Show that ∨M is projective when M is.

Let C be an object of Cb(A−proj) and m ≤ m ′ be integers such that
Hi (C) is �-free for all i ∈ [m, m ′] and Hi (C) = {0} for all i 	∈ [m, m ′].
(b) Show that Ker(∨∂ i ) = (∂ i (Ci ))⊥ and Ker(∂ i )⊥ = ∨∂ i (∨Ci ) for any i .
(c) Show that C ∼= C0 ⊕ C1 in Cb(A), where C0 is null homotopic and

Ci
1 = 0 for all i 	∈ [m, m ′] (apply Exercise 2.2 to C and ∨C).

5. Let A be a ring and I a two-sided ideal of A such that I I = {0}. Let
ρ: A/I−mod → A/I−mod denote the functor M �→ M/I M .
(a) Show that ρ induces a functor A−proj → A/I−proj which is onto on

objects and morphisms (lift idempotents in Matn(A) → Matn(A/I )).
(b) Show that a map in P

f−−→Q in A−proj is a direct injection if and only
if ρ(P)

ρ( f )−−→ρ(Q) is.
(c) Show that, if C0 is in Cb(A/I−proj) and null homotopic, then there is C

in Cb(A−proj), null homotopic, and such that C0 = ρ(C). If, moreover,
C ′ is in Cb(A−proj), any map C0 → ρ(C ′) is of the form ρ(C → C ′).

(d) Show that, if C1, C2 are in Cb(A−proj) and ρ(C1)
x−−→ρ(C2) is null

homotopic then x = ρ(y) where C1
y−−→C2 is null homotopic.

6. We keep the same hypotheses as in Exercise 5. Let C (resp. C0) be an object
of Cb(A−proj) (resp. Cb(A/I−proj)) such that ρ(C) ∼= C0 in Db(A/I ).

We want to show that there is an object C ′ of Cb(A−proj) such that
ρ(C) ∼= C0 and C ∼= C ′ in Db(A).
(a) Show that we may assume that there is a quasi-isomorphism

ρ(C)
f−−→C0 in Cb(A/I−proj) with each f i onto (use Exercise 2),

thus giving

0 → R0 → ρ(C) → C0 → 0

exact in Cb(A/I−proj) with R0 acyclic.
(b) Applying Exercise 5.3 to R0 → ρ(C) above, define a quotient C/R

in Cb(A−proj) such that ρ(C/R) ∼= C0 (use Exercise 5.2) and C is
quasi-isomorphic to C/R.

Notes

For a more complete introduction, emphasizing the rôle of unbounded com-
plexes, see [Ke98]. See Houzel’s introduction to [KaSch98] for a historical
account of sheaf theory, from Leray’s ideas up to f ! functors.
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(. . .) vers l’âge de douze ans, j’étais interné au camp de concentration de
Rieucros (près de Mende). C’est là que j’ai appris, par une détenue, Maria, qui me
donnait des leçons particulières bénévoles, la définition du cercle. Celle-ci m’avait
impressionné par sa simplicité et son évidence, alors que la propriété de “rotondité
parfaite” du cercle m’apparaissait auparavant comme une réalité mystérieuse
au-delà des mots. C’est à ce moment, je crois, que j’ai entrevu pour la première fois
(sans bien sûr me le formuler en ces termes) la puissance créatrice d’une “bonne”
définition mathématique, d’une formulation qui décrit l’essence.

Alexandre Grothendieck, Esquisse d’un programme, 1984



Appendix 2

Varieties and schemes

In this appendix, we recall some basic results about varieties and schemes that
are useful in this book. The main references for the subject are [Hart], [Milne98],
[Mum70], [Mum88], [Kempf] (varieties, schemes), [CaSeMcD] (Lie groups),
[Borel], [Springer] (algebraic groups), [Jantzen] (vector bundles) and [Danil94].
We indicate references for precise statements only when they seemed difficult
to find. We begin with varieties over an algebraically closed field and properties
of morphisms. Then we recall the basic results on algebraic groups. Schemes
are introduced in A2.7. Working with schemes has many advantages (see the
official list in [Mum88] p. 92, [Hart] pp. 58–9), even for studying varieties.
This will be apparent in the notion and computation of étale cohomology (see
Appendix 3). It is also necessary for the consistency of references in view of
the quasi-affinity criterion of A2.10.

A2.1. Affine F-varieties

Let F be an algebraically closed field.
Affine F-varieties are defined as sets of zeroes in Fn of elements of the

polynomial ring F[t1, . . . , tn] (“equations”). By Hilbert’s “Nullstellensatz” the
elements of such a set are in bijection with the set of maximal ideals Max(A)
where A = F[t1, . . . , tn]/I for I a reduced ideal (i.e. I contains any polynomial
P that would satisfy Pn ∈ I for some n ≥ 1, i.e.

√
I = I ). Note that Max(0) =

∅.
This allows us to call affine F-varieties any V = Max(A) for A a commu-

tative finitely generated F-algebra which is reduced (nilradical = 0). One then
denotes A = F[V ] and calls the latter the ring of regular functions on V since
it is isomorphic to the ring of maps on V obtained by restrictions of elements
of F[t1, . . . , tn] when A is written as a reduced quotient of F[t1, . . . , tn].

389
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The Zariski topology on V is the one generated by subsets of V of the
form V f := {x ∈ Max(A) = V | f �∈ x} for some f ∈ A = F[V ]. In general
this topology is not Hausdorff. In the case of Fn itself, the non-empty open
subsets are dense. When n = 1 they are complements of finite sets.

One calls V f the principal open subset associated with f ; it is clearly in bi-
jection with Max(A f ) where A f is the localization S−1 A for S = { f n | n ≥ 1}.
The complement V \ V f is in bijection with Max(A/ f A). If x ∈ V = Max(A),
one denotes by Ax the localization S−1 A where S = A \ x . It is a local ring
with residual field F.

A2.2. Locally ringed spaces and F-varieties

Putting together all the above bijections (and explaining the word “local”) is
achieved by defining a “structure” sheaf of rings OV on V , for the Zariski
topology. If U is open in V , one defines OV (U ) as the ring of maps f : U → F
such that for all x ∈ U there is a neighbourhood U ′ � x such that f = g/h
on U ′ where g, h ∈ A and h(U ′) �� 0. This is a sheaf for restrictions defined in
the obvious way. These are ring morphisms (hence the term “sheaf of rings”).
Stalks OV,x are the Ax ’s defined above.

The affine variety V = Max(A) endowed with its structure sheaf OV is
what is called a locally ringed space: a topological space X endowed with a
sheaf of commutative rings OX such that restriction morphisms are ring mor-
phisms and stalks are local rings. A morphism (X,O) → (X ′,O′) of locally
ringed spaces is any pair ( f, f �) where f : X → X ′ is continuous and f �:O′ →
f∗O is a morphism of sheaves on X ′ such that each f �(U ′):O′(U ′) →
f∗O(U ′) = O( f −1(U ′)) is a commutative ring morphism and each induced
map f �

x :O′
f (x) → ( f∗O) f (x) → Ox on stalks is such that ( f �

x )−1(J (Ox )) =
J (O′

f (x)). Imposing further that all rings are F-algebras and morphisms are
F-linear, one may even speak of locally F-ringed spaces. Another way of doing
that is to impose that each locally ringed space (X,O) is endowed with a “struc-
tural” morphism σX : X → Max(F) of locally ringed spaces, and morphisms
f : X → X ′ must satisfy σX ′ ◦ f = σX . One then speaks of spaces “over F.”

In the case of affine F-varieties, it is easily checked that morphisms V →
V ′ coincide with F-linear ring morphisms F[V ′] → F[V ], or more explicitly,
considering V , resp. V ′, as a closed subset of Fn , resp. Fn′

, with the restrictions
to V of the polynomial maps Fn → Fn′

that send V into V ′.
One defines F-prevarieties as locally ringed spaces (X,O) over F admitting

a finite covering X = V1 ∪ . . . ∪ Vm by open subsets such that each (Vi ,O|Vi )
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is isomorphic (as locally ringed space over F) to an affine F-variety. This makes
a category. By reduction to affine varieties, it can be checked that open subsets
and closed subsets of F-prevarieties are F-prevarieties (see [Hart] I.4.3).

It can also be checked that F-prevarieties are noetherian and quasi-compact
(the same definition as compact but without the Hausdorff axiom). Any F-
prevariety is a finite union of irreducible closed subsets.

Apart from affine F-varieties, an important example is that of projective
spaces Pn

F (lines of Fn+1) where the Vi ’s are the subsets {F.(x1, . . . , xn+1) |
xi �= 0} in bijection with Fn .

A basic property is that products exist in the category of F-prevarieties.
The problem reduces to affine F-varieties where the solution is given by
Max(A) × Max(B) := Max(A ⊗F B). The basic example is An

F. Note that the
Zariski topology on a product is generally not the product topology.

Arbitrary F-varieties are defined as prevarieties V such that the diagonal of
V × V is closed. This is the case for affine F-prevarieties, projective spaces and
any locally closed subset of an F-variety (“subvariety”). One denotes by An

F
the F-variety associated with Fn , called the affine space. When n ≥ 2, the open
subvariety An

F \ {0} is not affine (see [Kempf] 1.6.1). One calls quasi-affine,
resp. quasi-projective, any F-variety isomorphic to a locally closed subvariety
of some An

F, resp. Pn
F. Closed subvarieties of some Pn

F are called projective
F-varieties.

Note that our varieties are reduced in the sense that all rings defined by the
structure sheaf are reduced. This constraint is traditional but not essential for
many theorems (see below the notion of scheme over F).

For any affine variety V = Max(A), and any F-variety X there is a natural
isomorphism

HomF−V ar (X, V )
∼−−→HomF−alg(A,OX (X )).

An F-variety V is called complete if and only if, for any F-variety V ′,
the projection V ′ × V → V ′ is a closed map (the word compact is also used,
referring to the corresponding notion for Hausdorff topological spaces). Closed
subvarieties of complete varieties are complete. Projective varieties are com-
plete.

The dimension dimF(V ) of an F-variety V is the biggest d such that there is a
chain of distinct non-empty irreducible closed subsets V0 ⊂ V1 ⊂ . . . ⊂ Vd , i.e.
the maximal dimension of its irreducible components. When V is irreducible,
F[V ] has no divisor of zero and the dimension of V is the transcendence degree
of the field of quotients of F[V ] over F. Dimension is additive with respect to
product. The non-empty open subvarieties of An and Pn are of dimension n.
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A2.3. Tangent sheaf, smoothness

Let (X,OX ) be an F-variety. The tangent sheaf T X on X is defined by
T X (U ) = Hom(Max(F[t]/t2), U ) (morphisms of locally ringed spaces over
F), clearly a functor on open subsets U ⊆ X . An element of T X (U ) is the
datum of some u ∈ U along with a local morphism OX,u → F[t]/t2. Thus the
stalk at x ∈ X is

T Xx = HomF(J (OX,x )/J (OX,x )2, F).

If f : X → Y is a morphism of F-varieties, since f � induces morphisms of
local rings OY, f (x) → OX,x , we get morphisms of F-modules

T fx : T Xx → T Y f (x).

They satisfy the properties expected from derivatives. One has
(T IdX )x = IdT Xx and T (g ◦ f )x = (T g) f (x) ◦ T fx (the “chain rule”) when
Y

f−−→X
g−−→Z are morphisms of F-varieties. If X ′ ⊆ X is a closed F-

subvariety of X and i : X ′ → X denotes the associated closed immersion,
then T ix : T X ′

x → T Xx is injective for all x ∈ X ′. We have T (X × Y )(x,y) =
T Xx × T Yy for any (x, y) ∈ X × Y .

If X is an affine F-variety (or an affine neighborhood of x ∈ X ), i.e. a closed
subvariety of An

F, T Xx is defined in Fn by the partial derivatives at x of the
defining equations of X ⊆ An

F.
A point x ∈ X is called smooth if and only if dimF(U ) = dimF(T Xx ) for

some neighborhood U of x in X . The F-variety is called smooth if and only
if all its points are smooth. In a smooth variety, irreducible components are
connected components (i.e. they are open).

A regular variety is a variety such that, for all x ∈ X , OX,x is an integrally
closed (hence integral) ring. A smooth variety over F is regular (see [Atiyah–
Macdonald] 11.23).

Two subspaces X, Y ⊆ Z of a finite-dimensional F-space Z are said to
intersect transversally if and only if X + Y = Z or X ∩ Y = {0}. Two closed
subvarieties X, Y of an F-variety Z are said to intersect transversally at
z ∈ X ∩ Y if and only if T Xz and T Yz intersect transversally in T Zz . The
subvarieties X , Y are said to intersect transversally (without z being speci-
fied) if the above holds for any z ∈ X ∩ Y . When, moreover, X , Y , and Z are
smooth, X ∩ Y is smooth.

A related notion is that of smooth divisor with normal crossings. Let X
be a smooth connected F-variety of dimension d ≥ 1. A smooth divisor is a
finite union D1 ∪ D2 ∪ . . . ∪ Dm of smooth connected subvarieties Di ⊆ X of
dimension d − 1. It is said to have normal crossings if and only if for any x ∈ D
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the hyperplanes (T Di )x (for i such that x ∈ Di ) are in general position in T Xx

(i.e. have linearly independent equations).

A2.4. Linear algebraic groups and reductive groups

Linear algebraic groups, or F-groups, are defined as affine F-varieties with a
group structure such that multiplication and inversion are morphisms for the
structure of F-variety. This coincides in fact with (Zariski) closed subgroups of
GLn(F). Morphisms of algebraic F-groups are group morphisms that are at the
same time morphisms of F-varieties. If f : H → G is a morphism, then both
Ker( f ) and Im( f ) are closed subgroups, and we have

dim G = dim Ker( f ) + dim Im( f ).

Basic examples of linear algebraic groups are A1
F for the additive law, denoted

by Ga, and F× for the multiplicative law, denoted by Gm.
In what follows, G is a linear algebraic group.
Algebraic groups are smooth F-varieties, with all irreducible components of

the same dimension. One denotes by G◦ the connected component of G con-
taining the unit element; this is a closed normal subgroup. The irreducible
components of G coincide with connected components and are the cosets
of G/G◦. In order to lighten certain notation, we write Z◦(G) := Z(G)◦ and
C◦

G(g) := CG(g)◦ for centers and centralizers.
An action of G on an F-variety X is a group action such that the associated

map G × X → X is a morphism of F-varieties. The orbits G.x (x ∈ X) are
locally closed subvarieties of X.

We have a similar notion of linear representations (by action on vector F-
spaces). For instance G acts on F[G] by composition of regular functions with
left translations, thus giving

G → GLF(F[G]); g �→ λg.

One has in G a Jordan decomposition g = gu gs = gs gu where λgs (resp.
λgu ) is the semi-simple (resp. unipotent) part of λg in GL(F[G]). This is pre-
served by any linear representation. The set of semi-simple elements of G is
denoted by Gss.

Note that, when F is the algebraic closure of a finite field, any element of G
is of finite order and its Jordan decomposition coincides with its decomposition
into p-part and p′-part (where p is the characteristic of F).

The tangent space at the unit element, T G1, is a Lie algebra; we omit
the subscript and write T G or Lie(G). The differential of the multiplication
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G × G → G is the addition Lie(G) × Lie(G) → Lie(G). The differential of
inversion is −IdLie(G).

A torus is any closed subgroup T ⊆ G isomorphic to some finite product
Gm × · · · × Gm (then a commutative divisible group where all elements are
semi-simple). One then denotes X (T) := Hom(T, Gm), a free Z-module ∼= Zn

if T ∼= (Gm)n . If V is a finite-dimensional F-vector space and T → GLF(V )
is a rational linear representation of a torus, one has V = ⊕

α∈X (T) Vα where
Vα := {v ∈ V | t.v = α(t)v for all t ∈ T}.

A Borel subgroup of G is any maximal connected solvable subgroup of G.
They are all G-conjugates, so are maximal tori. The unipotent radical Ru(G)
is the biggest closed connected normal subgroup of G whose elements are all
unipotent. One says G is a reductive group if and only if Ru(G) = {1}.

Let T ⊆ G be a maximal torus in a linear algebraic F-group. Then the
action of T on Lie(G) gives Lie(G) = Lie(G)T ⊕ ⊕

α∈�(G,T)Lie(G)α where
�(G, T) is the set of α ∈ X (T) such that α �= 0 and Lie(G)α �= 0. They
are called the roots of G relative to T. Assume now that G is reductive.
Then we have Lie(G)T = Lie(T) and each Lie(G)α for α ∈ �(G, T) is a
line. The set �(G, T) can be endowed naturally with a structure of crystal-
lographic root system in X (T) ⊗Z R ∼= Rdim(T) whose associated reflection
group is isomorphic to the “Weyl group” W (G, T) := NG(T)/T. If B is a
Borel subgroup containing T, then B = U >� T where U = Ru(B), and �(B, T)
contains a unique basis � of the root system �(G, T). The pair (B, NG(T))
endows G with the BN-pair, or Tits system, satisfying B ∩ NG(T) = T. The
associated length function in W (G, T) is denoted by l. Each line Lie(G)α
can also be written Lie(G)α = Lie(Xα) where {Xα | α ∈ �(B, T)} is the set
of minimal T-stable non-trivial subgroups of U (root subgroups, all iso-
morphic to Ga). The parabolic subgroups of G containing B can be writ-
ten as PI = UI >� LI (Levi decomposition) for I ⊆ B, with UI = Ru(PI )
and Lie(PI ) = Lie(UI ) ⊕ Lie(LI ) where Lie(LI ) = Lie(T) ⊕ ⊕

α∈�I
Lie(G)α ,

and Lie(UI ) = ⊕
α∈�(G,T)\�I

Lie(G)α for �I = �(G, T) ∩ RI . The “Levi sub-
group” LI is generated by T and the Xα’s such that α ∈ �I ; it is reductive.
One also uses the term “parabolic subgroup” (and “Levi decomposition”) for
any G-conjugate of the above.

The connected reductive groups (over F) are classified by what is often called
a root datum (X, �, Y, �∨). This quadruple consists of two free abelian groups
of finite rank, in duality over Z by 〈−, −〉: X × Y → Z, along with subsets � ⊆
X , �∨ ⊆ Y in bijection � → �∨ by some α �→ α∨ such that 〈α, α∨〉 = 2 for
all α ∈ �, and � (resp. �∨) is a root system of R� ⊆ X ⊗Z R (resp. of R�∨ ⊆
Y ⊗Z R) for a scalar product on R� (resp. R�∨) such that x �→ x − 〈x, α∨〉α
(resp. y �→ y − 〈α, y〉) is the orthogonal reflection associated with α (resp. α∨).
The root datum (X, �, Y, �∨) associated with a reductive group G and maximal
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torus T is such that X = X (T), � = �(G, T), and Y = Hom(Gm, T) for some
maximal torus T.

Conversely, the connected reductive group associated with a root datum may
be presented by generators and relations in a way quite similar to the case of
reductive Lie algebras. Among the relations we recall the following. Let T ⊆ B
be a maximal torus and Borel subgroup, let � be the associated basis of the
root system �(G, T). Then there is a set (nδ)δ∈� of elements of NG(T) such that
nδT ∈ W (G, T) is the reflection associated with δ, nδ ∈ XδX−δXδ and for any
pair δ, δ′ ∈ �, denoting by mδ,δ′ the order of the product of the corresponding
two reflections, we have

nδnδ′nδ . . . = nδ′nδnδ′ . . .

with mδ,δ′ terms on each side (see [Springer] 9.3.2).

A2.5. Rational structures on affine varieties

We take F to be an algebraic closure of the finite field with q elements Fq . A
closed subvariety of An

F is said to be defined over Fq if and only if it is the zero
set of some subset I ⊆ Fq [x1, . . . , xn]. Then it is stable under the “Frobenius
endomorphism” F : An

F → An
F raising coordinates to the qth power. More pre-

cisely, F induces a bijection V → V since P(F(a)) = P(a)q for any a ∈ Fn

and P ∈ Fq [x1, . . . , xn]. The set V F of fixed points is finite, V = ⋃
n≥1V Fn

,
and (T F)x = 0 for all x ∈ V .

A more intrinsic definition is as follows. An affine F-variety X is defined
over Fq if and only if its algebra of rational functions satisfies F[X] = A0 ⊗Fq F
where A0 is a Fq -algebra. Then the Frobenius endomorphism F : X → X is
defined by its comorphism F� ∈ End(A0 ⊗Fq F) being a ⊗ λ �→ aq ⊗ λ (a ∈
A0, λ ∈ F). As a kind of converse, we have that a closed subvariety of X is
defined over Fq whenever it is F-stable (see [DiMi91] 3.3(iii)).

In the case where X is a linear algebraic group, any element is of finite
order (being in some XFn

) and the Jordan decomposition coincides with the
decomposition into p-part and p′-part (where p is the characteristic of F).

A2.6. Morphisms and quotients

Let f : Y → X be a morphism of F-varieties. It is said to be quasi-finite if and
only if f −1(x) is a finite set for all x ∈ X . It is said to be finite if and only if for
all open affine subvarieties U ⊆ X , f −1(U ) is affine and F[ f −1(U )] is finitely
generated as an F[U ]-module (recall f �(U ): F[U ] = OX (U ) → F[ f −1(U )] =
OY ( f −1(U ))). Finite morphisms are quasi-finite and closed. Conversely, we
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have Zariski’s main theorem (in the form due to Grothendieck) which asserts
that any quasi-finite morphism Y → X factors as Y ↪→ Y ′ → X where the first
map is an open immersion and the second is a finite morphism ([Milne80] I.1.8).

A morphism f : Y → X is said to be dominant if and only if, for each
irreducible component Yi ⊆ Y , the closure f (Yi ) is an irreducible component of
X and f (Y ) = X . A dominant morphism between irreducible varieties induces
a field extension f �: F(X ) ↪→ F(Y ). Then, such a dominant morphism f is said
to be separable if and only if the field extension is separable. A morphism
f : Y → X between irreducible F-varieties is separable if and only if there is a
smooth point y ∈ Y such that f (y) is smooth and T fy : T Yy → T X f (y) is onto.

An F-variety is said to be normal if, for any x ∈ X , the ring OX,x is an
integral domain, noetherian and integrally closed. For any F-variety X , there is
a normal F-variety X̃ and a finite dominant morphism X̃ → X . A “minimal”
such X̃ → X exists and is called a normalization of X (see [Hart] Ex II.3.8 and
[Miya94] 4.23).

The theorem of purity of branch locus (Zariski–Nagata) implies that, if
f : Y → X is a finite dominant morphism between connected F-varieties with
normal Y and smooth X , then the y ∈ Y such that T fy : T Yy → T X f (y) is not
an isomorphism form a closed subvariety of Y with dimension strictly less than
dim(Y ) (a complete proof is in [AltKlei70] VI.6.8; see also [Danil94] 3.1.3,
[Milne80] I.3.7e).

Assume G is an algebraic F-group acting on Y . Note that G can be any finite
group endowed with its structure of 0-dimensional F-variety.

One says that the morphism f : Y → X is an orbit map if and only if it
induces a bijection between X and the (set-theoretic) quotient Y/G, i.e. f is
onto and f −1( f (y)) = G.y for all y ∈ Y (and therefore the G-orbits G.y are
closed, not just locally closed, subsets of Y ). One says that f : Y → X is a
G-quotient if and only if, for any morphism Y → Z of F-varieties which is
constant on G-orbits, there is a unique morphism X → Z such that Y → Z
factors as Y

f−−→X → Z . It is said to be locally trivial if and only if X is
covered by open sets Ui such that each restriction of f , f −1(Ui ) → Ui , admits
a section morphism.

If f : Y → X is a dominant orbit map and X is irreducible, then G acts transi-
tively on the irreducible components of Y , and the G-orbits all have dimension
dim(Y ) − dim(X ). If, moreover, X is smooth, then f is open ([Borel] 6.4).

If f : Y → X is a separable orbit map and both Y and X are smooth, then
Y → X is a G-quotient ([Borel] 6.6). Note that, in the case when G = {1}, this
yields a characterization of isomorphisms Y → X (see also [Har92] §14).

If G is a finite group acting on a quasi-projective variety Y , then there is a
finite morphism Y → X satisfying the above (see [Har92] §10, [Mum70] §7,
[SGA.1] V.1.8, or combine [Borel] 6.15 with [Serre88] §III.12). One denotes
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X = Y/G. It is given locally by Max(A)/G = Max(AG) whenever Max(A) is
an affine G-stable open subvariety of X .

If H is a closed subgroup of an algebraic (affine) F-group G, then the quotient
G/H is endowed with a structure of smooth quasi-projective F-variety such that
G → G/H is a morphism of F-varieties. If, moreover, H � G, then G/H has
the structure of an algebraic (affine) F-group with F[G/H] = F[G]H.

Assume G is reductive. Let T ⊆ B ⊆ P be a maximal torus, a Borel subgroup
and a parabolic subgroup, respectively. Denote by S ⊆ W (G, T) the set of
simple reflections associated with B, and recall

l: W (G, T) → N,

the length function associated with S (see [Springer] §8.2). The quotient
G/P is a projective variety. When w ∈ W (G, T), denote O(w) := BwB/B ∼=
B/B ∩ wB ∼= A

l(w)
F . The O(w)’s are locally closed, disjoint, and cover G/B.

The Zariski closure of O(w) (“Schubert variety”) is the union of the O(w′) for
w′ ≤ w, where ≤ denotes the Bruhat order in W (G, T) associated with S (see
[Springer] 8.5.4, [Jantzen] II.13.7). If w0 ∈ W (G, T) denotes the element of
maximal length, the associated O(w0) is a dense open subvariety of G/B. The
translates of Bw0B allow us to show that G/Ru(B) → G/B and G → G/Ru(B)
are locally trivial.

A2.7. Schemes

Let A be any commutative ring. Denote by Spec(A) its set of prime ideals.
When x ∈ Spec(A), recall that Ax denotes the localization (A \ x)−1 A.

The affine scheme associated with A is the locally ringed space Spec(A) with
the same definition of open subsets as in A2.1 and structure sheaf O defined by
O(U ) being the ring of maps f : U → ∐

x∈Spec(A) Ax such that, for all u0 ∈ U ,
there is a neighborhood V of u0 in U , and a ∈ A, b ∈ A \ ⋃

x∈V x such that
f (u) = a/b ∈ Au for all u ∈ V . This is the sheafification of the presheaf O′

defined byO′(U ) = {a/b | a ∈ A, b ∈ A \ ⋃
x∈U x}. Note thatOx = Ax for all

x ∈ Spec(A). General schemes (X,OX ) are defined by glueing affine schemes,
just as F-prevarieties are defined from affine F-varieties (see A2.2, and note
that the separation axiom is not required).

Noetherian schemes are defined as schemes obtained by glueing together
a finite number of affine schemes associated with noetherian rings.

For any scheme (X,OX ), we have

Hom(X, Spec A) ∼= Hom(A,OX (X ))

(use comorphisms).
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We have a fully faithful functor V �→ t(V ) from the category of F-varieties to
the category of schemes. It is given by defining a sheaf of rings on the set t(V )
of irreducible closed non-empty subvarieties of V . Most notions defined for
varieties (see A2.2 and A2.3) can be defined for schemes, especially schemes
over F, i.e. schemes X endowed with a morphism X → Spec(F).

A point x ∈ X is called closed if and only if {x} is closed. In affine schemes,
closed points correspond to Max(A) as subset of Spec(A). The map x �→ {x}
is a bijection between X and the set of irreducible closed non-empty subsets
of X . One calls x the generic point of {x}, and its dimension is defined as the
dimension of {x}. In the affine case X = Spec(A), {x} = Spec(Ax ) is the set of
y ∈ Spec(A) containing x . More generally, a geometric point of a scheme X is
any morphism Spec(	) → X where 	 is a separably closed field extension of
F. Such a map amounts to the choice of its image {x} along with an extension
of the field of quotients of global sections on {x}, OX,x/J (OX,x ) → 	.

An open subset of a scheme clearly inherits the structure of a scheme by
restriction of the structure sheaf, whence the notion of open immersion. For
closed subsets, the matter is a little more complicated since there may be several
scheme structures on each (think of the various ideals of a polynomial ring giving
rise to the same set of zeroes). One defines a closed immersion as a scheme
morphism i : Y → X such that i is a homeomorphism of Y with i(Y ) = i(Y )
and i �:OX → i∗OY is a surjection. A locally closed immersion, generally just
called an immersion, is the composite of both types of immersions.

Finite products exist in the category of schemes. More generally, given a
prescheme S, one defines the category of schemes over S, or S-schemes,
with objects the scheme maps X → S, and where morphisms are defined
as commutative triangles. Products exist in this category. Given X → S and
X ′ → S, one denotes the product by X ×S X ′ → S and calls it the fibered
product of X and X ′ over S (endowed with its “projections” X ×S X ′ → X
and X ×S X ′ → X ′). The operation consisting of changing f : X → S into the
projection X ×S X ′ → X ′ is called the base change (the base S of f becoming
X ′ by use of X ′ → S).

Fibered products are defined locally by Spec(A) ×Spec(R) Spec(B) =
Spec(A ⊗R B). When X

f−−→S, X ′ f ′
−−→S are maps between varieties, the

fibered product X ×S X ′ identifies with the pull-back {(x, x ′) | f (x) = f ′(x ′)}
viewed as a closed subvariety of X × X ′. Note that, in case f is an immersion
X ⊆ S, then X ×S X ′ identifies with f ′−1(X ).

Let f : X → Y be a morphism of schemes. One calls it separated if the
associated map X → X ×Y X is a closed immersion. One calls it of finite type
if and only if Y can be covered by affine open subschemes Yi = Spec(Bi ) such
that f −1(Yi ) is in turn covered by a finite number of affine open subschemes
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Spec(Ai, j ) where each Ai, j is finitely generated as a Bi -algebra. One calls
it proper if and only if it is separated, of finite type and, for any morphism
Y ′ → Y , the projection X ×Y Y ′ → Y ′ obtained by base change is closed. For
instance, any morphism X → Y of F-varieties with X complete (see A2.2), is
proper. Finite morphisms are proper.

A property of morphisms immediately gives rise to the corresponding notion
for schemes with a given base (for instance, schemes over F) by imposing
it on the structure morphism, i.e. σX : X → Spec(F) in the case of schemes
over F.

A2.8. Coherent sheaves
(see [Hart] §II.5 and §II.7, [Kempf] 5, [Danil96] §2.1.1)

In the following, (X,OX ) is a scheme of finite type over F. An OX -module,
or sheaf over X , is a sheaf M on the underlying topological space of X such
that, for any open V ⊆ U ⊆ X , M(U ) is an OX (U )-module, and the restriction
maps M(U ) → M(V ) are group morphisms compatible with the restriction
maps OX (U ) → OX (V ). Then Mx is an OX,x -module for each point x ∈ X .
If U is an open subscheme of X , then M|U is a sheaf over U for the structure
sheaf OX |U .

Let M, M′ be two sheaves over X . We denote by HomOX (M,M′) the set
of sheaf morphisms (see also A1.13) such that each induced map M(U ) →
M′(U ) is OX (U )-linear. With this definition of morphisms, sheaves over X
make a category.

One defines Hom(M,M′) as the sheaf

U �→ HomOX |U (M(U ),M′(U )).

One defines M ⊗OX M′ as the sheaf associated with the presheaf U �→
M(U ) ⊗OX (U ) M′(U ) with evident restriction maps (see A1.15). One defines
the dual as M∨ = Hom(M,OX ).

Direct and inverse images are defined through a slight adaptation of the
classical case (see A1.13). Let f : Y → X , let M, resp. N , be a sheaf on X ,
resp. Y . One defines f∗N by noting that each f∗N (U ) = N ( f −1(U )) is a
( f∗OY )(U )-module and that we have a ring morphism f �:OX → f∗OY , so
we get an action of OX (U ) on each f∗N (U ). Similarly, it is easy to consider
the inverse image of M under f in ShZ(Y ) as a f ∗OX -module. One makes it
into an OY -module by tensor product (see above) knowing that OX → f∗OY

induces f ∗OX → OY by adjunction of f∗ and f ∗.
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A prototype of OX -modules is as follows. Assume A is a finitely generated
commutative F-algebra and X = Spec(A) is the associated affine scheme. Let
M be a finitely generated A-module. One defines theOX -module M̃ by M̃(U ) =
OX (U ) ⊗A M where A = OX (X ) acts on OX (U ) through the restriction map
OX (X ) → OX (U ). More explicitly in this case, if f ∈ A \ (0) and X f := {x ∈
X | fx �∈ J (OX,x )} is the associated open subset, then OX (X f ) = A[ f −1] and
M̃(X f ) = A[ f −1] ⊗A M . One calls a coherent sheaf on X , any OX -module
M such that M(U ) is of the type just described for any affine open subscheme
U ⊆ X (see [Hart] §II.5, [Danil96] §2.1.1). Coherent sheaves over X make an
abelian category.

A sheaf M over X is said to be generated by its global sections if and only
if, for every x ∈ X , the image of the restriction map M(X ) → Mx generates
Mx as an OX,x -module. If X is affine, X = Spec(A), and M is an A-module,
then M̃x = Ax ⊗A M for any x ∈ X and therefore M̃ is generated by its global
sections.

A sheafMover X is said to be invertible if and only if it is locally isomorphic
to OX , i.e. there is a covering of X by open sets U such that M|U ∼= OX |U as
OX |U -module. This is equivalent to M ⊗ M∨ ∼= OX . One says that M is
ample if and only if it is invertible, and, for every coherent OX -module M′,
M′ ⊗OX M⊗n is generated by its global sections as long as n is big enough.

If i : X ′ → X is an immersion and M is an ample sheaf; on X , then i∗M
is ample (easy for open immersions, while for closed immersions one may use
the notion of very ample sheaf; see [Hart] II.7.6).

A2.9. Vector bundles
([Jantzen] I.5 and II.4)

Keep F an algebraically closed field. Let G be an F-group acting freely on an
F-variety X . Assume that the quotient variety X/G exists (see A2.2).

There is a functor

M → LX/G(M)

associating a coherent OX/G-module with each finite-dimensional F-vector
space M endowed with a rational G-action. If U is an affine G-stable open
subset of X , then LX/G(M)(U/G) = (M ⊗ F[U ])G where the action of G on
the tensor product is diagonal ([Jantzen] I.5.8). One has LX/G(F) = OX/G

([Jantzen] I.5.10(1)). More properties hold when in addition the quotient
X

π−−→X/G is locally trivial (see A2.6). Then LX/G(M)∨ ∼= LX/G(M∨) and
LX/G commutes with tensor products ([Jantzen] II.4.1).

Assume G (resp. G′) is an F-group acting freely on the right on the F-variety
X (resp. X ′), such that the quotient exists and is locally trivial. Let α: G′ → G
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be an injective morphism, let ϕ: X ′ → X be a morphism compatible with α, i.e.
ϕ(x ′g′) = ϕ(x ′)α(g′) for all x ′ ∈ X ′, g′ ∈ G′. Then ϕ induces ϕ̄: X ′/G′ → X/G
such that the following commutes

X ′ ϕ−−→ X



�



�

X ′/G′ ϕ̄−−→ X/G

(where vertical maps are quotients) and we have

(I) ϕ̄∗LX/G(M) ∼= LX ′/G′ (Mα)

for any finite-dimensional rational representation space M of G over F (see
[Jantzen] I.5.17 and Remark).

The above is related to another notion (see [Jantzen] II.5.16). Assume that
G acts rationally on a finite-dimensional F-vector space M . Then X M := (X ×
M)/G (for the diagonal action) is called the associated vector bundle. It is
a scheme over X/G. This is related to the LX/G(M) construction of coherent
sheaves by noting that, for any open immersion U → X/G, HomX/G(U, X M )
(“sections over U” of X M → X/G) is an OX/G(U )-module that identifies with
LX/G(M)(U ) (see [Hart] Ex. II.5.18).

A2.10. A criterion of quasi-affinity

Recalling the bijection Hom(Y, SpecA) → Hom(A,OY (Y )), the identity of
A := OY (Y ) induces uY : Y → Spec(OY (Y )), defined by y �→ uY (y) = { f ∈
OY (Y ) | fy ∈ J (OY,y)} ∈ Spec(OY (Y )). When Y is affine, uY is clearly an iso-
morphism.

Let (X,OX ) be a noetherian scheme (see A2.7). Saying that OX itself is
ample amounts to saying that every coherent OX -module is generated by its
global sections. The following shows that this is equivalent to quasi-affinity of
X .

Theorem A2.11. Let (X,OX ) be a noetherian scheme of finite type over F. The
following are equivalent

(a) X is quasi-affine,
(b) OX is ample
(c) u X : X → Spec(OX (X )) is an open immersion.
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Proof of Theorem A2.11. (c) implies (a) trivially.
(a) implies (b), see A2.8.
(b) implies (c). Assume that OX is ample. Denote A := OX (X ). When

f ∈ A, recall X f := {x ∈ X | fx ∈ J (OX,x )} the associated principal open sub-
scheme of X .

Let a = { f ∈ A | X f is affine}.
Lemma A2.12. X = ⋃

f ∈a X f .

Proof of Lemma A2.12. Let us prove first that the X f ’s for f ∈ A provide
a base of neighborhoods for any x0 ∈ X . Let x0 ∈ X and let U ⊆ X be open
with x0 ∈ U . Denote Y = X \ U and i : Y → X , the closed immersion. We
have an exact sequence 0 → J → OX → i∗OY where the kernel is a coherent
OX -module. At any open U ′ ⊆ U , we have i∗OY (U ′) = OY (U ′ ∩ Y ) = 0 since
U ∩ Y = ∅. Then J (U ′) = OX (U ′), and therefore Jx0 = OX,x0 . Condition (b)
implies that any coherent sheaf over X is generated by its global sections.
Applied toJ , we get that there is f ∈ J (X ) ⊆ OX (X ) such that fx0 �∈ J (OX,x0 ),
i.e. x0 ∈ X f . It remains to check that X f ⊆ U . Let x ∈ X with fx �∈ J (OX,x ).
We have Jx �= 0 since f ∈ J (X ). But this is possible only if x ∈ U , by the
definition of J (see also the proof of [Hart] 5.9 which shows that Y is the
“support” of J ).

Now, U above may be taken to be affine. Recall that there is f ∈ A such that
X f ⊆ U . By the fundamental property of restriction maps, we have X f = {x ∈
U | ( f|U )x /∈ J (OU,x )} = U f which is affine as U (see A2.1). This completes
the proof of the lemma. �

We now finish the proof of Theorem A2.11. We apply Exercise 1 (see
[Hart] Ex 2.17(a)) to Y = Spec(A), and φ = u X . For f ∈ a, the affine scheme
Spec(A f ) is identified with a principal open subscheme of Spec(A), the one
consisting of prime ideals not containing f . To apply Exercise 1 to this col-
lection of open subschemes of Spec(A), in view of the above lemma, it suf-
fices to show that u−1

X (Spec(A f )) = X f and that u X induces an isomorphism
X f → Spec(A f ). Whenever x ∈ X , f ∈ A, it is clear from the definition of
u X (x) that

u X (x) ∈ Spec(A f ) ⇔ f �∈ u X (x) ⇔ x ∈ X f .

So u−1
X (Spec(A f )) = X f . If x ∈ X f , we have OX,x = OX f ,x since X f is open.

Then u X (x) = u X f (x). When, moreover, f ∈ a, i.e. X f is affine, we have
OX (X f ) = A f and u X f : X f → Spec(A f ) is an isomorphism. Thus our claim
is proved. �

Quasi-affinity is preserved by quotients under finite group actions.
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Corollary A2.13. Let G be a finite group acting rationally on a quasi-projective
F-variety (so that Y/G can be considered as an F-variety; see A2.6). Then Y
is quasi-affine (resp. affine) if and only if Y/G is quasi-affine (resp. affine).

Proof. Recall that the quotient map Y → Y/G is finite (A2.8), hence closed
and open. A finite map is by definition an affine map, so the case when Y or
Y/G is affine is clear.

If Y is quasi-affine, then Theorem A2.11 implies that uY is an open immer-
sion. If we consider the composition

Y
uY−−→Spec(F[Y ])−−→Spec(F[Y ]G)

where the second map is the quotient by G, the image of this composite is an
open subvariety of Spec(F[Y ]G), so Y/G is quasi-affine.

Assume conversely that we have an open immersion Y/G → X with X
affine. Then the composition Y → Y/G → X is a quasi-finite map to which
we may apply Zariski’s main theorem (see A2.6) to obtain a factorization
Y

j−−→Y ′ → X where j is an open immersion and Y ′ → X is a finite map.
Then Y ′ is affine. So Y is quasi-affine. �

Exercise

1. Let φ: X → Y be a morphism of schemes. Assume there are open subsets
Ui ⊆ Y such that X = ⋃

iφ
−1(Ui ), and, for all i , φ induces an isomorphism

φ−1(Ui ) → Ui . Show that φ is an open immersion.

Notes

Theorem A2.11 is due to Grothendieck (see [EGA] II.5.1.2).

Algebraic geometry is a mixture of the ideas of two Mediterranean cultures. It is a
superposition of the Arab science of the lightning calculation of the solutions of
equations over the Greek art of position and shape. This tapestry was woven on
European soil and is still being refined under the influence of international fashion.

[Kempf] p. ix.



Appendix 3

Etale cohomology

In this appendix we gather most of the results that are necessary for the purpose
of the book. The outcome is a mix of fundamental notions, deep theorems (base
change for proper morphisms, Künneth formula, Poincaré–Verdier duality, etc.),
and useful (sometimes elementary) remarks.

Etale cohomology was introduced by Grothendieck and his team in [SGA]
(especially [SGA.4], [SGA.4 1

2 ], [SGA.5]). The other references are [Milne80],
[FrKi88], [Tamme].

In what follows, F is an algebraically closed field.

A3.1. The étale topology

We consider schemes over F, mainly noetherian of finite type unless otherwise
specified. Morphisms are understood in the following sense.

A flat morphism f : Y → X between F-schemes is any morphism such that,
for any y ∈ Y , the induced map OX, f (y) → OY,y makes OY,y into a flat OX, f (y)-
module. Flat morphisms are open. A morphism f : Y → X is said to be étale
if and only if it is flat and OY,y/J (OX, f (y))OY,y is a finite separable extension
of OX, f (y)/J (OX, f (y) for all y ∈ Y .

Any open immersion is clearly étale. The notion of étale morphism is pre-
served by composition and (arbitrary) base change (see A2.7).

Let us fix X a scheme over F. The étale topology X ét is the category of
étale maps U → X of F-schemes. The morphisms from U → X to U ′ → X
are morphisms U → U ′ of X -schemes. If U → X is étale, then we clearly have
a functor Uét → X ét.

A final object is X → X (“identity” map), again abbreviated as X .
The objects of X ét are to be considered as “opens” of a generalized topol-

ogy. The usual (Zariski) open subsets U ⊆ X give rise to elements of X ét by

404
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considering the associated open immersion. The intersection of open subsets in
ordinary topology is to be replaced with fibred product (see A2.7), i.e. U → X
and U ′ → X give rise to U ×X U ′ → X . Similarly, if f : X → Y is a morphism,
and U → Y is in Yét, one may define its inverse image by f as U ×X Y → X
obtained by base change.

A neighborhood of a geometric point Spec(�) → X is any étale U → X
endowed with a morphism of X -schemes Spec(�) → U .

A covering of U → X is a family of étale (Ui → X )i whose images
cover U .

A basic example is the following. Let K be a field, then Spec(K )ét is the
category of maps

∐
i Spec(Ki ) → Spec(K ) where each Spec(Ki ) → Spec(K )

is the map associated with a finite separable extension Ki/K .

A3.2. Sheaves for the étale topology

Let X be a scheme and A be a ring. In analogy with classical sheaf theory (see
A1.13), a presheaf on X ét is defined as a functor

F : X ét → A−Mod.

When U → X is in X ét, we abbreviate F(U → X ) as F(U ), or use the sheaf-
theoretic notation �(U,F ), especially in the case of �(X,F) which in turn may
be seen as a functor with respect to F .

If U → X is étale, then we may define the restrictionF|U as a presheaf on Uét

obtained by composing F with the functor Uét → X ét (see A3.1). A presheaf
F is called a sheaf if and only if it satisfies the classical property with regard
to coverings, where intersections are defined as in A3.1 and restrictions are
defined as above. The corresponding category is denoted by Sh A(X ét) where
morphisms are defined as in the classical way. It is abelian and has enough
injective objects.

When K is a field, ShZ((SpecK )ét) ∼= ZG−Mod where G is the Galois
group of the extension Ksep/K , Ksep denoting a separable closure of K .

Many theorems require that A is a finite ring where the characteristic of F is
invertible (if �= 0), and sheaves take their values in finitely generated (i.e. finite)
modules; these are sometimes called torsion sheaves.

Sheafification F → F+ may be defined by an adaptation of the classical
procedure (see §A1.13).

If F is a sheaf on X ét and x : Spec(�) → X is a geometric point, one defines
the stalk Fx as the inductive limit lim→ F(U ) taken over the étale neighborhoods

U → X of x . This yields an exact functor F → Fx (x is fixed).
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The following is a very useful theorem. A sequence F1 → F2 → F3 in
Sh A(X ) is exact if and only if F1

x → F2
x → F3

x is exact for any geometric point
x of X (see [Tamme] II.5.6, [Milne80] II.2.15). If X is the scheme corresponding
to an F-variety, then only closed points Spec(F) → X need be checked (see
[Milne80] II.2.17).

If M is an A-module, one defines the constant sheaf MX ∈ Sh A(X ét) by
MX (U ) = Mπ0(U ) for U → X in X ét (compare A1.13). A sheaf is called locally
constant if and only if there is an étale covering (Ui → X )i such that each
restriction F|Ui is a constant sheaf. If X is irreducible, a sheaf F in ShZ(X ét)
is called constructible if and only if it has finite stalks, and there is an open
subscheme U ⊆ X such that F|U is locally constant.

A3.3. Basic operations on sheaves

IfF1,F2 are objects of Sh A(X ét), one definesHom(F1,F2) andF1 ⊗A F2, two
objects of ShZ(X ét), as in the classical topological case (see A1.15). They are
constant (resp. locally constant) when both F1 and F2 are. If A is commutative,
they may be considered as objects of Sh A(X ét), along with the “dual” F∨

1 :=
HomA(F1, AX ).

Let f : X → Y be a morphism between F-schemes.
The direct image functor F 	→ f∗F from Sh(X ét) to Sh(Yét) is defined by

( f∗F)(U → Y ) = F(U ×Y X → X ) whenever U → Y is in Yét. The inverse
image functor F ′ 	→ f ∗F ′ from Sh(Yét) to Sh(X ét) is obtained by f ∗F ′ = G+

whereG is the presheaf on X defined byG(V
e−−→X ) = lim→ F ′(U → Y ) where

the limit is over commutative diagrams

V −−→ U



�e



�

X
f−−→ Y

(compare A1.13).
For instance, if x : Spec(�) → X is a geometric point, the stalk functor

F 	→ Fx (see A3.2) coincides with inverse image by x . Similarly, noting that
Sh A(Spec(F)ét) = A−Mod, the constant sheaf of stalk M in A−Mod is written
as MX = σ ∗

X M for σX : X → Spec(F) the structure morphism.
A sheaf F on X ét is said to be constructible if and only if, for any closed

immersion i : Z → X with Z irreducible, i∗F is constructible (see A3.2 above).
We have ( f ◦ g)∗ = f∗ ◦ g∗ and ( f ◦ g)∗ = g∗ ◦ f ∗ whenever f ◦ g makes

sense. Moreover f ∗ is right-adjoint to f∗. The direct image functor f∗ is
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left-exact and the inverse image f ∗ is exact ([Milne80] II.2.6). This implies
that f∗ preserves injective objects of Sh A(X ét) ([Milne80] III.1.2(b)). If f is a
finite morphism (see A2.6), then f∗ is also right-exact ([Milne80] II.3.6). Con-
cerning stalks for inverse images, one has f ∗F f ◦x = Fx for any f : X → Y and
any geometric point x : Spec(�) → X .

Let j : U → X be an open immersion. One defines extension by zero, de-
noted by j!, from sheaves on Uét to sheaves on X ét, as follows. If F ∈ Sh(Uét),
let F! be the presheaf on X , defined at each φ: V → X in X ét by F!(V ) =
F(V ) if φ(V ) ⊆ j(U ), F!(V ) = 0 otherwise. Define the extension by zero as
j!F = (F!)+. Then j! is left-adjoint to the functor j∗ of “restriction to U .” The
functor j! preserves constructibility. Concerning stalks, one has ( j!F)x = Fx if
the image of x is in j(U ), ( j!F)x = 0 otherwise. Then j! is clearly exact. One
also easily defines a natural transformation j! → j∗.

A3.4. Homology and derived functors

The category Sh A(X ét) being abelian, we may define its derived category
D(Sh A(X ét)) (see A1.6). One defines D+

A (X ) (resp. Db
A(X )) as the full subcate-

gory corresponding to complexes such that each cohomology sheaf in Sh A(X ét)
is constructible and all are zero below a certain degree (resp. below and above
certain degrees).

Let f : X → Y be a morphism of F-schemes. Since Sh A(X ét) has enough
injectives, the left-exact functor f∗: Sh A(X ét) → Sh A(Yét) gives rise to a right
derived functor R f∗: D+(Sh A(X ét)) → D+(Sh A(Yét)). This functor preserves
complexes whose cohomology sheaves are constructible and this subcategory
has enough injectives, so we get

R f∗: D+
A (X ) → D+

A (Y ).

The above also preserves injectives, so we have

R( f ◦ g)∗ = R f∗ ◦ Rg∗

whenever f ◦ g makes sense (see [Milne80] III.1.18). A special case is when
f = σX : X → Spec(F) is the structure morphism and g is a morphism of F-
schemes. Then f∗ identifies with the global section functor �(X, −) (see A3.2)
through the identification of sheaves on Spec(F) with abelian groups. The corre-
sponding right derived functor R�(X, −): D+

A (X ) → D+(A−Mod) gives rise
to the cohomology groups Hi (X,F).

The composition formula above gives, for any g: X → X ′,

R�(X,F) ∼= R�(X ′, Rg∗F)

in a functorial way since σX ′ ◦ g = σX .
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A3.5. Base change for a proper morphism
(see [Milne80] VI.2.3, [Milne98] 17.7, 17.10)

Let π : Y → X , f : Z → X be morphisms of F-schemes. Let

Z ×X Y
f ′

−−→ Y



�π ′



�π

Z
f−−→ X

be the associated fibered product (see A2.7). From exactness of inverse images
and adjunction between direct and inverse images, it is easy to define a natu-
ral morphism f ∗(Rπ∗F) → Rπ ′

∗( f ′∗F) for any F ∈ Sh A(X ét) (“base change
morphism”).

Whenπ is proper (for instance, a closed immersion or any morphism between
projective varieties, see A2.7) andF is a torsion sheaf, then the above morphism
f ∗(Rπ∗F) → Rπ ′

∗( f ′∗F) is an isomorphism.

A3.6. Homology and direct images with compact support

A morphism f : X → Y is said to be compactifiable if and only if it decomposes
as X

j−−→X
f−−→Y where j is an open immersion and f is a proper morphism.

For the structure morphism X → Spec(F), this corresponds to embedding X
as an open subscheme of a complete scheme; this is possible for schemes
associated with quasi-projective varieties.

The direct image with compact support is denoted by Rc f∗ and defined
by

Rc f∗ := R f ∗ ◦ j!

on torsion sheaves. This preserves cohomologically constructible sheaves and
does not depend on the chosen compactification f = f ◦ j . So we get a well-
defined functor

Rc f∗: D+
A (X ) → D+

A (Y )

(see A3.4) for any finite ring A. Note that it is not stated that Rc f∗ is the right
derived functor of a functor Sh A(X ét) → Sh A(Yét).

When we have a composition f ◦ g with both f , g, and f ◦ g compactifiable,
then Rc( f ◦ g)∗ = Rc f∗ ◦ Rcg∗.

The case of a structure morphism σ X : X → Spec(F) allows us to define
cohomology with compact support. If F is a sheaf on X ét and X is a
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quasi-projective F-variety, one denotes by Hi
c(X,F) the i th cohomology group

of Rc�(X,F) = Rcσ
X
∗ F . If g: X → X ′ is compactifiable, one has similarly

Rc�(X,F) ∼= Rc�(X ′, Rcg∗F).

One often finds the notation R f! and R�c in the literature instead of Rc f∗ and
Rc� above.

When direct images are replaced by direct images with compact sup-
port (see A3.5), the base change theorem holds unconditonally, i.e. (notation
of A3.5) π and f being any compactifiable morphisms, one has a natural
map f ∗(Rcπ∗F) → Rcπ

′
∗( f ′∗F) which is an isomorphism ([SGA.4] XVII.5.2,

[SGA.4 1
2 ] Arcata.IV.5).

A3.7. Finiteness of cohomology

Let π : X → Y be a proper morphism and F be a constructible sheaf (see A3.2)
on X . Then Rπ∗F is cohomologically constructible. As a consequence, if F is
a constructible sheaf on a quasi-projective variety X , each Hi

c(X,F) is finite.
Assume X is a quasi-projective F-variety of dimension d. If F is a torsion

sheaf with torsion prime to the characteristic of F, then R�(X,F) has a represen-
tative which has trivial terms in degrees outside [0, 2d]. One may even replace
2d by d whenever X is affine (see [Milne80] VI.1.1 and [Milne80] VI.7.2).

A3.8. Coefficients

Let us first introduce the notion of �-adic sheaf cohomology. Let X be an
F-variety, let � be a prime, generally different from the characteristic of F.
Let � be the ring of integers over Z� in a finite extension of Q�. An �-adic
sheaf (over �) is a projective system F = (Fn+1 → Fn)n≥1 where Fn is an
object of Sh�/J (�)n (X ét) and eachFn+1 → Fn induces an isomorphismFn+1 ⊗
�/J (�)n ∼= Fn . Thus one could define a category (distinct from Sh�(X ét)) with
the basic operations (direct and inverse images, including stalks, Hom and ⊗)
and notions (locally constant sheaves) defined componentwise. One defines
Hi (X,F), resp. Hi

c(X,F), as the corresponding projective limit (over n ≥ 1) of
the groups Hi (X,Fn), resp. lim← Hi

c(X,Fn). These are �-modules. The constant

�-adic sheaf is defined by Fn being the constant sheaf (�/J (�)n)X , whence
the notation Hi (X, �) and Hi

c(X, �).
Let A ⊆ B be an inclusion of rings. Assume that B is a flat right A-module.
We have functors ResB

A: B−mod → A−mod and B BA ⊗A −, both exact.
They induce functors between the corresponding categories of sheaves on X ét,
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and they are exact on them too, as can be seen on stalks. The classical adjunction
between them on the module categories (see [Ben91a] 2.8.2) implies the same
for the functors between the categories of sheaves on X ét. We therefore get that

ResB
A: ShB(X ét) → Sh A(X ét)

is exact and preserves injectives. Then

ResB
A(R�(X ét,F)) ∼= R�

(
X ét, ResB

AF
)

for any sheaf F on X ét with values in B−mod.
Since ResB

A also clearly commutes with direct and inverse images, and also
with j! (where j is an open immersion), the above implies the same with compact
support

ResB
A(Rc�(X ét,F)) ∼= Rc�

(
X ét, ResB

AF
)
.

The above implies that most theorems about D+
A (X ) reduce to checking over

Z or Z/nZ.
It may also be applied to use the theorems about �-adic cohomology where

A = Z/�nZ or Z� in a framework where Z� is replaced with �, the integral
closure of Z� in a finite field extension of Q�, and Z/�nZ with �/J (�)n . One
may also use the above in the case when A is commutative and B = A[G]
where G is a finite group acting on F .

We know that a complex of sheaves is acyclic if and only if the corresponding
complex on stalks is acyclic (see A3.2). The universal coefficient formula (see
[Bour80] p. 98, [Weibel] 3.6.2 or Exercise 4.5) on module categories then
implies that, if A is a principal ideal domain andF is an object of Db(Sh A(X ét)),
then F = 0 if and only if F ⊗ k = 0 for all quotient fields k = A/M.

A3.9. The “open-closed” situation
([Tamme] II.8, [Milne80] II.3)

Let U be an open subscheme of the F-scheme X . Let j : U → X and i : X \
U → X be the corresponding open and closed immersions (respectively). Let
A be a ring. Consider the following as functors on Sh A(X ét), Sh A(Uét), and
Sh A(X \ Uét). Then j!, j∗, and i∗ are exact, i∗ is faithful and exact.

The natural transformations i∗i∗ → Id and j∗ j∗ → Id are isomorphisms.
The natural transformation j! → j∗ (see A.3.3) composed with j∗ yields

exact sequences for any F in Sh A(X ét)

0 → j! j∗F → F → i∗i∗F → 0.
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This has the following consequence on cohomology, known as the “open-
closed” long exact sequence (see [Milne80] III.1.30)

. . . → Hm
c (U ) → Hm

c (X ) → Hm
c (X \ U ) → Hm+1

c (U ) → . . .

where one takes cohomology of a constant sheaf.

A3.10. Higher direct images and stalks

Let us recall the Hensel condition. A commutative local ring A is called
henselian if and only if, for all monic P ∈ A[x] such that its reduction mod
J (A) factors as P = Q′ R′ in A/J (A)[x] with Q′, R′ relatively prime, there
are Q, R ∈ A[x] such that Q = Q′, R = R′ and P = Q R. A is called strictly
henselian if, moreover, A/J (A) is separably closed. Each commutative lo-
cal ring A admits a strict henselization A → Ash, i.e. an initial object among
local embeddings A → B where B is strictly henselian. If x : Spec(�) → X
is a geometric point of an F-scheme and x ∈ X is its image, one defines its
stalk at x as OX,x := (OX,x )sh. This is the limit of OU (U ) where U → X
ranges over étale neighborhoods of x ([Tamme] II.6.2). Note that x induces
x sh: Spec(OX,x ) → X .

Let f : Y → X be a morphism between noetherian F-schemes. Let
x : Spec(�) → X be a geometric point with image x ∈ X and such that � is the
separable closure of OX,x/J (OX,x ) (see A2.7). Let

Y := Y ×X Spec(OX,x )
ξ−−−→ Y



�



� f

Spec(OX,x )
x sh

−−−→ X

be the associated fibered product. Then (R f∗F)x
∼= R�(Y , ξ ∗F) (see

[Tamme] II.6.4.1, [Milne80] III.1.15, [SGA.4] VIII.5.2).

A3.11. Projection and Künneth formulae

Let X , Y be F-schemes. Let A be a finite ring. For any F in Sh A(X ét), there
exists an exact sequence F ′ → F → 0 in Sh A(X ét), where the stalks of F ′ are
flat A-modules, henceF ′ is “flat” with respect to the tensor product in Sh A(X ét)
defined in A3.3 (see [Milne80] VI.8.3). This allows us to define the left derived

bi-functor − L⊗−.
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Let π : Y → X be a compactifiable morphism, F and G objects of Db
A(X ),

Db
A(Y ) respectively. The projection formula is

(Rcπ∗G)
L⊗AF ∼= Rcπ∗

(
G

L⊗Aπ∗F
)

in Db
Z

(X ) (see [Milne80] VI.8.14).
When F is a locally constant sheaf, one has the same formula with R’s

instead of Rc’s (easily deduced from the case F = AX ).
The Künneth formula is a generalization of the projection formula. Keep

the above notation and hypotheses, let S be another F-scheme and let

X × S Y
fX

Y

gY g

X
f

S

be a fibred product of F-schemes, then

Rc f∗F
L⊗ARcg∗G ∼= Rch∗

(
f ∗

XF
L⊗Ag∗

YG
)

where h = f ◦ gY = g ◦ fX (see [Milne80] VI.8.14). The case S = X gives
back the projection formula.

A3.12. Poincaré–Verdier duality and twisted inverse
images

The theorem known as Poincaré–Verdier duality gives the relation between the
ordinary cohomology and cohomology with compact support for an étale sheaf,
when the underlying variety is smooth.

Let X be a smooth quasi-projective F-variety with all connected components
of the same dimension d . Let � = Z/nZ where n ≥ 1 is an integer.

Let M → M∨ = Hom�(M, �) be the �-duality functor applied to �−mod
(and therefore Cb(�−mod) or Db(�−mod), up to changing the degrees into
their opposite). On Sh�(X ét), we also have a similar functor sending F to
F∨ := Hom(F, �X ).

Let F in Sh(X ét) be locally constant with finite stalks. Then

Rc�(X,F)∨ ∼= R�(X,F∨)[2d].

See [Milne80] VI.11.1, [SGA.4] XVIII.3.2.6.1.
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As a generalization of the above, one may define a twisted inverse image
functor, i.e. a right-adjoint f ! to the functor Rc f∗ (see [KaSch98] §III for
the ordinary topological case and [SGA.4] §XVIII for the étale case; see also
[Milne80] VI.11).

Let f : X → Y be a compactifiable morphism between F-schemes (not nec-
essarily smooth). There exists f ! : Db(Y ) → Db(X ) such that

R f∗RHom(F, f !G) ∼= RHom(Rc f∗F,G)

for any objectsF ,G of Db
�(X ) and Db

�(Y ) respectively (see [Milne80] VI.11.10,
and, for a proof, [SGA.4] §XVIII 3.1.10 plus later arguments in [SGA.4 1

2 ] “Du-
alité” §4).

One has

( f ◦ g)! = g! ◦ f !

whenever the three functors make sense.
Applying the above to the structure morphism σX : X → Spec(F) of an F-

variety (not necessarily smooth), one gets the following.
Define D: Db

�(X ) → Db
�(X ) by D(F) = RHom(F, σ !

X�). The above ad-
junction property of f ! gives

R�(X,D(F)) ∼= Rc�(X,F)∨.

The main statement of Poincaré–Verdier duality is implied by the fact that, if
moreover X is smooth with all connected components of dimension d, then
σ !

X� ∼= �X [2d].

A3.13. Purity

Let X be an F-variety, Y ⊆ X a closed subvariety and U = X \ Y the open
complement. Denote by U

j−−→X
i←−−Y the associated immersions. Assume

X (resp. Y ) is smooth with all connected components of the same dimension d
(resp. d − 1). Let F be a locally constant sheaf of Z/nZ-modules on X ét, with
n ≥ 1 prime to the characteristic of F. Then R j∗ j∗F may be represented by a
complex

0 → F → F ′ → 0 . . .

concentrated in degrees 0 and 1 where i∗F ′ is locally isomorphic with i∗F (see
[Milne80] VI.5.1).

A basic ingredient in the above is the computation of étale cohomology of
affine spaces. One has R�(A1

F, Z/nZ) ∼= Z/nZ[0] (see [Milne80] VI.4.18).
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A3.14. Finite group actions and constant sheaves

Let Y be a quasi-projective variety over F with a finite group G acting on it,
thus defining a quotient map π : Y → Y/G = X (see A2.6).

Let � be a commutative ring and M be an �-module. The associated constant
sheaf MY on Y then defines an object πG

∗ (MY ) of Sh�[G](X ét) as follows. If
U → X is in X ét, then π∗(MY )U is by definition Mπ0(Y×X U ) (see A3.2 and A3.3).
But the action of G on Y clearly stabilizes the fiber product as a subset of Y × U .
So G permutes its connected components and this clearly extends to restriction
morphisms, thus endowing π∗(MY ) with a structure of sheaf of �[G]-modules
(which gives back π∗(MY ) by the forgetful functor �G−Mod → �−Mod).
The above construction corresponds to the “functoriality” of the constant sheaf
with respect to X since it corresponds to the composition of the first line

Y ×X U −→ Y
g−−→ Y

πU



� π



� π



�

U −→ X
Id−−→ X

(see also [Srinivasan] p. 51). Note that the above πU is a G-quotient for the
action of G mentioned before.

A consequence is also that R�(Y, MY ) = R�(X, π∗MY ) and Rc�(Y, MY ) =
Rc�(X, π∗MY ) can be considered as objects of Db(�G−mod) giving back the
usual cohomology �-modules by the restriction functor (see A3.8).

Concerning stalks, let x : Spec(F) → X be a geometric point of X of image
the closed point x ∈ X = Y/G. We have

(πG
∗ MY )x

∼= Mx

as a �G-submodule of �Y (see [Tamme] II.6.4.2, [Milne80] II.3.5.(c) or A3.10
above).

A3.15. Finite group actions and projectivity

Let X be the scheme associated with a (quasi-projective) variety over an alge-
braically closed field F. Let A be a finite ring (non-commutative) whose charac-
teristic is invertible in F. LetF be a constructible sheaf of A-modules on X ét such
that, for every closed point x ∈ X , the stalk Fx is projective. Then R�(X,F)
may be represented by an object of Cb(A−proj). The proof (see [Srinivasan] p.
67) uses finiteness (see A3.7) and Godement resolutions built from stalks at
closed points. One may also proceed as in [Milne80] VI.8.15, noting that the
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projection formula always holds for R� (see also [SGA.4] XVII.5.2). Conse-
quently Rc�(X,F) may also be represented by an object of Cb(A−proj), since
for j : X → X ′ an open immersion, j!F has the same non-trivial stalks as F .

Assume the action of a finite group G on a quasi-projective F-variety Y is
given. Denote by π : Y → X = Y/G the associated quotient. Let � be a finite
commutative ring of characteristic not divisible by that of F, so that R�(X, �)
and Rc�(X, �) can be considered as objects of Db(�[G]−mod) (see A3.14).
If one has the additional hypothesis that all isotropy subgroups G y := {g ∈ G |
gy = y} of closed points y ∈ Y are of order invertible in �, then R�(X, �) and
Rc�(X, �) can be represented by objects of Cb(�[G]−proj). To check this,
one uses the above along with A3.14 to check that the stalks of πG

∗ � at closed
points are of type �[G/G y], hence projective (see also [Srinivasan] 6.4 and
proof, [SGA.4] XVII and [SGA.4 1

2 ] pp. 97–8).
We point out another consequence. Keep Y

π−−→X = Y/G the quotient of
an F-variety by a finite group such that the stabilizers of closed points are of
order invertible in �. Let σ : X → S be a morphism of F-varieties. Considering
πG

∗ �Y as in Sh�G(X ét) (see A3.14), we have

(1) Rσ∗(πG
∗ �Y )

L⊗�G�S
∼= Rσ∗(πG

∗ �Y ) ⊗�G �S
∼= Rσ∗(�X ).

In particular R�(X, �) ∼= R�(Y, �)G (the latter denoting the co-invariants
in the action of G on R�(Y, �)). The same holds for cohomology with compact
support (see A3.6).

By the projection formula (see A3.11) and the fact that πG
∗ �Y has projective

stalks (see A3.14 and use the fact that stabilizers are of invertible order), the
proof of (1) reduces to the isomorphism πG

∗ �Y ⊗�G �X
∼= �X . It is easy to

define an “augmentation” map πG
∗ �Y ⊗�G �X−−→�X . That it is an isomor-

phism is checked on stalks at closed points of X = Y/G, using A3.14 again.
Taking S = Spec(F), we get the statement about cohomology. As for coho-

mology with compact support, one may do the same as above with Rc instead
of R (see A3.11).

A3.16. Locally constant sheaves and the
fundamental group

(see [Milne80] I.5, [Milne98] 3, [FrKi88] AI, [Murre], [SGA.1] V,

[BLR] 9)

Let X be a connected F-scheme. One defines the category of coverings of X as
the full subcategory of schemes over X (see A2.7) consisting of maps Y → X
that are finite and étale (hence closed, open, and therefore onto). One uses the
notation HomX (Y, Y ′) and AutX (Y ) for morphism sets and automorphism
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groups in the category of schemes over X . If x : Spec(�) → X is a ge-
ometric point of X , one denotes by Y 	→ Y (x) the functor associating
HomX (Spec(�), Y ) with each covering of X . The degree of a covering Y → X
with connected Y is the cardinality of Y (x) when x : Spec(�) → X is a geomet-
ric point of X such that Y (x) is non-empty. One calls Y → X a Galois covering
if and only if, Y being connected, its degree equals the cardinality of AutX (Y ).
If X is an F-variety, then G := AutX (Y ) acts freely on Y and Y → X is a G-
quotient in the sense of A2.6. Conversely, if Y is a quasi-projective F-variety
and G is a finite group acting freely on it, the associated quotient Y → Y/G is a
Galois covering (see [Milne80] I.5.4, [Jantzen] I.5.7). More generally, if G is an
algebraic F-group and Y → X is a G-quotient (see A2.6), it is called a G-torsor
if it is locally trivial for the étale topology on X (see [Milne80] III.4.1).

If a connected F-scheme X and a geometric point x : Spec(�) → X are fixed,
the fundamental group π1(X, x) is defined as follows. The pairs (Y, α) where
Y → X is a Galois covering and α ∈ Y (x) form a category that essentially
dominates the connected coverings of X and one defines π1(X, x) as the limit
of AutX (Y )’s over pairs (Y, α) (Grothendieck’s theory of fundamental groups
for “Galois categories”, see [SGA.1] V or [Murre]). The group π1(X, x) is
endowed with the limit of the (discrete) topologies of the AutX (Y )’s. If one
restricts the limit to the Galois coverings whose automorphism groups are of
order invertible in F, one obtains π t

1(X, x), a quotient of π1(X, x) called the
tame fundamental group.

For each (Y, α), we have an exact sequence of groups 1 → π1(Y, α) →
π1(X, x) → AutX (Y ) → 1. More generally, (X, x) 	→ π1(X, x) is a covariant
functor. The fundamental group is also unique in the sense that any other geo-
metric point x ′ would satisfy π1(X, x) ∼= π1(X, x ′). So we may sometimes omit
x .

One has π1(P1
F) = 1, and π t

1(A1
F) = 1. If p denotes the characteristic of F,

π t
1(Gm) is the closure of (Q/Z)p′ with regard to finite quotients.

As in the topological case (see A1.14), the functor Y 	→ Y (x) induces
an equivalence between the category of coverings of X and the category
of finite continuous π1(X, x)-sets. An inverse functor consists of forming
(Y × E)/G whenever G is a finite group, Y → X is a G-torsor and E is a finite
G-set.

The functor F 	→ Fx induces an equivalence between the category of lo-
cally constant constructible sheaves on X and the category of finite continuous
π1(X, x)-modules.

Let G be a finite group and Y
π−−→X be a G-torsor. Assume |G| is prime

to the characteristic p of F. Let � = Z/nZ where n is prime to p. Let M be a
finite �G-module, hence a finite π1(X )-module. Then it is easy to check that
πG

∗ �Y ⊗�G MX is the sheaf corresponding to M through the above equivalence.
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A3.17. Tame ramification along a divisor with
normal crossings

(See [Milne80] I.5, [GroMur71], [BLR] 11)

Let us define (tame) ramification in a special context adapted to our needs. Let
Y , X be smooth F-varieties. Assume X = X ∪ D (a disjoint union) where D
is a smooth divisor with normal crossings (see A2.3).

We are interested in describing when locally constant sheaves on X ét can
extend into locally constant sheaves on X ét. By A3.16, this is clearly related to
an associated Galois covering Y → X extending to a Galois covering Y ′ → X .
We describe how this leads to the construction of Grothendieck-Murre’s π D

1 (X )
groups (see [GroMur71] §2).

Let f : Y → X be finite, normal and étale between irreducible schemes over
F. Let d be one of the points of codimension 1 in D, generic point of an
irreducible component Dd of D (see A2.7), then OX ,d is a discrete valua-
tion ring and the ramification along D is the ramification of the extension
F(Y )/F(X ) with respect to OX ,d . Thus f is said to be tamely ramified with
respect to D when F(Y )/F(X ) is tamely ramified with respect to the vari-
ous OX ,d , or “tamely ramified over the d’s.” Locally for the étale topology,
one may replace the triple (OX ,d → F(X ) → F(Y )) by (OX ,d̄ → F(X )sep →
F(Y )sep). Furthermore theses maps are given by the “fiber maps” of schemes
Y ×X Spec(OX ,d̄ ) → Spec(OX ,d̄ ). Finally the ramification with respect to D
is the ramification of Y ×X Spec(OX ,d̄ ) → Spec(OX ,d̄ ) with respect to the
closed point of Spec(OX ,d̄ ) ([GroMur 71] Lemmas 2.2.8, 2.2.10). It is clearly
a local invariant. Up to an étale base change, a tamely ramified covering is a
Kummer extension (i.e. essentially an extension by roots of some sections; see
[GroMur71] §2.3, [Milne80] 5.2(e)).

By a general construction similar to the definition of π1(X ) groups (see
A3.16), given a geometric point ξ of X with image in X , there exists a profinite
group π D

1 (X , ξ ), the “tame fundamental group with respect to D and with
base point ξ ,” such that the category of finite sets on which π D

1 (X , ξ ) acts
continuously is equivalent to a category of coverings Y ′ → X that are tamely
ramified with respect to D ([GroMur71] §2.4).

To a Galois covering Y → X with group G there corresponds, from the the-
ory of the ordinary fundamental group, the fiber functor on Y , i.e. HomX (ξ, Y ),
acted on by G, hence by π1(X, ξ ), of which G is a quotient. The similar con-
struction of π D

1 (X , ξ ) gives natural continuous surjective morphisms

π1(X, ξ ) → π D
1 (X , ξ ) and π D

1 (X , ξ ) → π1(X , ξ ).

Assuming that G is a p′-group, all ramifications involved are tame and
π1(X, ξ ) → G factors through π D

1 (X , ξ ). The covering is unramified if and
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only if π1(X, ξ ) → G factors through the composed map π1(X, ξ ) → π1(X , ξ ),
and then the Galois covering extends to X .

If D is irreducible of codimension 1, with generic point d, then, locally for
the étale topology, the smooth pair (X, X ) is isomorphic to a standard affine pair
(An

F, An+1
F ) (all schemes being F-schemes) in the sense that there is a Zariski

open neighborhood V of d and an étale map φ: V → An+1
F ) that sends d to

the generic point d ′ of An
F. The ramification of Y over d is that of φ∗(Y|V ∩X )

over d ′. That means that D is locally defined by an equation z = 0, where z is
one of the (n + 1) variables z j of An+1

F = Spec(F[z1, . . . , zn+1]) and (writing
F[z1, . . . , zn+1] = F[z1, . . . , zn][zn+1]) OX ,d̄ is isomorphic to An

F ×Spec(F) Ash
F

where Ash
F = Spec(F[z]sh) (see A3.10). One may forget the first n variables (or

replace F by An
F) and consider a map x : Ash

F → X such that

� the closed point (z) of Ash
F is mapped onto d so that δ = x ◦ δ′, where δ

(resp. δ′) is a geometric point of X with image d (resp. of Ash
F with image the

closed point),
� the inverse image of D in Ash

F is the reduced scheme defined by
z = 0.

Finally the ramification with respect to D is given by Y ×X Ash
F → Ash

F with
respect to the closed point of Ash

F .
Assume that D is no longer irreducible. One has π D

1 (X , ξ ) = ∏
e π

De
1 (X , ξ ),

the product being over the irreducible components of D, where e is the generic
point of its irreducible component De := {e}. Put D′

d = Dd \ ⋃
e �=d De. Let

Xd → X be the open subscheme whose support is X ∪ D′
d , let d ′ be the generic

point of D′
d in Xd , hence d ′ 	→ d . One obtains a triple (OXd ,d ′ → F(Xd ) →

F(Y ×Xd
X )) that gives the ramification along Dd .

A3.18. Tame ramification and direct images

We keep the notation of the preceding section in relation to X = X � D where
X is a smooth F-variety and D is a smooth divisor with normal crossings. Let
F be a locally constant constructible sheaf on X with no p-torsion. One says
that F ramifies along Dd if and only if there is no locally constant sheaf F on
Xd such that F = j∗F , where j is the open immersion X → Xd .

Recall ([Milne80] V.1.1, [SGA.4] IX) the existence of an equivalence be-
tween the category of locally constant sheaves with finite stalks on X and
the category of finite étale schemes over X . The covering Y → X defines FY

by FY (U ) = HomX (U, Y ) so that (FY )x̄
∼= HomX (Spec(OX,x̄ ), Y ). Then FY
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extends over X in a locally constant finite sheaf if and only if Y extends over
X in a finite étale covering. One has ( j∗FY )d̄ = HomX (Spec(OX ,d̄ ) ×X Y, Y )
(limit, on étale neighborhoods U of d̄ , of HomX (U ×X Y, Y )).

Assuming D is irreducible of codimension 1, the obstruction to the extension
is the ramification of Y with respect to D which is the ramification of Y ×X

Ash
F → Ash

F with respect to the closed point of Ash
F . If Y ×X Ash

F → Ash
F is not

ramified, as an étale finite covering of Ash
F , it is trivial. Hence FY extends to

a constant sheaf locally around the generic point of D, so it extends to X in a
locally constant sheaf. The non-ramification of FY along D is equivalent to the
non-ramification of Y along D (see Theorem A3.19 (ii) below) .

Assume now that F is a locally constant sheaf of k-vector spaces with k a
finite field of characteristic �, and that F is associated with a linear character
π1(X ) → k×.

Theorem A3.19. Let i : D′
d → Xd, j : X → Xd be immersions.

The following are equivalent.
(i) F ramifies along Dd.
(ii) ( j∗F)d = 0.
(iii) i∗ j∗F = 0.
(iv) i∗(R j∗F) = 0.
If the above are not satisfied, then j∗F is locally constant, F = j∗ j∗F ,

R1 j∗F = i∗i∗ j∗F , and Rq j∗F = 0 for q ≥ 2.

Let us give an indication of the proof. Replacing (X, X ) with (X, Xd ), and
in view of the statements to prove, one may assume that D = Dd is irreducible.

(ii) implies (i). If F = j∗F , then j∗F = F by purity (A3.13). The fact
that j∗F is locally constant implies that its stalk F x (x ∈ X ) only depends
on the connected component of X containing x ([Milne80] V.1.10(a)). But
( j∗F) j(x) = Fx whenever x ∈ X . Moreover Fx �= 0. Since j(X ) meets any
non-empty open subset of X , this implies our claim.

(i) implies (iii). Let Y
π−−→X be a T -torsor where T = π1(X )/θ−1(1) is the

finite quotient of π1(X ) such that θ is a faithful representation of T . We must
prove that ( j∗Fθ )x = 0 for all x ∈ D.

Let Y ⊆ Y be the normalization of X along Y (see A2.6), i.e. a normal F-
variety Y minimal for the property that there is a finite morphism π : Y → X
such that π |Y = j ◦ π . On T -stable affine open subschemes of Y , the construc-
tion of Y is as follows. We have Y → X , which corresponds to the inclusion
A ⊇ AT , and X → X to AT ⊇ A′. Then Y corresponds with the integral clo-
sure B of AT in A, but then A′ = BT since it is integrally closed (X is smooth).
From this, one sees that T acts on Y and the morphism Y → X is a T -quotient.
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Similarly it is easy to see from this description that the closed points of Y , where
π does not induce an isomorphism between tangent spaces, are the y ∈ Y such
that |T .y| < |T |. They are all in π−1(D). Using the theorem of Zariski–Nagata
on purity of branch locus (see A2.6), one sees that these are exactly the elements
of π−1(D). So we are left to prove that ( j∗Fθ )x = 0 as long as |π−1(x)| < |T |.

Recall the commutative square

Y
j ′

−−→ Y



�π



�π

X
j−−→ X

We have Fθ = π∗kY ⊗kT �X where � denotes the one-dimensional kT -
module corresponding to θ . Then �X = j∗�X and the projection formula al-
lows us to write j∗Fθ = j∗π∗kY ⊗kT �X .

Let us show that j ′∗kY = kY . We must take a connected U → Y in Y ét

and check that U ×Y Y is connected. Since Y is normal, U is also normal
(apply [Milne80] I.3.17(b)), hence irreducible. But U ×Y Y → U is an open
immersion since Y → Y is, so U ×Y Y is irreducible, hence connected.

Using jπ = π j ′, this allows us to write j∗π∗kY (U ) ∼= kπ0(U×X Y ) ∼= π ′
∗kY (U )

not just as k-modules but also as kT -modules, the action of T being on the right
side of U ×X Y .

We now have ( j∗Fθ )x = (π∗kY )x ⊗kT �. This is zero when the stabilizer Tx

of x in T is not equal to {1} since then (π∗kY )x
∼= IndT

Tx
k (see A3.14) while �

has no invariant under Tx .
(iii) is equivalent to (iv) (see also [SGA.4 1

2 ] p. 180). Let x ∈ D. We must
show that, if ( j∗F)x = 0, then (R j∗F)x = 0. Since D is a smooth divisor with
normal crossings in a smooth variety over F, there is a neighborhood V of x and
an isomorphism V → An

F sending D ∩ V to (Gm)n . We are reduced to the case
of a locally constant sheaf F on (Gm)n such that ( j∗F)x = 0 for some x ∈ An

F \
(Gm)n and j : (Gm)n → An

F. We must show that (R j∗F)x = 0. By the Künneth
formula, it suffices to treat the case of n = 1. Then we must show that (R j∗F)0 =
0 when ( j∗F)0 = 0. This last condition means thatF is associated with a (finite)
π1(Gm)-module without fixed points �= 0 (use the equivalence (i)–(iii) we have
proved). Then F∨ satisfies the same. Now (R j∗F)0 = R�(Gm ×Ga Ash

F ,F0) by
§A3.10, where F0 is the restriction of F to Gm ×Ga Ash

F → Gm. Both F and
F∨ satisfy the hypothesis H0(Gm ×Ga Ash

F ,F0) = 0. In this case of a curve,
a strengthened version of A3.12, “local duality,” applies (see [SGA.5] I.5.1,
[SGA.4 1

2 ] Dualité 1.3, or see [Milne80] V.2.2(a) and its proof). This implies
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H1(Gm ×Ga Ash
F ,F0) = 0. The other Hm are 0 by dimension and affinity (see

A3.7).
The last statements are obtained by purity (see A3.13).

Exercise

1. Show the commutative diagram

R f!RHom(F, f !F ′) −−→ RHom(R f∗F,F ′)


�



�

R f∗RHom(F, f !F ′)
∼−−→ RHom(R f!F,F ′)

Notes

See Dieudonné’s introduction to [FrKi88] for an account of how étale coho-
mology emerged as a solution to Weil’s conjectures.

Concerning A3.15, a more general result about action of finite groups and
étale cohomology is in [Rou02].

Abhyankhar’s conjecture on (non-tame) fundamental groups of curves was
solved rather recently by Raynaud (for π1(A1

F)) and Harbater. See the contribu-
tions by Gille, Chambert-Loir, and Saı̈di in the volume [BLR].

Le signe = placé entre deux groupes de symboles désignant des objets d’une
catégorie signifiera parfois (par abus de notations) que ces objets sont
canoniquement isomorphes. La catégorie et l’isomorphisme canonique devront en
principe avoir été définis au préalable.

Pierre Deligne, [SGA.4] XVII
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[Bo00] Bonnafé, C., Opérateur de torsion dans SLn(q) et SUn(q), Bull. Soc. Math.
France, 128 (2000), 309–45.
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[BrMaRo98] Broué, M., Malle, G. and Rouquier, R. Complex reflection groups, braid

groups, Hecke algebras J. reine angew. Math., 500 (1998), 127–90.
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fini, J. reine angew. Math., 395 (1989), 56–67.
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Math. Z., 206 (1991), 1–24.

[En00] Enguehard, M. Sur les �-blocs unipotents des groupes réductifs finis quand � est
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sh
F , 418
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abelian defect conjecture (Broué), 369
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Alperin’s “weight” conjecture, 96
Ariki–Koike, 296

β-set, 78
β(λ), λ a partition, 78
β ∗ γ , 78
b�(GF , s), sum of �-block idempotents defined

by E�(GF , s), 134
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subgroups of B, 30
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BG (M), bG (M), block, or block idempotent,

of G acting by Id on the indecomposable
module M , 77

B(s), 214
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BCn , 24
BrP , Brauer morphism, 76
base change, 398
base change for a proper morphism, 408

basic set of characters, 201
bi-functor, 380
bi-partition, 330
bi-projective, 57
bimodule, xvi
block (�-), �-block idempotent (� a prime

number), 75
BN-pair, 27

split ∼ of characteristic p, 30
strongly split ∼, 30

Bonnafé–Rouquier’s theorem, 141
Borel subgroup, 394
Brauer

’s “second Main Theorem” and “third Main
Theorem”, 77

morphism, 76
Broué’s abelian defect conjecture, 369
Broué–Michel’s theorem, 131
building, 40

χC , (C a complex of A-modules), Lefschetz
character, 381
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C �→ C[n], (n ∈ Z) shift on complex C , 57,

375
Cε (A), (ε ∈ {−, +, b, ∅}), categories of

complexes on the abelian category
A, 375

CH (X ), centralizer of X in H , xv
C◦

G(g), the connected centralizer of g in G, 393
C((Mσ , f σ
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CF(G, A), space of central functions from G

to A, xvii
CF(G, K , B), CF(G, B), space of central

functions defined by the block B of G, 75
CL(V ), Clifford group, 228
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coefficient system, 58
coherent sheaf, 399
compact support, cohomology with ∼, direct

image with ∼, 408
compactification, 408
complex

acyclic ∼, 57, 376
bounded ∼, 57
perfect ∼, 381
tensor product of ∼s, 57

composition of an integer, λ |= n, 308
conformal groups, 240
control subgroup, 363
core, 79
cuspidal module, triple, 7
e-cuspidal, E-cuspidal, 335
Cone( f ), 375
cuspk (L), (L a set of subquotients), set of

cuspidal triples, 7

δπ , 135
�, a set of simple roots in �, in bijection with

S, 23
�λ, 91
D(F), 413
dx,G , dx , generalized decomposition map for

x ∈ G�, 74, 77
Db(A) = Db(A − mod), 381
Dε (A), (ε ∈ {−, +, b, ∅}), derived categories
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Dε
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Dε (Sh A(X ét)), 407
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DI , DI J , with I, J ⊂ �, sets of distinguished

elements of W , 24
DC , duality complex, 64
DecA(M), decomposition matrix of the

A-module M , 84
Dec(A), decomposition matrix of the algebra
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deg(σ ), degree of the simplex σ , 58
Dade’s conjectures, 100
decomposition matrix, 84
defect

∼ zero, 77
central ∼, 77

degenerate symbols, 216
Deligne–Lusztig, xii

derived
categories, 377
functors, 379

dimension
of a variety, 391
of a point, 398

divisor
smooth ∼, 392
smooth ∼ with normal crossings, 392

Donovan’s conjecture, 370
Dipper–Du, 298
Dipper–James, 271
duality

Alvis-Curtis ∼, 67
local ∼, 420
Poincaré-Verdier ∼, 412

εG, a sign, 126
ε(λ, γ ), 79
εm , 285
ε(σ ), 78
ηw, j , 162
X ét, the étale topology on X , 404
E(GF , s) (s a semi-simple rational element in

G∗), a rational series, 127
Ẽ(GF , s) (s a semi-simple rational element in

G∗), a geometric series, 127
E(kG, τ ), 18
E�(GF , s), a union of rational series (and of

blocks), 133
eGF

�′ , some central idempotent of K GF , 134
e(V ), idempotent defined by the subgroup V , 5
eχ , central primitive idempotent of K G for

χ ∈ Irr(G), 132
equivalence,

Morita ∼, 137
derived ∼, 57

étale
∼ covering, 405
∼ morphism, 404
∼ neighborhood, 405
∼ topology, 404

Fw(θ ), 150
F[x,y](θ ), 168
F+, sheafification of a presheaf, 383, 405
f∗, f ∗, direct and inverse images, 383, 399, 406
F , an endomorphism of G, 104, 121, 395
F, an algebraic closure of the field Fq , 103
F[V ], regular functions on an F-variety V , 389
fibered product, 398
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Fong–Srinivasan, xii
Frobenius

algebra, 12
morphism, 395

�(U,F) = F(U ), 382
�GF , �GF ,1, Gelfand–Graev module,

301
Ga , Gm, additive and multiplicative algebraic

groups, 393
G, Gad, Gsc, a connected reductive group over

F, the associated adjoint and simply
connected groups, 394

G∗, a group in duality with G, 123
Ga, Gb, subgroups of G = GaGb, 348
G◦, 393
Gss, 393
Gπ , G�, set of π - or �-elements, xv
GL, xvi
GUn , 29
generic block, 358
global sections, 382

generated by ∼, 400
Galois covering, 416
Geck–Hiss–Malle, 298
Grothendieck, xii, 55, 101, 102, 373, 388, 396,

403, 404, 416
group

F-∼, 393
algebraic ∼, 393
defect ∼, 76
finite reductive ∼, xiii
fundamental ∼, tame fundamental ∼, 416
Grothendieck ∼ , 173
π -∼, xv
reductive, 394

Gruber–Hiss, 318

Hk (G, U ), 88
HO(Sn, q), 275
HR(BCn, Q, q), 279
HR(G, B) = EndRG (IndG

B R), 44
HR(W, (qs )), Hecke algebra with parameters

qs (s ∈ S), 44
Hσ , 322
hd(M), head of a module, xvi
H or HY = HomA(Y, −), 15, 298
Hi (C), i-th homology group of a chain

complex C , 57
Hi (C), i-th cohomology group of a cochain

complex C , 376

Hi (X,F), (F a sheaf on X ét), ith cohomology
group of a sheaf, 385

Hi (X,F), (F a sheaf on X ét), ith cohomology
group with compact support, 409

Haastert, 117
Harish-Chandra, 40
Hecke algebra, 2, 4, 44
henselian, 411
Hoefsmit’s matrices, 279
homotopic category, 376
hook, 78
Homgr, 376
Hom, 385, 399

I ′
σ , 322

I G
τ , 112

I (v, w), 162
IBr(G), set of irreducible Brauer characters,

299
ind(w), (w ∈ W ), index, 42
IndB

A , induction from a subalgebra, 289
IndG

H , induction from a subgroup, xvi
IndG

(P,V ), induction from a subquotient, 3
injA, 378
Irr(G), set of irreducible characters, xvii
Irr(G, b), subset of Irr(G) defined by a block

idempotent b of G, 75, 132
immersion, 398
induction

Harish-Chandra ∼, 1
twisted (or Deligne-Lusztig) ∼, 125

intersect transversally, 392

J (A), Jacobson radical of A, xvi
j B
A , 168

Jordan decomposition
of elements in G, 393
of irreducible representations of GF , 209

K ε (A), homotopic category, 376
Künneth formula, 412

λ∗, dual partition, 276
λ 
 µ, 276
λ 
′ µ, 314
(�, K , k), �-modular splitting system, 75
(�G)L, 59
�σ , 322
LX/G(M), (M a G-module, X/G a quotient

variety), a coherent OX/G-module, 400
L, Levi system of subquotients, 32
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�-adic sheaf, �-adic cohomology, 409
�-modular splitting system, xvii
l(w), length of w ∈ W with respect to S, 397
L I , Levi subgroup defined by I ⊂ S ∼= �, 32
Lan, the Lang map, 103
Lang’s map, theorem, 104
Levi decomposition, Levi subgroup, 394
Lie algebra of G, 393
local structure, information, 360
locally closed subvariety, 391
Lusztig, xii

MX , constant sheaf associated with X , 406
Mσ , 322
Matn(A), matrix algebra, xvi
Max(A), affine variety associated with

A, 389
A − Mod, A − mod, module categories, xvi
mapping cone, 375
morphism of varieties or schemes

compactifiable ∼, 408
dominant ∼, 396
étale ∼, 404
finite ∼, 395
of finite type, 398
flat ∼, 404
proper ∼, 399
quasi-finite ∼, 395
separable ∼, 396
separated ∼, 398

nπ , the π -part of integer n, xv
NH (X ), normalizer of X in a group H , xv
Nw , with w ∈ W , a map Y (T) → TwF , 123
normalization, 396
null homotopic, 376

�2n , 219
�(V ), 228
(O, K , k), �-modular splitting system, xvii
OX , structure sheaf of a scheme, 390
OX -module, 399
On,v, 222
O(w), 397
open-closed exact sequence, 411
order

Bruhat ∼, 397
lexicographic ∼, 292
local ∼, 172
on simplicial scheme, 58
polynomial ∼, 119

φn , cyclotomic polynomial, xvi
φE -subgroup, 190
�, �+, �I , 23
�w , 24
πm , π̃m , 281
π (n), πd (n), numbers of partitions, 309
π1(X, x̄), π1(X ), fundamental group, 416
π t

1(X, x̄), tame fundamental group, 416
π D

1 (X ), tame fundamental group with respect
to D, 417

ψ(λ, I ), 91
P

n
F, 391

PG,F , polynomial order, 190
PI , parabolic subgroup defined by

I ⊆ S ↔ �, 28
prE , 132
proj, 386
part (π -), xv
partition of an integer, λ  n, 78
perfect

complex, 381
isometry, 139

point: closed ∼, generic ∼, geometric ∼, 398
polynomial order, 190
purity of branch locus, 396
purity (cohomological), 413
presheaf, 382
primes

good, 193
bad, 193

principal block, 77
projection formula, 412
Puig’s conjecture, 370

quasi-affinity criterion, 401
quasi-isomorphism, 57, 376

ρc,d (λ), 309
Rw , 177
regG , regular character of G, 132
RF , right derived functor, 379,
Rc f∗, direct image with compact support,

408
RG

L , Harish-Chandra induction for L a Levi
subgroup of G, 47

∗RG
L , Harish-Chandra restriction, 47

RG
L BL, twisted induction of blocks, 337

RG
L⊂P, Deligne–Lusztig twisted induction,

125
∗RG

L⊂P, 125

RG
T θ , Deligne–Lusztig character, 126
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Ru, 394
ResG

H , restriction to a subgroup, xvi
ResG

(P,V ), restriction to a subquotient, 5
R�(X,F), Rc�(X,F), 409
RHom, 381
ramification, 417, 418
regular

�-∼ set of subquotients, 6
π -∼ element, xv
linear character of U , 301
variety, 392

root datum, root system, 119, 394

Sn , 23
SX , 78
SO(n, qa) (q-Schur algebra), 326
S[v, w], 164
Sw , 177
S(w,θ), 150
Sh(X ), Sh A(X ), 383
Sh A(X ét), 405
SLn , 28
SOn,v (v = 0, w, 1, d), 222
SO+

2m = SO2m,0, 29, 222
soc(M), xvi
Sp2m , 38
Spec(A), 397
Spin2m,v, 228
StGF , the Steinberg module or character,

301
scheme, 397
(q-)Schur algebra, 298
sheaf, 383,

ample (coherent) ∼, 400
constant ∼, 383, 406
coherent ∼, 400
constructible ∼, 406
dual ∼, 406
étale ∼, 405
generated by its local sections, 400
invertible (coherent) ∼, 400
locally constant ∼, 384, 406
over X , 399
tensor product of ∼, 385
torsion ∼, 405
very ample ∼, 400

sheafification, F �→ F+, 383, 405
simplex, simplicial scheme, 57
size of a partition, 78
smooth, 392
split Levi subgroup (E-), 190

splitting system, xvi
�-modular ∼ , xvii

∩↓-stable, 6
standard tableaux, 279
stalk, 382, 405, 411
Steinberg module, 95, 301
strict henselization, Ash, 411
subgroup

Borel ∼, 394
Levi ∼, 394
parabolic ∼, 28
φE -∼, 190

subpair
“connected” ∼, 334
inclusion, 76
maximal ∼, 76
self-centralizing ∼, 352

subquotient, 3
symmetric algebra, 12
subscript notation with variable symbols

Fx , stalk at a point, 382
Fx̄ , stalk at a geometric point, 405
Gπ , π -elements of a group G, xv
MX , constant sheaf on X with stalk M ,

383
TφE , (T a torus, E a set of integers),

maximal φE -subgroup of T, 191

�(G, F), �k (G, F), �(G, F, s), 149
L⊗A , left derived tensor product, 381
T X , (X a variety), tangent sheaf, 392
T fx , tangent map at x , 392
ti , 279
T, a torus, 394
T[v, w], 164
TrP

Q , relative trace, 76
tangent map, tangent sheaf, 392
tensor product of sheaves, 399, 406
Tits system, 27
torus, 394
triangle (distinguished), 378
triangulated category, 382
triangulation, 58
twin characters, 216
twisted induction, 125
twisted inverse image f !, 413
type, 121

UI , a subgroup of U , defined by I ⊂ S ∼= �,
30

uniform function, 126, 133
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unipotent
block, 135
irreducible character, 127
radical, 394

v(δ, I ), where I ⊂ � and δ ∈ � \ I , 26,
47, 48

v
(n)
m , 281

variety
affine ∼ 389
complete ∼, 391
defined over Fq , 395
Deligne–Lusztig ∼, 110
G-quotient ∼, 396
interval ∼, 166
irreducible ∼, 391
normal ∼, 396
(quasi-)projective ∼, 391
quasi-affine ∼, 391
regular ∼, 392
Schubert ∼, 397
smooth ∼, 392

vector bundle, 401

wI , with I ⊂ S ∼= �, 26
w

(n)
m , 281

wθ , with θ a linear character of TwF , 149, 168
(W, S), a Coxeter system, 23
WI , a subgroup of W , defined by I ⊂ S ∼= �,

23

X (σ0), 59
xI ,(I ⊂ S), 273
xλ, 276
Xα , α a root, 30
X

w−−→Y , 146
Xα , α a root, 30
XI,v , 147
Xσ , 322

Finir par la vue des deux bonshommes penchés sur leur pupitre, et copiant.
Gustave Flaubert, Bouvard et Pécuchet.

X[v, w], 166
XV, XG,F

V , subvariety of G/P, 110

X(w), subvariety of G/B, 111, 146
X(w), 112

yI , 273
yλ, 276
YI,v , 147
Y[v, w], 166
Y[v,w], 162
YV, YG,F

V ,
subvariety of G/V, 110

Y(w), with w ∈ W , subvariety of G/U, 111,
146

Young diagrams, tableaux, 279

Z(H ), center of the group H , xv
Zariski

topology, 390
’s main theorem, 396

Zariski–Nagata, 396

Other notations

|X |, cardinality of the set X , xv
|G : H |, index of H in G, xv
H � G, H is a normal subgroup of G, xv
U>� T , a semi-direct product, xv
[a, b], a commutator, xv
〈a, b〉G , a scalar product, xvii
∩↓ , non-symmetric intersection of

subquotients, 6
−− equivalence relation between subquotients,

6
or between triples in cusp, 7

−−G , 18
λ  n, λ is a partition of n, 276
≥E , �E , 335


