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FORWORD

This book results from of a large European project started in 1997, whose
goal is to promote the further development and the faster and wider indus-
trial use of advanced design methods for reducing the power consumption
of electronic systems.

Low power design became crucial with the wide spread of portable in-
formation and communication terminals, where a small battery has to last
for a long period. High performance electronics, in addition, suffers from a
permanent increase of the dissipated power per square millimeter of silicon,
due to the increasing clock-rates, which causes cooling and reliability prob-
lems or otherwise limits the performance.

The European Union's Information Technologies Programme 'Esprit’ did
therefore launch a 'Pilot action for Low Power Design', which eventually
grew to 19 R&D projects and one coordination project, with an overall
budget of 14 million EURO. It is meanwhile known as European Low Power
Initiative for Electronic System Design (ESD-LPD) and will be completed in
the year 2002. It involves to develop or demonstrate new design methods for
power reduction, while the coordination project takes care that the methods,
experiences and results are properly documented and publicised.

The initiative addresses low power design at various levels. This includes
system and algorithmic level, instruction set processor level, custom proces-
sor level, RT-level, gate level, circuit level and layout level. It covers data
dominated and control dominated as well as asynchronous architectures. 10
projects deal mainly with digital, 7 with analog and mixed-signal, and 2
with software related aspects. The principal application areas are communi-
cation, medical equipment and e-commerce devices.

The following list describes the objectives of the 20 projects. It is sorted by
decreasing funding budget.

CRAFT CMOS Radio Frequency Circuit Design for Wireless
Application

vii
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Advanced CMOS REF circuit design including blocks such as LNA,
down converter mixers & phase shifters, oscillator and frequency
synthesiser, integrated filters delta sigma conversion, power am-
plifier

Development of novel models for active and passive devices as
well as fine-tuning and validation based on first silicon fabricates
Analysis and specification of sophisticated architectures to meet in
particular low power single chip implementation

PAPRICA Power and Part Count Reduction Innovative Communica-

tion Architecture
Feasibility assessment of DQIF, through physical design and
characterisation of the core blocks
Low-power RF design techniques in standard CMOS digital proc-
ess
RF design tools and framework; PAPRICA Design Kit.
Demonstration of a practical implementation of a specific applica-
tion

MELOPAS Methodology for Low Power ASIC Design

TARDIS

ALPINS

To develop a methodology to evaluate the power consumption of
a complex ASIC early on in the design flow

To develop a hardware/software co-simulation tool

To quickly achieve a drastic reduction on the power consumption
of electronic equipment

Technical Coordination and Dissemination
To organise the communication between design experiments and
to exploit their potential synergy
To guide the capturing of methods and experiences gained in the
design experiments
To organise and promote the wider dissemination and use of the
gathered design know-how and experience

Low-Power Ultrasound Chip Set
Design methodology on low power ADC, memory and circuit de-
sign
Prototype demonstration of a handheld medical ultrasound scan-
ner

Analog Low Power Design for Communications Systems
Low-voltage voice band smoothing filters and analog-to-digital
and digital-to-analog converters for an analog front-end circuit of
aDECT system
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¢ High linear transconductor-capacitor (gm-C) filter for GSM Ana-
log Interface Circuit operating at supply voltages as low as 2.5V

¢ Formal verification tools, which will be implemented in the indus-
trial partners design environment. These tools support the com-
plete design process from system level down to transistor level

SALOMON System-level analog-digital trade-off analysis for low
power
e A general top-down design flow for mixed-signal telecom ASICs
¢ High-level models of analog and digital blocks and power estima-
tors for these blocks
e A prototype implementation of the design flow with particular
software tools to demonstrate the general design flow

DESCALE Design Experiment on a Smart Card Application for Low
Energy
o The application of highly innovative handshake technology
¢ Aiming at some 3 to 5 times less power and some 10 times smaller
peak currents compared to synchronously operated solutions

SUPREGE A low power SUPerREGEnerative transceiver for wireless
data transmission at short distances

e Design trade-offs and optimisation of the micro power receiver /
transmitter as a function of various parameters (power consump-
tion, area, bandwidth, sensitivity, etc)

e Modulation / demodulation and interface with data transmission
systems

o Realisation of the integrated micro power receiver / transmitter
based on the super-regeneration principle

PREST Power REduction for System Technologies

e Survey of contemporary Low Power Design techniques and com-
mercial power analysis software tools

e Investigation of architectural and algorithmic design techniques
with a power consumption comparison

e Investigation of Asynchronous design techniques and Arithmetic
styles

e Set-up and assessment of a low power design flow

e Fabrication and characterisation of a Viterbi demonstrator to as-
sess the most promising power reduction techniques

DABLP Low Power Exploration for Mapping DAB Applications to
Multi-Processors
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e A DAB channel decoder architecture with reduced power

consumption
e Refined and extended ATOMIUM methodology and supporting
tools
COSAFE Low Power Hardware-Software Co-Design for Safety-
Critical Applications

¢ The development of strategies for power efficient assignment of
safety critical mechanisms to hardware or software

o The design and implementation of a low-power, safety-critical
ASIP, which realises the control unit of a portable infusion, pump
system

AMIED Asynchronous Low-Power Methodology and Implementa-
tion of an Encryption/Decryption System
¢ Implementation of the IDEA encryption/decryption method with
drastically reduced power consumption
e Advanced low power design flow with emphasis on algorithm
and architecture optimisations
¢ Industrial demonstration of the asynchronous design methodol-
ogy based on commercial tools

LPGD A Low-Power Design Methodology/Flow and its Applica-
tion to the Implementation of a DCS1800-GSM/DECT
Modulator/Demodulator

e To complete the development of a top-down, low power design
methodology/flow for DSP applications

¢ To demonstrate the methods at the example of an integrated
GFSK/GMSK Modulator-Demodulator (MODEM) for DCS1800-

GSM/DECTapplications
SOFLOPO Low Power Software Development for Embedded Appli-
cations

¢ Develop techniques and guidelines for mapping a specific algo-
rithm code onto appropriate instruction subsets

¢ Integrate these techniques into software for the power-conscious
ARM-RISC and DSP code optimisation

I-MODE Low Power RF to Base band Interface for Multi-Mode Port-
able Phone
e To raise the level of integration in a DECT/DCS1800 transceiver,
by implementing the necessary analog base band low-pass filters
and data converters in CMOS technology using low power tech-
niques
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COOL-LOGOS Power Reduction through the Use of Local don't Care
Conditions and Global Gate Resizing Techniques: An Ex-
perimental Evaluation.

e To apply the developed low power design techniques to the exist-
ing 24-bit DSP, which is already fabricated

e To assess the merit of the new techniques using experimental sili-
con through comparisons of the projected power reduction (in
simulation) and actually measured reduction of new DSP; assess-
ment of the commercial impact

LOVO Low Output VOltage DC/DC converters for low power
applications
¢ Development of technical solutions for the power supplies of ad-
vanced low power systems, comprising the following topics
e New methods for synchronous rectification for very low output
voltage power converters

PCBIT Low Power ISDN Interface for Portable PC's
¢ Design of a PC-Card board that implements the PCBIT interface
» Integrate levels 1 and 2 of the communication protocol in a single
ASIC
¢ Incorporate power management techniques in the ASIC design:
— system level: shutdown of idle modules in the circuit
— gate level: precomputation, gated-clock FSMs

COLOPODS  Design of a Cochlear Hearing Aid Low-Power DSP System
¢ Selection of a future oriented low-power technology enabling fu-
ture power reduction through integration of analog modules
¢ Design of a speech processor IC yielding a power reduction of
90% compared to the 3.3 Volt implementation

The low power design projects have achieved the following results:

e Projects, who have designed a prototype chip, can demonstrate a
power reduction of 10 to 30 percent.

e New low power design libraries have been developed.

¢ New proven low power RF architectures are now available.

¢ New smaller and lighter mobile equipment is developed.

Instead of running a number of Esprit projects at the same time inde-
pendently of each other, during this pilot action the projects have collabo-
rated strongly. This is achieved mostly by the novelty of this action, which is
the presence and role of the coordinator: DIMES - the Delft Institute of Mi-
croelectronics and Submicron-technology, located in Delft, the Netherlands
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(http://www.dimes.tudelft.nl). The task of the coordinator is to co-ordinate,
facilitate, and organize:

o The information exchange between projects.
o The systematic documentation of methods and experiences.
e The publication and the wider dissemination to the public.

The most important achievements, credited to the presence of the coordi-
nator are:

e New personnel contacts have been made, and as a consequence
the resulting synergy between partners resulted in better and
faster developments.

e The organization of low power design workshops, special sessions
at conferences, and a low power design web site,
http://www.esdlpd.dimes.tudelft.nl. At this site all public reports
of the projects can be found and all kind of information about the
initiative itself.

e The used design methodology, design methods and/or design ex-
perience are disclosed, are well documented and available.

Based on the work of the projects, in cooperation with the projects,
the publication of a low power design book series is planned. Writ-
ten by members of the projects this series of books on low power
design will disseminate novel design methodologies and design
experiences, which were obtained during the runtime of the Euro-
pean Low Power Initiative for Electronic System Design, to the
general public.

In conclusion, the major contribution of this project cluster is that, except
the already mentioned technical achievements, the introduction of novel
knowledge on low power design methods into the mainstream development
processes is accelerated.

We would like to thank all project partners from all the different compa-
nies and organizations who make the Low Power Initiative a success.

Rene van Leuken, Reinder Nouta, Alexander de Graaf
Delft, July 2002
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The microelectronics has been one of the most quickly developing fields in
the past few decades. In the legendary publication of Dr. Gordon E. Moore
[1], he predicted that the number of the transistors per integrated circuits
would double every 18 months. Fig. 1.1 demonstrates that the Moore's law is
still valid even after 35 years. With the increasing integration density, the
functional density also increases. Consequently, the demand to build single-
chip systems, which previously consisted of several separated chips, is
growing. This is so called "system-on-a-chip” or "system-on-silicon”, abbre-
viated as SoC and SoS, respectively. The system-on-a-chip has not only ad-
vantage of reduction of the system volume. Its power dissipation per area
unit also decreases. Besides, the number of the corresponding parasitic com-
ponents is also reduced. This leads to possibilities to operate systems at
higher speed [2] and improves reliability.

Physical quantities occurring in nature are intrinsically analog signals.
However, digital signals can be stored, transmitted, and used in computa-
tions easier than analog signals. Hence, mixing of the analog and the digital
signals cannot be avoided. Among all devices, the analog-to-digital converter
(A/D converter or ADC) and the digital-to-analog converter (D/A converter or
DAC) are the two bridges between the analog and the digital worlds. The
classical analog integrated circuits employed bipolar transistors, which
yielded lower equivalent noise voltage than their CMOS counterpart [3]. But,
since the CMOS digital circuits are smaller and dissipate less power dissipa-
tion than the bipolar circuits, the CMOS analog circuits have become main-
stream of the analog circuit technology in the past decade.

Nevertheless, the system-on-a-chip also increases the complexity of the
chip and, as a consequence, the design effort. Design methodologies to im-
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prove the reusability of the single functional blocks are essential to trim
down the design costs. As a result, modularization of the analog functional
blocks and methods to predict chip parameters, especially the power dissi-
pation and the die area, are needed. A fully described analog functional
block is not only reducing the design effort, but it is also part of the "silicon
intellectual property” (SIP) of the whole integrated system.

This book is devoted to the design and optimization of high-speed A/D
converters. Traditional applications of high-speed A/D converters include
the instrumentation and signal processing, e.g. for professional and con-
sumer video, radar warning and guidance systems, spectrum analyzers,
medical imaging, and sonar. More advanced application include, for exam-
ple, digital communications, digital measurement techniques, high defini-
tion TV (HDTV), and set-top boxes for direct broadcast satellites (DBS),
which need dual 6~8-bit high-speed A/D converters to perform quadrature
demodulation [4]. For the last application, good matching between these two
A/D converters is necessary, apart from their high-speed performance.

Aim of this book is to develop a family of CMOS A/D converters, which
can yield high performance under low-power and high-speed conditions
and be integrated into embedded systems. The resolution covers between
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8~10 bit at first and extends to 12 bit later on. To reduce the effort of integrat-
ing these A/D converters to various applications, components of this A/D
converter have to be built like the well-known "LEGO brick”, i.e. modular
design of the components plays an important role.

1.2 Organization of the Book

In Chapter 2, the principles of the analog-to-digital conversion will be dis-
cussed. Main criteria of the A/D converter are given and several important
high-speed architectures will be introduced. The components of the CMOS
folding and interpolating A/D converter will be treated in detail in Chapter 3.
Chapter 4 is devoted to the implementation of the prototype and its corre-
sponding modeling and Chapter 5 to the physical design of low-power,
high-speed embedded CMOS A/D converter. Chapter 6 contains a discus-
sion of the evaluation and measurement of the implemented folding and
interpolating A/D converter. Chapter 7 gives general conclusion and out-
looks of this book.
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ANALOG-TO-DIGITAL CONVERSION
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2.1 Concepts of A/D Conversion and D/A Conversion

2.1.1 Classification and Transformations of Signals

Physical quantities that can be converted into electrical signals, for example
sound, light, temperature, and magnetic field, yield intrinsically analog sig-
nals. Due to the convenience of processing and storage of the digital signals,
conversion of such analog signals into digital signals becomes an important
challenge of today’s microelectronics, especially conversion of high-speed
signals, such as light, radar, and ultrasound signals, into digitized signals for
the subsequent signal processing.

Generally speaking, the signal types can be classified into four categories,
as illustrated in Fig. 2.1 [5]. The x-axis corresponds to the time ¢ and can ex-
hibit either continuous or discrete values, i.e., it is either nonquantized or
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quantized in time, respectively. The y-axis carries the signal magnitude f(¢)

and can also exhibit continuous or discrete values. The category (1) contains
signals of continuous values with respect to time and magnitude. Using the
analog time-sampling operation, signals of the category (1) are transformed into
the category (2), which now contains only discrete-time values.

Furthermore, quantizing the signal magnitude of the signals in the cate-
gory (2) leads to the signal category (4), which contains signals quantized in
magnitude and time. The signals in the category (4) are already digitized
signals, since both the x-axis and the y-axis exhibit discrete values. The con-
verting process from the category (1) via the category (2) to the signal cate-
gory (4) is one type of analog-to-digital conversion (A/D conversion).

The typical feature of this kind of A/D conversion is that the sampling
processing is carried out using analog circuits. Typical architectures of such
high-speed A/D conversion include the two-step flash ADC, the subranging
ADC, the pipeline ADC, the time interleaved ADC, and the successive approxima-
tion register ADC (SAR ADC). The flash ADC and the folding and interpolating
ADC can also use an analog time-sampling device as their analog front-end
(AFE). But these two converters do not require necessarily such a device for
their operation and are of more importance for the A/D conversion with
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simple digital sampling discussed below. Therefore, these two converter types
are marked by an "*" in Fig. 2.2.

Another way of the A/D conversion is to quantize the analog signals of
the category (1) with respect to their magnitude, i.e. before the time-sampling
process is executed. The analog signals are then transformed into signals of
discrete values with respect to their magnitude, but remain of continuous-
time type as shown in the category (3) in Fig. 2.1. Simply adding a clock
signal to the output control unit of the signal category (3) can digitize the
variable ¢ of the magnitude-quantized signal of the category (3). The feature
of this kind of A/D conversion is that the time-sampling is carried out after
the magnitude quantization process. This kind of sampling processing is easier
to be implemented and realized using low-power circuits than the analog
sampling processing discussed above. Typical architectures of this A/D con-
version are represented by the flash A/D converter and the folding and in-
terpolating A/D converter.

The both in time and magnitude quantized signals can be coded into suit-
able binary signals for the further digital signal processing as illustrated in
Fig.2.3.
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2.1.2 Principle of A/D Conversion

Summarizing the discussion above it can be stated that there are two differ-
ent approaches to the analog-to-digital conversion from the viewpoint of
signal classification. Fig. 2.2 shows that the main difference of these two
conversion approaches is the application of the time-sampling. This is car-
ried out either before or after magnitude quantization, thus yielding the
signals fs(#) and f,(¢), respectively. In the following, we shall call these

two approaches analog sampling and digital sampling, respectively. Due to the
different sampling methods, the conversion errors caused by the two con-
version methods are dissimilar.

The transform function of the analog sampling S,(¢) can be written as [5]:

S,(1) = i rect[’ ‘T”TJ , 1)

n=-—w 0

where the variable T is the sampling period of the clock signal and the vari-
able Ty is the duration of the actual signal acquisition time.

The transform function of the digital sampling S,(¢) is a special case of
the analog sampling S,(¢) as the duration of the acquisition time is 7, - 0:
this can be denoted by Dirac impulse as

oD

S, () = Z §(t-nT). (2.2)

n=-0

Furthermore, providing that the transform functions Q(f) of the magni-
tude quantization of the two kinds of conversion are the same, the digital
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signal fj,(#) converted by using the analog sampling method can be de-

scribed as:
for(=0{fs O} =0{s.{r ()}

=Q{f(t)*n§rect[t_T:T j} 23)
=Q{ f(t)*{rect[%oj*nia(t-n:r)” .

There are two kinds of possible errors involved in quantization process.
Time-sampling introduces signal aliasing in case of undersampled signals,
ie. where the sampling theorem violated, while magnitude quantization
causes a quantization error that cannot be recovered in the ADC output sig-
nal. Definition and discussion of the quantization error due to the magnitude
quantization will be given in Chapter 2.3.1.

The output signal f;,,(#) of the A/D conversion based on the digital sam-

pling method can be described as:

IO =Sp {10} =Sp {Q{f O} =0{rO}+ D s¢-nT). @24

P00

From Egs. (2.3) and (2.4) it can be found that the transfer function with
the digital sampling function is easier to implement than the analog time-
sampling function. The implementation of the analog sample-and-hold ampli-
fier (SHA) represents one of the most difficult design tasks in the area of
high-speed analog circuits. The high-speed SHA usually contains an opera-
tional transconductance amplifier (OTA), which consumes much more power
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than other devices due to its output stage. This kind of architecture is not
suitable for the embedded systems that have severe restrictions on the
power dissipation and the die area of the A/D converter.

On the other side, the classical flash A/D converter has limitations due to
its architecture since for an n-bit converter itrequires 2" comparators for the
magnitude quantization: this imposes a severe limit on resolution for a given
power dissipation. As a result, the folding and interpolating A/D converter
is a good candidate both for high-speed and low-power applications of ana-
log-to-digital conversion. Detailed discussion concerning investigation of
different A/D conversion architectures is presented in the later sections of
this chapter.

2.1.3 Principle of D/A Conversion

Since many of the A/D conversion architectures involve internal D/A con-
version, for example the pipeline ADC and the SAR ADC, the transfer errors
caused by the D/A conversion influence also the performance of the A/D
conversion. Unfortunately, the transfer function of D/A conversion is not
simply the inverse transfer function SD_l(t) of the digital sampling process-
ing, despite the signal f,(#) in Fig. 2.1 and Fig. 2.2 exhibiting discrete mag-
nitude values in the continuous-time domain and thus appearing similar to
the output signal of the D/A converter f;(¢) illustrated in Fig. 2.4.

The relationship between the input signal and the output signal of a D/A
converter must be derived from the signal f;(f) and is thus described as

follows:
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. t-nT

Toa)= 1 (0> Y rect(Z2L). @3
n=0

Even if the D/A converter were ideal and introduced no conversion errors,

the output signal of the D/A converter f),,(¢) would be related to the origi-

nal analog signal f,(s) or the signal f,(#) from Fig. 2.1 and Fig. 2.2, but it
would be still dissimilar. Improving the clock frequency f;-; and the resolu-

tion of the D/A converter can improve the similarity between the signal
fp4(t) and the signal f,(+) and/or the signal f,(s) although magnitude

quantization errors remain. The quantization errors can be only reduced by
employing a higher resolution.

Fig. 2.5 shows the improvement of the similarity between the analog sig-
nal f,(+) and the output signal of the D/A converter f,,(¢) by doubling the

clock frequency fcx and the resolution of the D/A converter. Due to the

increased clock frequency and resolution, the additional digital data can be
obtained using digital interpolation to reduce the conversion errors.

2.2 Sampling Theorem of the A/D Conversion

2.2.1 Nyquist Frequency

Beside the magnitude quantization process, the time-sampling process
represents the most important procedure of the analog-to-digital conversion
for both the analog sampling and digital sampling. The sampling process
can be observed in the time domain as well as in the frequency domain. For
A/D conversion used in traditional instrumentation and signal processing
applications, the time-domain performance is more significant than the fre-
quency-domain performance [4]. Since applications of A/D conversion in
communications have been growing very fast in the past decade, compre-
hensive investigations emphasizing the frequency-domain analysis have
been gaining recently more importance.

One of the most important theorems concerning the sampling process is
called the Nyquist criterion. It relies on the definition of so called Nyquist
frequency. For its definition the frequency range between zero and half of the
clock frequency f, used for time-sampling is defined as the 1%t Nyquist zone

(NZ) and the frequency range between half of the clock frequency and the
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clockfrequency fr is defined as the 2 Nyquist zone as shown in Fig. 2.6.

A general form of the i Nyquist zone can be written as:

(i-1)- —%ﬂ <i"™ Nyquist Zone < - J C”‘ . (2.6)

To categorize the time-sampling processes in terms of Nyquist zones, the
definition concerning the oversampling, the undersampling, and the Nyquist
sampling can be summarized as followed:

If and only if the frequency of the input signal falls in-
side the 1t Nyquist zone, the sampling process can be
designated as oversampling. Otherwise, if the input sig-
nal is outside of the 1* Nyquist zone, the corresponding
sampling process corresponds to undersampling. Sam-
pling process, where the input signal is just half of the
clock frequency, is categorized as Nyquist sampling.

Fig. 2.7 shows a sine function f},(#) in the time domain which is sampled
at three different sampling periods, Tpq, Teg2 » and Tz . The sampling
period T, is exactly half of the period of the sinefunction f;,(¢). That is to
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say, every sine wave is sampled in this case at two time instants within its
period. For the convenience of discussion, the sampling instants Ty, indi-

cated by the dots in Fig. 2.7 have been chosen at the peaks of the sine wave.
Tepy and Toys have been chosen slightly shorter and longer than 7y, , re-

spectively. The relationship of their frequencies can be written as follows:

fona =2 or fiy =22, @7)

Jewr < fow  or fIn<% ) (2.8)
and

Jewr > fows or f1n>%lks“ . (2.9)

In the first case, i.e. given by Eq. (2.7), the clock frequency fcy- is just
twice the input frequency f;, . This clock frequency fqu, is defined as the

threshold frequency of the Nyquist sampling. This threshold frequency of the
Nyquist sampling defines the Nyquist frequency fy, which can be written as:

fy=id2_g,. .10

For all signals with frequencies below or at fy the entire information con-
tained in the original signal f;,(¢) is uniquely defined in the 1%t Nyquist

zone, since all signal replicas generated by the time sampling fall into fre-
quency bands above fy (see Fig. 2.6). Hence the information of the input
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signal can be fully recovered by lowpass filtering up to fy . Note that input

signals occurring in higher Nyquist zones also generate replicas, when sam-
pled at fcus - Among others, one of the replicas, however, lies in the 1t Ny-

quist zone: now a lowpass filtering cannot recover the original input signal.

Given that the input signal f7,(¢) is not composed of singlefrequency f,, ,
the Nyquistfrequency f,, can then be defined as:

=t (2.11)

where the frequency f. is the maximum frequency of the input signal

S0

For the second situation, thefrequency f;, of the sine wave at the input is
still lower than half of the clockfrequency f, . The coarse waveform of the

input sine function can also be preserved in the sampled data. This kind of
sampling process is called oversampling because the sampling frequency is
greater than twice the input frequency. Since the frequency of the input sig-
nal is lower than half of the sampling frequency, it is also called baseband
sampling.

But, if the input frequency f;, is higher than half of the clock frequency

Jews as described in Eq. (2.9), information in the input cannot be uniquely

represented. In this case, it is an undersampling situation. Contrary to the
baseband sampling discussed above, this kind of sampling process is also
known as harmonic sampling, bandpass sampling, IF sampling, and direct IF to
digital conversion in the literature [4, 6].

2.2.2 Aliased Signals

Fig. 2.6 shows also the latent ambiguity of the sampled signal in the
frequency domain, namely the aliases (also replicas or images) of the original
signal f1, - The aliased signals occur around every multiple of the sampling

frequency f; . Exact description of the positioning of signal components
can be written as follows [4]:

i fop £ fp| » Wherei=1,2,3.... (2.12)

These aliased signals make it impossible, for example, to distinguish be-
tween input signals inside the 1st Nyquist zone and signals outside the 1st
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Nyquist zone as illustrated in Fig. 2.6(a). In certain circumstances, the over-
sampling process can have the same behavior as the undersampling process.

In addition, the performance of the sampling process is degraded not only
by unexpected signals near the input signal f;, inside the same Nyquist

zone, but also by the signals which have image components falling near to
the input signal f;,. These aliased signals produce spurious frequency compo-

nents, which decrease the signal-to-distortion ratio of the sampled signal in
the same Nyquist zone of the input signal f;, .

An anti-aliasing filter can reduce this kind of disturbance. For the baseband
sampling, the performance of the anti-aliasing filter depends on the distance
between the Nyquist frequency fy, the corner frequency, and the stopband

frequency of the filter and the amount of the required signal attenuation.

For the harmonic sampling, to ensure the carrier frequency f of the in-

put signal is positioned in the center of a Nyquist zone, there are two condi-
tions to be taken into consideration [4]:

fCIk >2'Af1n » (2-13)
and
4'fc
=——t— NZ=1 2,3, .., 2.14
fon =5 (214)

where Af,, represents the bandwidth of the input signal f;, and NZ indi-
cates the number of the Nyquist zone in which the carrierfrequency f is to
be found.

2.3 Quantization Process of the A/D conversion

23.1 Quantization Error

The quantization error is the nature of the conversion process itself. This kind
of error is irreversible and cannot be corrected [7]. Fig. 2.8 shows the transfer
functions of an A/D converter.

The diagonal line T' describes the ideal analog-to-digital transfer function
of an ideal A/D converter exhibiting an infinite resolution and the least sig-
nificant bit (LSB) of this transfer function is infinitesimal. The stair-like char-
acteristic curve D describes the theoretical transfer function of a 3-bit A/D
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Fig. 2.8:  Quantization error of a 3-bit A/D conversion

conversion. The difference between the ideal transfer function of an A/D
converter with infinite resolution and the theoretical transfer function of
A/D converter with finite resolution is designated as D-T", as illustrated in
Fig. 2.8, and is defined as the quantization error & of A/D conversion. Since
the quantization error & can be understood as random signal when per-
forming the discrete Fourier transform (DFT) analysis of the output signal, the
quantization error ¢ is also called quantization noise in the literature. Accord-
ing the arrangement in Fig. 2.8, the quantization error & can be described as
follows:

-3 LSB<e<Y, LSB. (2.15)

The definition of the transfer function D as shown above leads to an un-
symmetrical quantization error ¢ in Eq. (2.15). As a consequence, the inte-
gration of the quantization error & over the analog input signal range equals
to -%LSBZ, which is not equal to zero. This makes the noise characterization
of the quantization error & more difficult due to nonzero mean value.

An alternative definition is to shift both the ideal transfer function I" and
the theoretical transfer function D of the A/D converter by a % LSB to the
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right, as depicted in Fig. 2.9. This leads to a symmetrical distribution of
quantization error €, which can be described as:

-Y, LSB<&<); LSB . (2.16)

As a consequence of the definition above and Fig. 2.9, the integration of
the quantization error ¢ over the input signal range equals to zero.

23.2  Estimate of Theoretical Quantization Error

To estimate the value of the quantization error & methods like the mean
square error and the root-mean-square error (RMS error) are usually employed
in the open literature. This allows the computation of the absolute value of
the error without canceling its positive values by negative ones. The defini-
tion of the mean square error can be described as follows [8, 9]:
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1
b-a

Mean Square Error =

b
flew-rof ar, (2.17)

where the function g(x) is the approximation function of the function f(x)
and the interval [a, b] indicates where the approximation has been applied.

Applying Eq. (2.17) to the A/D conversion shown in Fig. 2.9 leads to the
following relationship:

— WKLSB i
Mean Square Error g* = — I &’de =—-LSB* (2.18)
LSB JisB 12
72

The corresponding root-mean-square value of the quantization error g,

can be written as:

= 1
& =N 88 =—=-LSB. 2.19
RS NE] (2.19)

2.4 Performance of A/D Converters

24.1 Differential Nonlinearity and Integral Nonlinearity

The nonlinearity describes basically a static performance of an A/D con-
verter. There are two different types of nonlinearity: differential and integral.
The differential nonlinearity (DNL) describes the maximum difference be-
tween the theoretical and real transfer functions of an A/D converter meas-
ured between adjacent LSB values over the full conversion range. Theoreti-
cally each transition is equal to 1LSB, which corresponds to a zero differen-
tial nonlinearity.

The DNL value of a particular digital output signal j of the A/D converter
can be written as:

DNL, =Width,g, - Width, (2.20)

Output,j

Assuming that the width of the digital output signal j is equal to a single
LSB, the DNL value is zero. In contrast, if there is any missing code in the
conversion process, then the width of this missing code is zero and the DNL
value for this missing code will be 1 LSB.
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The integral nonlinearity (INL) indicates the maximum deviation of the real
transfer function (i.e. of the realized A/D converter) from its ideal transfer
function with gain and offset errors nulled to zero.

The relationship between the differential nonlinearity and the integral
nonlinearity can be described by the following equations:

k=)
INL, = DNL,, (2.21)
k=0
and
DNL, = INL,,, - INL, . (2.22)

242  Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) is one of the most important parameters to
evaluate the dynamic performance of the A/D converter. It describes the
resolution of the A/D converter in dynamic range.

Because the quantization error ¢ represents an innate feature of the A/D
conversion and cannot be eliminated, the theoretical value of the SNR is
given by the quantization error £, providing that there is no external noise,
which can also affect the conversion process. For a converter exhibiting n-bit
resolution, the peak-to-peak value of the full-scale input signal 4,, can be

written as [7, 10]:
APP = 2” 'LSB . (2.23)

Hence, if the input signal is a sine wave, the RMS value of the input signal
can be expressed as:

App 1 2"'.LSB
Apygs ==L = T (2.24)

2 2 2

As stated above, for the theoretical computation of the SNR value, no
other noise source is to be considered, except the quantization error &. The
theoretical SNR can be thus described as:

2
A 2" X LSB 243 —\2
SNRTheonetical =[S =[ s =(2" X 15) . (225)

€ 122MS V2 LSB
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In this way, the theoretical value of SNR in decibel expression can be writ-
ten as:

SN. RTheoretical =20- log (2n i \/ﬁ )

(2.26)
=6.02n+1.76 [dB],

where n denotes the resolution of the converter. The 1st term is related to the

resolution of the converter directly. In contrast, the 2nd term 1.76 dB is con-

tribution of the signal waveform: in this case the input signal waveform is a

sine wave and the quantization error is a kind of saw tooth function.

Providing that the SNR value is measured by the spectrum analyzer, the
effective number of bits (ENOB) can be deduced by solving the variable n of Eq.
(2.26):

SNRg,y —1.76
6.02

ENOB = [dB] . (2.27)

This equation is only valid if the noise is measured over the entire Nyquist
bandwidth from DC to foy /2. Providing that the considered signal band-

width fpy is lower than f; /2, the corresponding noise in the SNR calcu-

lation is lower due to lower bandwidth. The measured value of the SNR
then improves by a factor of f, /(2 faw) - The relationship between the

SNRg,; and the ENOB can be supplemented as:

SNRp,q = 6.02- ENOB +1.76 +10-log (z—fc—’kﬁj [aB] . (2.28)
“JSBW

The last term is also named as processing gain or FFT processing gain in the
literature.

The parameter ENOB represents a comprehensive description of the A/D
converter. When measured at real converters, it covers all possible errors of
the A/D conversion, including the dynamic DNL and INL errors, missing
codes, clock jitter, and other noises. The theoretical value of the parameter
ENOB represents the maximum possible resolution, but it is impossible to
reach in practice.
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243 Dynamic Range

The dynamic range (DR) is defined as the ratio between the largest input sig-
nal and the smallest representable signals, namely the LSB. This ratio ex-
presses the number of the representable states of the A/D converter. An ana-
log-to-digital converter with n-bit resolution has dynamic range of 2". In
case that the dynamic range is written in decibel form, the description of the
dynamic range is as follows:

_ VI _m _Vln_min _An _
DR = —28 S = 3" =20, log(2") [dB]=6.027 [dB] ,  (2.29)

which is equal to the 1+ term of Eq. (2.26). As a consequence, Eq. (2.26) can
be written for sine wave signals as:

SNRj4 = DR+1.76 [dB] . (2.30)

2.4.4 Signal-to-Noise and Distortion Ratio

Signal-to-noise and distortion ratio (SINAD, SNDR, or S/N+D) is defined as
ratio of the root-mean-square (RMS) value of the input signal f, to the
mean value of the root-sum-squares (RSS) of all other spectral components,
including all harmonics, but excluding the DC component [4].

The difference between SINAD and SNR is that SINAD includes spectral
components of all harmonics, while the first 5 harmonics, which are gener-
ally the dominant harmonics, are not considered in SNR. Hence, measured
values of SNR are higher than measured values of SINAD. In the literature,
the common definition of the performance ENOB is not based on SNR, as
shown in Eq. (2.27), but it is based on SINAD. In this case Eq. (2.27) can be
rewritten as:

SINAD ., —1.76
6.02

ENOB = [dB] . (2.31)

SINAD is normally plotted as a function of the input frequency f,, be-
cause it includes all spectral components, which make up noise (including
thermal noise) and distortion. Often, it is also plotted for various input am-
plitudes [4].
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Table 2.1: Critical parameters of A/D converters

Ww "
fouamban Jugdusg aou .,=B=w_w=o:«u.=:&ﬁzu
X MUAUUOTIATD 30UI3]12010T 28 .n@:-— Qﬂﬂggﬂm
= S & ui 107 2Fues swrendp eau soualiaru; eudi
UONS € U S[EUSIS [2A3]-MO] JO BONINIP 10§ 1 P 3Eaur] D
1. . -asuodsar fousnbaig oot
XX X|X X ssoma aseqd pue wed oLty PN
uondwnsuod 2o
= - uoissasdwor) SUOUENUNIMIOD U081 ]
X[x XX XX HEISS0ID [PUUEINU] TOUENUNUIWOA ]
ueq puuey> pprpueg Indut apyyy
H[EISSOLD [UTEYDINT 10 YN
slxlxl Ixlxlx Fursy eoeds 10y Yes | vonenummmos wnasads peards
USINONAND 30U Fuons € w spuls [Ews jo noueznuenb 105 (]
xIxlx sjuswamseaw aFues stuendp xeawm) yFug 107 YIS PUE OV NIS stsdfene wudadg
X x| [xlxlx ‘Hurssanoad sapddogy pue uoneRowEd 1NN 103 CONT PUE (TVNIS JRUOS PUk IEPEY
‘Funwoo|q 10y L33y
XIx xXlx|x|x s By 38 nounosa-yiiH Fussanoad afew|
wonamap 38pa-dieys 10§ TN
X x| |x asuodsar Ly reasigdoasy
N . -inpaeaeadal 10 510U EUEA M0 IIPIOIIT ULIOFIAE A,
XX X XX X ‘wonnjosas apraydure pLapueq apa 103 (TVNIS adossopaso i
“pqes asmezadway
b ¥|x ‘Funyoyew wred pue yEssor) ORI RGN
UONIUNG IJSULI]
: ‘Funpyew wred pue yeIssor)
XX ‘uondunsuod B0 oy
B Rk
mmme HEE
EEEEEELEE s
.lhamw\_rRmr«h =lalal |4]1F
HE MHEEEEEEE S SR EEAE
g m : m g nw Al= g M z|=|E1%|&|14)1=)a & SINSS| POULULION J suonvonddy [eord4y,
= S B E
212131517 |41E|8
a|a £[°)z

s1ajawered J(IV [E2DL)

Total Harmonic Distortion

2.4.5

Total harmonic distortion (THD) is defined as the ratio of the root-mean-

square (RMS) value of the input signal f,,, i.e. the fundamental signal, to
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the mean value of the root-sum-square (RSS) of its harmonics. Generally,
only the first 5 harmonics are significant and dominate the result.

Moreover, fotal harmonic distortion plus noise (THD+N) considers not only
the spectral components of the harmonics, but also all noise components
(excluding the DC component) inside the specific bandwidth. Given that the
specific bandwidth is the complete 1 Nyquist zone, i.e. from DC to £, /2,

values of the THD+N are equal to values of SINAD.

2.4.6  Spurious Free Dynamic Range

The performance of spurious free dynamic range (SFDR) of an A/D converter is
defined as the ratio of the root-mean-square (RMS) value of the input signal
J» to the RMS value of the peak spurious spectral content, which is meas-
ured over the entire first Nyquist zone, i.e. from DC to f, /2. The SFDR is
generally plotted as a function of the input signal amplitude and expressed

relatively to the signal amplitude (decibels below carrier, dBc) or to the full
scale of the A/D converter (decibels below full scale, dBFS) [4].

If the amplitude of the input signal f, is near the full scale of the A/D

converter, the peak spectral spur is generally dominated by one of the first
few harmonics of the fundamental frequency. But, if the signal falls several
dB below the full scale of the A/D converter, other spurs, which are not di-
rect harmonics of the input signal f,,, generally occur. This is because of the

differential nonlinearity of the transfer function of the A/D converter itself.
Hence, the SFDR considers all sources of distortion disregarding their origin
[4]. The SFDR is one of the most significant specifications for an ADC used
in a communication applications.

Due to the variety of applications of A/D converters, it is impossible to
make a comprehensive listing comparing all parameters of A/D converters
and their corresponding applications. Table 2.1, published by IEEE Stan-
dards Department [11], shows some critical parameters of A/D converters in
respect to many of the most common applications of A/D converters.

2.5 Topologies and Architectures of High-Speed A/D
Converters

Generally speaking, high-speed A/D converters are A/D converters with
sampling frequencies f,; exceeding 1 MHz. The high-speed A/D converter
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Table 2.2: Classification of high-speed A/D converters

Direct A/D converters
Without feedback With feedback
Flash ADC
Two-step flash ADC
Subranging ADC
Multi-step flash ADC
Pipeline ADC
Time-interleaved ADC

Successive approximation register ADC

Folding and interpolating ADC

is categorized as "direct A/D converter" in the literature [12]. Apart from the
sampling frequency fi;, the input frequency f, of the intended applica-

tion and the required resolution are also of main concern and have great
influence on the A/D converter architecture to be chosen. In this section,
topologies and architectures of high-speed A/D converters will be intro-
duced and compared.

Before we begin this investigation, we have to clarify the definitions of

ron

"resolution”, "accuracy", and "precision” at first.

Resolution specifies the theoretical number of presentable states, which
the analog input signal f,, can be resolved into. The concepts of "accuracy”

and "precision” are easily confused. Accuracy designates how close the real
A/D converter comes to the theoretical value. The accuracy can be explored
in the time domain, where specifications are static, such as DNL, INL, offset
error, and gain error [13]. On the other side, precision means the repeatability
of the A/D converter. A precise system is not necessarily an accurate system.

Survey of the state-of-the-art A/D converters shows that the high-speed
A/D converters can be classified into two groups, i.e. with feedback or with-
out feedback (see Table 2.2). The architectures without feedback have more
advantages concerning to the high-speed conversion. Details of each archi-
tecture will be shown in the following.

2.5.1 Flash A/D Converter
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Fig.2.10: Block diagram of a 3-bit flash A/D converter

The well-known flash A/D converter represents the classical high-speed A/D
converter architecture [4, 10, 14-17]. Recent research results show that the
flash A/D converters featuring 6-bit resolution and fabricated in
0.35 ym ~ CMOS technology, achieve 1.3 GSPS with 500 mW power dissi-
pation at 3.3 V power supply voltage [18] or 1.1 GSPS with 300 mW also at
3.3 V [19]. An embedded implementation [20] for a mixed-signal single chip
fabricated in 0.18 um — CMOS technology for DVD systems contains a 7-bit

flash ADC, a 32-bit RISC CPU, servo DSP and 16 Mb DRAM.

A block diagram of a 3-bit flash A/D converter is illustrated in Fig. 2.10.
The main components of a flash A/D converter are comparators and related
reference voltages, which can be obtained using a combination of reference
voltage sources and a resistor string. The digital output of the comparator is
encoded using digital logic. The input signal range of the converter, ¥, i

and ¥}, - is defined by the reference voltage sources, ¥, and Vi o

ef _min

The flash A/D converter is also called parallel A/D converter because all com-
parators are connected in parallel [4].

In case that the input signal is positioned between the k" and (& +1)”

reference voltages, the comparators with reference voltage below the input
signal level yield a logical "1" at their outputs. On the other hand, the com-
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gate current
due to coupling
from the input signal

Fig.2.11: Current disturbance of the resistor ladder

parators with reference voltage above the input signal level yield a logical
"0" at their outputs. The behavior of the output signals of the comparators is
similar to a mercury thermometer, thus these kinds of output signals are
named as thermometer codes in the literature [4].

Supposing that the flash A/D converter has function of out-of-range indica-
tion, thus an n-bit flash A/D converter needs 2" +1 comparators and 2" re-
sistors, otherwise the flash A/D converter needs only 2" —1 comparators, but
it still requires 2" resistors, as can be seen in Fig. 2.10. This is a very heavy
limitation on the flash A/D converter because the total number of the com-
parators increases exponentially with respect to the resolution; thus the
power dissipation and the die area also increase with the same rate.

Since the flash A/D converters are usually employed in high-speed appli-
cations, all comparators must be operated at high speed, which is implying
high power dissipation. If the resolution is to be increased, the complexity of
a single comparator will also increase due to higher performance required.
Design techniques, such as auto-zeroing, have to be applied to reduce the
low-frequency noise and offset problem of the comparators. This is due to
the fact that for an n-bit flash A/D converter, all comparators have to reach
the n-bit accuracy. This aspect also leads to higher power dissipation and
larger die area. Practically, the flash architecture can reach resolutions up to
10-bit, but most of commercially available flash A/D converters exhibit 8-bit.

The next concern is the input impedance of the converter. Since all com-
parators are connected in parallel, the capacitive input impedance increases
proportionally with the total number of the comparators. Furthermore, the
input impedance of a single comparator can be modeled as combination of a
constant capacitance and a variable capacitance, which is function of input
signal [3, 4]. As a result, the input impedance varies while the input signal



Analog-to-Digital Conversion 27

Vi,
] : Input Ramp
B W heeedesathdeiiat K.....

Digtal R
Output ’

—_—

_/
]
<
s+
L=
W\
Binary Encoder & Latch

Fig.2.12: Interpolation design technique for the flash A/D converter

to V,

changes from V, m max - LhiS causes problems if the input signal is

supplied by a nonideal voltage source, because the converter input repre-
sents a nonlinear capacitive load for the source. This can cause higher har-
monic distortion.

While one input of each comparator is connected to the input terminal of
the A/D converter, the other input of the comparator is connected to a resis-
tor string, which generates reference voltages of the converter as shown in
Fig. 2.11. We have to consider that there are limits on the resistor size in the
resistor string: low resistor value causes high power dissipation and heavy
loading of the reference voltage source but it enables fast settling in cases of
disturbance; high resistor value requires large die area for the string. Also,
high value resistor in the string increases the sensitivity to coupling from the
input transients in the comparators: this may cause disturbances at the resis-
tor string.

In addition, the power supply and reference voltages also affect the reso-
lution of the flash A/D converter. With the development of integrated cir-
cuits towards lower power supply voltages, the input voltage range

Vir wax =V min| @ls0 shrinks rapidly. For example, a 10-bit flash A/D con-

verter needs 2" resistors. In case that the power supply voltage is 3.3 V, the
value of the least significant bit (LSB) can be calculated as follows:

In_max Vln _min

< 33V
210 1

LSB = ~=32mV. (2.32)
2
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Comparing the value of the LSB in Eq. (2.32) to the standard offset voltage
of CMOS operational amplifiers, which is in the range of 5~ 15 mV [3], it
can be seen that the design of a 10-bit A/D converter in flash architecture is
still a challenge. One way to reduce the offset is to employ offset-reduction
techniques, such as comparator auto-zeroing. Another way is to employ a
flash A/D converter with lower string resolution and interpolate the remain-
ing values. The interpolation design technique employed between the analog
input signal and the comparator array, as illustrated in Fig. 2.12, can thus
improve the situation [4]. It also reduces the input capacitance of the flash
A/D converter since the input capacitance of the preamplifiers required in
the interpolation stage is lower than that of comparator array and the total
number of the preamplifiers is reduced by a factor 2. But the total number of
comparators remains the same.

A sample-and-hold amplifier for sampling of the input signal is not a nec-
essary component for the flash A/D conversion. But, since the CMOS high-
speed comparator usually contains a differential amplifier at its input, the
insertion of a sample-and-hold amplifier in front of the comparator array can
help avoiding improper signal racing among the differential amplifiers of
the parallel connected high-speed comparators, reduce the input impedance,
and increase the analog bandwidth of the whole conversion system.

2.5.2 Two-Step Flash A/D Converter and Subranging
A/D Converter

Although the flash A/D converter represents the fastest analog-to-digital
converter, its die area and power dissipation increase exponentially with the
resolution. This limits the use of this type converter for resolution exceeding
8~10-bit. Hence, architectures that exploit the advantages of the flash A/D
converter and at the same time improve the resolution of the conversion
system without expanding the die area and the power dissipation exponen-
tially have been developed.

A straightforward way to achieve this is to separate the total resolution
into a coarse part and a fine part. Each part employs its own flash A/D con-
verter: both parts are resolved in sequence, and the resulting digital outputs
are then combined to form a final output signal. Therefore, such kind of A/D
converter is named two-step flash A/D converter or half-flash AID converter. The
recent research performed by Mr. van der Ploeg et al. [21] yielded a 12-bit
two-step ADC fabricated in 0.25 um— CMOS technology working under
54 MSPS with 295 mW at 2.5 V. Another implementation realized by Mr.
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Fig. 2.13: Block diagram of a simple two-step flash A/D converter

Taft et al. [22] achieved an 8-bit two-step ADC working under 100 MHz and
dissipating 84 mW at 2.2 V . This 8-bit two-step ADC has been fabricated in
0.35 um— CMOS process.

A block diagram of a two-step flash A/D converter exhibiting n-bit resolu-
tion is illustrated in Fig. 2.13. A sample-and-hold amplifier (SHA) at the
front-end samples the analog input signal. This signal is held and fed into a
coarse flash A/D converter, which resolves, for example, half of the total
conversion resolution n/2. These n/2 -bit output signals of the coarse flash
A/D converter are fed into a n/2 -bit digital-to-analog converter (DAC) and
into a digital output latch in parallel. The D/A converter generates an analog
signal, which represents only the magnitude of the coarse resolution while
the digital output latch holds the results of the coarse resolution at first.

Subtracting the output signal of the D/A converter from the sampled sig-
nal yields a residue signal, which represents the magnitude of the fine resolu-
tion. Applying another flash A/D converter to the residue signal quantizes
the last n/2 bits of the conversion system. Since this kind of A/D converter

divides the total resolution into two parts, it is also known as subranging A/D
converter in the literature.
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Fig.2.14: Block diagram of a two-step flash A/D converter with error
correction

For an n-bit converter as described above, the total number of high-speed
comparators can be expressed as:

(277 -1)-2=2""_2 « 2"-1, ifn>2. (2.33)

Although the conversion process of the two-step flash conversion is split
into two parts, the accuracy of all comparators and other analog devices, as
indicated in Fig. 2.13, must be n-bit to ensure that the total resolution of the
conversion system remains unchanged. Thus, comparators designed with
auto-zeroing design technique to reduce the offset in the comparator are
necessary.

Compared to the conventional flash A/D converter, the two-step flash
A/D converter needs a sample-and-hold amplifier and a digital-to-analog
converter to generate the analog residue signal. The disadvantage of this
architecture is that a high-speed sample-and-hold amplifier, which is one of
the most difficult components of high-speed conversion, cannot be avoided.
The sample-and-hold amplifier works as an "analog latch” at the front-end
of the whole system and makes the analog subtraction with the output sig-
nal of the digital-to-analog converter possible.
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The two-step A/D converter may exhibit problems, such as missing codes
or nonlinearities, if the residue signal does not fit the input signal range of
the second flash converter. To prevent this, methods of error correction have
been developed.

Fig. 2.14 illustrates the block diagram of a two-step flash converter with
digital error correction [4]. It is also known as digitally corrected subranging A/D
converter (DCS ADC) in the literature. The first sample-and-hold amplifier
holds the input signal for the coarse quantizer and the analog subtraction
while the second sample-and-hold amplifier just compensates for the latency
of both inputs of the analog subtraction. The third sample-and-hold ampli-
fier provides "deglitching"” of the residue signal. But it is not always neces-
sary if the residue amplifier can drive the following ADC by itself without
problems.

Due to the 2"*-times amplification of the residue amplifier, the accuracy
of analog signal processing in the 2" conversion stage has to reach only
n/2 + 1-bit accuracy, instead of n-bit accuracy, as indicated in Fig. 2.14 [23].

The accuracy in the first conversion stage still has to reach n-bit accuracy.
Moreover, the resolution of the D/A converter applied in the first conversion
stage must be better than the A/D converter used in the same stage to reduce
the errors caused by the D/A converter. Generally speaking, if a D/A con-
verter is connected in series with an A/D converter, the resolution of the D/A
converter must be 5~8 times higher than the A/D converter itself. This equals
to a resolution increase of about 2~3 bit. Thus, an n-bit A/D converter de-
signed in two-step flash architecture needs a D/A converter of at least
(n + 2) -bit accuracy. Since the D/A converter is easier to design than the A/D

converter, the resolution of the D/A converter shall not be the obstacle of the
two-step flash architecture.

The second conversion stage provides one bit at its output more than the
architecture without digital error correction. If no errors occur in the first
conversion stage, the most significant bit (MSB) of the second conversion
stays always "0". Apart from this, the MSB shows "1" and this information
is sent to the following stage to correct the LSB from the first conversion.

This kind of digital error correction can correct errors that occur in the
first n/2 -bit converter. Errors occurring in the second conversion stage, in
the D/A converter, or in the residue amplifier, cannot be corrected and are
translated into the final outputs directly.

An inherent feature of the two-step flash A/D converter is that the digital
output signals of the two-step flash A/D converter have latency of one clock
cycle. Therefore, a digital latch must be inserted between the first conversion
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Fig. 2.15: Block diagram of a pipeline A/D converter

output and the digital output register (Fig. 2.13) to synchronize the both
conversion stages. Since this latency is constant and can be clearly defined, it
is acceptable for most of the applications.

Based on this principle of the two-step flash A/D converter, the architec-
ture of multi-step flash A/D converter has been developed. This will be treated
in the following section.

25.3  Multi-Step Flash A/D Converter and Pipeline A/D
Converter

The pipeline A/D converter is a succession version of the two-step flash A/D
converter (subranging A/D converter). In this kind of conversion architec-
ture, the number of conversion stages has been extended in order to obtain a
higher throughput. The pipeline ADC is one of the most popular architec-
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Table 2.3: Component count for a pipeline A/D converter

; Residue
= nlz-bit | n/z+2-| n/z+1-| n/z+3-
Compo- lgia | 7 _/ _/ _/ ampli- | Latch
nent ADC | bit DAC | bit ADC | bit DAC for
ot = ¥l
Number z 1 1 z—1 z—2 z—1 2

tures of high-speed A/D conversion. Recent research results can be found in
[24-38]. An outstanding result is represented by a 14-bit pipeline ADC oper-
ating at powered by 75 MSPS while dissipating 340 mW at 3 V [39]. This
pipeline ADC has been fabricated in 0.35 gm - CMOS technology.

A block diagram of a typical pipeline A/D converter is depicted in Fig.
2.15. Essentially, the architecture of the pipeline A/D converter is quite the
same as the architecture of the two-step flash A/D converter. The main dif-
ference is that there are several conversion stages between the first SHA and
the last conversion stage. The number of the digital delay components has
also been increased to cope with the increased number of conversion stages.
Hence, the total latency of the conversion system has substantially increased.

The conversion stages of the pipeline A/D converter can be designed in
such a way that they exhibit different accuracies as indicated in Fig. 2.15. For
an n-bit pipeline A/D converter, the SHA at the analog front-end and the 1st
conversion stage have to exhibit accuracy of n-bit. Let us assume that the
system resolution n can be divided by the number of total conversion stages
z and there is one bit overlap between each two neighboring conversion
stages, as it is shown in Fig. 2.15. The 20 conversion stage has only to main-
tain 7 - n/z +1 -bit accuracy. The accuracy requirement for the it conversion

stage can be stated as:
n-(i-1)-2+1, if ZeN, (2.34)

where N represents set of the nature numbers.

To simplify further discussion, however, we shall assume that all conver-
sion stages have identical n-bit accuracy. The total number of high-speed
comparators can thus be written as:
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Q" =D+ (z-1)-2"* -1, if TeN. (2.35)
z

The total number of latches is also a function of the parameter z and can
be expressed as:

z}iz ”(Z I+GE=D o= 5-2—215 (2.36)

Table 2.3 summarizes details of the component count for a pipeline A/D
converter. However, it is difficult to express exactly the difference between
the architecture of the flash A/D converter and the pipeline A/D converter
without addressing other system parameters, such as die area and power
dissipation, for each of the components. But in terms of the component
count the pipeline A/D converter is clearly superior to the flash A/D con-
verter. This is owing to the fact that the component count for the flash A/D
converter rises exponentially with the resolution while the component count
rises linearly for the pipeline A/D converter.

Similarly as in the case of the two-step flash A/D converter, the digital er-
ror correction can only rectify processing errors occurring in the interstage
conversion. Internal A/D conversion gain, offset, and linearity errors can be
corrected, if the amplified residue signal is inside the range of the next con-
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version stage. Errors occurring in the last conversion stage cannot be cor-
rected and will be translated into the final digital outputs.

The conversion rate of the single conversion stage determines the conver-
sion rate f,; of the whole pipeline converter. This is typical of any pipeline
processing. Since the latency of each conversion stage may differ, the maxi-
mum of the system conversion rate f,, has to be set to the reciprocal value
of the largest single-stage latency to compensate the different latencies. In-
troducing different clocks may reduce the conversion time for each conver-
sion stage, thus increasing the conversion rate f,; and, subsequently, the
throughput.

2.5.4 Time Interleaved A/D Converter

A further possibility to achieve a high conversion rate f, is to use the ar-

chitecture of the time interleaved A/D converter [40]. The block diagram of a
time interleaved A/D converter and its clocking schedule are depicted in Fig.
2.16.

For a time interleaved A/D converter consisting of z twigs, each twig has
its own SHA and ADC, which can be based on flash architecture. The analog
input signal is applied in parallel to all of the SHAs at the same time, but the
switching clocks of the SHAs and the following ADCs are set to be "active”
one after the other, as shown in Fig. 2.16. The digital ADC outputs are mul-
tiplexed and combined in such a way that they form the right output signal
from output signals of the conversion twigs. From the viewpoint of data
processing, this conversion architecture represents intrinsically kind of par-
allel processing because the conversion is carried out consecutively by dif-
ferent circuits. Since the conversion twig operates only when their clock
signal is "active”, the conversion twig does not operate fully in parallel.

An n-bit time interleaved A/D converter of z conversion twigs, which has
conversion rate of f , needs z SHAs and z flash ADCs of n-bit accuracy

and can reach conversion rate f,;, of z- f, . Consequently, due to the mul-

tiple of the flash A/D converters, the time interleaved A/D converter offers
no advantages concerning the issue of die area.

Another disadvantage of the time interleaved A/D converter is the gain
and offset errors caused by the mismatch among different conversion twigs.
Besides, the timing problem among the twigs can be getting worse when the
conversion rate of each twig f, increases[40].
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Based on the discussion above, it can be concluded that this kind of con-
version architecture is only appropriate for low-resolution high-speed appli-
cations.

2.5.5 Successive Approximation Register A/D Converter

The architecture of successive approximation register A/D converter (SAR ADC)
has been used for decades because of its simplicity and small die area [4]. It
is based on a "weighting” concept. The block diagram of a simplified succes-
sive approximation register A/D converter is illustrated in Fig. 2.17.

At the beginning of the conversion process, the MSB of the DAC input
signal is set to "1” and the rest bits of the DAC input signal are set to "0", in
order to place the DAC output signal to the middle voltage of the conversion
range. At the same time, the analog input signal is sampled using a SHA
front-end component. During the first clock cycle, the SHA output signal
and the DAC output signal are compared by a comparator. The comparison
result sets the MSB to either logical "0” or "1"” depending on which voltage,
i.e. DAC or SHA output, is higher and this MSB is stored in the register.

At the next clock cycle, the first comparison result (i.e. MSB) is read out
from the register and the next most significant bit MSB.i is now set to "1"
with the rest bits of the DAC input signal staying at "0”. These values are
now fed into the DAC input signal to set the reference signal level for the 2
comparison. The result of the 2" comparison sets MSB-i in the register.



Analog-to-Digital Conversion 37

SystemClucklIllIII|I||’|'||||
SHA s H s | T

Qutput Ready 'j
I; SHA Output
10000 +
1100 +
! —
1000 4 [ J DAC Output
0100 +
0000 » time
VEEEL L
DACI - A 2 2 O ...
nput s o= 1288 %
8 A A A 4 @ = ~

Fig.2.18: Clock schedule and approximation procedure of a 4-bit SAR
converter

This process is repeated until all remaining bits have been determined
and stored in the register. When the iterations have been completed, the
control bit "Output Ready” is set to logical "1" and the DAC input signal
shows the final conversion result at this moment. Since the content of the
register approximates successively the final conversion result, this kind of
conversion architecture is called successive approximation register conversion.

Fig. 2.18 shows the clock timing and the approximation procedure of a 4-
bit SAR converter. The encircled digits in the DAC input signal indicate bits
that are to be determined using the iterative process described above. The
bits that are not encircled represent the comparison results that have been
already determined.

The greatest advantage of this architecture is that the conversion system
requires a minimum of hardware because there is only a single high-speed
comparator. Thus, the die area is very small. Besides, the system design is
quite simple. Only the front-end SHA represents a problem if a high-speed
operation is required. Otherwise, the other circuits, like the register and the
DAC, are not very critical. For an n-bit SAR ADC, the devices, including the
SHA, the comparator, and the DAC, have to reach at least the system resolu-
tion n-bit, as indicated in Fig. 2.17. The performance of the internal DAC
affects both the accuracy and the conversion rate f,, of the SAR A/D con-
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verter. Thus, the internal DAC should have (n + 2) -bit accuracy and keep the

last 2 least significant bits at zero in order to guarantee the resolution of the
ADC itself. In hybrid realizations the internal DAC was usually based on
weighted voltages: this was realized using laser trimmed thin film resistor
strings employed as voltage dividers. Most of the recent designs use CMOS
switched capacitor charge redistribution DACs instead [4].

For an SAR converter featuring n-bit resolution, a full conversion process
needs (n +1) system clock cycles. Hence the conversion rate f,, is inher-

ently lower than that of high-speed A/D converter architectures described
above. The conversion rate f,, can be expressed as:

fromB 237)

For monolithic integration the maximum clock frequency f, is usually

determined by the technology used for the realization. For a given conver-
sion rate f,,, the required clock frequency can be rewritten as:

Jan=m+Dfop s (2.38)

and
s T o f,d o )l £, 1. (2.39)

Eq. (2.39) shows that the SAR A/D converter is suitable either for
applications requiring high resolution at lower conversion rates f,, or
applications with low resolution at higher conversion rates f,,. Thus this

type of A/D converter is only useful when a trade-off between the resolution
and the conversion rate f,,, canbe found.

2.5.6 Folding and Interpolating A/D Converter

The folding and interpolating A/D converter has been under development since
late 1970s and the original concept was developed for integration in bipolar
technologies [41-46]. Recent research has focused on the development of
CMOS folding and interpolating A/D converters and the results can be
found in [32, 47-70]. For low-resolution applications, 6-bit folding and inter-
polating A/D converters integrated in CMOS have reached the conversion
rate of 400 MSPS [51, 52], while an 8-bit implementation has reached the
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conversion rate of 125 MSPS [61]. Moreover, the folding and interpolating
A/D converters exhibiting 12-bit and 13-bit resolutions have been realized
with the conversion rates up to 50 MSPS [32] and 40 MSPS [65, 66], respec-

tively.

Most of the implementations were employed voltage-mode interpolation.
Few of them were based on current-mode interpolation [7, 47, 51, 52, 67, 70].

A simplified block diagram of a folding and interpolating A/D converter
contains an optional sample-and-hold amplifier, an m-bit coarse converter, an
n-bit fine converter, and a digital synchronization stage, as illustrated in Fig. 2.19.
Note that the sample-and-hold amplifier, which is one of the most critical
devices in high-speed conversion, is not necessarily needed and represents
only an option [10].

If employed at the front-end of the folding and interpolating A/D con-
verter (Fig. 2.19), the optional sample-and-hold amplifier works as an analog
front-end. If the input frequency f,, , compared to the conversion rate f,,, is
quite high, use of the sample-and-hold amplifier at the front-end can com-
pensate for different latencies caused by the coarse and fine converters and
share the synchronization task with the digital synchronization stage. Of
course, this causes an increase of the die area and power dissipation.
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The folding and interpolating A/D converter contains two separate con-
verters, namely, the coarse and the fine converter. The input signal is fed
into both converters in parallel. For a converter exhibiting total m+n-bit
resolution, the m-bit coarse converter contributes the bits of the higher m-bit
resolution, beginning from the MSB of the whole A/D converter. The n-bit
fine converter generates the remaining lower n-bits, which ends with the
LSB of the whole A/D converter.

An intuitive explanation, advanced by Mr. Bult et al. [71, 72], explains the
relationship between the coarse and the fine converter as the relationship
between the hour hand and the minute hand of a clock. In case that the ana-
log clock has only minute hand, the clock must be segmented into 1440 parts
to have the accuracy of a minute. On the other hand, the hour hand of a
clock divides a day into 24 intervals and each interval is again divided into
60 parts by the minute hand. Thus, only 84 "decisions” have to be made.

The coarse converter can be realized as a simple flash architecture. It di-
vides the input signal range into several intervals. On the other hand, the
fine converter is composed of several stages, including the folding stage, the
interpolation stage, the comparator stage (or comparator array), and the digital
error correction and coding stage (ECC). The output signals of both converters
are thermometer codes, which can be processed by the following digital
circuits. This kind of resolution combination will be noted as m/n -

architecture through this book [48].

Furthermore, since both the folding stage and the interpolation stage con-
tribute to the conversion resolution, the notation of the different architec-
tures of the folding and interpolating A/D converter has to reflect this. Thus
for an m/n -architecture, as depicted in Fig. 2.19, we can designate the archi-
tecture as m/n /n, -architecture instead to indicate the folding resolution n,

and the interpolation resolution n, .

Another advantage of the folding and interpolation A/D converter is that
this architecture reduces the total number of high-speed comparators
needed, especially for the resolutions exceeding 8-bit. A folding and interpo-
lating A/D converter of m + n -bit resolution needs (2" —1)+2" comparators,

instead of (2" —1) for aflash A/D converter.

For a folding and interpolating A/D converter exhibiting a resolution of
m + n-bit, as indicated in Fig. 2.19, analog parts of the fine converter, includ-
ing the folding stage, the interpolation stage, and the comparator stage, have
to reach the whole system accuracy m + n -bit despite of their different
contributions on the system resolution. But, on the contrary, the accuracy of
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comparators in the m-bit coarse converter have to exhibit only m-bit accu-
racy when properly synchronized. Due to the accuracy difference, compara-
tors in the coarse converter will be called coarse comparators and, on the con-
trary, comparators in the fine converter will be called fine comparators. De-
tailed description about how the synchronization stage works will be given
in the following chapter.

Thus, not only the total number of high-speed comparators of the folding
and interpolating A/D converter is reduced, but also the accuracy of the
coarse comparators is lower than those of other converter architectures.
Moreover, since the input signals of comparators of the fine converter are
differential signals, comparators of the fine converter are less sensitive to
noise than comparators, for example, of the flash A/D converter. This also
leads to simplification of design of the comparators for the folding and in-
terpolating A/D converter.

The comparators for the flash A/D converter are "level comparators”, which
compare the input signal with a predefined reference voltage levels. Such
comparators must exhibit very low noise and offset voltages and thus noise
and offset reduction techniques must be employed for their design, e.g. auto-
zeroing. To the contrary, the comparators for the fine converter compare
differential input signals, which are generated by the folding stage in the
front of the fine converter, not the input signal with an absolute reference
value. This kind of comparison is also called "zero-crossing detection” in the
literature [7, 10, 16, 40, 47, 48, 51-53, 70-73]. Details of zero-crossing detection
will be treated in Chapter 3.

However, since the coarse and fine comparators are not the only compo-
nents of the folding and interpolating A/D converter, the die area and the
power dissipation of the other components, especially the components of the
fine converter such as the folding stage and the interpolation stage, must be
also taken into account.

At the end of the signal path (Fig. 2.19), the results of the two converters
are synchronized and combined together in a digital synchronization stage.
The output signals of the converters can be coded into suitable binary code,
for example the straightforward binary code or the two's complement code, and
the output of the whole converter then exhibits m + n -bit resolution.

For a better understanding of how the folding and interpolating A/D con-
verter works, let us now consider an 8-bit A/D converter as an example. An
8-bit A/D converter based on the flash architecture requires 255 high-speed
comparators to resolve all of its representable states. For the purpose of dis-
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cussion, the staircase transfer function of this converter is depicted in Fig.
2.20 as a straight line, without loss of correctness.

Contrary to the 8-bit flash operation, the folding A/D converter preproc-
esses the input signal by dividing its range into, for example, 8 intervals if
the coarse converter has 3-bit resolution. Hence, only 7 comparators in the
coarse converter are necessary for indication in which interval the input
signal is to be found, while the relative position inside the interval is deter-
mined by the 32 fine comparators. The total number of high-speed compara-
tors is then 39, instead of 255. The state 147, for example, can be indicated as
4.32+19. This kind of design reduces substantially both the power dissipation
and the die area of high-speed comparators for the high-resolution A/D con-
verter.

A drawback of the folding and interpolating A/D converter, which is
mentioned very often in the literature [47, 70, 74, 75], is the internal frequency
generated by the folding stage. This problem can be better understood when
considering the same 8-bit A/D converter in 3/5-architecture described above.

Providing that the input signal of the folding stage is a saw-tooth signal as
depicted in Fig. 2.21 and it has a period 7, the output signal of the folding
stage shows the folded input signal, the period of which is only 7/8 . Hence,

the output frequency of the folding stage is 8 times higher than its input
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frequency. The increased frequency occurs after the folding stage; therefore,
it is named "internal” frequency. Further, if the input signal is a sine-wave
signal, the internal frequency reaches its maximum at the mid point of the
sine-wave signal and it is by a factor of /2 larger than that of a saw-tooth

signal with the same frequency [70].

Using the SHA circuit, the input signal for the coarse and fine converters
can be sampled and then "frozen", i.e. held at a fixed level. The effect of the
multiplied internal frequency is then reduced and the sampled input signal
works combination of step functions. The design problem is no more the
increasing internal frequency, but fast step response and low latency of the
signal flow in the converter [48]. More discussion about those topics and
how the folding stage generates the folded input signal can be found in
Chapter 3.3.

2.6 Problems of Embedded System with A/D Converter

The today’s microelectronic industry represents an industry with extremely
fast development cycles. The leading fabrication technology for microelec-
tronic circuit is the CMOS technology. The state-of-the-art gate length of a
CMOS transistor has shrunk already down to 0.11~0.13 gm for digital cir-

cuits. The steady reduction of the device sizes enables fabrication of micro-
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electronic circuits that are either getting smaller and smaller for the same
functionality (i.e. chips containing a given transistor count are smaller and
thus cheaper) or have growing functionality (due to higher device count) for
the same chip area. In the latter case this means that it is possible to realized
entire microelectronic systems on a single chip (system-on-a-chip). The ana-
log-to-digital and digital-to-analog converters represent very important
components for systems processing mixed-signals, i.e. analog and digital.

Considering different components of a system-on-a-chip processing
mixed-signals, the A/D converter usually plays an essential role in conver-
sion of analog signals into digital ones. Nevertheless, the presence of analog
and digital signals on the same chip necessarily raises the question of
crosstalk. It is thus a mandatory issue to be addressed during the chip de-
sign. We can distinguish three situations involving an on-chip A/D converter
on a mixed-signal chip. As showing in the Fig. 2.22, the first situation is that
the A/D converter is combined only with purely analog circuits forming its
analog front-end (AFE). For this situation, the converter is the "talker” of the
crosstalk and the AFE is the "victim"”. In case that the output of the A/D con-
verter is connected to a digital signal processor (DSP), the converter plays
the role of a "victim” and the DSP itself is the "talker”. If there are both AFE
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Table 2.4: Summary of architectural characteristics of high-speed A/D

converters

Architectures of A/D converters

Characteristics

Flash A/D converter

+ Fast architecture

+ High-speed SHA unnecessary

— Complex high-speed comparator with auto-zeroing technique
— Large number of high-speed comparators

— Sensitive to the noise in the circuit noise and device mismatch
— Large input impedance

— Large

Two-step flash A/D converter
{subranging A/ID converter)

+ Fast architecrure

+ Less high-speed comparators than flash ADC

+ High-speed, hgih-gain residue amplifier unnecessary

+ Low latency and less digital logic than multi-step flash ADC
= High-speed SHA necessary

— Complex high-speed comparator with aut

Multi-step flash A/D converter
(pipeline A/1D converter)

+ Fast architecture

+ Less high-speed comparators than flash and two-step ADCs
+ Less accuracy required in later stages

+ Capable of higher resclution

— High-speed STTA necessary

— Complex high-speed comparator with auto-zeroing technique

Time-interleaved A/D converter

+ Very fast architecture

* Appropriate for low-resolution, high-speed applications

— High-speed SHA necessary

- Complex high-speed comparator with auto-zeroing technique
~ Large number of high-speed comparators

— Large die size

— More power dissipa

SAR A/D converter

+ Minimum of hardware

+ Low power dissipation

+ Only one high-speed comparator is necessary

— Complex high-speed comparator with auto-zeroing technique
- Slow conversion rate because of iteration process

— High-speed SHA necessary

Folding and interpolating A/ converter

+ Tast architecture

+ High-speed SHA unnecessary

+ High-speed comparator with zero-crossing detection

+ Less high-speed comparators than flash ADC

+ Small die size

+ Less power dissipation

— Synchronization between coarse and fine converters necess

and DSP on the single chip, the ADC is both "victim” and "talker” of the

crosstalk.

Concerning the noise caused by crosstalk between the analog and digital
circuits, the first case in Fig. 2.22 has much lower content of digital circuits
than the other two cases. Therefore, the crosstalk effect in this type of em-
bedded systems is smallest. The analog front end can be, for example, CMOS
image sensor or other kinds of analog sensors.
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2.7 Summary

In this chapter, concepts of analog-to-digital and digital-to-analog conver-
sions were introduced. The sampling theorem which is so important for the
A/D conversion was also discussed. Apart from quantization process, other
effects have also impact on the performance of the A/D converters. Thus,
device mismatch, crosstalk, and noise affect the static performance, like both,
differential and integral nonlinearities, and the dynamic performance, such
as SNR, THD, and SFDR.

The time-interleaved A/D converter yields the fastest conversion rate (see
Table 2.4) because it uses several flash A/D converters in parallel. Conse-
quently, A/D converters realized in this architecture are not suitable for the
low-power applications. The flash A/D converter has similar problems. On
the other hand, the successive approximation register A/D converter uses
only minimum of hardware and, hence, it is a good candidate for the low-
power applications. However, the conversion rate of this architecture is
slowest due to its iteration conversion process.

The two-step or multi-step flash A/D converters belong to the group with
fast conversion rates and requires lower count of high-speed comparators
than the flash A/D converter. The two-step flash A/D converter can be im-
plemented without high-speed, high-gain residue amplifiers (Fig. 2.13). The
multi-step flash A/D converter requires fewer high-accuracy comparators
than the two-step flash A/D converter, but high-speed, high-gain residue
amplifiers cannot be avoided [76]. Both converters need a high-speed SHA,
which represents a tough task in high-speed analog circuit design.

On the other hand, the high-speed SHA can be an optional component for
the folding and interpolating A/D converter where it can help relax design
requirements on the rest of the converter. Also, this type of converter re-
quires only comparators performing zero-crossing detection to make their
decision, unlike comparators serving as level comparators in other A/D con-
verters. This leads to simplification of the design of the comparators for the
folding and interpolating A/D converter.

Due to the advantages mentioned above, the folding and interpolating
A/D converter has been chosen as a basis for development of a family of
folding and interpolating A/D converters exhibiting high-speed and low-
power, which are suitable for embedded applications.
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In this chapter the individual components necessary for building folding
and interpolating A/D converters will be described and analyzed in detail.
The generic architecture of the folding and interpolating A/D converter is

based on that of Fig. 2.19 in Chapter 2.5.6.

3.1 Subsystem: Sample-and-Hold Amplifier

3.1.1 Introduction

There are basically two sample-and-hold amplifier concepts, which are
sometimes confused in practice. First is that of classical sample-and-hold am-
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Fig.3.1:  Difference between “real” SHA and THA

plifier (SHA) which is the "real” sample-and-hold amplifier and then the
track-and-hold amplifier (THA). There is a loose distinction between these two
which can be briefly described in the following way: the "real” SHA indi-
cates a circuit that has much longer hold phase than the sample phase, while the
THA is a circuit with long track phase and a long hold phase [14]. The sample
phase and the track phase are also called acquisition phase in the literature.

Generally speaking, the "real” SHA provides instantaneous sampling of
the input signal (i.e. with infinitesimal sampling period) and the output is
then held at this level for the rest of the sample period. The SHA is then reset
during the reset phase. On the other hand, the output signal of the THA is
forced to follow the input signal during the track phase and the last track
signal is held during the following hold phase. Their difference is shown in
Fig. 3.1. In this book, the concept of the "general” SHA will be used to iden-
tify all circuits that transform the input signal into a step-like signal, i.e. as a
generic term. The "real” SHA will then be called "narrow-defined SHA". The
concept of the THA will be used instead only for those circuits whose output
signal coincides partially with the input signal, i.e. a more specified term [77].
A summary about these definitions is listed in Table 3.1.

There are some distinguishing points to identify the different perform-
ance of the narrow-defined SHA and the THA. At the beginning of the sam-
ple-and-hold phase of the narrow-defined SHA, the output voltage of the
SHA must be charged from the ground potential to the input signal level, as
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Table 3.1: Definitions of sampling methods

Careral SEik (?1rcul1ts, which transform the input signal to step-
like signal.
—

Narrow-defined During the sample phase, the output signal is sam-
SHA pled and held.

During the track phase, the output signal is forced

to track the input signal.

THA

shown in Fig. 3.1. This might cause a higher slew rate than that of the THA,
since the output voltage of the THA tries to keep the same voltage level as
the input signal during its track phase. Thus, our attention will focus on the
THA in the following discussion.

The track-and-hold amplifier stage is typically the bottleneck for high-
speed conversion. Basically, the THA has one or more capacitors that serve
to capture and store the input signal. During the operation of the A/D con-
verter, these capacitors are continually charged and discharged in order to
reach the voltage level of the input signal. The time for charging and dis-
charging these capacitors is called acquisitiontime 14, as illustrated in Fig.

3.2. Besides this, the settling time tg, in the hold phase is also an important

criterion when evaluating an THA component. It describes the period dur-
ing which the THA needs to stabilize its output signal at its final value. The
settling time ¢, is usually defined from the beginning of the hold phase till

the status when the difference between the voltage of the output signal and
the target voltage is less than 0.1%. Other important definitions of the THA,
such as error band, pedestal, and droop rate, are shown in Fig. 3.2 [77, 78].

The first consideration of inserting an THA circuit at the analog front-end
is to capture and hold, i.e. to "freeze” the input signal for the following ana-
log processing. As mentioned at the beginning of this chapter, the folding
and interpolating A/D converter can work without an THA circuit at its
front-end. But, since the folding stage in the fine converter contains several
parallel-connected differential amplifiers at its input, varying signal magni-
tudes at their input sides can cause different operating speeds among the
various differential amplifiers. Based on this, a signal racing arises in the
folding stage, which might cause errors in the following stages. To avoid
such situation, it is preferable to insert an THA circuit in front of the differ-
ential amplifiers to work as a "pacemaker” [48].

This signal flow in the fine converter includes the folding stage, the inter-
polation stage, and the comparator stage. The processes of interpolation and



50 Chapter 3

Pedestal '

Rate

Effective
Hold Penod

Clock

.

Fig.3.2: Common definitions for track-and-hold amplifier

comparison are faster than that of the folding stage. Considering a 40 MSPS
A/D converter with a standard sample-and-hold amplifier as its analog
front-end, the hold period for the folding stage is theoretically max.
12.5 nsec, providing that the duty cycle of the clock signal is 50%. Neverthe-
less, the settling time ¢, of the THA circuit must be accounted for. At the

end, the effective hold period, as defined in Fig. 3.2, will be less than 10 nsec,
which may be insufficient to drive the next stages, if the power dissipation
of the following stages is restricted.

Although a THA may have longer effective hold period than the narrow-
defined SHA, it is usually still not enough. Thus, a more robust solution
must be found. However, the high-speed SHA or THA circuit is not a trivial
component for the analog circuit design and its power dissipation can be
significant for high-speed applications. Although such circuit has a design
history of over 20 years in CMOS, its design still represents a formidable
task.

The following sections will discuss the different architectures of the THA
circuit at first and then introduce the corresponding design techniques.

3.1.2 Principle of Double Sampling Design Technique

The latency of the signal flow in the fine converter is one of the limitations of
the total conversion speed. If the clocks used in the THA circuit and in the
comparators are coupled together, the signal propagation from the output of
the THA stage to the output of the comparator stage of the fine converter
must occur within a single clock cycle. Thus, the duration of the effective
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Fig.3.3:  Schematics of various architectures of THAs

track phase, which reflects the result of trade-off between the conversion
rate and power dissipation, plays an important role.

Fig. 3.3 shows schematics of various architectures of THAs [77-79].
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Fig. 3.3(a) is the conventional open-loop architecture. Fig. 3.3(b) shows the
conventional closed-loop architecture. The next schematic, i.e. Fig. 3.3(c), depicts
the architecture of a switched-capacitor THA and the last one, Fig. 3.3(d), re-
lates to the architecture of the double-sampled THA suggested by [80], [81].

The open-loop architecture (Fig. 3.3(a) [77]) has a simple construction and
its sampling speed is higher than that of other architecture because of its
open-loop arrangement. As the switch S; is on, the circuit is in the track
phase and the output signal V), tracks the input signal ¥, . While the
switch S; is turned off, the circuit is in the hold phase. The output signal
Vow corresponds to the stored input signal at the hold capacitance Cy . This
architecture can be designated as a classical track-and-hold amplifier.

The sampling speed of this THA depends both on their acquisition time
4 and settling time #g, . The acquisition time 4., is determined by the

tracking speed and output impedance of the first buffer, the on-resistance
Ry, of the switch S;, and the hold capacitance Cy . The settling time g, is

mainly determined by performance of the second buffer.

Concerning the issue of the linearity, since both buffers are connected as a
unity-gain amplifier, the input signal range and the output signal swing of both
buffers play important roles. Trade-off between the sampling speed and the
system linearity has to be made. Besides, the hold capacitance suffers from
charge injection caused by the sampling switches. This also contributes to the
nonlinearity of CMOS implementations. Furthermore, this architecture con-
tains two unity-gain buffers, which is prohibitive for low-power designs.

In summary, the open-loop architecture includes no global feedback, thus,
the circuit is stable. This topology can reach high-speed sampling, but suf-
fers from input-dependent pedestal error for the CMOS implementations [77].

Fig. 3.3(b) is a schematic of the conventional closed-loop architecture [77].
As the switch S; is on, the circuit is in the track phase. The node V,, repre-

sents the virtual ground and the capacitance Cy works as a frequency compen-

sation capacitor of a two-stage operational amplifier, where an OTA operates
as the input stage. Note that both stages of the operational amplifier are
configured as unity-gain amplifier during the track phase. If the amplifica-
tion 4, is large enough, the output voltage V,,, tracks the input voltage V, .
While the switch S; is turned off, the feedback circuit containing 4, and

Cy maintains the stored voltage at the output.

While the circuit in the track phase, both the output voltage of the opera-
tional transconductance amplifier (OTA) serving as the input stage and the
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virtual ground V,,, i.e. both the input and output signals of the switch S,

are close to the ground potential. Hence, the charge injection caused by the
switch §; is independent of the input signal 77, . The effect of charge injec-
tion acts like an offset of the sampled signal, i.e. like a pedestal error, and its
nonlinearity contribution is insignificant. This offset can be even eliminated
using a switch and a hold capacitance connected parallel between the non-
inverting input of 4, and the ground. This adds a common-mode voltage to
the noninverting input of 4, to compensate the pedestal error caused by the

charge injection of the switch S; [77].

Two main drawbacks of this architecture are the low speed and its poten-
tial instability. Since this architecture is like a two-stage op amp during its
track phase, the dominant pole is determined solely by the OTA and the Miller
multiplication of the hold capacitance Cy acting as a frequency compensa-
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tion capacitor. But, both amplifiers, i.e. OTA and 4;, generally introduce

several nondominant poles. Some of these nondominant poles may not be
sufficiently higher than the dominant pole, which causes degradation of the
sampling process. Furthermore, the dominant pole has to ensure sufficient
phase margin so that the output signal can track the input signal with the
required accuracy.

Although this architecture can reduce the pedestal error caused by the
charge injection, its weakness are low speed and high power dissipation.
This makes it unsuitable for our demands.

The switched-capacitor THA, illustrated in Fig. 3.3(c) [77, 78], uses only
one amplifier in the circuit. This makes it a convenient circuit for low power
applications.

This circuit has two operating states. In one state, while the switches S,
and S,' are closed and the switch S,, which is controlled by the non-
overlapped clock signal, stays open, one plate of the capacitor Cy is at "virtual

ground” due to the feedback action of the operational transconductance
amplifier and the voltage V,, corresponds to the virtual ground. The capaci-

tor Cy is charged to the input signal V5, . The whole circuit is in the track
phase. In the other state, the switches S, and S,' are open and the switch
S, is closed. In this case, the voltage stored at the capacitor Cy appears at
the OTA output as the voltage V,,,, . The circuit is in the hold phase.

The clock signal used to open the switch S, must act slightly earlier than
that for the switch S, to prevent the charge injection, caused by the clock
signal S, onto C}, . The corresponding clock scheme can be found in Fig. 34.
In addition, as the switch ;' switches between the output signal and the
virtual ground V},, its charge injection is independent of the input signal
g

n -

The realization of this circuit is quite simple. If a single-stage operational
transconductance amplifier is employed it can yield a linearity up to 13-bit
[77, 82]. However, the effective hold period (Fig. 3.2) might be still insuffi-
cient for the following signal processing, especially, when low-power dissi-
pation is required. The low-power operation increases latencies of the signal
processing. Hence, longer effective hold period is preferred for low-power
applications.

As noted above, in the track phase one plate of the capacitor C,, is at the
virtual ground due to the feedback action of the OTA. Suppose that the ca-
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pacitor C, can be decoupled from the OTA and grounded, then the OTA
can be used for other purposes. E.g., the OTA can be employed in a 2rd THA,
which works in the hold phase. Such an arrangement is called double-sampled
THA (DS-THA) in the literature. A basic architecture of the double-sampled
THA suggested by [80], [81] is illustrated in Fig. 3.3(d). This topology can be
divided into two parts. The upper part includes the capacitor C;;; and four
switches, which are connected to the capacitor Cy;. The bottom part con-
tains the capacitor Cj, and the other four switches. Each part operates simi-
larly as the circuit depicted in Fig. 3.3(c), but at a double sampling rate with
respect to the input signal ¥, . The only difference is that, the capacitors Cg;
and Cy, are "really" grounded and not "virtually" grounded during the
sampling operation. But the clock signals applied to the switches S; and S,
are non-overlapped. That is to say, while the upper part works in the track
phase, the bottom part works in the hold phase, and vice versa. The OTA is
only connected to that part, which is in the hold phase.

To maintain the same performance of the circuit illustrated in Fig. 3.3(c),
the double-sampled THA can be clocked only at half of the clock frequency
as used in Fig. 3.3. As a consequence of this, the effective hold period offered
by the double-sampled THA is double that of the other architectures, which
offers a benefit for the folding and interpolating A/D converter. A compari-
son of the different effective hold periods for double-sampled THA (DS-
THA), THA, and classical SHA is shown in Fig. 3.4.

3.2 High-Speed Operational Transconductance Amplifier

321  Specification

The core component of the double-sampled THA is a high-speed operational
transconductance amplifier (OTA). There are some criteria to evaluate the high-
speed OTA. Among these criteria, the small-signal parameters, such as the
open loop gain 4y, the unity-gain frequency fyus,and the equivalent noise volt-
age, and the large-signal parameters, such as the slew rate SR, the output cur-
rent lo, , the settling time tg,, the common-mode input range |V,,,|, and the

output voltage swing IVoutI,are of main importance.

Considering the situation of a simple THA, which operates at a sampling
rate of fq; and exhibits a precision corresponding to n-bit accuracy. Main
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parameters, such as the unity-gainfrequency f, , the slew rate SR, and the
output current [, of the applied OTA, can be calculated as below.

The first issue is about the influence of the sampling rate on OTA parame-
ters. Considering the clock signals, S, and S,, as illustrated in Fig. 3.5, these

two signals are non-overlapped clock signals. Since the sampling rate is f,,
the maximal useful duration T'is 1/f., as noted in Fig. 3.5. Furthermore,

assuming that both the non-overlapped clock signals, S, and S,, have also
the following relationship:

Ipi =tpy =tp1 =1y » 3.1)
Inp1 =1tnpa » (3.2)
b=ty > (3.3)
and
1

e

Jeu
=lpy +lgy Yipy Tiypy gy Higy gy iy (34
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where t, tp, typ, and t, represent the rise time, the fall time, the non-

overlapped duration and the pulse width of the clock signals, respectively. Thus,
the pulse width ¢, can be described as:

Iy = 2 =2tp —typ; -
Clk

(3.5)
Secondly, the impact of the designated accuracy is to be taken into ac-

count [83]. According to Eq. (2.16), the maximum quantization error & is

equal to half of an LSB. For an accuracy of n-bit, the maximum error
Viror max AN be described as:

~Lrsp-1.
2

2

‘ VE rror _max

VIn _max VIn _min
2}1

_ Vln~max - Vln‘min

" +1 ? (36)
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where the parameter |V}, . —Vin_min| indicates the input range.

Now, providing that the DS-THA is applied, instead of the THA, and the
rise time #; and the non-overlapped duration ¢y in Eq. (3.5) remain the

same, the sampling clock is now only f, /2. The pulse width #; of the DS-
THA can be described as:
1

tH=—_2tR—tNP s (3.7)
Jen

where the first term is double than that of the pulse width ¢4 of the THA
(see Eq. (3.5)).

The output load of the OTA in CMOS technology is usually only capaci-
tive. The operational transconductance amplifier itself can be thus modeled
as a voltage-controlled current source driving a load. We now model the
THA of Fig. 3.3(c) for two phases separately while keeping in mind that this

model applies to the circuit in Fig. 3.3(d), too. The circuit configuration dur-
ing the track phase looks as shown in Fig. 3.6(a), where G,, is the transcon-

ductance and Ry, is the output resistance of the OTA, respectively. During
the hold phase we obtain another configuration shown in Fig. 3.6 (b).

The output signal during the hold period can be determined as:

_(GanOut+1)r ]

G, ,
Vou, Hold (t) = _ﬂ_ Vi, (to).ll —e CiRou (3.8)

GmROut +1

Vin(t) is the signal at time ¢, (see Fig. 3.6 (¢)), i.e. the time instant when
the switch ) is thrown off: this corresponds to the falling edge of the clock
signal active during the track phase.

The output voltage during the track phase is

_ (GI71R0M1+1) ¢
Cy 1 .e (CL+Cy)Rou . (3.9)

CL + CH Gm ROur

vOut, Track (t ) =

Note that the offset of the OTA and its low frequency 1/f-noise are re-
duced for G, R,,, >1 due to cancellation effects. This can be shown consid-
ering an equivalent input offset voltage ¥, of the OTA shown above. The
output voltage during the hold phase is then



Components for CMOS Folding and Interpolating A/D Converters 59

Gm ROut i Vln (t0 ) + VOS

_(GmROut+1)t
}- —e Cfou | (3.10)
GmROut +1 GmROut +1

Vour, Hold (1) = [

The high frequency noise, however, is uncorrelated and cannot be can-
celled. This will be considered in the following. But first we have to deter-
mine the noise bandwidth.

During the hold phase the 3dB-bandwidth is fip pow =G, /27C, for

G,Ron>1 , while during the track phase it is wvalid
Faap, Track =GCn/27(Cy +C}), again for G, Ry, > 1.

This yields equivalent noise bandwidths

G
B = 3.11
Eq., Hold 4CL ( )

and

G
B, ., . =—1__ 3.12
Eq., Track 4(CH +CL) ( )
Assuming that the OTA contains only CMOS transistors and thus exhibits
thermal noise apart from 1/f -noise, its equivalent input-referred voltage
density for this type of noise is frequency independent and it is inversely
proportional to its transconductance:

1
A | 3.13
5 (319

2|

. . | 1 1
This yields a total wideband noise Vi~ +-—|. Hence the ca-
4\ Cy+C, C

pacitors Cy and C; play an eminent role in the noise performance of the
THA.

Let us now have a look at the accuracy requirements. At the time ¢, i.e.

at the end of the hold period, we require an accuracy corresponding to n-bit,
i.e. the compound error must be smaller than a half LSB. This consists of a
deterministic error &, and a random error due to noise. The relative error

€re,pee can be determined using the above equations, namely:
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G V. (GpBoy 1)
| B, os [ ], e
SRGI,DEf [GmRou, + 1 (GmROu, + 1) . I/In (to)] 1 —e CRou ( )

for the hold phase, while the random error is due to the noise voltage va
(see Eq. (3.13)). Hence we obtain for the hold phase:

+\/v=2 < Vi m , (3.15)

2rl+1

‘VError, max| = ERel Det, max ' V]n, max
where V,(#) in the above equation is replaced by V, ,..(#). While this
equation shows that high transconductance and high output resistance R,
of the OTA are of extreme importance, the role of C;; and C; isambivalent:

for low deterministic error both capacitors should be small, but the noise
requirements call for large capacitors. Obviously, the design of "good” THA
requires a lot of optimization and some trade-offs are necessary.

Furthermore, any resistive loading at the OTA output would degrade the
OTA performance and should be avoided.

Note that if we accept that the gain of the converter is not exactly unity,
the factor G, Ry, /(G,, R, +1) does not play a prominent role in our consid-

. . . + .
erations. Nevertheless, if G,,R;,, >1, we can write MEG—’” which

CrRow  Ci
d GmROut %l ~ Gm
(CH +CL)'ROut Cp+C

corresponds t0 f3gp. moig AN =21 f348. Track -

Then, we can write

v, -2r £ o
8' = 1 _ 1 _ [Ny . 1 —e 3dB, Hotd 'lH1 . 3.16
feh et [ (Gm ROut + 1) ' I/]n(l‘o):l [ jl ( )

Hence, for a given error &g, p,, We can calculate the required OTA band-

width as:

N

!
27ty ERelpa =%

; 3.17)

Saas, Hold =

where

VOS

é: ) (GmROut +1)'Vln(t0) '

(3.18)
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Fig.3.7:  Conventional cascode amplifier and active cascode amplifier

3.2.2 Folded-Cascode Operational Transconductance
Amplifier

Due to the single amplification stage of the folded-cascode operational transcon-
ductance amplifier, the folded-cascode OTA offers the best trade-off between
the speed and the accuracy for high-speed sampling [84]. Note that unity-

gain bandwidth for OTA model shown above is fy;z = L _CiRou

27 G, Rp,+1

for
CH =0.

Concerning to the THA performance, higher unity-gain frequency fy

and the use of a single gain stage with the dominant pole at the amplifier
output lead to a faster settling process, whereas higher DC voltage gain
(given by G, R, for the OTA) leads to more accurate settling. The folded-

cascode OTA is basically a single gain stage amplifier. The higher DC volt-
age gain can be obtained by using gain-boosting technique (also known as
active cascode amplifier) to reach the accuracy requirement [84-86].

A conventional cascode amplifier featuring a single-ended input is illus-
trated on the left side of Fig. 3.7. The output impedance R, of the conven-

tional cascode amplifier can be described as [84]:

Rous = Rps1 + Rpsy + &ma  Rpsi * Rpsa » (3.19)

where the resistances R and Rpg, represent the drain-source resistances
of the transistors M1 and M2, respectively, and the transconductance g,,,
represents the small-signal transconductance of the cascode transistor M2.
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Furthermore, the DC voltage gain A, can be written as:

A =8, o “Rou » (3.20)

whereas the effective transconductance g, . of the conventional cascode am-

plifier is equal to:

R
[gm2RDS1 +—DAl J
Rpsa

Emeff =77, = 8m" : 3.21
m, eff AVM RDSl ( )
gm2Rps1 + +1
Rps»
Hence, the DC voltage gain 4, can be expressed as:
4 = 8mRpsi *(8maRpsz +1) - (3.22)

And the corresponding unity-gain frequency f,; is expressed to be:

~ i CL : ROut
Joas = 27 Arl (3.23)
where the parameter C,; represents the capacitive load of the cascode ampli-

fier in Fig. 3.7. Note that this neglects the second (i.e. nondominant) pole at

the source of the cascode device M2. Increasing the output resistance Ry, of

the conventional cascode amplifier is the best way to enhance the DC volt-

age gain A4, without reducing the unity-gain frequency f,;; (then
L ).

1
Joas =3 Gy

A modified cascode amplifier, suggested by [84-86], is illustrated on the
right side of Fig. 3.7. Such modified cascode amplifier is known in the litera-
ture as the active cascode amplifier or simply as the gain-boosting stage.

The output resistance Ry, of the active cascode amplifier is substantially
increased and can be written as [84]:

Rou = Rpsi + Rpgy + &ma * Rpgy * Rpsy (A +1) (3.24)

where A is the gain of the amplifier inserted between the gate and the source
of the transistor M4 in Fig. 3.7.
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The effective transconductance g, ., of the active cascode amplifier

changes very little and can be described as:

[gm2RDS1 (A+1)+ @J
DS2

=8&m " R #
[gm2RDSl (A+1)+ D+ 1)
DS2

Em,eff = (3.25)

AV

But the total DC voltage gain 4, of the active cascode amplifier is im-
proved significantly due to high R, and can be described as:

Ay = &miRps1 *(8maRpsy - (A+1)+1) . (3.26)

Fig. 3.8 depicts a folded-cascode operational transconductance amplifier
designed with the gain-boosting technique (transistors M5 ~ M10) to in-
crease the total DC voltage gain 4, of the operational transconductance

amplifier. The input differential pair, M1 and M2, is composed of MOS tran-
sistors of depletion type to enhance the common-mode input range |Vln,CM| of

the amplifier.
At the beginning of analysis, considering at first the situation without the
gain-boosting interstage, M5 ~ MIO, and the Miller's capacitor C,,, the small-

signal voltage gain of this amplifier at low frequencies can be described as
[86]:

AO = Gm 'ROut » (327)

where the parameter G,, is the transconductance of the amplifier and R,
is its output resistance. The transconductance G,, is equal to the transcon-
ductance of the input differential pair M1 and M2, i.e. g,; and g, .Besides,
the output resistance R, can be written as the parallel connection of the

output resistance Ry, yr14 and Ry, p16°*

Row = ROut,M14 [ ROut,M16 s (3-28)
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Fig.3.8: A folded-cascode OTA with interstage gain-boosting

where the output resistance Ro, 314 and Ry, 116, Which are observed at

the drain terminals of the transistors M14 and M 16 can be expressed as [86]:

Rous, m14 = (Ros2 | Rpsi2)+ Rosia [1 + &ms *(Rps2 | Rpsta )] (3.29)

= g4 Rosia *(Rpsa | Rpsia )
and

Rous, w16 = Rpsis + Rpsis (1+ &mis * Rpsis)
(3.30)

= g6 " Rpsie * Rpsis »
respectively. Note that Rpg is the drain-source resistance of the transistor
Mi.
Let us now consider the effect of the gain-boosting interstage on the total
DC voltage gain 4,. Instead of an amplifier composed of a differential pair
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as illustrated on the right side of Fig. 3.7, common-source amplifiers containing
MS or M6 are used as the amplifiers in the gain-boosting stage. As an exam-
ple, the voltage gain A of the common-source amplifier M5 can be summa-
rized as [87, 88]:

A=gus '[RDSS I (RDS7 + Rpgo )] . (3.31)

While the output resistance Ry, 516 does not change, but the output re-

sistance Ry 14 18 increased correspondingly and can be expressed as:

Rous, 14 = (Rpga | Rpsia) + Rpsia [1+ s -(A+1)-(Rps || Rpsiz)]

= g4 " Rpsi4 - (A+ D) (Rpg, | Rpsy2) -

(3.32)

But, while the output resistance Roy a14 and Rpy as16 are connected in

parallel, the interstage gain-boosting has to be also applied to the output
resistance Rou a6 to increase the total output resistance Rpy -

The Miller's capacitor Cys in Fig. 3.8 improves the phase margin @y and,
hence, contributes to the frequency compensation.

3.3 Subsystem: Fine Converter

3.3.1 Introduction and Definitions

We now turn out attention to the fine converter (see Fig. 2.19). The aim of the
fine converter inside the folding and interpolating A/D converter is to proc-
ess the input signal, either a sampled or an unsampled signal, and to resolve
it into the lower significant bits of the word length of the whole analog-to-
digital converter. The output signals of the fine converter are then synchro-
nized with output signals of the coarse converter and combined to yield the
output of the complete converter. Using such arrangement can reduce the
number of needed comparators immensely, when compared with the flash
A/D converter.

The fine converter is composed of a folding stage, an interpolation stage, a
comparator stage, and an error correction stage. The arrangement can be
seen in the block diagram illustrated in Fig. 3.9. The details of each stage will
be treated in the following sections.
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n-bit Fine A/D Converter

Analog o | --tro0. B o Digital
Input =~ -l . 111110.. = Output
{Sampled or
Unsampled)
Folding Interpolation Comparator Error
Stage Stage Stage Correction
(n,-bit) (n,-bit) (n,+n.-bit) Stage

Fig.3.9: Block diagram of the fine converter

For an n-bit fine converter, this resolution n can be split into two parts,
namely m and n2. The first number s indicates the contribution of resolution
from the folding stage and the second number 72 indicates the contribution
due to interpolation. The mathematical relationships among these resolu-
tions are summarized as follows:

n=n+n,, (3.33)

where

m, meN, 1<m<rn and 0<mn,<n-1. (3.34)

The extreme situations, » =# and n, =0, meaning that the interpolation

stage vanishes and the resolution of the fine converter is determined only by
the folding stage.

For the convenience of discussion, the terminology used for the folding
and interpolating A/D converter with m-bit coarse converter and n-bit fine
converter is summarized below. The definitions and interpretations will be
treated in upcoming sections.

Terminology of resolution:

System resolution:

App=m+n=m+(n +n,) . (3.35)

Folding factor (coarse resolution):

Fp=2". (3.36)
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Fig.3.10: Structure of the folding stage

Number of folders (also known as number of folding blocks, abbreviated as FB
or folding resolution):

NFB = = T - 2}’11 . (3-37)

Interpolating factor (interpolating resolution):

Fyppp =2 . (3.38)
Number of folding signals (fine resolution):

Ny =20 =2 (3.39)
Number of totally representable states:

2™ = Fy« Npg = F (N - Fypp ) =2 -27 2" (3.40)

332  Topology and Functions of the Folding Stage

The folding stage is primarily composed of several folders (also named fold-
ing blocks, FBs), which are connected in parallel. An example of a folding
stage is illustrated in Fig. 3.10. The analog input signal bus ¥}, is fed to all
folders in parallel. It can be either a sampled or an unsampled signal, as
discussed above. The other inputs are the bus signals Vges gy that corre-

spond to fixed predefined reference voltages, which are distributed to the
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folders in a particular arrangement in order to fold the analog input signal

v, equidistantly. The distribution of these reference voltages is of great

consequence for the positioning of so called zero-crossings. Discussion of this
arrangement of the reference voltages can be found in Chapter 3.33. Apart
from the folders, components such as amplifiers to drive the next stage or
resistors for averaging technique can also be contained in this stage. The effect
of averaging resistors is treated in the next section.

The function of a folder is to separate the input signal range into several
intervals. The output signal, either in form of voltage signal or in form of
current signal, of the folder is called a folding signal (FS). The folding signals
are differential signals; therefore, they are generally marked with a sign to
indicate the pole direction. The number of folders N represents the reso-
lution which the folder stage can contribute, for example #, as shown in Fig.
3.10. Consequently, the index Nzz can be usually described in terms of

power of 2.

3.3.3 Topology and Functions of the Folding Block

Fig. 3.11 shows the structure of the jth folder in the folding stage. The folder
itself contains a certain number of folding amplifiers (FA), output signals of
which are cross-connected in order to generate folded signals. Because the
output signals of folding amplifiers are cross-connected, the loads of all fold-
ing amplifiers can be combined together as in Fig. 3.11, if that is necessary.

The number of folding amplifiers is mainly determined by the folding fac-
tor Fr, which is an even number and equal to 2" (see Eq. (3.36)). Because
the operating points of the transistors at both ends of the input signal range
are near to the edge of the triode region, two extra folding amplifiers, the ref-
erence voltages of which are outside both ends of the input signal range, are
used to compensate signal distortion at both ends. Since their reference volt-
ages are outside the input signal range, for the convenience of discussion,
these two folding amplifiers will be neglected in the following text. Fur-
thermore, a DC offset is added to the folding signal FSy to generate an off-
set level shifting to ensure the total number of folding amplifiers to be an

odd number. Hence, only 2" folding amplifiers and this DC offset are con-
sidered in Fig. 3.11.

As discussed above, the folder has two buses as input signals: ¥}, and
Vier Buses- Both inputs are connected in parallel to the folding amplifiers.

The folding amplifier is usually realized as a differential amplifier. The ref-
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Fig.3.11: Structure of the jth folder in the folding stage

erence voltage of the k* folding amplifier of the jth folder in the folding stage

can be described as VRef D)2 +( 1) * Thus, when the input signal ¥}, is equal

to this reference voltage, the currents 7, and I, of the k folding amplifier
are equal to the half of 7,

I
S W ?O . (3.41)

Since the remaining number of folding amplifiers is now an even number
and the outputs of all folding amplifiers are cross-connected with every even
amplifier with reversed output polarity, the differential voltage at the folder
output exhibits zero-crossings at the reference voltages. But only if the polar-
ity of every other folding amplifier differential output has been connected to
the common output in reverse manner because then all output currents can-
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Fig. 3.12: Positioning of folding signals and zero-crossings

cel except those due to the amplifier operating near the zero-crossing. The

currents Ip ; and I ; at the zero-crossing can be described as:

L 271y _(1+27) 1,

I, =1, . = 3.42
P,j N,Jj ) ) ) ( )
General form of the load currents [, ; and Iy ; can be written as:
IP,j =Ilp+12n+13p+]4n+"'+I(2m_1)p+12mn 5 (3-43)
and
Iy ;= byt Hyp oot gu o thw + (3.44)

An example of the differential folding signal and its corresponding zero-
crossings as a function of the input voltage V;, is illustrated in Fig. 3.12. If

the tangent m corresponding to transconductance of the folding amplifier is
well defined, then the signal level of folding signals can reach its local

maxima and minima as indicated in the figure. Supposing that the folding
signals in Fig. 3.12 are output signals of the jth folder in the folding stage, the

first zero-crossing is located at Vg,r (;_1y and the second one is positioned at

VRef 127 (1)

tioned equidistantly.

, as depicted in Fig. 3.13. The following zero-crossings are posi-

Considering again the plot shown in Fig. 3.12, it can be observed that the
"input-signal-based" characteristic is very similar to a "time-based" periodi-
cal signal. Such kind of signal is also named as Gilbert's sine generator [47, 70].
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Fig.3.13: Distribution of shifted folding signals

Since the loads of the folding amplifier are simple resistors (Fig. 3.11), the
current signals Ip ; and 7 ; in Fig. 3.12 cause that the voltage signals FSp ;
and FSy ; at the output (see Fig. 3.11) exhibit the same waveform. Provid-

ing that all reference voltages used to create the folding signals in Fig. 3.12
are shifted to the next reference voltage on the right hand side, the position-
ing of zero-crossings is also shifted to the right hand side correspondingly.
Strictly speaking, this new folding signal pair FS,,, is generated from the

(j+1)nfolder in Fig. 3.10.

As an example, the respective folding signals can be found in Fig. 3.13.
The newly generated current signals, /p ;,; and I, ,,, seem to be phase-

shifted signals with respect to the first folding signal 7, ;. But, actually the
x-axis is a sweep of the input signal, not of the time. In this figure, it can be
also seen that the current folding signal 7, ; has the same position as /p ;4.

This characteristic is an issue of major importance in the signal interpolation,
which will be treated in the later section.

The folding factor Fy is a factor, which can be chosen by the designer.
Changing the foldingfactor Fj has an impact both on both, the coarse and
fine converters. As a direct definition, the folding factor Fy is the total num-

ber of representable states of the coarse converter. To put it differently, it
describes how many times the input signal has been folded to cover the in-
put range for the fine converter, hence the name "folding factor". The defini-

tion of the folding factor Fj can be found in Eq. (3.6) and equal to 2".

The input reference voltages available at corresponding buses of the fold-
ing stage mentioned in the beginning in this section (Fig. 3.10) can now be
recapitulated and listed as below.
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Fig.3.14: Cascaded amplifiers as folding amplifier

For the 1t folder, the reference voltages are:

Vres _Bus1 = {VRef 0> VRef 12"y’ VRef 2"y VRef [(2"'-1)-2”1]} ’ (345)
Forthe folder, the reference voltages can be expressed as follows:
VRes_Bus2 = {VRef 1> VRef (12"41)? VRef @2"+1)* VRef [(2’"-1)-2”‘+1]} - (346)

And, for the last folder, namely the (2™)® folder, its corresponding refer-

ence voltages are:

VRef @"-1° VRef [12" 42" -1))°
VRe/_BusZ"' = y y
Ref [22"'+(2"'-1)]>"""? " Ref [(2"-1)2"+(2"-1)]
(3.47)
VRef @m"-1)’ VRef f1:2"+(2" -1))°
V V.

Ref [2:2+(2"=1)]7****" Ref (2""-1)

Hence, the total number of reference voltages to be generated for the fold-
ing and interpolating A/D converter is 2"*", which is 2" -times smaller
than the flash A/D converter with the same resolution.
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Fig.3.15: Noise of cascaded amplifiers

3.34 Topology and Circuit Design of the Folding Ampli-
fier

The folding amplifier is the basic component of the folder. Actually, the fold-

ing amplifier can be realized using a simple differential amplifier. Only the

outputs of these folding amplifiers must be cross-connected, i.e. the polarity

of every other folding amplifier differential output has to be connected in
reverse manner, as shown in Fig. 3.11.

The small signal analysis for a single differential amplifier with active
load is treated in Appendix A. According to the analysis in the appendix, the
small signal differential-mode voltage gain of a folding amplifier imple-
mented employing a simple differential amplifier, as depicted in Fig. 3.11,
can be described as below:

Apy =51 (3.48)

for the amplifier with active PMOS load and

A=-g R, , (3.49)

for amplifiers with resistive load R; .

The transconductance g, (and also the output conductance g,¢ and thus
the conductance g;) depend on channel length of the MOS transistor em-

ployed. However, the channel length L is normally constrained by the fabri-
cation process and it cannot be shorter than the limit for a given technology
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to obtain a higher g, . Second, the load is shared with other folding amplifi-
ers to set the output signal range of the folding signal (Fig. 3.11). Thus, the
best way to increase the voltage gain A4p,, is to choose a MOS device at the
input that features large channel width W to obtain a high transconduc-
tance.

Another approach to implement the folding amplifiers (FA) featuring
high voltage gain is to use cascaded amplifiers instead of a single amplifier as
indicated in Fig. 3.14. The amplification factor for differential signals of each
stage, 4, 4;,and A4y, canbe described as follows:

g Sml. (3.50)
Em7
Ay =—Em (3.51)
Em9
and
Ay =—gus- Ry, . (3.52)

The total voltage gain A can be deduced from multiplication of all three
stages. This becomes:

A=A1'A2'A0 ’ (3-53)

_ 8m1 " Em3  Ems 'RL . (354)
8Em7 " &mo

= A=

In order to obtain high total voltage gain A, there are now two possibili-
ties. One is to increase the gate width of input transistors, M1~M6. The other
one is to decrease the gate width of the active loads, namely M7~M10.

The disadvantage of such topology shown in Fig. 3.14 is that it increases
the noise by the cascaded amplification (see Fig. 3.15). Supposing that the
input-referred equivalent noise of the amplifiers, ie. 4, 4, and 4y, can be

. 2 2 2 . .
described as Vi amp » Vi2,amp » @0 Vg amp » respectively, the total input-

referred equivalent noise of the cascaded amplifier chain v? ., canbe writ-

ten as:
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Fig.3.16: Small signal analysis for input feedthrough

- v2 v2
2 w2 n2, amp n0, amp
Vi, total = Vn, amp + - 5 * ﬁ . (355)
A] 1742

Hence, the noise of the 1¢t amplifier is dominating the performance of the
cascaded amplification.

The input-referred equivalent noise of the amplifiers 4, 4,, and 4, can
be expressed as follows:

2
V;%l, g =2 V%l +Vﬁ7 (Eﬂj for g, =g and g7 = gus, (3.56)

ml

o 2
v52,amp =2 Vﬁs +V39 [&”'9‘) for g,3 =84 and g9 =guo, (3.57)

8Em3

2
2 vn,RL

L ngnS ‘R%

for g5 =gy - (3.58)

For the input-referred equivalent noise of the transistor M, itis valid
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) )
i =k—+4kT. , (3.59)
Af Cox WL+ f 3

while the thermal noise of the resistor R, is

V;% R
L =A4FT-R, . (3.60)
Af

Consequently, for g,/g,7 >1 we obtain "3, total E2-V,31 .

For an (m+n)-bit folding and interpolating A/D converter, the folding
stage in the n-bit fine converter still has to reach (m+n)-bit accuracy (see Fig.
2.19). Thus, the total input-referred equivalent noise v,f, i Das to be limited

to:

2 @_ |Vln7max\

n, total = 2 omtn+l

(3.61)

Applying the averaging technique on the output signals can reduce this
noise. For example, the wires A, B, C and D can be connected to the same
wires in another folder, which reference voltages are adjacent to the aver-
aged folder. Details about the averaging techniques are treated in the later
section in this chapter.

In order to obtain maximum voltage gain from the differential pairs, the
transistors must operate in saturation region. This leads to restriction on the
output voltage swing. For example, the output signal range of one amplifier
should fit inside the input signal range of the next amplifier.

In addition, the first input transistor pair, M1 and M2, contains depletion
MOS transistors to ensure large input voltage range of the folder. The restric-
tion on the input signal range can be found by investigating the behavior of
the differential amplifier, as discussed in the following.

Besides the common performance parameters, such as differential-mode
voltage gain Ay, , common-mode voltage gain A, , and the common-mode rejec-
tion ratio (CMRR), noise, bandwidth etc., there are other parameters of high
importance. In our application we have found that the input feedthrough at
the input transistor pair is also important. In Fig. 3.16, a basic MOS differen-
tial amplifier with a load resistor R, is depicted, in association with its

small-signal equivalent circuit diagram. Assuming that there is a rapid volt-



Components for CMOS Folding and Interpolating A/D Converters 77

Fig.3.17: DC transfer characteristics of the differential amplifier

age transient v; at one of its inputs and the other input is connected to con-
stant reference voltage v, generated by a resistor string serving as a voltage

divider and driven by a reference voltage source, this rapid signal change of
v, side causes an interference due to capacitive feedthrough via Cj;; and

Cys - The effect of this coupling depends on characteristics of the voltage
sources connected to the amplifier inputs. If the reference voltage v, is not

buffered and merely generated by the resistance string as shown in Fig. 3.16,
the effect of the input feedthrough will cause disturbances of the reference
voltage.

Considering the DC transfer characteristic of the differential amplifier, the
voltages v, ¥, and V- are plotted in Fig. 3.17 for V, staying constant and
¥, being swept across the input voltage range [89].

The signals ¥, and ¥V, represent the output signals of the differential am-
plifier. These signals are equal when the input signal ¥, is equal to the refer-
ence signal ¥,. What is important is the behavior of the voltage at the com-
mon mode node V.. If the input signal ¥; is much lower than the reference
signal V,, the drain current of M1 is zero and the device M2 conducts all
current of the current source 7, (Fig. 3.16). Since the voltage ¥, and the cur-
rent I, are constant, the common source voltage ¥, is kept at constant po-
tential due to a constant voltage ¥,;s, as shown on the left-hand-side of Fig.
3.17. In this case, the voltage V,,q is high enough to keep the transistor M2

in saturation region.
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Fig. 3.18: Differential amplifier with “negative” conductance M5 and M6

Supposing that the input signal ¥; is now higher than the reference volt-
age V,, then the voltage Vs increases and the voltage V,;y decreases, as

shown at the right-hand-side of Fig. 3.17. The drain current of M1 increases.
Since the input signal ¥} increases along with the x-axis, the common source

voltage V- also increases.

If ¥ is sufficiently higher than V;,, the device M1 conducts all current I
and the device current of M2 is zero. Then V;¢ is constant and V- rises at
the same rate as ¥;. A further rise of the common source voltage ¥ leads to
a decrease of voltage V;,¢, which can lead the device M1 into the triode
region.

Considering fast transients of the input signal ¥}, there are large changes
in both voltages V¢ and V,55 and the capacitors Cigs and C,5¢ conduct
displacement currents. Therefore, the voltage ¥, can be affected by capaci-
tive feedthrough since the voltage ¥, is generated by a nonideal voltage
source. How this feedthrough affects 7,, thus depends on the resistance of

the resistor string and values of Cig5g and Cyg.

An idea to improve the differential amplifier is to replace the load with
two pairs of transistors M3 and M4, M5 and M6, as depicted in Fig. 3.18. In
Fig. 3.18, the transistor pair M3 and M4 works as active load and the transis-
tor pair M5 and M6 is a cross-coupled current mirror.

The equivalent circuit diagram for the small-signal behavior analysis is
displayed on the left side of Fig. 3.18. According to the Kirchhoff's law and
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the principle of superposition, the branch point voltages v, vz, and vo can

be given as follows:

(831 +85ps) Va+t8sm Vst

(3.62)
8im M —ve)+gips (V4—ve) =0,
&m (V2 =ve)+ gaps (v =) =0,
and
~8im M =Ve) = Gy (v, =V )+
(3.64)

&ips (Ve =V )+ &aps (Ve —Vp)+ 8 v =0.

Supposing that the transistors M1 and M2, M3 and M4, and M5 and M6
match ideally, i.e. they meet the following conditions,

8im = &am » (3.65)
&ips = 82ps > (3.66)
831 = &3m T &3ps = Zam + 8aps = 8ar » (3.67)
&sm = 8em » (3.68)
8sps = 86ps - (3.69)

Eqgs. (3.62) — (3.64) can be simplified as:

+ v+ vy +
(831, +&sps) Va+&sm Vp (3.70)
&m M —ve)+gips (Va—ve)=0,
(831 + 8sps) Vg + &smVat

(3.71)
8im (V3 =ve)+ &ips (v —vc) =0,

and
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=& N =V~ G (Vo= V) +

(3.72)
&ips (Ve =Vy)+ &ups -V —Vp) + &V =0.
From Eq. (3.72), the voltage v. can be expressed as:
v = 8im (Vi V) +8ips (V4 +vp) _ (3.73)

(g+281, +28ips)

The term (v, +vg) in Eq. (3.73) can be deduced from summing Eq. (3.70)
and Eq. (3.71).

2(gim *+ &ips) Ve — & (1 +2)
(81ps + 831 + 8sps + &sm)

(vatvp)= ’ (&74)

so that

_(81ps + 831 +85ps + 8sm) (Va+Ve)+ &1y () +V,) _

Yc
2(gim + &ips)

(3.75)

Inserting Eq. (3.74) into Eq. (3.73) and solving for the voltage v, leads to:

Ve = 8im (831, + &spg + &sm) (V1 +V2)
8 8ips T(8+281m +281ps) (831 + 85ps + &sm)

=fv2) s

(3.76)

which shows that the voltage v is function of the input signals v; and v,.

The common-mode voltage gain 4, can be calculated by applying Eq.
(3.73) and Eq. (3.75) as follows:

8im M +v)+gips (V4 +vg)
(g+2g, +281ps)

(3.77)

_(8ips + 831 +8sps + 8sm) (VatVp)+ &Gy (V1 + V) ‘
2(81m + 81ps)

This yields:
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A _ytvg) 2 (vytvp)
M 2 (v +v))  (m+wp)
(3.78)
—£ 8w

g &ps +(g+2g +2ngS)'[g3L +(gsm +gSDS)] .

The term (g, + g5pg) In the denominator of 4., reduces the common-
mode voltage gain 4, . Considering the transistors M3, M4, M5 and M6 are

designed to have the same transistor geometry (i.e. W and L) and the
transconductance g, is much more larger than the conductances g, and

g the common-mode voltage gain 4, canbe written as:

ACM = —8&° 8im
8 &ips +(8 +281m) [ &3m + &sm

(3.79)
= —8 " 8im = —& .
& &pst 4glm *83m 4g3m

The differential-mode voltage gain Ap;, can be derived using a similar
treatment, namely subtracting the two Egs. (3.70) and (3.71). This leads to:

—8im - —V)) (3.80)
(8ips + &1+ &sps — 8sm)

(vy—vp)=

and

(v4—vp) —81
Any, = = " . (3.81)
oM =) [ngS * Bar. =B “gSDS)]

The term —(gs, — gsps) affects A4, : since gs, is normally larger than
gsps » this term increases the differential-mode voltage gain A4,,,, of the am-
plifier circuit due to its negative sign. Because the sign of this term is nega-
tive, it acts like a "negative" resistance [71], [72], which is due to positive
feedback of the devices M5 and M6 [90]. As discussed above, if the transis-
tors M3, M4, M5, and M6 are designed to have the same geometry, the dif-
ferential-mode voltage gain Ap,;, canbe written as follows:
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ADM - _glm
[ngS +831 —(8sm — gsDS)]

= ~&im (3.82)
[ngS +(&3m + &30s) —(&sm — &sps )]

= —81im .
(&ips + &ps + &sps)

Furthermore, the common-mode rejection ratio (CMRR) can be written as:

CMRR =| 4D

M

_ &8s +(8+281, +2810s) [ 831 + (85w + &sps)]
g'[gms +83;, —(&sm — gSDS)]

(3.83)

~_8"8ips +281m " 283m = 481, E3m ‘
g (8ips +&ps *+ &ps) € (&ips +&ps + 8&sps)

Comparing to the CMRR without the cross-coupled transistors M5 and
M6 [3]

CMRR =28 (3.84)
g

2g3m
8ips t 83ps T 8s5ps
Zn 1s normally much larger than gy .

1S enormous because

the increase of CMRR by the factor

Unfortunately, Eq. (3.82) is only valid if both the transconductances of the
devices M3 and M5 match exactly, which cannot be guaranteed in practice.
In case that mismatch occurs between the transistors M3 and M5, the term
8im — &sm from Eq. (3.82) can be either positive or negative. Moreover, if this

term is negative and its value is larger than gpg+ g3ps + &5ps - this leads to
the differential-mode voltage gain 4p,, to be positive. A proper operation of

this circuit in this case is not possible. Other disadvantage of this kind of
amplification is that the transient performance is too slow.

3.3.5 Principles and Design Techniques for Interpolating
and Averaging
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Fig. 3.19: Definitions of linear interpolation, the m-times and the m-
stage interpolation

The interpolation [7] is a method to generate additional signals from the input
signal of the interpolation stage. That is to say, the total number of usable
signals can be increased by this method. Providing that the interpolation error,
which is defined as the difference between the desired interpolated value
and the actual value of a certain signal, can be well controlled, the resolution
of the converter can be increased at low cost. Consequently, the design tech-
nique of interpolation has essential influence on reducing the power dissipa-
tion and the total die area of the complete converter. Since the methods of
interpolation can be very different, the shrinking and complexity of the con-
verter depends on the interpolating method that is applied. Generally speak-
ing, the total number of usable signals is multiplied with the interpolation
factor F,;,, after the interpolation stage. Thus, the interpolator should be

inserted close to the rear end of the converter, instead of placing close it to
the front end, to ensure the efficiency of interpolation.

Depending on the electrical signal employed in the interpolation, methods
of interpolation can be divided into two categories, namely, voltage interpola-
tion [40, 71, 72] and current interpolation [7, 74, 75]. The advantage of voltage
interpolation is its simplicity of realization. On the other hand, the current
signal can yield more dynamic range than the voltage signal.
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Fig. 3.20: Folding signals displayed in polar coordinate system

From the viewpoint of implementation, the voltage interpolation can be
realized using a resistor string, like a voltage divider. Such kind of resistor
will be called interpolating resistor Ry, in the later text. High-ohmic interpo-
lating resistors can ensure the needed precision of the interpolated signals.
But, this is contrary to the need of averaging technique. Sizing of the interpo-
lating resistor will be treated together with the averaging technique.

In contrast to the voltage interpolation, the current interpolation generates
the interpolated signals by using current mirroring. This kind of interpolat-
ing technique is complicated to implement, but, with the current trend of
low-voltage design towards 2.5 V or even lower, its high dynamic range is
becoming more and more important.

Besides the character of the input signal of interpolation, there is another
criterion to distinguish two different types of interpolation. They are multi-
times interpolation and multi-stage interpolation. The multi-stage interpolation
is intrinsically a cascaded interpolation. Both the multi-times and the multi-
stage interpolation treated in this book are kinds of linear interpolation (Fig.
3.19(a)).

Arithmetically the linear interpolation of the signal x in the range between
two known values A and B can be observed as generating fraction amount of
the single values A/M and B/M and using these fractions for linear ap-
proximation of the signal x for other values in this range. The value x' in Fig.
3.19(a) can be written as [7, 8]:
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Fig.3.21: Linear 4-times interpolation in the Cartesian coordinate system

= pg . (3.85)

4, B
m m

where 0< p,q<m, p+q=m,and pgmeN.

The value x' represents the interpolated value. Thus, the interpolation er-
ror can be defined as the difference between the actual value x and the de-
sired interpolated value x' .

The multi-times interpolation implies that the input signal is interpolated
in order to obtain several output signals directly, as illustrated in Fig. 3.19(b).
Extra m-1 signals are generated by the input signals. This kind of interpola-
tion is more efficient. But if m is much greater than 2, the risk of introducing
an interpolation error is larger than for the 2-times interpolation. Details of
calculation of the interpolation error will be discussed later.

On the other hand, the multi-stage interpolation has disadvantage of
longer signal latency as it can be seen in Fig. 3.19(c). The interpolation error
can be minimized, if only 2-time interpolation for every stage is used. Of
course, it is possible that arrangements of multi-times interpolation and
multi-stage interpolation are designed to be combined together. In this case,
trade-offs have to be made between the efficiency of the interpolation and
the potential interpolation error.

In order to describe the process of interpolation and its corresponding
interpolation error mathematically, let us look at first the folding signals FS
in Fig. 3.13. As can be seen in this figure, the folding signal FSy ; has the

same position as the virtual folding signal FSp ;... For the sake of simplifying

discussion without loss of the continuity, we assume that the folding signal FS
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Fig.3.22: Linear 4-times interpolation in the polar coordinate system

in Fig. 3.13 can be treated as sine-wave signal. Then the x-axis that carries
V3, can be converted into polar angle ®, which is usually used as a time-
based variable and can be described by the polar coordinate system. Hence, the
folding signals FS like in Fig. 3.13 can be displayed using the polar coordi-
nate system as depicted in Fig. 3.20, supposing that there are totally only 8
folding signals FS; ~ FSg.

Some general characteristics of the folding signals FS can be better ob-
served in Fig. 3.20. The original positive folding signals FSp |~ FSp g are

marked by arrows with solid lines outside the circle; on the other side, the
original negative folding signals FSy i ~ FSy ¢ are marked by arrows with

dotted lines outside the circle. These 16 folding signals FSp | ~ FSp g and
FSy |~ FSy g are spanned equidistantly over the whole circle and create
the internal ring. In contrast to this, since the FSy ; can be also observed as
FSp o , as discussed above, the folding signals FSp ¢ ~FSp ¢ and

FSy ¢ ~ FSy, 16 form the external ring.

In Fig. 3.20 all positive folding signals and their corresponding negative
folding signals have 180° "phase difference”. The so-called phase difference in
the polar coordinate system actually corresponds to a DC-offset in the Carte-
sian coordinate system. Second, if the folding signals are equidistantly posi-
tioned along the x-axis (Fig. 3.13), they are spaced equally at the same angle
around the ring in Fig. 3.20. Hence, interpolation along the x-axis in Fig. 3.13
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unity circle

Fig.3.23: Modeling for estimating Interpolation error

is equivalent to interpolation around the polar angle in Fig. 3.20. The model
shown in Fig. 3.20 can be used to investigate the interpolation error.

Fig. 321 shows two folding signal FSp ;, FSp , and the corresponding
interpolated signals, marked with FS,, FSz, and FS.. For the comparator,

only the positioning of zero-crossings is of importance. The amplitude
difference between I; and / ' is not a crucial problem.

The creation of this amplitude difference (f;-1') can be better under-
stood considering in the polar coordinate system, as illustrated in Fig. 3.22.
This figure shows a simple model of 4-times voltage interpolation (Fig.
3.22(a)); the input signals are FSp ; and FSp , and three interpolated sig-
nals are FS,, FSp, and FS. . Since the input signals FSp | and FSp , can
also be used as output signals and every input signal can be used twice, the
interpolation degree can be considered as 4-times interpolation, although
only three new signals have been generated by the interpolation.

Fig. 3.22(b) shows the input signals FSp ; and FSp , in the polar coordi-
nate system. The three interpolated signals FS,, FSz, and FS. are illus-
trated in Fig. 3.22(c). The generation of interpolated signals is described in
the following.

According to Eq. (3.86), the interpolation is addition of the fractions of the
input signals. Hence, only the amplitude of the input signals (here: folding
signals FS') has to be considered.
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If the folding signals can be described as sine-wave functions as shown in
Fig. 321 (Cartesian coordinate system) and Fig. 3.22(c) (polar coordinate
system), only the components of the / -axis have influence on the interpola-
tion process. Hence, the signals FSp | and FS, , mustbe projected onto the

I -axis as illustrated in Fig. 3.22(c), which corresponds to the cosine compo-
nent in the polar coordinate system. The total difference between signals

FSp  and FSp , is 02', which is divided into four equal parts, OA', A'B',
B'C', and C2'. The projection onto the line 12 by these four sections de-
fines the real values of the interpolated signals.

Since &, > §,, the interpolated signals FS, and FS. are expected to have
an interpolation error. To the contrary, the interpolated signal FS; has no
interpolation error because the interpolated signal FS; is onto the bisection
line of the angle £(FS; ;, FSp ,) and the desired value is equal to the actual

value at this point.

Henceforth, consider the general case of interpolation error. For an m + n -
bit folding and interpolating A/D converter with the folding factor F, =2",

the LSB can be described under the polar coordinate system as:

180°

2}1

LSB= (3.86)
Using the same definitions as in Chapter 3.3.1, the phase difference 0y,

between two neighboring folding signals, which are the output signals of the
folding stage, can be written as:

_180°
=

e}
1800 o,

Phase Difference Op; = LSBx2™ = 5 , (3.87)

where n, is the interpolation resolution.

Since the interpolation is symmetrical to the bisecting line of the angle
Z(FSp 1, FSp_,), only the difference between the folding signal FSp ; and

the bisecting line I" have to be taken into account.
Furthermore, for a given amplitude, i.e. the folding signals FSp | and

ESp 5 lie on an unity circle, the lengths *W( and !TM! can be written as:

‘O_M‘ =C0s ((_9222’/'"_} ; (3.88)
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and
yﬁi} = sin(eDT’fj . (3.89)

Hence, the angles 8,4, ..., €;, and 6, in Fig. 3.23 can be described as:

6,, =tan™ =tan™' | -— o
SMEEs
2 2 (3.90)
_ O
= tan™ tan(Tj :
L 2n2~1
1) ! s o
=tan~ -
L OM M
%) ofta)
=tan'| 2. £ —tan™'| 1 2 (3.91)
2n2 9 . 2n2
RIESEES (&) e( %)
[ (4, 0,
=tan™ tan(DTlﬁJ B R DTQY]
and
[
Oy =tan” T —(9L+0M)
sin[@ﬁij sin(g@'ﬁij
—tan |3 —2 2 | _tan |2 | 2 S (3.92)
2™ a,, 2™ g,
—-cos(ﬂj -cos( D’f)
2 2 2 2
i 0, 0,
=tan™ tan( gﬁJ -tan™ tan[DT’ffJ
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Cascaded Interpolation
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Fig.3.24: Cascaded 3-stage, 2-times interpolation stage

and so forth.
The DNL at point M, according to Eq. (2.20), is then
180° 0
_|LSB|-|(code width),,| | 57 M

DNL,, = -
M |LSB| 180°

2 (3.93)
2" _1| tan (g%)
=1- -tan 2 .
1800 ——'2”T

The INL can be obtained by using Eq. (2.21).

Furthermore, supposing that only multi-stage 2-times interpolation, instead
of single stage, multi-times interpolation (see Fig. 3.19(b) and Fig. 3.19(c)), are
used in the interpolation stage, the interpolation error, based on the view-
point of DC analysis, will be minimized. The amplitude of these interpolated
signals can be controlled by using interstage amplifiers. Fig. 3.24 depicts an
interpolation scheme based on a cascaded 3-stage 2-times interpolation stage,
which is going to be implemented in this book.

Averaging technique was introduced by Mr. Kattman in 1991 [91] and im-
proved by Mr. Bult [71-73]. The basic principle of averaging technique is to
"de-sharpen” the effects of the mismatch and the offset from the amplifiers
by adding resistors to connect the output signals of the interstage amplifiers
(see Fig. 3.24). An example of inserting the averaging resistor R, between the
neighboring amplifiers inside the interstage amplification is depicted in Fig.
3.25.

The load in Fig. 3.25 can be either a passive load, e.g. a resistor, or an ac-
tive load, e.g. a current source. The differences, the assets, and drawbacks,
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Fig.3.25: Averaging circuits

presented by Mr. Kattman in 1991 [91] and Mr. Bult in 1998 [73], of using a
physical resistor or using current source as the load of the amplifier are
summarized in Table 3.2. Investigations made by Mr. Bult [71-73] showed
that setting the resistors R, and R, to be equal is a good trade-off between
the output impedance of the amplifier and the averaging effect. We shall
now consider the averaging more closely and try to determine optimum
valuesfor R; and R,.

Let us assume a simple model for averaging shown in Fig. 3.26. That is,
we assume that only three amplifiers (folding amplifier or interstage ampli-
fier) operate in linear or quasilinear region, the rest is saturated (i.e. the out-
putis "clipped”). Then we can calculate the output voltage at the node k as:

Lou, k + @ Lou, k-1 + & Lou, g1 R, (3.94)
1+2c

V()ut, k=

where a=R; /(Ry4+R;) . Note that we have neglected the power supply

voltages, since we are interested only in small-signal operation. Assuming
that 1y, ; =G, -V, ; for j=k-1, k, and k+1 we can write:

VigtaV g +a;

Vous,k == 4 .G,Ry (3.95)

1+ 2«

where G, is the transconductance of the amplifier employed and ¥, the

input voltage of the kth amplifier connected to the node k.
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Table 3.2: Assets and drawbacks of physical resistors employed as pas-
sive load and current sources as active load

| I Assets | Drawbacks

- Output impedance of
amplifier |
Physical resistor R; |. Amplifier offsets | - DC voltage gain |
(with smaller R,) |- Better averaging effect |- Comparator offsets 1

(connected to Vp , and
Vy.. in Fig. 3.25)
Trade-off Set R, and R, tobe equal

- Ro replaced by s

- Gain is more deter-

- Nonlinear relationshi
mined by /p,-R, and 2

Current source between g and I,

(output resistance g ) IRy leads to nonlinear aver-
- Gain and averaging agingon Vp . and ¥y ,
decoupled to first order
extent
Approach Lower R, until the right gain is reached

Based on this result let us estimate the DNL for the case that the kth ampli-
fier exhibits an error voltage Vy,,,, , and is connected to a reference voltage

Vier,k » Where Vg, can be calculated as Vp,, , =(1-k/N)-V, . First we
obtain (see Eq. (2.20))

aV, at-a)V, ;-

(1-a)V, pa—aV, 4

‘AVOut,k| = ‘V0ut,k —Vou, k~1’ = 320 -G,R, . (3.96)
Then we insert V; ; =V, ~Vor & +Vipor 1, Which yields
[a- VEror, ke1 + (1 - 0«’) “Verror,k = |

|AV()ul,k’ _ (1=2) Vrror, k-1 =@ Viror, 2 . VRe s .G,R, , (3.97)

1+2a N

for VRef,k =(1_k/N).VRef .
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Fig. 3.26: Model for averaging technique

If we further assume that all amplifiers have a constant offset AVg, but
the kth amplifier exhibits an offset mismatch AVyg (ie. Vg, ; =Vpg for j=k,

VError, x =Vos +AVpg ), we obtain

-« VR 4
|AV0m,k| = (m-AVOS +T°f)-GmRL , (3.98)

which clearly proves that the averaging reduces the effect of the device
mismatch on the DNL. This can be seen when considering the case of
Ry=x (ie. a=0), ie.

AV, = | apyg 4 Lot 3.99
| Out,k'a=0_+ ost N ‘GLR, (3.99)

that is when no averaging is performed. Nevertheless, the price paid for this
improvement is the degradation of the INL. If we determine the INL accord-
ing to Eq. (2.21), namely

k+1

. W,
D AV, =(—-—a AV0s +ﬂ]-GmRL : (3.100)
faral) 1+2c N

We can see that o affects adversely the INL (i.e. the INL is better without
averaging). This is due to the fact that with rising « the error "leaks” to
neighboring amplifiers, although its peak decreases. Optimization is difficult
if we do not know, what is more important for a particular application, i.e.
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Fig. 3.27: Principle of mixture of interpolation and averaging effects

DNL or INL, but minimizing the root-mean-square sum of both, DNL and
INL, yields a,, =3/4.

We can now estimate also the DNL improvement due to averaging for a

statistical device mismatch of all amplifiers expressed as AV, using the

above given equations, namely, as variance

AV (3.101)

The improvement can be calculated considering « =3/4 and a =0 (i.e.no

averaging), which yields an improvement of factor of 10 referred to noise
power, i.e. 10 dB or 1.66 bit.

In this book, the approach is to combine the functions of interpolation and
averaging together. However, this approach requires use of high-ohmic
polysilicon resistors in the CMOS process employed for realization (instead of
low-ohmic polysilicon used for transistor gates). The principle of combining
the 2-times interpolation with averaging effect can be seen in Fig. 3.27. The
resistors R; and R, in Fig. 3.27 are designed to be equal to meet the de-
mands of the output impedance of the amplifier and the averaging effect.
This circuit has been used in cascaded interpolation stage of the imple-
mented A/D converter, as shown in Fig. 3.24.
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Fig.3.28: Distribution of reference voltages for coarse and fine convert-
ers

3.4 Subsystem: Coarse Converter

34.1 Introduction

The coarse converter of the folding and interpolating A/D converter divides
the input signal range into several intervals and provides the heading sig-
nificant bits of the complete converter. In addition to the coarse converter,
the fine converter resolves each interval separately and supplies the remain-
ing bits for the outputs of the entire converter.

An alternative function of the coarse converter is to detect the out-of-
range input signal, including both the overflow and underflow situations.
Hence, as an example of m-bit coarse converter, the total number of the

comparators inside the coarse converter is (2" +1). The distribution of the
reference voltages used in the m-bit coarse converter and n-bit fine converter
is shown in Fig. 3.28. The input signal range is divided into (2" -2") inter-

vals.

Supposing that an interpolation technique with the interpolating factor
Fyp;, =2™ 1s applied, then the number of needed reference voltages is only

(2™ .2"™), as discussed in the section on fine converter stage in this chapter.

34.2 Coarse Converter Topology

The coarse converter can be just a flash A/D converter if the coarse resolu-
tion m is not too high. Assuming that the folding and interpolating A/D con-
verter is designed with both sample-and-hold amplifier and synchronization
stage, then an extra delay stage to align the coarse converter with the fine
converter is not necessary. But, if the folding and interpolating A/D con-
verter is designed without the sample-and-hold amplifier as its analog front-
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Fig. 3.29: Folding and interpolating A/D converter with only THA as
synchronization

end, a delay stage between the input signal and the coarse comparators to
prevent the signal racing between the two converters is a suitable arrange-
ment [92]. Otherwise, the latency caused by the coarse converter will be
much shorter than that by the fine converter. The output signal might not be
well synchronized.

The sample-and-hold or, better to say, track-and-hold amplifier acquires
and holds the input signal and it also works as a "pace maker” for the fol-
lowing circuits. Thus, the THA can be considered as the primary
synchronization stage. But the acquired signal itself has glitches when the
clock signal switches, which might cause signal racing in the following
stages. Besides this, the pedestal error and the droop rate of the THA can
deteriorate the performance of the converter, especially when the acquired
signal is near the interval edges. As an example, a measured result of such
synchronization error occurring close to the interval edges is given in Fig.
3.29. The measured data shows that the converter with THA as the only
synchronization stage exhibits synchronization errors at the interval edges.
Thus, circuits for the synchronization cannot be avoided, although the THA
already provides the synchronization function.
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Fig. 3.30: Possible structures of the coarse converter

In addition, using the THA can acquire and "freeze"” the input signal at a
certain signal level and the problem of signal racing in both, coarse and fine,
converters is diminished. Moreover, the increased internal frequency inside
the folder stage is limited only when the clock signal switches. Thus what is
now more important in the converter design is balancing the latencies of
both converters rather than minding this increased internal frequency. Fig.
3.30 shows two possible structures of the coarse converter. The first one (Fig.
3.30(a)) can be operated with sampled or unsampled input signal. In this
case, the coarse converter itself is designed like a flash A/D converter with-
out extra signal delay circuits, but in the case of unsampled signal, more care
must be executed in the system design than for systems with sampled input
signal.

In the case of a conversion system without the sample-and-hold amplifier
as an analog front-end, it is better to insert an analog delay circuit in front of
the comparator stage to compensate for the different latencies between the
coarse and the fine converter. One example suggested by Mr. Wenzek [92] is
to insert cascaded dummy differential amplifiers with similar structure like
those in the folding stage of the fine converter. An example of the block dia-
gram is depicted in Fig. 3.30(b). The advantage of such a structure is that it
avoids the use of high-speed THA, which is the most critical component in
high-speed conversion. Besides, the power dissipation is also reduced in this
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Fig.3.31: Flash A/D converter

case because the THA stage consumes more power than these two dummy
stages. The balance sheet for the power dissipation can be found in the sec-
tion for power management in Chapter 4.

The designs for the comparator stage and the error correction stage are es-
sentially similar to those in the fine converter and will be treated in the fol-
lowing sections.

3.5 Comparator Stage

The comparator stage forms an essential part of the flash A/D converter used
here as a coarse converter and, therefore, deserves a thorough analysis.

3.5.1 Comparator Analysis

Let us consider a simple flash A/D converter block diagram illustrated in Fig.
331. It contains a resistor string to generate a set of reference voltages, a
comparator array, and logic to encode the comparator signals. This figure
also contains error sources that determine the accuracy of this type of A/D
converter: time-independent errors are summed up in the source Vg, while all

. . . . 2
time-dependent error sources are included in the random noise source v, . In
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Fig.3.32: Resistor string with “worst case” mismatch

circuit design terminology the source ¥, can be interpreted as comparator

input offset voltage plus reference offset voltage, while the source v? in-
cludes comparator input noise and noise of the reference voltage.
For an n-bit resolution this converter requires N resistors and (N-1)

comparators, where N =2". For the kt comparator, the input voltage can be
described as:

v, = v, n— VR(;I', it VI:‘rrnr s (3102)
where
k k
VRef, k= (1 - W) ’ (VRef_max - VRef_min ) = (1 _Fj : VRef (3.103)
and
VR@f = VRef _max VRef _min - (3104)

Note that if all error sources ¥,y were equal for all comparators, the reso-

lution of the A/D converter would not suffer. Only statistical mismatch
AVys degrades the resolution. Hence:
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ngrror = AV(%S +E : (3-105)

The comparator switches its logic output to high or low for v, >0 or
v; <0, respectively. To meet the resolution requirements on differential

nonlinearity, the error voltage must be smaller than half the LSB value,
hence:

V
VError max S VRef = 67 = LSB y
5 2.N 2n+1 2

(3.106)
As stated above, the error source ¥y, thus plays an important role in de-

termining the converter accuracy. As stated above, the time-independent
error source AV, includes errors caused by the resistor string mismatch

AVps, rey and offset mismatch voltage of the comparator AVpg e - We can

identify the worst case for the reference voltage of the kt comparator. If, e.g.,
all k resistors exhibit a deviation of —AR/2 and all remaining (N - k) resis-

tors have a deviation of +AR/2 (see Fig. 3.32). Then we can write

AVos, Ref, max 3S:

AVOS, Ref, max — iVRef, k, max — VRef, kl

AR
(N—k)-(R+7] N_k‘
= = Ve (3107)
(N-k)-(R+§)+k-(R-£R—) w
2 2
AR
_ N-—k‘ k‘? "VRf
"
NN (v-2p)- 2R
2R

The maximum value can be estimated for k= N/2 to be
Vry |AR
4 R

while AVys cap, max 18 solely technology-dependent. It must be noted, how-

AVos, Ref, max = » and it is at least partially technology-dependent

ever, that in practice the main contribution to the resistor mismatch appears
to be the contact resistance variations rather than geometry variations.
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Fig.3.33: Schematic of a high-speed comparator

Determination of noise contribution v’ is, of course, a much tougher task
because a comparator is essentially a nonlinear circuit. We can help it by
linearization of the circuit just for the initial time period, i.e. when the com-
parator is making its decision. This is especially true for the comparator
considered here which consists of a preamplifier and a latch stage. The noise
of the resistor string, on the other hand, is somewhat easier to be estimated.

Considering the fact that each resistor R shown in Fig. 3.32 exhibits a

thermal noise v, = 4kTR-Af , where Af is the equivalent noise bandwidth, we

can quickly derive the maximum noise voltage, namely v? Ref, max =N v .
The determination of Af, however, is not easy because the resistor string

represents a distributed RC line due to the distributed loading of the resistor
by the input capacitance C,, of the comparator array (this assumption ne-

glects any parasitic capacitance of the resistor string to the substrate).

For N > 1 we can use the formula for the transfer function known for dis-
tributed RC networks, i.e.

1

_— (3.108)
cosh JsRC,,

H(s)
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where s= jo and C,, is the input capacitance of each individual compara-
tor. The equivalent noise bandwidth By, of the distributed RC line can be

then determined as:

1 1
B, =— f SN 3.109
P72 b cosh? N JoRC v ( )

The evaluation of this integrals yields:

In2

= , 3.110
Eq ”RCIn ( )

and, consequently
"5, ces. max =N -4KTR: In2 _ 4N-In2 kT (3.111)

7RCy, T Cy,

Let us now turn our attention to the comparator (Fig. 3.33). This
comparator consists of differential input stage and a latch stage. While its
large-signal behavior is somewhat complex to describe (this will be done in
the next chapter), here we try to derive its small-signal properties in order to
determine accuracy requirements in terms of offset, mismatch, and noise.
Although essentially a nonlinear circuit, its instantaneous behavior for the
moment of decision can be described using the small-signal transfer function
as:

A o (S) ___8m  E&ws '(gm7 + 8my +SCB) (3.112)
’ gm3+5Cs (sCy) ~(gm + &)

assuming that the device pairs M1 & M2, M3 & M4, M5 & M6, M7 & M8,
and M9 & M10 are matched. This makes it possible to express the output

noise as:
2
2| &m 2,2
vnl ( - J +vn3 +V"5 :
) gm3
Vour, n, o1 =2 ; (3.113)

2
Ems 2,7
5tV ¥V
(gm7 +gm9)

where
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2 '
Yo K gr 2 (3.114)
A Cox W Li- f 38mi

for transistor Mi. The equivalent noise bandwidth for the thermal noise of
the preamplifier MI~M4 is g, /(4C,), where C, is the total capacitance at

the node A (including the gate capacitance of all devices connected to this
node) and for the latch it is (g,; + g,,0)/(4Cp,.), Where C,,, 1s the capaci-

tance at the output node including the total gate capacitance and capacitive
loading at this node. The output noise is then:

. 2
: [ 1 [g_] L Jln—gm3"’+
Cox WL\ 8w W,L, C,

k‘ ln (gm7 +gm9)t1’

COXVVSLS C()ut
vém it = 2. + 2kT Em1 + gm9 + ZkT gml + gm3 , (3115)
o 3C0ut ng 3CA gm}

2
Ens ~+ 25 (2+@+@]+
(gm7 + Emo ) 3COut &mo Em

_k_'[ 1 + 1 jln(gm“'gmg)tp

COX W7 L7 W9 L9 COuI

where the conversion time ¢, can be approximated for large C,,, using the

step response based on the linearized small-signal comparator transfer func-
tion introduced above:

-ln(1+2”) , (3.116)

which can be for large n further simplified to:

v Cou o (3.117)

tP, max
Em1 T 8mo

Hence, we can write for the equivalent input noise voltage of the comparator:

v2
2 Out, n, tot
Y, cmp = > (3.118)

2 2
(gml ) ( 8ms j
&m3 m1 1 &mo
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Fig.3.34: Schematic of a comparator with clock

and further,

(ng/gml) ln( gCOut gm3 j_’_
Cy (81t 8mo)
E nga k' (gm3] ln§+
gml COXWL gml
Vi o =2 Eus | (Burt 8o | Iné+ > (3119)
’ Cox \W,L, W L\ g, 8.
2kT (@j (gm7 +gm9J
3C0ut gml ng
1+(2+@+MJ(«%7 + &mo ﬂ
gm9 gm7 ng
where
g=nn2. (3.120)

Note that in order to minimize the noise and to maximize the DC voltage

gain it is required &mi > 8m3s &ms > &m1 T 8m9 > &m3s and gp7 = Gpo -

for the noise it is valid

Since
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2_2 2
Yy = Vn, Re f, max +vn, CMP » (3121)

we can write the resolution requirement for the flash A/D converter as:

V2 = <

Error, max =

2 2
(vn, Re f, max + vn, (‘MP)

AVOZS, Ref, max T AVOZS, cmp, max T (VR " jl
g | (3.122)

2n+1

considering all mismatches and noise are not correlated.

3.5.2 Design of a High-Speed Comparator

As illustrated in Fig. 3.34, the high-speed comparator for folding and inter-
polating A/D converter can be constructed by using an input stage and a latch
stage. The input stage is a differential amplifier with active load [71], [93] and
the output signals of this input stage A and B drive the connected latch stage
via a current mirror. The outputs of the latch stage are already digitized
signals, but are usually buffered using another stage in order to get enough
current to drive the following digital circuits.

The core components of the latch stage are, except the mirror transistors
M3~M6, two back-to-back connected inverters M7~M10, which are controlled
by two switches, M12 and M13. The transistor M12 is a PMOS transistor and
the transistor M13 a NMOS transistor. Thus, these two switches work in
paraphase. The working principle of the latch stage is shown in Fig. 3.35.

While the system clock is set to be high, the PMOS switch M12 is turned
off in order to save power dissipation and the NMOS switch M13 is turned
on to evaluate the information applied by the input stage of the comparator
MI1~M6. At this moment there is a tiny voltage ¥, left between the two

terminals Vy,,p and V,,, . The amount of this voltage V¢ can be controlled
by input voltage and transistor sizing and the direction of V¢ is controlled
by the input signals V;,, and ¥,y since the drain and source terminals of
the MOS transistor are inherently defined by their potential difference.

In case that the input signal V7, is higher than another input signal v,,, ,
the potential A is lower than the potential B. Hence, the output signal ¥,,,p
is higher than the output signal ¥y, and the voltage ¥, drops fromleft to

right, as drawn as solid line in Fig. 3.35. On the contrary, if the input signal
V,,p 18 lower than another input signal ¥, , the voltage V¢ drops from the

right side to the left side, which is drawn as dotted line in Fig. 3.35.
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Fig.3.35: Operating phases of the latch stage

While the clock signal is set to be low, as shown on the right side of Fig.
3.35, the PMOS switch M12 is turned on and the NMOS switch M13 is
turned off. The core of the latch stage is changing into two back-to-back con-
nected inverters, which are composed of M7, M9 and M8, M10. The voltage
Vs, generated by the input signals V;,p and V;,,, while the clock signal was
at high level, drives now the back-to-back connected inverters to ¥, and

Vs, respectively.

Since the two inverters are back-to-back connected, the switching process
carried out by the two inverters is very fast. The output signals, ¥, and
Voun » are pulled up to the positive power supply V,, on the one side and
pulled down to the negative power supply Vs on the other side. The output

signals are now digitized and are ready to drive the following digital circuits.

The greatest advantage of this kind of comparator is its simplicity and ef-
ficiency. The back-to-back connected inverters, suggested by Mr. W. C.
Slemmer for bipolar transistors in 1970 [94] and by Mr. H.-L. Fiedler for
NMOS transistors in 1981 [95], are more efficient due to the pull-up effect
than the back-to-back connected NMOS transistors, suggested in Ref. [93].
Apart from this, the additional PMOS switch M12 helps to save power dissi-
pation.
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Fig. 3.36: Schematic of low-power comparator

The current mirror between the input stage and the latch stage can be
eliminated in order to save power and reduce the die area. If the PMOS ac-
tive load transistors are merged together with the PMOS transistors in the
inverters, then the PMOS switch, as shown in the schematic of Fig. 3.36 (on
the left), can be avoided. An extra SR-latch can be added to latch the output
signals while the clock is at its low level and then fed into the following
digital circuitry, as shown in Fig. 3.36 on the right hand side.

3,53  Capacitive Digital Disturbance Inside the Compara-
tor

Although the comparator depicted in Fig. 3.36 performs well with respect to
resolution and speed, it can suffer from crosstalk caused by digital signals,
especially the clock. This can cause unstable behavior, especially near transi-
tion regions when used in a flash A/D converter.
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Fig. 3.37: Clock timing diagram and model of the clock feedthrough

Apart from the crosstalk through the substrate and capacitive crosstalk
between interconnecting wires, there is also crosstalk caused by the parasitic
capacitances and inductors of the wires and components and must be also
taken into consideration. The reason that this phenomenon is difficult to be
evaluated since the simulations usually employ ideal voltage or current
sources as input signals and power supply voltages and require perfect
modeling of MOS transistors. Since real sources possess finite source imped-
ance, it is impossible to realize circuit nodes exhibiting either zero or infinite
impedances. Such circuit nodes are then susceptible to crosstalk. Especially
crosstalk caused by digital circuits presents a formidable problem due to
high voltage swing typical for digital circuits. On the other hand, parasitic
capacitances of MOS switches are not precisely known and owe nonlinear.
The disturbance caused by digital signals can thus cause considerable distor-
tion of analog signals due to the crosstalk while difficult to predict. A good
method to simulate these effects is to use real sources, e.g. by inserting a
unity-gain amplifier between the ideal source and the simulated circuit, but
the problems due to modeling parameters are difficult to combat.

In this section, we will concentrate on the disturbance caused by the
switches inside the comparators which represents a major problem here. The
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problem is named kickback effect [93] in the literature. Such kind of crosstalk
is also known as clock feedthrough (CFT) or charge injection [78], and it repre-
sents amain challenge for analog discrete-time circuits, e.g. switched-capacitor
(SC) or switched-current (SI) techniques. Some analyses of the charge injection
in analog MOS switches can be found in [96, 97]. Methods to compensate the
charge injection with dummy transistors were proposed by Eichenberger and
Guggenbuhl [98].

Consider the configuration of an NMOS switch illustrated in Fig. 3.37 [99],
[100]. Fig. 3.37(a) shows the timing diagram of the clock signal, whereas Fig.
3.37(b) shows a model of the clock feedthrough and Fig. 3.37(c) and Fig.
3.37(d) are models while the transistor M1 is turned on or turned off, respec-
tively.

If the transistor M1 is turned on, the transistor M1 acts like a resistor with
value of Ry, . For sufficiently large time constant, ¥, is equal to ¥, and

CFT is not a problem. On the contrary, if the transistor M1 is now turned off
as shown in Fig. 3.37(d), the effective CFT voltage ¥ can be described as:

C C
Verr o~ |AV oy | = -2 .|V, -Vl (3.123)
Parat CL | ‘ CParal + CL | I

where V,, is the voltage when the clock signal is high and ¥ is the voltage

when the clock signal is low.

For those cases where the load capacitor €y, is much larger than the para-
sitic capacitance Cp,,,; , the clock feedthrough effect is limited. But, if the

load capacitance is merely a small gate capacitance, compared to the para-
sitic capacitance, then the disturbance caused by the clock signal is more
significant.

However, the model shown in Fig. 3.37(d) does not show a dependence
on the input voltage as expected according to Fig. 3.37(b). In reality, the term
(Vy —V;) 1s reduced, since the charge injection caused by the clock signal

during the time ¢ and ¢, is not effective due to the switch M1 still conduct-
ing while connected to the input signal ¥,,. Thus, the Eq. (3.123) can be

rewritten as:

-C
V. V, )=———"fad (. V. -V,). 3.124
CFT( In) (CL+Cpara1) ( In T L) ( )

After the time ¢,, the transistor M1 is shut off and the injected charge of
the capacitors cannot be conducted away.
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Fig. 3.38: Potential single errors and double errors of the thermometer
code

The Eq. (3.124) shows that the disturbance is a function of the input signal
Vi, - Moreover, the CFT is a problem for the clock transition from high to low,

but not a problem for the clock transition from low to high. This suggests
that any charge injection compensation or charge injection cancellation is difficult.
There are some design techniques that try to reduce the clock feedthrough,
but results are disappointing. That is why in this work, we concentrate more
on isolation of the clock signal from the input signal rather than on compen-
sating the charge of the capacitors. A new design that accomplishes this will
be described in Chapter 4.

3.6 Digital Signal Processing: Error Correction

As discussed above, comparators of the fine converter of the folding and
interpolation A/D converter can be designed in a simpler architecture than
the comparators designed for a flash A/D converter. The comparators for the
flash A/D converter are "level comparators", which compares the input signal
to certain voltage levels. Such comparators must have low noise and offset
so that special circuit techniques must be employed to achieve this (e.g. auto-
zero techniques). On the other hand, the input signals of the comparators for
the folding and interpolating A/D converter are not comparing the input
signal with absolute reference voltages, but merely detecting "zero-crossings”,
as already discussed in Chapter 3.3.2.

Since the coarse converter of the folding and interpolating A/D converter
is kind of flash A/D converter, comparators of the coarse converter of the
folding and interpolating A/D converter are level comparators. Thus we
would expect that noise and offset of the comparator would be an issue for
the coarse converter. But, as the name reveals, the coarse converter is not a
converter with high-resolution. For an m/n-bit folding and interpolating A/D
converter, the coarse converter has to resolve only m bits, not complete m+n
bits. What critical is at the transition between the neighboring intervals, but
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Fig.3.39: Parallel error correction inside the thermometer code

using proper arrangement in the digital synchronization between the coarse
and fine converters can solve this problem. Thus, the noise and offset re-
quirements are greatly reduced.

The flash A/D converter yields the output signal encoded in thermometer
code (see Chapter 2.5.1). The ideal thermometer code consists of a series of
logic "1"s and a series of logic "0"s of corresponding digital signals. The
length of thermometer code is equal to the total number of the comparators.
Of course, the length of thermometer code is also equal to the sum of both
series of logic "1"” and logic "0". For an n-bit converter in which p is the
length of the series of logic "1"” and ¢ is the length of the series of logic "0”,
their relationship can be written as:

length of thermometer code =2" = p+¢q,
g p7d (3.125)

p,geN and 0< p, g<2" .

Supposed that some of the comparators make wrong decision, the series
of logic "1" contains some logic Os, or vice versa, the series of logic "0" will
be mixed with logic 1s. In both cases the thermometer code is faulty. The
possible single errors and double errors are illustrated in Fig. 3.38.

The errors found in the thermometer codes represent the degree of
susceptibility to noise and interference in the preprocessing stages. The
possible error sources include the disturbed reference voltages, the
ambiguity of transition regions [101], and mismatch of the comparators,
noise etc. Most of these errors in the thermometer codes can be detected and
corrected by the digital circuits of the postprocessing stage. Some of the
possible correction schemes will be discussed in the following.
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Fig. 3.40: Truth table of a 3-input voter circuit and corresponding logic
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3.6.1 Algorithm for Digital Error Correction

For the sake of simplicity, only errors in the logic "1"-series will be discussed;
errors in the logic "0"-series can be treated using the same method. As
shown in Fig. 3.39, the single error of the thermometer can be corrected by
comparing each comparator output with its neighbors. That is, each com-
parator output is compared with its two nearest neighbors and the result
will replace the original signal. Assuming that there is an error code "0”,
printed in black in Fig. 3.39, among the "1"-series, the signal will be cor-
rected to "1" after the processing. Such kind of comparison process can be
very efficient because all signals are compared in parallel.

This digital error correction can be implemented by means of a voter cir-
cuit [102]. The voter circuit has odd number of digital input signals and its
output signal is decided by the majority, hence the name, of the input signals.
The truth table of a 3-input voter circuit and its corresponded logic circuit

(a) designed boundary ) designed boundary {c) designed boundary
| ] ) .

'

W 44

i i i
corrected boundary corrected boundary corrected boundaries

%84

Fig. 3.41: Uncorrectable single errors by a 3-input voter circuit
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Fig.3.42: Serial error correction in the thermometer code

are depicted in Fig. 3.40.

Supposing that a single error is located very close to the designed bound-
ary between the logic 1's and O's series, the corrected boundary will not be
equivalent to the designed boundary, as illustrated in Fig. 3.41(a) and Fig.

341(b).

This leads to an uncorrectable error of 1 LSB if this erroneous thermome-
ter code belongs to the fine converter. Hence, the voter circuit with only 3
inputs cannot correct errors, which are located two digits away from the
designed boundary. This is not very favorable for the folding and interpolat-
ing A/D converter because the possibility that errors occur in the digits near
the designed boundary between logic "0” and "1" series are higher than
possibility that errors occur in the digits from other region.

Another case of uncorrectable single errors by a 3-input voter circuit are
single errors, which are located next to another, as depicted in Fig. 3.41(c).
This kind of single errors leads to two additional boundaries between logic
"0" and "1" series in the output signals. But the new generated boundaries
can be eliminated by a second stage of 3-input voter circuit. Furthermore,
the 3-input voter circuit cannot correct all kinds of double errors and triple
errors etc.

Besides the algorithm of parallel error correction as shown above, the algo-
rithm of serial error correction shown in Fig. 3.42(a) can be another solution.
As it can be seen in the example, the source thermometer code has a "0"
error at the 4t digit. The digital error correction is carried out from the left
side of thermometer code towards the right side. Encircled signals are proc-
essed by the 3-input voter circuit, which gives its output for the next correc-
tion (printed in black). After the 3+ serial correction the "0" error is corrected.
The corrected boundary is matched with the designed boundary, even if the
error occurs one digit next to the designed boundary as shown in Fig. 3.42(a).
Using serial processing, double single errors like shown in the example in
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Fig. 3.41(c) can be eliminated. But, if the single error occurs on the other side
of designed boundary, as the example provided in Fig. 3.42(b), the corrected
boundary would be displaced by two digits from the designed boundary.
Moreover, the serial error correction causes enormous latency compared to
the parallel error correction. A 64-digit thermometer code needs a total of 62
processing steps of serial error correction. This means that the serial error
correction is not practical.

3.6.2  Multistage Digital Error Correction

Since the 3-input voter circuit cannot solve problems such as double or triple
errors in the thermometer code, further investigations are necessary. These
must, however, also take hardware amount and latency into consideration.
A two-stage 5-input voter circuit has been investigated in this book. The prin-
ciple of a 5-input voter circuit is similar to that of a 3-input voter circuit, only
the truth table and the implemented logic circuit are more complicated.

Assuming the situations that errors occur in the "1"-series of the ther-
mometer code and all other signals are faultless outside the considering
region, the possible states and their corresponding corrections by the 3-input
and 5-input voter circuits are summarized in Table 3.3. The cells marked
with “v” are already faultless.

The last state, numbered 31, was originally faultless. Therefore, it should
not be taken into account. Supposing the probability that a comparator
makes an error is equal to p, the total error probabilities of the 5 compara-

tors is
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f()r/gma/(p): PS +5p4 (1—p)+10p3 (] —p)2 +

10p*-(1-p)’ +5p-(1-p)* ,

(3.126)

and
peR, 0<p<l. (3.127)

The total error probability that the result after the error correction has not
been properly corrected can be described by summing probabilities of the
unchecked cells in Table 3.3. This leads to,

S (Pl 1y =P +5p" (1= p)+10p>-(1=p) +7p*-(1=p)*,  (3.128)
SPlsr aws =P +3p" (1= p)+10p>-(1=p)* +4p*-(1-p)’,  (3.129)

S(P)sy 1y =P +5p"-(1=p)+10p*-(1-p)* , (3.130)
and
SPYser 2a =P +5p"-(1=p)+3p* (1= p)* . (3.131)

Depicted in Fig. 3.43(a) is the plot of five estimates for the above formula
with p ranging from O to 1. As can be seen from the plot, the error correc-
tion algorithm has a very good performance while p is small. Varying the
error probability of single comparator from 0 to 0.001 as plotted in Fig.
3.43(b) shows that a two-stage error correction with 5 signal inputs can re-
duce the total error probability to 10% when compared to that of uncorrected
case for p =0.001.

3.7 Digital Signal Processing: Algorithm for Binary Cod-
ing

An efficient way to transform the thermometer code into the binary code is
to transform the thermometer code into the 7-of-N code at first. The 1-of-N
code marks the boundary between the logic "0"-series and the logic "1"-
series with a "1" and sets all other digits of the thermometer code a logic "0".
This kind of coding can be implemented easily by using an array of XOR-
gates as shown in Fig. 3.44.
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Table 3.3: Possible states and results of the corresponding two-stage

correction
3er voter circuit Ser voter circuit
5 Digit o After1% | After 2 After 1 | After 2
Ne: inputs Frchability correction | correction | correction | correction
0 | 00000 »° 00000 | 00000 00000 | 00000
1 | 00001 »ha-p 00001 | 00001 00001 | 00001
2 | ooo10 pa-p 00001 | 00001 00001 | 00001
3 | 00011 p(1-p)? 00011 | 00011 00011 | 00011
4 | 00100 pt-p) 00000 | 00000 10001 | 10001
5 | 00101 P (1-p)? 00011 | 00011 10011 v
6 | 00110 pP-py 00111 00111 11011 v
7 | D81L1 p*-(1-p)° 00111 00111 4 v
8 | 01000 Pt -p) 10000 | 10000 10000 | 10000
9 | 01001 P (1-p)? 10001 10001 10011 v
10 | 01010 5° Jl =P 10101 11011 11011 v
11 | 01011 p* (- pP 10111 v v 4
12 | 01100 P (- p)? 11100 | 11100 11011 v
13 | o1101 p?-(1-p)’ v v v v
14 | 01110 p2(1-p) v v v v
15 [ 01111 p1=p) v v v v
16 | 10000 pt(1-p) 10000 10000 10000 | 10000
17 | 10001 p’-(1-p)? 10001 10001 10001 10001
18 | 10010 p* = ppt 10001 10001 11001 v
19 | 10011 p>(-p) 10011 10011 v v
20 | 10100 p-(1-p)? 11000 | 11000 11001 v
21 | 10101 p*-(1-p) 11011 v v v
22 | 10110 p2-(-p) v v v v
23 | 10111 p-(-p)* v v v v
24 | 11000 p*-(1-p)? 11000 | 11000 11000 | 11000
25 | 11001 p2(-p) 11001 11001 v v
26 | 11010 p2(1-p)? 11101 v v v
A I G i e p-(1-p)* v v v v
28 | 11100 p*-(1-py 11100 | 11100 v v
29 | 11101 p-(1-p* v v v v
30 | 11110 p-(1-p)* v v v v
31| 11111 (-py° v v v v
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Fig. 3.44: Transformation from thermometer code to 1-of-N code

Certainly, if there were still uncorrected errors in the thermometer code,
these errors would be also processed by the 1-of-N code. But, according to
the above discussion, the probability is quite low after two-stage error cor-
rection.

Moreover, the LSB of the coarse converter can be directly determined by
the thermometer code of the fine converter. Normally, the LSB of the coarse
converter is determined by the thermometer code of the coarse converter
itself. The least significant digit (LSD) in thermometer code of the fine con-
verter alternates its value from "0"” to "1" or vice versa while the input signal
of the whole A/D converter changes between the neighboring intervals. The
LSB of the coarse converter has the same function. Its value also alternates
between "0" and "1” while the input signal of the A/D converter changes
between the neighboring intervals. Therefore, the LSB of the coarse con-
verter can be deduced from the last significant digit of the thermometer code
of the fine converter directly, without coding the results of the comparators
of the coarse converter. Thus, such a mechanism synchronizes the LSB of the
coarse converter with the fine converter. Considering a simple example of a
5-bit converter, constructed from a 2-bit coarse converter and a 3-bit fine
converter, the relationship among the thermometer codes, the 1-of-N codes,
and their binary coding can be clearly deduced.

A 5-bit converter exhibits 32 states in total, as can be seen in Table 3.4.
Since the resolution of the fine converter in this case is 3-bit, the length of its
thermometer code is 8. In addition, the length of the thermometer code from
a 2-bit coarse converter is 5, so that the function of over-range indication is
also included. The states, marked by “<<” and “>>" in Table 3.4, indicate that
the input signal is outside the designed range. In both cases, the contents of
fine thermometer codes are not of interest. Therefore, their digits are marked
with "X". Nevertheless, during the transformation from the thermometer
code to the 1-of-N code, there is one digit eliminated from the thermometer
code. The left-most digit (most significant digit, MSD) of the 1-of-N code is
also marked with "X"”, as can be seen in the table. The zeros in the ther-
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Table 3.4: Coding table of a 5-bit A/D converter
Thermometer 1l-0of-N code 2’s Comple. | Decimal
coarse-fine coarse-fine coarse-fine
No 43210-76543210 43210-76543210 43-210
<< 00000 =2 KXHHHK 00000 - HKEXKK KE-XXX <<
i 00001-00000001 ¥0001-X0000001 10-000 16
2 00001-00000011 ¥0001-X0000010 10-001 17
3 00001-00000111 X0001-X0000100 10-010 18
4 00001-00001111 X0001-X0001000 10-011 19
5 00001-00011111 ¥0001-X0010000 10-100 20
6 00001-00111111 X0001-X0100000 10-101 21
7 00001-01111111 X0001-X1000000 10-110 22
8 00001-11111111 X0001-X0000000 10-111 23
9 00011-11111110 ¥X0010-X0000001 11-000 24
10 00011-11111100 X0010-X0000010 11-001 25
11 00011-11111000 X0010-X0000100 11-010 26
12 00011-11110000 X0010-X0001000 11-011 27
13 00011-11100000 X0010-X0010000 11-100 28
14 00011-11000000 X0010-X0100000 11-101 29
15 00011-10000000 X0010-X1000000 11-110 30
16 00011-00000000 X0010-X0000000 11-111 31
17 00111-00000001 X0100-X0000001 00-000 0
00111-00000011 X0100-X0000010 00-001 1
00111-00000111 ¥X0100-X0000100 00-010 2
00111-00001111 X0100-X0001000 00-011 3
00111-00011111 X0100-X0010000 00-100 4
00111-00111111 X0100-X0100000 00-101 5
00111-01111111 ¥X0100-X1000000 00-110 6
00111-11111111 ¥0100-X0000000 00-111 7
01111-11111110 X1000-X0000001 01-000 8
01111-11111100 X1000-X0000010 01-001 9
01111-11111000 X1000-X0000100 01-010 10
01111-11110000 X1000-X0001000 01-011 11
01111-11100000 ¥1000-X0010000 01-100 12
01111-11000000 X1000-X0100000 01-101 13
01111-10000000 X1000-X1000000 01-110 14
01111-00000000 X1000-X0000000 01-111 15
11111-XXXKXXXKK 00000-XXXXXXXX XX-X¥X >>

mometer code and 1-of-N code are printed with gray color to emphasize the
periodicity in the code words.

It can be recognized in this table that through proper definition of the be-
ginning value of the 1# state, the LSB of the coarse converter in the 2's com-
plement code (bit 3) is inverted from the last digit in the fine thermometer
code (bit 0). Both columns are printed in bold type in Table 3.4.
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3.8 Subsystem: Synchronization

3.8.1 Introduction

The folding and interpolating A/D converter must be synchronized both at
the analog front-end and/or at the digital rear-end as can be seen in Fig. 2.19.

The coarse and the fine converter work in parallel behind the sampling
stage (Fig. 2.19). The coarse converter, which can be constructed in a flash
architecture without circuits causing various interstage delays, has usually
much lower latency than the fine converter, which has a longer latency due
to interstage delays. If the latency difference between both converters cannot
be compensated for an m/n-bit folding and interpolating A/D converter,
there would be inconsistent errors, value of which can be up to 2" LSB, and
which occur at the interval edges (Fig. 2.20). Hence, the synchronization
stage cannot be avoided.

If the input sides of both converters are fed from the output of the THA
stage, the input sides of both converters are synchronized. This kind of syn-
chronization can be called as analog synchronization.

However, the analog synchronization cannot compensate for the signal
racing between the two converters completely. To avoid undesired signal
racing in the converters, another mechanism for synchronization, for exam-
ple digital synchronization, is necessary. Using the same clock signal from the
THA stage for the outputs stages of the converters enables the synchroniza-
tion at the converter output [48].

Since the THA stage has already been treated above, the discussion in this
section will concentrate only on the digital synchronization stage.

3.8.2 Algorithm of Digital Synchronization and
Implementation

An example of digital converter synchronization has been proposed by Mr.
Flynn [47, 70] and it is shown in Fig. 3.45. Let us consider again the 5-bit A/D
converter introduced in Chapter 3.7 and Table 3.4. In this example, the most
significant bit MSB is the 4t bit in the 2's complement code (Table 3.4). We
can denote the 3t bit in the 2's complement code as M5B thus representing
the second significant bit and the 27 bit in the 2's complement code as MSB-,
which stands for the third significant bit of the entire converter. All signals
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Fig. 3.45: General principle of the digital synchronization

MSB, MSB1, and MSB-2 mentioned here represent the final synchronized
signals.

The signals MSBc and MSB.cr in Fig. 3.45 are the output signals of the
coarse converter and the signal MSB-r in Fig. 3.45 is the output signal of the
fine converter. As discussed in Chapter 3.7, the signal MSB1cr can be de-
duced from the thermometer code of the fine converter. Thus, the signal
MSBuacr is already synchronized with the fine converter. Only the signals
MSBc and MSB-r have to be synchronized. Hence the critical time at which
the synchronization must take place is given by the edge A, which is drawn
in gray color on the left side of Fig. 3.45.

Considering the signals MSBc and MSB-r, the logic circuit for its compu-
tation is shown on the right side of Fig. 3.45. This logic circuit can be ex-
plained as follows:

If the signal MSBc is at the critical edge A, then the signal
MSB is decided by the signal MSB2r and is equal to the in-
version of the signal MSB-r. Otherwise, if the signal MSBc is
not at the critical edge A, then the signal MSB is equal to its
original signal MSBc.

Since the signal MSBcr is deduced from the fine converter, the synchro-
nization between the signal MSBc and fine converter can also be carried out
by using the signal MSB-cy, instead of using the signal MSB-s.

The first aid is to detect if the input signal of the A/D converter is in the
critical regions, which are drawn with gray thick line in Fig. 3.45. The critical
regions can be detected by the thermometer codes of the coarse and the fine
A/Dconverter.
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Fig. 3.46: Variable width definition of the critical region

The it edge locates at the right side of the (i—1)tedge and at the left side
of the (i+1)t edge. It can be described as follows:

Edge, = (Coarse _TCode;_;) AND (Coarse _ NTCode,,,) , (3.132)
and

i=2-j 1<j<(2m" ) jeN, (3.133)

where m is the resolution of the coarse converter.

The term Coarse_TCode; means the M positive thermometer code of the
coarse A/D converter and the term Coarse_NTCode; indicates the i negative
thermometer code of the coarse A/D converter.

The width of the edge line (critical region) can be defined by the ther-
mometer codes of the fine converter. Fig. 3.46 is an example, which shows
how the critical region of a 6-bit fine A/D converter is defined.

All critical regions of the input signal range can be described as follows:
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Critical Region =(Fine TCode,) XNOR (Fine _TCode,) , (3.134)
whereas the indices x and y must be chosen under the following conditions,
x+y=2"-1 x,y 21 x,yeN, (8.135)

where 7 is the resolution of the fine converter.

Same as before, the Fine_TCode, indicates the xth positive thermometer
code of the fine A/D converter. In Fig. 3.46, x is to be set to 3, without loosing
generality, and y is equal to 60.

Besides, if there are only even-numbered edges to be considered, the
equation can be written as:
Critical Region=(Fine TCode,) NOR (Fine_TCode,)
= (Fine TCode,) AND (Fine TCode,) ,

(3.136)

the constraints for the indices x and y are the same with those mentioned
above.

Fig. 3.47 illustrates the digital signal flowing chart and the system clock
distribution of the error correction, the binary coding, and the synchroniza-
tion stage. The realized logic for edge detection and synchronization can be
found in the implementation part of this book.
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4.1 Introduction

In this chapter, architectures for low-power, high-speed CMOS folding and
interpolating A/D converters are investigated. Since various combinations of
different coarse and fine resolutions yield high modularity of this type of
converter, different folding and interpolating resolutions are possible and
lead to different results. As an example a 10-bit folding and interpolating
A/D converter is investigated for later implementation. Based on application,
the power dissipation and the die area are of main interest. Therefore, esti-

125
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mates of the power dissipation and the die area play a prominent role in the
investigation.

There are no commercially available models for A/D or D/A converters,
although attempts have been made to build macromodels using e.g. SPICE
(Simulation Program with Integrated Circuit Emphasis) by numerous research-
ers. This is due to the difficulty in modeling their AC performance [103].
Besides, for the high-speed applications, the package substrate and parasitics
should also be included, but their parameters are difficult to obtain.

4.1.1 Micromodel and Macromodel

What an IC designer obtains from chip manufacturers are models and their
parameters of transistors and other passive components, such as of capaci-
tors and resistors. Simulations based on such models can be designated as
micromodel simulation [103].

Some computer aided design (CAD) tools allow the extraction of the
parasitic passive components from the layout and an inclusion in the post-
layout simulation. Since the total number of parasitic components may be
huge and most of them are of tiny values in practice, the nondominant para-
sitic components should be sorted out at first. Finally, the remaining para-
sitic passive components can be added to the schematic and re-simulated in
order to account for effects of the parasitic passive components [104].

This kind of simulation is still based on the micromodel simulation, but it
is more realistic. Therefore, it can be named as improved micromodel simula-
tion. The simulation itself is more demanding than pure micromodel simula-
tion.

Contrary to the micromodel simulation, the macromodel simulation treats a
complete A/D converter as a single component, like a "black box". Thus only
a limited number of parameters of the converter at the system level are con-
sidered. The macromodel simulation is particularly suitable at system level,
e.g. to determine and optimize an architecture of an A/D converter. The
macromodel features fast simulation times and can be easily modified. But,
on the other side, the macromodel simulation is not precise enough to char-
acterize sufficiently the component performance in all detail and include
nonideal effects, such as parasitics. Thus, trade-off between the micromodel
and the macromodel must be found to improve the prediction of perform-
ance of the simulated component before the costly simulation at the transis-
tor level can commence.
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4.1.2 Boyle Model and ADSpice Model

Besides the micromodel simulation and the macromodel simulation dis-
cussed above, modeling of analog building blocks, for example operational
amplifiers, can be also useful. As an example, the Boyle model, introduced by
Mr. Boyle in 1974 [105], describes the behavior of operational amplifier.
However, this model considers only two frequency-shaping poles and no
zeros, and cannot describe performance of operational amplifiers with suffi-
cient accuracy [103].

Contrary to the Boyle model, the ADSpice model has an open architecture,
which allows unlimited numbers of poles and zeros and can simulate this
type of circuits more accurately, especially in respect to AC and transient
simulation [103]. The ADSpice model contains three main segments: the
input and gain stage, the pole/zero stages, and the output stage. This con-
cept of segmenting the target object into several controllable blocks will be
used to model the folding and interpolating A/D converter in this work.

Based on the highly modular characteristic of the folding and interpolat-
ing A/D converter, a new middle class model will be developed that allows
to estimate the performance, such as die area or power dissipation, of the
conversion system. Finally, the pros and cons of the different architectures of
folding and interpolating A/D converters will be discussed.

4.2 Architecture Optimization

4.2.1 Introduction

In this chapter, architecture of high-speed folding and interpolating A/D
converters, which are suitable for low-power embedded systems, is investi-
gated. The generic architecture will be based on the block diagram shown in
Fig. 2.19 and its components described in Chapter 3. A 10-bit A/D converter
operating at 20 MHz clock frequency will be used as an experimental vehi-
cle.

Above all, the resolutions of the coarse and the fine converters, including
the folding resolution and the interpolating resolution, will be looked into in
detail because they decidedly affect the power dissipation and the die area.
The optimization will be based on a primary hard scaling model as dis-
cussed below [48].
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Fig.4.1:  Estimate of components of the cascaded 3-stage, 2-times inter-
polation

4.2.2 Die Area Analysis

Although the total number of comparators used in the folding and interpo-
lating A/D converter is much lower than in the flash A/D converter, the fold-
ing and interpolating A/D converter still requires a considerable amount of
hardware and has an impact on the total power dissipation and the die area.
Thus, investigations must be made in order to be able to optimize the per-
formance of the conversion system. For the sake of discussion, the analysis is
confined to the considerations of the die area. Similar analysis, however, can
be used for the power dissipation.

4.2.2.1 Comparator Stages

Assuming that the coarse and the fine converter have m-bit and n-bit resolu-
tion, respectively, and the comparators designed for both converters can be
considered as the identical under the first order of approximation, the total
die area of the comparator stage can be described as follows:

[(2"’ + 1)+2"]-s(,MP , @.1)

whereas the term Scmpr indicates the die area of a single comparator. The
coarse converter has function of out-of-range indicator, hence, the total
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number of comparators is equal to the total representable states plus 1, in-
stead of minus 1.

4.2.2.2 Interpolation Stage

The next consideration is the interpolation stage. The main components of
the cascaded interpolation are the interpolation resistors and the inter-stage
amplifiers as discussed in Chapter 3.3.5. A schematic of a cascaded 3-stage,
2-times interpolation stage is based on principle shown in Fig. 3.24 is shown
in more detail in Fig. 4.1.

As depicted in Fig. 4.1, a fine converter of n-bit resolution needs 2" dif-
ferential folding signals to be fed into its 2" comparators. Thus, the last

stage of the interpolation requires 2" interpolating resistors Rire. and 27V
inter-stage amplifiers to meet its need. The number of components for the
preceding stages can be obtained by the same method. Hence, the total die
area of the interpolating resistors used for an n-bit fine converter with #, -bit

folding resolution and n,-bit interpolating resolution in cascaded multi-
stage, 2-times interpolating structure can be described as:

|:2.(2”1 .2-}—2”] '22 +...+2”1 .2”2 ):|.SR__<1TPI«

" n 4.2)
= 2'(2”1 '22’j 'SRJTM, :{2(”l+l) -ZZ}.SR”” >
i=1

i=1
where the first factor 2 is because of the differential signals and the term
Sr_ree indicates the real die area of the interpolating resistor.

Moreover, the number of amplifiers can be described as:

(2”1 '2+2”l '22 +"'+2n1 '2(’72*1))'SA7[T1)[1
ny~1 '

- [2141 '221:"&1/7‘/1 , (4.3)
i=l

the term Sr_rrL shows the die area of an inter-stage amplification.

Since folding signals are, as illustrated in Fig. 3.20, differential signals
with 180° phase difference, signals can be interpolated between the last posi-
tive folding signal and the first negative folding signal or between the last
negative folding signal and the first positive folding signal. As a result, all
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folding signals, both the input signals and the output signals of the interpo-
lation stage, are chained onto a circle like shown in Fig. 3.13 and Fig. 3.20.
The shifted folding signals and the interpolated folding signals are distrib-
uted equidistantly and all amplifier outputs are loaded symmetrically and
equally.

4.2.2.3 Folding Stage

As shown in Fig. 3.11, the basic module in the folding stage is the folding
amplifier, which contains cascaded amplifiers as it can be seen in Fig. 3.14.
Given the folding amplifier as the basic unit for a folding and interpolating
A/D converter with m-bit coarse resolution, the mandatory number of
folding amplifiers is 2". In order to avoid the signal distortion at the both
ends of the input signal range and to add an offset DC signal to the output
signal of the folding stage, three additional folding amplifiers are to be
attached to the folder. Furthermore, for a fine converter with #, -bit folding

resolution, the total number of folding amplifiers can be summarized as:
2”[ N (2’” + 3) N SI,'A B (4.4)

where the term Sra indicates the die area of a folding amplifier. Besides,
based on the experience made during the chip layout, it can be assumed that
the die area of the resistor loads inside a folder is approximately the same as
that of the folding amplifier. Therefore, the Eq. (4.4) can be rewritten as:

22" +4)-5,, , (4.5)

for the whole folding stage.

The number of reference resistors is equal to the number of folding ampli-
fiers without considering the generation of the offset DC signal. Hence, the
die area of the reference resistors can be expressed as:

2”I k (2”’ + 2) 4 SRL‘/ N (4.6)

where the term Sre represents the layout die area of a single resistor.
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4.2.2.4 Complete Conversion System

Consequently, the core die area of a folding and interpolating A/D converter
in m/n-architecture can be summarized as:

i
[2”1 2" +2) ~SM-]+ [27.2" +4)-8,, ]+ {2%“) 2 } Sk i+
i=1

@.7)

ny—1 )
ED I DRIt

i=1

If the coarse comparators and the fine comparators are treated as different
components, then Eq. (4.7) can be given more specifically as:

)
[2 @7 +2) Sy |+[ 27 (2" +4)-S,,A]{2<”l“> -Zzl-sRm +
i=]

(4.8)

ny—1
{2,’1 ' z 2 } S ppp Q" +D S ¢ +2"Sep 1o -

i=1

The interpolation stage has two variables, Skre. and Sa_rer, which cause
the estimate of the die area to be rather complicated. An alternative is to
estimate the ratio between Srurrr and Sauree from the layout considerations
and to eliminate one of the two variables to simplify the modeling.

Considering the technology used for implementation of 10-bit A/D con-
verter (Chapter 4.3.2), a single CMOS amplifier has a width of 41.4 ym and
a height of 47.2 um, which covers an area of 1954.08 um?. All three resistor
ladders, composed of 224 resistors, have a width of 670 um and heights of
21.7 um, 24 ym, and 70 p#m , respectively. The single resistor is exhibits an

areaof 346 um?, which leads to the following relation:

SR_I’I'I’I, =0.177- SAJ'/'/)L

(4.9)
=0:2-5y g, -

Eq. (4.8) can be rewritten as:
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Q" +2)-Spyp + (2" +4)-Spey + .
(1.8:2" ~2.8)-8, (4.10)

2"
Q" +1)-Senp ¢ +2" Semp_y- -

Now, the basic resolution definitions, which have been stated in Chapter
3.3.1, must be taken into consideration. Thus, for a total resolution Ages it is
valid:

Apey =m+n, (4.11)

and

n=mn +n,, where n,n, eN, 1<n, <nand0<n, <n-1. (4.12)

We can see that the first three terms in Eq. (4.10), containing Sref, Sra, and
Sarper, are strongly influenced by the interpolating resolution 72. Providing
the interpolating resolution #z is increased, the first two terms in Eq. (4.10)
will decrease, but the 3 term increases exponentially. The last two terms,
containing Scmr_c and Scmrr, in Eq. (4.10) are independent of the interpolat-
ing resolution #2 and depend only on the coarse resolution and the fine reso-
lution.

When considering Eqs. (4.10)~(4.12), it becomes obvious that a fundamen-
tal optimization without knowing the real values of Sre, Sra, Sa_rri, Scmp.c,
and Scmr_r of the components is impossible.

4.2.3 Power Dissipation Analysis

Considering the estimate of the power dissipation, we can basically use Eq.
(4.8) and replace the chip area size S by power dissipation P. Since it can be
argued that circuits exhibiting large chip area also tend to consume more
power, Eq. (4.8) remains basically valid. Nevertheless, this is not necessarily
true for resistors: large resistors tend to dissipate less power and this must
be accounted for. As a result, power dissipation in resistors must be consid-
ered carefully.

The 1¢ term in Eq. (4.8) is related to the resistor area, which corresponds
to the resistors which generate reference voltages. In order to meet the re-
quirement of resolution, the power dissipation is proportional to the number
of representable states. The power dissipation of this part can be written as:
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2”l '(2’" +2)' PRL" . (4.13)

The 2 term includes now only the contribution of the folding amplifiers
similarly as in Eq. (4.4) and but without the contribution of resistors in-
cluded in Eq. (4.5). Thus, the power dissipation of the folders can be de-
scribed as:

2" (2" +3)- Py (4.14)

The 3% term in Eq. (4.8) represents the die area of interpolation resistors,
which dissipate power supplied from the fourth term in Eq. (4.8). Hence, for
a more exact estimate of power dissipation, the third term in Eq. (4.8) is
eliminated. The scaling factor of the interpolation stage for the power esti-
mate is only Parp, instead of Pruret and Pa_rer. The last two terms in Eq.
(4.8) stay unchanged.

The formula of power dissipation estimate can be then summarized as:
2t '[(2’" +2) Prgy + (2" +3)- Py + (2" =2)- Py pyp; ] +

(4.15)
2" # D-For ¢ +2" “Femp 1 -

4.3 Design and Implementation of the 10-Bit Folding and
Interpolating A/D Converter

In this chapter, we will describe design and implementation of a 10-bit fold-
ing and interpolating A/D converter. 10 bit resolution was chosen as typical
requirement for today's high-speed converters.

43.1 Optimization of the System Resolution

It is surmised from Egs. (4.10) and (4.15) that the best trade-off between the
die area and the power dissipation cannot be achieved without knowing the

Table 4.1: Total number of comparators

Architectures 0/10* | 1/9 [ 2/8 | 3/7 | 4/6 | 5/5| 6/4| 7/3 | 8/2 | 9/1 | 10/0*
Coarse comparators 0 3 5 9 | 17 | 33 | 65 | 129 | 257 | 513 | 1025

Fine comparators 1024 | 512|256 | 128 | 64 [ 32 | 16 | 8 4 2 0
Total 1024 | 515 | 261 | 137 | 81 | 65 | 81 | 137 | 261 | 515 | 1025
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Fig.4.2: DNL and INL caused by the interpolation error

exact values of all variables in those equations. On the other side, without
knowing the best trade-off, the distribution of the system resolution between
coarse and fine converters cannot be properly made.

To overcome this impasse, our solution is to assume a possible combina-
tion of the coarse and fine resolutions, implement this architecture and de-
termine the real values of those variables in Eqgs. (4.10) and (4.15) from the
implementation. Then we feed these values back into the equations to pre-
dict performance of other combinations [48]. Iterating this process serves to
build a "learning curve" which makes the prediction of A/D converter per-
formance more exact.

Since the high-speed comparator plays an important role in the design,
determination of the combination of the coarse and fine resolutions begins
with determination of the total number of high-speed comparators needed.
To simplify the calculation, comparators for the coarse and fine converters
are considered to be the same. For a 10-bit folding and interpolating con-
verter, the total number of comparators for different m/n resolution combi-
nations is listed in Table 4.1.

First of all, Table 4.1 shows that the total number of comparators is
symmetrical around the 5/5-architecture. Since the coarse comparator has to
meet more stringent accuracy requirements than the fine comparator (see
Chapter 2.5.6), only the first 6 columns are of interest. The 0/10- and 10/0-
architectures are indeed flash A/D converters, thus, they are marked with an

Ny 1

Second, the three "good" candidates, i.e. the combination of 3/7-, 4/6-, and
5/5-architectures, are marked in bold characters. Although the 5/5-
architecture uses the lowest number of comparators than other architectures,
it has more coarse comparators, which need more accuracy. Besides, consid-
ering the problem of internal frequency (see Chapter 2.5.6), which is propor-
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tional to the folding factor F;., the 5/5-architecture is not the best choice

m

because £ =2".Thus, the first implementation chosen here is based on the

4/6-architecture.

Further, the 6-bit fine resolution has to be split into the folding resolution
n and the interpolating resolution »,. From Egs. (4.10) and (4.15), we can
see that if m and n are fixed, the folding resolution n, greatly affects both,
die area and power dissipation. Thus it should be low as possible. This
means that the interpolation resolution should be as high as possible. How-
ever, there is a limit on interpolation resolution: using the model of interpo-

lation error discussed in Chapter 3.3.5 can help us to find the interpolation
resolution.

The DNL and INL caused by the interpolation error between the
neighboring folding signals by 4/2/4- and 4/3/3-architectures of the 10-bit
folding and interpolating A/D converter with 16-times interpolation and 8-
times interpolation, respectively, are illustrated in Fig. 4.2. This shows that
the static performance of the 4/2/4-architecture A/D converter is much worse
than the 4/3/3-architecture A/D converter. Besides, the amplitude distortion
will increase when the number of the generated interpolation signals of sin-
gle stage increases. The calculation assumes that the folding signal is sine-
wave.

Another possibility is to use the 4/4/2-architechture. As discussed in
Chapter 34.1, the input signal range is divided into (2" -2™) intervals by the
folding stage. If we consider the fact that the 0.6 xm CMOS technology to be

used for implementation allows a power supply of 3.3 V, the usable input
signal range of the converter will be about half this voltage, i.e. ca. 1.6 V . If
we also choose Vg, =1.6 V and estimate AR/R to lie in the range 0.5~1%

[106], we obtain AVyg gy mex =2 MV for AR/R=0.5% (simplified Eq.

(3.107)). If we further estimate that AV (up. is going to be of the same

max
order we get again about 2 mV. The noise of the resistor string can be calcu-
lated for estimated values 2" =256 and C,,=25pF as

,/v,z,, Ref, max =620 #Vpyg (see Eq. (3.111)). Finally, the comparator noise can
be guessed using Eq. (3.119) (and assuming eg k'=2x10"* V’F,
Coy =177 fFlum?, C,,, =100-C,, W, =100 um, Wy =3 um, L, =Ly =0.6 um,
&m/ 8wz =10, g3 20.1:(g,7 +8mo)s  and g5 > gy +Luo)  aS
v,,z,_(M,—,=(190 ;NRMS)Z. The resulting error voltage (Eq. (3.122)) is about

5.7mV . Hence, the voltage drop between two resistors which 1.6 V/ 244 for
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Fig.4.3:  Block diagram of the investigated folding and interpolating

A/D converter

4/4/2-architecture is too close to the error voltage and this architecture is not

suitable.

According to the facts discussed above, the 4/3/3-architecture is the best

candidate for the implementation.

4.3.2 System Description

A block diagram of the implemented folding and interpolating A/D con-
verter is depicted in Fig. 4.3 which is identical with Fig. 2.19, but it includes

the resolution in bits. The input signal is sampled by the double-sampled
THA and the output of the double-sampled THA is simultaneously fed into
comparators of the coarse converter and folders of the fine converter. Since
the double-sampled THA and the comparators of the coarse converter are
controlled by the system clock and output signals of comparators are latched

9

problems of signal racing can be prevented. Since the chosen architecture is

4/6, the coarse converter has resolution of 4-bit. Including the out-of-range

indicator, there are total 17 comparators in the coarse converter.

Both the folding resolution and the interpolating resolution are of 3-bit, i.e.

the folding and interpolating A/D converter is built in 4/3/3-architecture.
Together they yield a fine converter of 6-bit resolution. As a result, there are

8 folders connected in parallel and a cascaded 3-stage 2-times interpolation,
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Fig.44: Photomicrograph of the implemented 10-bit folding and
interpolating A/D converter

which generates an interpolating factor of 8. The total number of output
signals of the interpolation stage is 64 and the output signals of the interpo-
lation are fed into comparators, which are controlled by the system clock, of
the same number.

The general expression for the die area of the implemented folding and
interpolating A/D converter, given by Eq. (4.10), can be specified as:

(16+2)- Sy, +(16+4)-S;.,
8. A +(16+1)-Spyp ¢ +64-Spm
,:‘*‘(1-8'8_2-8)'3’14;117’14 ( ) CMP_C CMP T 4.16)

=144-Spyy +160- Sy +92.8-Sy sy +17-Sepp - +64-Seapp e .

In contrast, the power dissipation of the implemented folding and inter-
polating A/D converter, based on Eq. (4.15), can be expressed as:

{(l6+2)~PM +(16+3) Py
+(8-2)- Py

=144 Proy +152- Poy +48- Py ypy +17-Fopgp ¢ +64- Fpgp o -

}L (1641)-Poyyp - +64-Pryyp o
) (4.17)

Since the digital error correction stages are directly connected to the out-
put of the coarse and fine comparators, the die area and the power dissipa-
tion of the digital error correction are related to the total number of its input
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signals, which is related to the number of comparators that used as it can be
seen in Fig. 4.3. Hence, the scaling of the digital part is correlated with the
total number of comparators in the corresponding comparator stage.

A photomicrograph of the implemented chip is illustrated in Fig. 4.4. This
chip has been fabricated in the 0.6 #m standard double-well CMOS technol-

ogy (C0512) of Fraunhofer Institute of Microelectronic Circuits and Systems
in Duisburg. This smallest channel length of this technology is 0.6 yum and

three metal layer and one low-ohmic polysilicon layer (3M1P) are available
in this technology. A high-ohmic polysilicon layer was added for realization
of the resistor string. The width and height of the core are 3.050 mm and

1.250 mm , respectively, and the core area amounts to 3.8125 mm? . While the
sampling rate is at 40 MHz , the analog part dissipates 20 mA at 3.3 V
power supply voltage and the digital part dissipates 12 mA (also at 3.3 V).
When the sampling rate is at 20 M Hz, the analog part dissipates 19 mA and
the digital part dissipates 7 m A, all being operated at power supply voltage
of 33V.

4.3.2.1 Track-and-Hold Amplifier

The track-and-hold amplifier used here is the double-sampled THA shown
in Fig. 3.3(d). As mentioned in Chapter 3.1, its core component is the high-
speed OTA analyzed in Chapter 3.2. We have designed the OTA for re-
quirements given by our 10-bit folding and interpolating A/D converter.

The OTA we employed in the double-sampled THA is that of Fig. 3.8
which features folded-cascode and gain-boosting. The bandwidth calcula-
tion was carried out for 20 and 40 MHz clock operation.

In case that both the rise time # and the fall time ¢, are 0.5 nsec and the
time gap 7,, of the non-overlapped clock signals is 2 nsec, the pulse width

ty of the clock signal is only 9.5 nsec for 40 MHz operation.

Hence, for an accuracy of 10-bit and the pulse width ¢4 of 9.5 nsec, the
required bandwidth is  (assuming G,Ry, >1000, G, =g, = gum>
_ 10 y.

V()S =10 mv’ CI, =15 pF’ Vln, max — 1.6 V9 VIn, min — V/n, max/2m+” _Vln, max/2 )

Ssas, gora =134 MHz . (4.18)

If the pulse width /gy is extended to 22 nsec as for 20 MHz, the estimated

bandwidth can be written as:
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Saap, o =38 MHz . (4.19)
The transconductance G,, = g,,; = £, can be then determined as:
Gy =27-Cy - fag, Hotd » (4.20)

andyields 1.26 mS for 40 MHz and 0.55 mS for 20 MHz, respectively. Note
that the effect C), has been neglected as C,, can be chosen much smaller

than C, .

The noise of the OTA can be then estimated as follows. For a properly de-
signed OTA is the input transistor pair M1 and M2 which determines the
transconductance. Then the equivalent input voltage

2 L
Y

=~

= (86 uVyys)  for C, =15 pF. (4.21)

w | oo

L
¢,
Considering the range of 1.6 V, the noise is 2.6 bit below the required

resolution. Hence only the effect of the deterministic error had to be consid-
ered (Eqgs. (4.18) and (4.19)).

4.3.2.2 Reference Voltages

The reference voltages used in the coarse converter can be calculated using
the following relation:

AVRL?/'?(,' = Vln—max — Vfﬂ,min _ (2-25*0.65

- % J V=100mv, (4.22)

where the input range is given by ¥, ., =225V and V), ., =0.65V . The
limit is set by the output signal range of the double-sampled THA described
in Fig. 3.3(d).

The voltage difference between neighboring reference voltages in the fine
converter AV, is much smaller than the voltage difference AVier ¢ in
the coarse converter. The variable AV, ;. depends only on the input volt-
age range and the interpolating factor 7}, and can be calculated as:

AVRQ/;F _ V[nfmax “‘V[anin .M :(2.25—0.65 )

G 23j V=12.5mV, (4.23)

2m+n
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Fig.4.5:  Transfer function of a 6-bit flash A/D converter

which is already quite small compared to the error voltage 5.7 mV calcu-
lated according to Eq. (3.122) in Chapter 4.3.1. Assuming that the interpolat-
ing factor £, is 4, instead of 8, the variable AV, ,, will be halved, which

is already too close to the error voltage. Thus, interpolating resolution of 3-
bit is necessary. This is a heavy constraint for the architecture selection, since
the more the signals are interpolated, the more interpolation errors are gen-
erated, but the die area and power dissipation are decreased.

Due to the fact that the reference voltages in the coarse converter are apart
from each other far away (100 mV as given by Eq. (4.22)), the coarse con-
verter needs only single stage for the error correction. The fine converter, in
contrast to the coarse converter, has to have two stages for error correction
to correct the potential errors in the fine thermometer codes. The output
signals of the conversion system are coded in 2's complement code.

4.3.2.3 High-Speed Comparator

To investigate the behavior of the high-speed comparator proposed in Chap-
ter 3.5.2, a prototype of a 6-bit flash A/D converter was fabricated at first by
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Fig.4.6: Schematic of the clock crosstalk-improved comparator

stacking 64 high-speed comparators shown in Fig. 3.36. The A/D converter is
based on the block diagram depicted in Fig. 2.10. The output signals of this
flash A/D converter are kept at their original thermometer code, instead of
coding them into binary code. This enables direct observation of the real
behavior of the output signals of the stacked comparators.

The measurements of this 6-bit flash A/D converter (see Fig. 4.5) show
that the thermometer codes of the stacked comparators are accompanied
with numerous errors, which can be corrected partly by the concept of the
digital error correction, but it turned out that for the sake of accuracy, more
improvements must be undertaken.

The analysis of the measurements has yielded that the input signal suffers
from the clock crosstalk, as pointed in Chapter 3.5.3. To prevent this an im-
proved comparator has been developed that can be found in Fig. 4.6.

In contrast to the comparator shown in Fig. 3.34, the comparator circuit il-
lustrated in Fig. 4.6 uses two cascode circuits (transistors M3, M4 and M9,
M10), which isolate the input devices (transistors M1 and M2) from the load
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Fig.4.7:  Layout of the clock crosstalk-improved comparator

devices (transistors M5 and M6) and latch drivers (transistors M7 and MS)
from the latch and its switches. Apart from these additions, the analog and
digital power supplies power supply voltages for the input stage and latch,
respectively, are separated, in order to prevent the inherent crosstalk be-
tween the analog circuits and the digital parts of the comparator.

As indicated in the schematic, the nodes B, and B, are especially critical.
These nodes are connected to the switches S, S;, and S,, which are con-
trolled by the clock signals @, and @, . The clock signals ®, and &, used

here are non-overlapped clock signals. The PMOS cascode transistors M9
and M10 can suppress the clock feedthrough more efficiently.

Furthermore, the layout of the comparator must be carried out very care-
fully. First of all, it is of great advantage to use the fact that the clock
feedthrough in differential-path circuits may cancel if it is applied to both
paths in the same way. Thus, layout symmetry for such circuits is a must so
that all parasitic capacitances are also fully symmetrical, as illustrated in Fig.
4.7. Paired transistors in the 1% fabricated comparator (Fig. 3.36) were de-
signed with local layout symmetry. The transistor pairs in the 2 test chip of
comparators shown in Fig. 4.7(a), however, have been designed to exhibit
local layout symmetry as well as through the entire layout of the comparator
(global layout symmetry) to keep the circuit "balanced".
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Fig.4.8: Synchronization scheme for the coarse A/D converter

Secondly, as illustrated in Fig. 4.7(b), the new layout separates the analog
and digital power supplies already in the comparator stage. The well con-
tacts have also been separated into two groups: one is for the analog power
supply voltage and another for the digital power supply voltage. This ar-
rangement also places the digital PMOS transistors of all comparators on the
same row in the same well (NSUBs, printed in red in Fig. 4.7(b)) to reduce
the potential difference from the different well voltages and to drain away
the digital switching currents as soon as possibly by attracting carriers in-
jected due to the switching transients.

Another measure to reduce the clock feedthrough in this stage is to intro-
duce the averaging technique [71]. The averaging resistors are connected at
both sides of the comparator inputs.

4.3.2.4 Realization of the Synchronization

For the implemented 10-bit folding and interpolation A/D converter, the
resolutions of the coarse and fine converters are 4-bit and 6-bit, respectively.
Hence, the LSB of the coarse converter is 6t bit of the whole converter. It can
be also named as MSB- to indicate the relation to the MSB of the whole con-
verter.

Since the MSBs in the coarse converter is deduced from the thermometer
code of the fine converter, it offers possibility for synchronization between
the two converters. A detailed description about the synchronization will be
handled in the later section of this chapter.
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The final binary coding is a 2's complement coding for the following digi-
tal signal processing. The transformation from the 1-of-N code to the 2's
complement code has been executed using a CAD-software Verilog. The
corresponding source codes and its schematic are shown in Appendix B.

A complete synchronization scheme for a 4/6 folding and interpolation
A/D converter is shown in Fig. 4.8. All three signals MSBc, MSBac, and
MSB-c in Fig. 4.8 are signals taken from the coarse A/D converter. Since the
signal MSB-cr CF is deduced from the fine converter (similarly as in Table 3.4),
it can be used as the basis for synchronization of the other signals in the
coarse converter with the signals from the fine converter.

The edges in Fig. 4.8 can be sorted into three groups. The first edge group
includes edges 2, 6, 10, and 14. The second edge group includes edges 4 and
12. The third edge group includes the edge 8 alone. All three edge groups
will be discussed separately.

1st edge group: edges 2, 6, 10, and 14

Detection logic:

(Critical_Region) n(Edge, v Edgeg v Edge,, v Edge,,)

[(Coarse _TCode,) A(Coarse _NTCodes)] v

[(Coarse _TCodes) A(Coarse _ NTCode,)]v (4.24)
[(Coarse _TCodey) A(Coarse  NTCode, )]V |
[(Coarse _TCode,;) A(Coarse _ NTCodeys)]

= (Critical Region) n

Synchronized signals in the coarse converter:

MSB = MSBC »
MSB_, = MSB_,, , (4.25)
MSB._, =not (MSB_3.) .

2nd edge group: edges 4 and 12
Detection logic:
(Critical_Region) n(Edge, v Edge,,)

[(Coarse _TCodey) n(Coarse _ NTCodes)] v} (4.26)

=(Critical _Region) n
[(Coarse _TCode, Y A(Coarse  NTCode,)]

Synchronized signals in the coarse converter:
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Fig.4.9: Logic for the output synchronization

MSB = MSB,. ,
MSB_, = not (MSB 34) » (4.27)
MSB_, = MSB_5,: .

3rd edge group: edge 8

Detection logic:

(Critical_Region) A (Edgeg)

(4.28)
=(Critical_Region) n {(C oarse TCode;) A(Coarse _ NTCode, )} ;

Synchronized signals in the coarse converter:

MSB = MSB 34
MS371 = MSB—S(,']" N (4.29)
MSB_, = MSB_y4, .
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Fig. 4.10: Comparators array inside the fine converter

The synchronization logic schematic that has been derived from the equa-
tions above is shown in Fig. 4.9. By using some logic gates, the output sig-
nals of the coarse A/D converter MSBc, MSB-ic, and MSB-xc are synchronized
with the output signal MSB-scr, which is generated from the thermometer
codes of the fine A/D converter as discussed above.

4.4 Architectural Scalability of the Folding and Interpo-
lating A/D Converter

44.1 Introduction

Aim of this section is to define the rating scale for the architectural scaling of
the folding and interpolating A/D converter. The rating scale will be calcu-
lated both for the optimization of the power dissipation and the die area. To
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Fig.4.11: Stacked folding blocks in the folding stage

define and calculate the rating scale, some design aspects must be consid-
ered.

First of all, we have to consider the die circuit area and power dissipation.
Models of the die area estimate and the power dissipation estimate have
been already derived in Chapters 4.2.2 and 4.2.3. In the following we are
going to consider converter scaling with respect to die area and power dissi-
pation based on these models. The estimates of die area and power dissipa-
tion consumption will be considered separately.

Secondly we have to consider connecting wires. The connecting wires
play an important role when considering the die area, but it is very difficult
to estimate the chip area required because of the tremendous number and
the complexity of the connecting wires. A reasonable trade-off to solve this
problem is to add the area of the connecting wires to the circuit area together.

When carrying the geometrical layout, the basic components of the fold-
ing and interpolating A/D converter can be stacked in a very regular manner.
These basic components are going to be considered as inseparable modules,
e.g. a single fine comparator will be treated as the module for the compara-
tor array and the folding block will be considered as the module for the fold-
ing stage. Layout examples of the fine comparator array and the stacked
folding blocks inside the folding stage are shown in Fig. 4.10 and Fig. 4.11,
respectively.
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Table 4.2: Balance sheet of die areas in 4/3/3-architecture

# of Die Area (mm?)
Modules | W (mm) H (mm) Area % Scaling Unit
Double-Sampling SHA 1 0.750 0.275 0.206250 6.3%] 0.206250
Reference Voltages 144 1.155 0,235 0.271425 8.3%| 0.001885
Folding Stage 160 1.130 0.710 0.802300 24.5%| 0.005014
Interpolating Stage 87.648 | 0.670 0.250 0.167500 5.1%| 0.001911
Coarse Comparators 17 0.235 1.000 0.235000 7.2%] 0.013824
Fine Comparators 64 0.845 0.785 0.663325 20.3%) 0.010364
Coarse ECC 17 0.225 0.470 0.105750 3.2%] 0.00622
Fine ECC 64 0.885 0.840 0.743400 22.7%] 0.011616
Synchronization 1 0.200 0.390 0.078000 2.4%| 0.078000
Sum 3.272950 100.0%
Core 3.812500

4.4.2 Scaling Unit for Die Area

Based on the layout of the 10-bit folding and interpolating A/D converter
implemented in CMOS technology and based on 4/3/3-architecture, basic
components used in building block have been characterized and these basic
components are used as modules for performance estimate of other architec-
tures. A balance sheet for the die areas of different building blocks accom-
panied with the total number of needed modules in each building block is
listed in Table 4.2. The die areas are valid for 0.6 gm standard double-well

CMOS technology with 3 metal layers and 1 polysilicon layer (C0512) avail-
able at the Fraunhofer Institute of Microelectronic Circuits and Systems in
Duisburg.

The double-sampled THA and the synchronization stage in Table 4.2 are
not scalable and must be considered as a whole component with a fixed die
area. Furthermore, the total number of modules for reference voltages, fold-
ing stage, interpolation stage, and comparator stages in Table 4.2 are derived
from Eq. (4.16). The digital error corrections and coding (ECC) of the coarse
and fine converters in Table 4.2 are matched to the comparator stages.

It can be also observed from Table 4.2 that the folding stage, the compara-
tor stage, and the two error correction stages of the fine converter occupy
67.5% of the total chip area. Providing that a small die area of the complete
conversion system is of primary importance for the application, area reduc-
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Table 4.3: Balance sheet of power dissipation (analog part)

# of Power (mW)
Modules | Power % Scaling Unit
Double-Sampling SHA 1 18.3 32.7%| 18.3000
Reference Voltages 144 3.0 5.4% 0.0208
Folding Stage 160 19.1 34.1% 0.1194
Interpolating Stage 48 4.2 7.5% 0.0875
Coarse Comparators 17 2.4 4.3% 0.1412
Fine Comparators 64 9.0 1l6.1% 0.1406
Coarse ECC 17 e = =
Fine ECC 64 = - -
Synchronization 1 2 - -
Sum 56 100.0%

tion effort should concentrate on these parts. On the right side of Table 4.2,
die areas of each module including wiring are given for further estimates.
The wiring area is contained within each building block and assumed that
the wiring area is proportional to the number of modules.

44.3 Scaling Unit for Power Dissipation

Modeling of power dissipation is also based on the simulation results of the
implemented 10-bit folding and interpolating A/D converter. A balance
sheet of power dissipation of this A/D converter is listed in Table 4.3. The
simulation has been carried out using the tool "Analog Artist" from Cadence
and provides only results for the analog circuits. The simulated total power
dissipation of the analog part is equal to 56 mW, which is very close to the
measured result of 59.4 mW, as discussed in the following chapter.

The digital part, including the error correction and coding stages (ECC) of
the coarse and the fine converter and the synchronization stage, has been
simulated using another tool called "Verilog", which does not allow an es-
timate of power dissipation. The power dissipation of the digital circuits can
be measured at realized chips because the digital power supply voltage is
separated from the analog power supply voltage during the measurement;
this will be discussed in Chapter 5. Because most of the digital power dissi-
pation is caused by the output pad drivers of the prototype, the power dis-
sipation will be much lower in embedded applications, where such drivers
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are not necessary. Hence, in the following we concentrate on estimate of the
analog part dissipation.

It can be observed from Table 4.3 that double-sampled THA (DS-THA)
stage needs 32.7% of total analog power dissipation, although the THA stage
used here dissipates only 18.3 mW. This is already quite low when com-
pared to 70 mW at 5 V of another implementation [71, 72].

Let us assume that the A/D converter operates under the condition of
oversampling, that is to say, the input signal frequency f;, is much lower

than the clock frequency f, . In such a case, the internal frequency inside

the folding stage is also low. As a result, the DS-THA stage can be removed
in order to reduce the power dissipation. According to the simulation results
of Table 4.3, it takes 37.7 mW for the analog core.

Another possibility to reduce the power dissipation is when the folding
and interpolating A/D converter is to be embedded into systems, which have
already THA as their output signal buffer. As an example, imaging sensors
usually have an integrated THA working as an output buffer. Thus, an extra
THA at the front-end of the A/D converter is redundant.

44.4 Scaling Unit for Input Capacitance of Interstages

4.4.4.1 Low-Power Design

Generally speaking, there are three different ways to interconnect building
blocks. One is the serial connection, the second one is the parallel connection,
and the last possibility is combination of the first two methods. Cascading
building blocks, for example, such as multi-stage folding or multi-stage in-
terpolation, increases group delay time and thus causes longer latency of the
whole conversion system. As it can be seen in Fig. 4.3, only multi-stage in-
terpolation has been implemented the 10-bit folding and interpolating A/D
converter presented in this book. Since the multi-stage interpolation contains
single-stage amplifiers and interpolating resistors, as shown in Fig. 4.1, the
latency problem is not critical as that of multi-stage folding. The constraint
on conversion rate is given by the fact that the total latency of the fine con-
verter cannot exceed the reciprocal value of the sampling rate; otherwise, the
fine comparator cannot be synchronized with the DS-THA stage.



Architecture and Design of CMOS Folding and Interpolating A/D Converters 151

Fig. 4.12: Miller effect due to the gate capacitance

Since the input impedances of the building blocks basically exhibit capaci-
tive behavior, connecting building blocks in parallel tends to raise the input
impedance, which can exceed what the previous stage can drive. Parallel
stacking of the components can be found in the folding stage, the interpola-
tion stage, and the comparator stage and also in the digital error correction
stage. Hence, investigation concerning the input impedance of each building
block is essential for modeling of a single building block. The input imped-
ance affects the power dissipation as it represents load for preceding build-
ing blocks. Optimizing the input impedance can thus help to reduce power
dissipation.

When considering the CMOS realization, except for the interpolation
stage, the input stages of all other building blocks of the A/D converter con-
tain MOS transistors with their gates forming the input terminals. The gate
capacitance is defined by the gate-drain capacitance C,;, and the gate-

source capacitance C,¢ as shown in Fig. 4.12.

An input impedance of a simple MOS transistor in common source
configurationis

1 — iin (S)

Z]n (S) Vin (S)

4.30
sCqp (1 +|AV0\) ( )

:SGG + 5
1+5Cqp - (Rp |l rps)




152 Chapter 4

where A,y =-g, (R, llrpy) and s= jo. The voltage gain is

A (S) — V()ul(s) -4 . 1—(Sc(il))/gm . (431)
' Vin () " 1+ sCq) '(R/, I ’”nS)

Hence, the input impedance is clearly affected by both, C;;, and Cgg -
Note that C, "appears" at the input terminal multiplied by the low-

frequency voltage gain: this is the well-known Miller effect. For linear small-
signal operation of MOS transistors in triode region, these capacitances can
be approximated to the first order by [107]:

} Coy WL
Cos = Cp =~H—— S (4.32)

where W and L are the gate width and length, respectively, and Cpy is the

gate oxide capacitance per unit area.

For linear small-signal operation in the saturation region, these capacitan-
ces can be expressed as:

2-CoyW-L
Cos 2_0){3—— , (4.33)

and

Cep 20 . (4.34)

When evaluating simulations, the input capacitance C,, can be easily
found as:

Cln - Iml: 1 - iI — Iml: lm(la)) :l
®-Zp,(jo) @, (jo) (4.35)
= f(operating point) .

C), is a function of operating point because the transconductance & itself
is a function of operating point.
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4.4.4.2 Computation of Input Capacitance

The input capacitance Ci of each building block of the 10-bit folding and
interpolating A/D converter can be determined using AC simulations at
different operating points. The largest input capacitance Cimmax has been cho-
sen as the worst case of each stage.

Table 4.4: Estimated input capacitance Cis of the THA stage

Vi 00.65 [V] Vi 0145 [V] Vi 0=2.25 [V]

fIHz] | i [AlindB| C,[F] | f[Hz] | i [AlindB| Cu[F] | f[Hz] | i [A]lindB]| Cy,[F]
10E+03 | 14876 | 5.80E-12 | 1.0E+03 | 14862 | 590E-12| 1.0E+03 | 148.64 | 5.89E-12
10E+06 | 9193 | 4.03E-12 | 1.0E+06| 9176 | 4.11E-12| 1.0E+06| 91.81 | 4.09E-12

Sample-and-Hold Amplifier Stage

The designated input voltage range of the THA stage is between 0.65 V
and 2.25 V, which is also the voltage range of the operating points. The
module THA has been simulated at three input DC voltages, namely at the
minimum input voltage 0.65 V, the middle input voltage 1.45 V, and the
maximum input voltage 2.25V .

Table 4.4 summarizes the simulation results of the input capacitance Ci. of
the THA stage. The largest input capacitance Cimmax Of this stage is 5.9 pF at

1 kHz. This value is very close to the hold capacitor Cr designated to 5 pF .

Table 4.5: Estimated input capacitance Cm of the comparator array

Vim 0c=0.65 [V] Vie oc=145 [V] Vi 0=2.25 [V]

fHz] | i[AlindB| C,[F] | f[Hz] | i [AlindB| C,[F] | f[Hz] |i[A]lindB| C,[F]
LOE+03 | 173.00 | 3.56E-13 | 1.0E+03 | 17220 | 391E-13| 1.0E+03| 17110 | 4.43E-13
10E+06 | 11301 | 356E-13 | 1.0E+06 | 11220 | 391E-13| 1.0E+06 | 11115 | 4.41E-13

Comparator Array of the Coarse Converter

Table 4.5 shows the simulated input capacitance Ci: of the comparator ar-
ray of the coarse converter. The signals for the comparator array of the
coarse converter and the folding stage of the fine converter are fed from the
THA stage (Fig. 4.3). The largest input capacitance Cinmex Simulated for this
comparator array is 4.43 {fF at 1 kHz . Note that there are 17 comparators in
total connected in parallel in the array. Thus the input capacitance Cm of a
single comparator is 0.26 fF .
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Table 4.6: Estimated input capacitance Ci of the ECC of the coarse con-
verter

V0 [V] Vor1.65 [V] V33 V]
f[Hz] | i [AlindB | Cwn[F] | f[Hz] | i [AlindB ]| Cu[Fl | f [Hz] | i [A]lindB]| Cp[F]
1.0E+03 | 159.61 | 1.66E-12 | LOE+03 | 15519 | 2.77E-12 | 1L.OE+03 | 16239 | L.21E-12
1.0B+06 | 9970 | 1.65E-12 | 1.0E+06 | 9519 | 2.77E-12 | 1.0B+06 | 10251 | 1.19E-12

Digital Error Correction and Coding (ECC) of the Coarse Converter

The ECC stage differs since it contains digital circuits. Unlike analog cir-
cuits, digital circuits do not have DC operating point. Therefore, the ground,
the mid point between the ground and the power supply voltage (i.e. at
3.3 V/2=1.65 V), and the power supply voltage of 3.3 V have been chosen
as operating points for our simulation of input capacitance. The major input
capacitance Ci» amounts to 2.77 pF (see Table 4.6) and occurs at the middle
between the ground and the power supply voltage because that is the volt-
age where CMOS logic gates tend to switch their logical state and usually
exhibit the maximum voltage gain. Hence, the input capacitance Ci is at its
maximum Cmmax due to the Miller effect [79]. This digital ECC stage of the
coarse converter has 17 voter circuits, as discussed in Chapter 3.6.2, con-
nected in parallel at its input. As a consequence, the input capacitance of the
single voter circuits can be estimated as 163 fF.

Table 4.7: Estimated input capacitance Cn of the folding stage

Vin 0c=0.65 [V] Vi o145 [V] Vi =225 [V]
f[Hz] | i [AlindB| Cu[F] | f[Hz] | i [AlindB]| Cy[F] | f(Hz] | i [A]lindB]| Cp [F]
1.0E+03 | 16410 | 9.93E-13 | 1.0E+03 | 16490 | 9.05E-13 | 1.0E+03 | 166,50 | 7.53E-13
1.0E+06 | 10433 | 9.67E-13 | 1.0E+06 | 105.00 | 8.95E-13 | 1.0E+06 [ 10650 | 7.53E-13

Folding Stage

According to Eq. (4.4) of Chapter 4.2.2.3, the total number of the scaling
units, i.e. folding amplifiers, for the folding stage is 152, instead of 160 stated
in Table 4.2 and Table 4.3. These tables considered not only the input circuits
of the folding stage, but also the impact of the resistor load of the folders.
The largest input capacitance Cimmax occurs at 1 kHz and has amount of
993 {F (see Table 4.7). The scaling unit of the folding stage can be estimated
as 6.53 fF.
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Table 4.8: Estimated input capacitance Ci» of the interpolation stage

Vi 0c=0.65 [V] Vi o145 [V] Vin 0c=2.25 [V]
f[Hz] | i [A]lindB ]| Cn[F] | f[Hz] | i [A]lindB]| Cn[F] | f[Hz] | i [AlindB| Cg[F]
1.0E+03 | 165.12 | 8.82E-13 | 1L.OE+03 | 170.09 | 498E-13 | 1.0E+03 | 171.01 | 4.48E-13
1.0E+06 | 10513 | 8.82E-13 | 1.0E+06 | 110.09 | 4.98E-13 | 1.0E+06 | 111.01 | 4.48E-13

Interpolation stage

The largest input capacitance Cmmax Occurs at low DC operating voltage
and amounts to 882 fF (see Table 4.8). Providing that the operating voltage
is shifted above the middle voltage 1.45 V the input capacitance Ci de-
creases to less than 500 fF. Since this interpolation stage is composed of
three cascaded stages each performing 2-times interpolation (see Fig. 3.24
and Fig. 4.1), the input part of the interpolation stage relates has to carry out
only first 2-times interpolation and has 16 distinguishable interpolating am-
plifiers. The input capacitance Cix of the scaling unit, namely the single in-
terpolating amplifier, is then 31.25 fF.

Table 4.9: Estimated input capacitance Ci: of the comparator array of the
fine converter

Vi, nc=0.65 [V] Vi pc=1:45 [V] Vin pe=2.25 [V]
f[Hz] | i [AlindB| C.[F] | f[He] |i[A]lindB| Cy[F] | f[Hz] | i [A]lindB | C,[F]
1.0E+03 155.57 2.65E-12 | 1.0E+03 156.19 2.47E-12 | 1.0E+03 156.61 2.35E-12
1.0E+06 95.57 2.65E-12 | 1.0E+06 96.19 2.47E-12 | 1.0E+06 96.61 2.35E-12

Comparator Array of the Fine Converter

The comparator array of the fine converters contains 64 comparators con-
nected in parallel. The largest input capacitance Cinmax occurs at the low DC
operating voltage and has an amount of 2.65 pF. The input capacitance Cr

of the single comparator is then 41 fF (see Table 4.9).

Table 4.10: Estimated input capacitance C: of the ECC for the fine con-
verter

V03 [V] Vi1.65 [V] V3.3 V]
f[Hz] | i [A]lindB| Cun(F] | f[Hz] | i [A]lindB]| Cp[F) | f[Hz] | i[AlindB| Cp[F]
T.0E+03 | 140.63 | 1.48E-11 | LOE+03 | 13849 | 1.89E-11| 1.0E+03| 14271 | 1.16E-11
1.0E+06 | 8066 | 1.478-11| 1.0E+06| 7848 | 1.90E-11| 1.0E+06| 8276 | 1.16E-11
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Input Capacitance vs. Operating Point
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Fig. 4.13: Dependence of the input capacitance on the operating point

Digital Error Correction and Coding of the Fine Converter

Similarly as the error correction and coding of the coarse converter, the
digital circuits here do not have DC operating points. Therefore, three points,
ie. 0.3V, 1.65V, and 3.3 V, have been chosen as operating points for our
simulation of input capacitance (see Table 4.10). Due to the complexity of the
convergence process of the simulation program, the lowest DC operating
point of this stage can only reach 0.3V, instead of 0 V .

The largest input capacitance Cmmax Of the digital ECC of the fine con-
verter amounts to 19 pF and appears at the mid point between the ground

and the power supply voltage, i.e. at 1.65 V . Since the ECC stage of the fine
converter has 64 voter circuits at its input, the scaling factor of this stage is
64 and the input capacitance of each voter circuitis 297 {F .

Fig. 4.13 illustrates the variation of the input capacitance Cm in depend-
ence of the operating points. Except for the interpolation stage, the input
capacitances Ci of the analog circuits exhibit low dependence on DC operat-
ing voltages. The input capacitances Ci of the digital circuits reach the high-
est value at the mid point between the ground and the power supply voltage,
since both the PMOS and the NMOS transistors are in saturation region and
the voltage gain of logic gates is usually at its maximum.
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Table 4.11: Estimate of the die area [mm?] as a function of parameter

variations
Coarse Resolution: m
] 1 2 3 4 5 0 T ] 9 10
0 - B - } } - - - 22.40
_ 1 | 148 808 472 312 249 250 317 483 831 1536
:. 2 | 1495 815 482 327 275 298 410 664 1190
S 3| 1506 820 501 358 327% 395 594 1028
£ 4| 1528 857 540 418 432 588 9.9 -
g 5| 1572 912 617 540 642 9084 =
R 6l 1eer 1023 772 783 108
§ 7 1839 1245 1082  13.08 :
3 8| 2194 1688 1779 -
9 | 204 2728 : . :
10 | 46.30 : B . B}

4.5 Architecture Analysis for the 10-Bit Folding and In-
terpolating A/D Converter

The input optimization of the system resolution carried out in Chapter 4.3.1
was based only on the total number of comparators since this gave us a first
clue about the converter complexity. However, this kind of optimization is
only a rough prediction since there are not just comparators in the folding
and interpolating A/D converter. Fitting results from Chapters 4.4.2 and
4.4.3 into equations described in Chapters 4.2.2 and 4.2.3 can get a refined
optimization. The combination of different single stages of the folding and
interpolating A/D converter can be now optimized.

4.5.1 Die Area

According to Egs. (3.35) and (3.40), the coarse resolution m, the folding reso-
lution n1, and the interpolating resolution n2 are the main converter parame-
ters that can be chosen by the designer. Aiming at the total resolution of the
A/D converter to be 10-bit, the degree of freedom shrinks to two. The last
parameter, the interpolating resolution 72, can be determined by the first two
parameters, m and ni1. Based on Eq. (4.10) and the scaling units in Table 4.2,
the estimated die area of all combinations of a 10-bit folding and interpolat-
ing A/D converter can be obtained by varying the two parameters, m and ni,
from 0 to 10.

Table 4.11 describes the results of the parameter variations for the folding
and interpolating A/D converter in respect to the die area. The case
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Fig.4.14: Die area estimate for a 10-bit A/D converter

(m=10)A(n =0) is a special case since the converter is no more a folding
and interpolating A/D converter, but a flash A/D converter. Except for this,
there is no other architecture that has folding resolution of 0. The smallest
die area is obtained if the coarse resolution m equals to 4 and the folding and
the interpolating resolutions, », and n,, equal to 1 and 5, respectively. The

die area for this 4/1/5-architecture amounts to 2.49 mm> .

The die area of 4/3/3-architecture which was found to be the best in Chap-
ter 4.3.1 is indicated with an "*" in the table. The various architectures of the
same interpolating resolution », are positioned on the diagonal from bot-
tom-left to top-right.

Fig. 4.14 illustrates the distribution of the die area estimated for various
architectures of the 10-bit folding and interpolating A/D converter as a three
dimensional plot. This plot shows how the die area of the 10-bit folding and
interpolating A/D converter can be minimized.
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Table 4.12: Estimate of the power dissipation [mW] as a function of pa-
rameter variations

Coarse Resolution: m

0 1 ) 3 4 5 6 7 8 9 10
0 - - - - - - - - - - 307.3
1 | 2406 1306 762 503 399 397 498 750 1281 2358

5 2l 2417 1320 782 534 453 496 686 1118 201.1 -

S 3 | 2441 1349 822 597 56* 693 1063 1860 . -

£ 4 f 2487 1407 903 722 775 1088 1828 - -

Da;s 5 | 2581 1523 1064 973 1205 1900 . £ - 3

w 6 | 2768 1755 1385 1474 2113 - P - i .

£ 7| 342 2219 2028 2572 . . » . s -

E & | 3890 3146 3507

9 538.6 5385 - - - - . - & S &
10 | 9146 =

4.5.2 Power Dissipation

Concerning the power dissipation, a similar method has been used to esti-
mate the power dissipation of various architectures of the 10-bit folding and
interpolating A/D converter as in previous section although only the power
of the analog part has been taken into consideration. The results are summa-
rized in Table 4.12.

The power dissipation of 4/3/3-architecture from Chapter 4.3.1 is indi-
cated with an "*" in the table and has an amount of 56 mW. The extreme
example of (m =10) A(n, =0) describes the estimated power dissipation of a
10-bit flash A/D converter.

It can be found from this table that there are some architectures whose
power dissipation is less than the 4/3/3-architecture. For example, the power
dissipation is minimized for coarse resolution of m =35 and the folding reso-
lution of #; =1, i.e. for 5/1/4-architecture. Its power dissipation is 39.7 mW,

which is 16.3 mW and thus less than the 4/3/3-architecture. Only the folding
factor Fy for this arrangement is 32. That is to say, the internal frequency

inside the folding stage is very high, and the converter performance can be
degraded. Another example is the 4/1/5-architecture, which consumes
39.9 mW, but this architecture has 5-bit as its interpolating resolution. This
leads to larger interpolating error. Hence, Table 4.12 shows us that there is a
refined optimization based on the power dissipation. Only careful designs to
avoid high internal frequency or interpolating error are still necessary.

Fig. 4.15 illustrates the distribution of the power dissipation estimated for
various architectures as a three-dimensional plot. This plot shows how the



160 Chapter 4

1000

800 -
so0 41

400

Power Dissipation (mW)

200

04

Coarse Resalu!r’on m

Fig. 4.15: Estimate of the power dissipation for a 10-bit A/D converter

power dissipation of the 10-bit folding and interpolating A/D converter can
be minimized.

The discussion above suggests two principles for optimization of folding
and interpolating A/D converters based either on the total die area or the
power dissipation of the conversion system. The results can be summarized
asfollows:

e The architectural analysis concerning die area and power dissipation

shows that architectures with larger die areas consume also more
power.

For a fixed the coarse resolution m, both the die area and the power
dissipation increase while the folding resolution 71 increases.

For a fixed the folding resolution #1 there is a minimum in respect to

the die area and the power dissipation while the coarse resolution m
is near the mid point of its range.

4.6 Architectural Hard Scaling
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Resolution scaling of flash A/D converters is usually given by the total num-
ber of the representable states. This rough rule of thumb does not apply to
A/D converters implemented in folding and interpolating architecture. The
situation here is much more complex than the case of the flash A/D con-
verter. The use of modules for the architecture of folding and interpolating
A/D converters as shown above enables a quick estimate of the die area and
the power dissipation for each particular resolution.

Apart from the architectural analysis of the 10-bit folding and interpolat-
ing A/D converter, the architectural hard scaling for other resolutions has
also been under investigation in this book. The investigation of the architec-
tures for the 8- and 12-bit A/D converters yields a high-speed converter fam-
ily with a resolution between range 8~12 bit.

4.6.1 Architecture Investigation for an 8-Bit A/D Con-
verter

Table 4.13 and Fig. 4.16 show the estimate for the die area of all possible
combinations between the coarse resolution m and the folding resolution #,
of an 8-bit A/D converter. Similarly to the 10-bit version, the combination
(m =8)A(m =0) indicates the special case of the flash converter and is not

illustrated in the three dimensional plot.

The best five combinations with respect to the die area are shown and in-
dicated in bold italics in the table. Except for the 4/2/2-architecture, the in-
terpolating resolution #, of all other four combinations is higher than 2 bits.
To avoid the interpolation error, lower #, is more favorable. Thus, the 4/2/2-
architecture represents the best trade-off in respect to the die area.

Table 4.14 and Fig. 4.17 describe the performance in respect to the power
dissipation estimated for all combinations of the 8-bit folding and interpolat-
ing A/D converter.

The best five combinations are distinguished from other combinations
and indicated in bold italics in the table. Regarding the constraint that the
interpolating resolution #, should not be too high, the 5/1/2-architecture
would seem to be the best trade-off. Compared to the 4/2/2-architecture, the
power dissipation increases only by 0.35 mW, but the resolution distribu-
tion is better for the 4/2/2-architecture. The internal frequency can be re-
duced by factor 2. As a result, the 4/2/2-architecture is still the best trade-off
in respect to the power dissipation.
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Table 4.13: Estimate of the die area for an 8-bit A/D converter
2 Coarse Resolution: m
i 0 1 2 3 4 5 6 7 8
_ 0 2 £ g - - - - - 6.49
g 1 4.64 2.95 215 1.84 1.84 2.18 3.01 4.76 -
g 2| 469 302 225 199 211 266 395 - :
—*g 3 4.80 3.16 2.44 2.29 2.63 3.65 - - -
E 4 5.02 3.44 2.83 2.90 373 - - - -
E@ 5 547 3.99 3.61 4.21 - - - - -
g 6 6.36 5.10 5.35 = B = = = =
S 7]813 770 - : : : i : )
8 12.45 - - - - - - - -

2
Die Area (mm'}

Fig. 4.16: Die area estimate for an 8-bit A/D converter




Architecture and Design of CMOS Folding and Interpolating A/D Converters

163

Table 4.14: Estimate of the power dissipation for an 8-bit A/D converter

Coarse Resolution: m

mW
0 1 2 3 4 5 6 7 8
~ 0 - - - - - - - - 91.21
:‘:, 1 7495 4777 34.82 29.60 2953 34.55 4717 73.87 =
5 2 76.12 4922  36.83 3273 3490 4441 06631 = =
% 3 78.40 5212 4085 39.00 45.65 06473 - - -
E 4 83.13 5792 4889 51.52 068.35 - - - -
é“ 5 9248 (6951 6497 7898 - = - - -
B 6 [f111.18 9270 101.93 - - - - - -
F-E 7 || 148.58 148.67 - = = = - - -
8 || 242.58 - B E - - - - -
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Fig. 417 Power dissipation estimate for an 8-bit A/D converter
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Table 4.15: Estimate of the die area for a 12-bit A/D converter

Coarse Resolution: m
4] 1 2 3 4 5 4] 7 8 Ul 10 11 12
- - - - - - - - - - 86.06
1] 46.73 2553 1498 825 505 378 381 5.15 847 1544 2953 57.79
2 49.85 28.67 1507 840 e | 427 474 696 1205 2254 4371
34 56.09 2880 1527 870 5.84 523 6.59 1058 1920 36.78 - -
40 5631 29.08 1565 931 689 716 1028 17.81 3354 - - -
5
G
i

56.75 29.64 1643 1053 899 1103 1768 3237 - - - - -
57.64 3074 1798 1296 13.19 1876 32.67 - - - - - -
59.42 3296 21.08 17.83 2158 34.61 - - - - - 3 i
816297 3739 2728 2756 39.15 - - - - - . i -
9l 70.07 4626 39.68 4855 - - - - - - 2 2
10] 84.27 6399 67.54 - - - - - - - i = 5
11 112.67 105.58 - - - = . 2 5 .

12} 181.72 - i 5 - = = = &
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Fig. 4.18: Die area estimate for a 12-bit A/D converter
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Table 4.16: Estimate of the power dissipation for a 12-bit A/D converter

: Coarse Resolution: m
mW
0 1 2 3 4 5 6 s 8 9 10 11 12
o - 4 - . : B = i a 2 & =TT
1 672.6 3850 2418 1331 813 604 601 802 1307 2369 4519 8833 =
207505 4632 2438 1362 867 703 789 117.0 2034 3814 7402
:. 30 9065 4661 2478 1425 974 90.0 1166 1905 3487 670.9 &
£ 49111 4719 2559 1550 1189 1295 1920 3377 640.6 = -
2 59205 4835 2720 1801 1619 2083 3426 6343 -
E 6] 939.2 5067 3041 2302 2479 3661 6488 - = = =
w7 976.6 5531 3684 3304 4199 6913
-_5 810514 6458 4971 530.8 7831 5 - B % = 2
u'“c_~ 9 1112010 8313 7544  970.1 -
10§ 1500.2 12023 13457 - = 4 5
11f 20986 2097.9 n - = _ -
12f 36026 - . E = 2
4000~
.
1440
890
<3000
E
52500
T
o
£ 2000
]
%1500
o
1000
500

C
Oarse Resolution m

Fig. 4.19: Power dissipation estimate for a 12-bit A/D converter
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4.6.2 Architecture Investigation for a 12-Bit A/D Con-
verter

Table 4.15 and Fig. 4.18 show the estimates of the die area for a 12-bit folding
and interpolating A/D converter that have been carried out in the same way
as previous estimates. Both the coarse resolution m and the folding resolu-
tion m vary from O to 12.

It can be observed from the plot that the best trade-off in respect to die
area is the 6/2/4-architecture. Although the 6/3/3-architecture is more "tradi-
tional" one, its chip die area is 40% larger than the chip area of the 6/2/4-
architecture.

Considering the power dissipation, the values are summarized both in
Table 4.16 and in Fig. 4.19. The best five architectures are indicated again in
bold italics. It can be seen that the 6/2/4-architecture is still the favorite archi-
tecture when power dissipation is considered. The straightforward 6/3/3-
architecture dissipates 48% more power than the 6/2/4-architecture.

4.7 Summary

The work in this chapter has shown how the architecture of the folding and
interpolating A/D converter can be optimized with respect to the die area
and the power dissipation.

The architecture of the folding and interpolating A/D converter has been
decomposed into a number of single components. General forms of the
predictions of the die area and power dissipation can be seen in Egs. (4.10)
and (4.15). The coefficients are influenced by the distribution of the coarse,
folding, and interpolating resolutions and the variables themselves are
determined by empirical values measured from an implemented 10-bit
folding and interpolating A/D converter. These components have been
characterized and the results are used as basis for estimate of various
combinations of coarse and fine resolutions.

This method has been also used to optimize architectures of 10-bit A/D
converter realized in this book. A post-layout simulation has been carried
out to estimate the effects of parasitic components and thus to ensure the
best performance of the A/D converter [104].

A prototype of the 10-bit folding and interpolating A/D converter has
been implemented in 0.6 um CMOS technology and the core area amounts

3.8125 mm*. As discussed in Chapter 4.3, while the sampling rate is at
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40 MHz, the analog and digital parts dissipate 20 mA and 12 mA at3.3 V
power supply voltage, respectively. If the sampling rate reduces to 20 MHz,
the analog and digital parts dissipate 19mA and 7mA at 3.3V, respec-
tively. The applied technology is a standard CMOS technology, which can
be characterized by the minimum channel length of 0.6 um, three metal
layers, and one low-ohmic polysilicon layer. A high-ohmic polysilicon layer
was added for realization of the resistor string.

The architectural scalability of the folding and interpolating A/D con-
verter is discussed using the scaling units for die area, power dissipation,
and input capacitance of interstages. Prediction results of extending the reso-
lution to 12-bit and shrinking to 8-bit are shown in Chapter 4.6.
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5.1 Power Supply Network

Creating a "good" power supply network is a must for any circuits design
and technology. That is, this includes any level, e.g. chip, package, or PCB.

Powering active devices requires DC voltage sources that are in practice
never ideal. These nonidealities (e.g. finite source impedance) and intercon-
nect properties (e.g. finite conductor wire or trace inductance) may cause
unwanted communications between different devices that share the same
power supply voltage. Hence, it is mandatory to take measures, to reduce
these communications because they may degrade circuit performance due to
noise from other circuits caused by power supply rail sharing. There are
basically two techniques to achieve this: bypassing and decoupling.

169
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Fig.5.1:  Sharing a power supply rail

Bypassing techniques are based on trying to create a zero impedance at
the power supply rails thus attempting to imitate an ideal voltage source.
Decoupling techniques, on the other hand, rely on isolating adjacent noise
sources at the power supply rails. Although both types of techniques often
overlap in practice we shall investigate bypassing techniques first and add
decoupling later. Also, we shall consider proper circuit design techniques
that enable rejection of power supply noise.

The bypassing is necessary because any DC voltage source used to power
a circuit necessarily exhibits non-zero source resistance and any interconnect
that connects a circuit to this source exhibits a finite resistance and a finite
inductance. The latter causes the interconnect impedance to rise at high fre-
quencies and thus increases the danger of coupling interference into a circuit
under consideration from other circuits sharing the same power supply rail.
How far this interference causes problems, depends on the frequency re-
sponse of the power supply rejection ratio (PSRR) of the circuit. To illustrate
this consider the block diagram shown in Fig. 5.1 (although this applies to
single power supply operation, it can be readily extended to double power
supply operation).

In this figure we find an amplifier powered by a common supply voltage

v and exhibiting a frequency dependent voltage gain of:

Supply

V()ul (S)

V suppiy=const.
py\S)=

Vie (5)

(.1)
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Let us consider that the amplifier has a frequency-dependent PSRR de-
fined as:

V()ul (S) | Fuppty =const
PSRR(s) = —u() (5.2)
V()u/ (S ) ¥y, =const
VSM,I[)I'\' (s)
Then the composite output voltage can be expressed as:
4,(s)
I/()m (s) = A\:(S) : Vln (S) + WR(S) : VSupply(S) 4 (5'3)
owing to the principle of superposition. If we further assume that
A(s)=Te (5.4)
o =
P
PSRR(s)= PORRy,, , (5.5)
-
Prsrr
and
[Supply < [Laad H (5.6)
then we can write
Vomree =1 .
I:ZSumu ( )I.uad(s) :||:l n S ]
Source s p ’S,
V()MI(S) = AV (S) : Vln(s) + . s ’ (5'7)

PSRR

0Hz

where V,

Source

is an ideal voltage source, Z,,,..(s) represents a combined

Source
source and interconnect impedance, and /, ,, stands for current load caused

by other circuits sharing the same supply voltage Vj As mentioned

upply *

above, the common loading of V,_, can cause an undesired interference

upply
due to varying current /,,,, (sometimes referred as noise at the power sup-
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Fig.5.2:  Bypassing

ply rail) and degrade the amplifier performance at the output. This can be
seen if we introduce

Z = RS()urce ts- LW,‘,-e O (5.8)

Source

where R,.. 1S the finite source resistance and L, is the interconnect in-
ductance (note that R, . may also include wiring resistance R,,,, if any).
Then we obtain:

VS{)UI‘UL’ -1 Load (S) .
Aw)-(l +Sj Ry .(1 +§RWWJ
Vout ( S) — p PSRR . V,,, (S) + Source /.

1o PSRR,,,

p

. (59

which clearly suggest that at high frequencies the variations of the current
1,,..(s) affect greatly the output voltage V,,,(s) due to zeroes located at
Prswe and Ry,,../Ly.. - Needless to say, that we should strive not only for
high PSRR,,,, but also for high p,g, and low 7, (we cannot go for high
R

Source

lng I Load )'

as this would cause varying V,

.y At 1ow frequencies for slowly vary-
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A common remedy is the placement of a bypass capacitor between power
and ground. In Fig. 5.2, this is represented by the general impedance Z

Bypass *

”

For an ideal bypass capacitor C,,,,,, we obtain:

VSum'cu -1 Load (S) : RS(mrcc’ :

[1+—S'LW”“‘-)[1+ z j
RSrmrce p PSRR

A
V., (s§)=—2>-3V, (s)+ , (5.10
U“’( ) 1 § s ( ) 1 +s- Cliypays . RSr)m'ce + ( )
+— PSRR,,.| .
p 8 LWif‘E ’ Clﬁypam

This expression shows that the bypass capacitor C has introduced

Bypass
two more poles. Thus the behaviour at high frequencies improves as the

noise effect due to varying I, (s) is reduced. Nevertheless, C forms

Bypass
together with L, a parallel resonant circuit and this may adversely affect
the amplifier operation at the resonance frequency if the amplifier is not

capable to reject the supply noise at this frequency.

Thus while the bypass capacitor acts as an AC shunt and thus reduces the
impedance between the power supply rails and the ground at high frequen-
cies it may create problems at the resonance frequency.

The question is now where the resonance frequency should be located. To
place it properly we should know the spectrum of the noise occurring at
power supply rail but this is not easy to predict. Definitely, we should try to

avoid that the resonance frequency l/ e “Chypase lies at switching frequen-

cies occurring in circuits sharing the same power supply rail or their multi-
ples. Nevertheless, even if we avoid this we must consider the frequency
dependence of the PSRR .

An analysis of the above equation for the output voltage V,,,(s) indicates
that for a "good" PSRR it is required that

R ource
P <K P € =2 (5.11)
Lerc

The above mentioned resonance frequency should then lie below p,., ,

1.€.
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1
Ly, C

Wire ~ B ypass

< Ppser » (5.12)

and the bypass capacitor should fulfil the condition

/ -SNR
C};yl,,m > Load , rms
PSRR 1, * Ppsie Vi

In, rms

: (5.13)

for arequired signal-to-noise ratio (SNR).

Unfortunately, there are no ideal capacitors. To consider this we model a
real bypass capacitor using

Zliy/m,\.\ = Rﬁypu.\x ts- LI{)-I;U.\'\' + )
A Cll Vpurss

(5.14)

where R are finite series resistance and inductance, respec-

Rypass

Bypass and L

tively. This yields an output voltage

s L -C

'‘Bypass Bypass

Veource = L1oaa (s)
Rapee (145 Ly - Ripe ) |

Source

|:1 +s- Cliy/)ass ' R};‘y/}ass +:|

|:1 +s p;é’l(RjI

A
Vou(5) =231, (5)+ —— . 615)
1+~ Bypass
P Ry TR )
PSRROHZ . ( Bypass br)mce)
§ (Lliypaxs + LWirc ) '
CHy/)aS.&‘

which now contains two more zeroes while the number of poles has not
increased. This suggests that we get into problems at high frequencies, as the
bypass capacitor becomes less effective.

The conclusion at this point is clear: although a bypass capacitor is needed
to lower the high frequency noise at power supply rails caused by other
circuits, it can generate problems by creating a resonant frequency. Due to
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Fig.5.3:  Single bypassing and decoupling

this we have to codesign the power supply rejection ratio of the circuit pow-
ered and the bypass capacitor. Furthermore, the bypass capacitor should
exhibit a very low series resistance and inductance to be effective at very
high frequencies.

Similar conclusions apply to decoupling techniques. There are basically
two techniques: active and passive decoupling. Active decoupling involves
the use of voltage regulators, while passive decoupling is based on inserting
either an inductor or a resistor into the power supply rail to filter all noise
moving from any load to the circuit under consideration (see Fig. 5.3).

Let us now assume we employ a single bypassing. Then for

Zpeomie = Reote + 5 Liscopic (5.16)
1
Lypas =——» 5.1
e s CHypa.vx ( 7)
and
ZS()HI‘CU = Ryonrce +s: LWin' 4 (5 -18)

we obtain
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Fig.5.4:  Double bypassing and decoupling
Somrce [l,oaz/ (S) :
L . (1 + S 7 j
S e
A RS(mrce ’ [] + ]QW”J p PSRR
Vou(8) ==V, () + . (519)
L—s l+s- Cliypaxx '
5 PSRR,,,. - +
( Decouple + RS(mrce)
S ( Ll)cc(mplc + LWicre ) . leypasx

again for negligible / This suggests that single bypassing combined

Supply *
with decoupling does not yield any substantial improvement when com-
pared with bypassing without decoupling since we again obtain only two
more poles. Only double capacitive bypassing and inductive decoupling
forming a m-network yields four more poles (Fig. 5.4), i.e. for

1
Zliypm'.&'l = C s (5.20)
’ Bypass|
1
ZIJ‘yptmx\‘Z = C‘ 2 (5'21)
. Bypass2
and
Decouple = Rl)ucr)uplc +s- Ll)ecouple s (5'22)
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The use of a decoupling inductor, such as ferite toroid, may be a good
idea for a discrete circuit, but in an integrated circuit it is impossible to im-
plement high Q inductors. However, a small resistor &, still helps to

decouple

decouple. The output voltage is then

,/SUIH‘L'L‘ - [I.rm(l (S) ’
Ay
R d 1+ s LWWe Al
A Source R P PSRR
— Vo Source
Vou (s) = =54V, (s)+ - —t, (5.23)
] + — ] (Rl)ecuuple + RSz)m‘cu ) )
p +5- . +
CB,\'/)(I.\‘.\'I * (’Bypa,\x\'z RSource
Ly, -(C +C )+
2 Wire Bypasst ~ Bupass?2
PSRR,,,. | s*-| " / P +
Z ~ y
C Bypass) C Bypass2 R.S‘{mrve Rl Decouple
3 B!
s LW Tre CRy/m.wl (/ Bypass2 R,S'our('u

again for the case when 7, is negligible. For high supply currents /g,,,,
and large R,,.,,., however, voltage drop across R, would excessively

decrease V. .

To summarize our considerations, bypassing and decoupling represent
important circuit design techniques to ensure "good" power supply, i.e. low
power supply impedance at high frequencies. Nevertheless, these tech-
niques also tend to introduce parallel resonance frequencies at which the
power supply impedance sharply increases. If such a resonance frequency
occurs at a "wrong" frequency, e.g. at frequency where PSRR of the pow-
ered circuit is reduced, these techniques can actually make things worse.
Hence, they have to be applied with caution and cleverness.
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5.2 Reference Voltage Network

Voltage reference circuits are often used in electronic systems to establish a
system voltage reference. Unlike the case of voltage sources the main em-
phasis in a voltage reference circuit is not on the low output impedance but
on the voltage precision and thermal stability. Nevertheless, there are other
important design parameters, such as noise, line rejection, and load sensitiv-
ity. Especially voltage reference noise is often disregarded by designers al-
though it plays an eminent role in design of A/D converters. An A/D con-
verter converts an analog input voltage into a dimensionless digital code
directly by comparing the input voltage with a reference voltage. Hence, for
an N bit converter the total comparator and reference rms noise must be
better than 0.5 LSB. This is quite difficult to achieve for high speed, high
resolution A/D converters. On the one hand, since a voltage reference circuit
has to provide only a DC precision voltage, its bandwidth - and thus its
noise bandwidth, too - can be quite low for any converter. However, the
voltage reference circuit must be also capable of rejecting noise from the
power supply rails. Hence, voltage reference circuits used in high speed
conversion must exhibit high PSRR (called often "line sensitivity" for
voltage references and regulators), especially at high frequencies. This
means that in practice we have to resort to bypassing and decoupling
measures introduced in the previous section because we are facing similar

problems. . . . .
As mentioned above, another important parameter is load sensitivity.

Since the load sensitivity of most basic voltage reference stages is quite low,
most of them have to be buffered using an output amplifier. Especially volt-
age reference circuits used in high speed converters suffer from heavy tran-
sient loading and thus require broadband buffer amplifiers.

Remaining voltage reference circuit parameters depend on its technologi-
cal realization. First of all, in integrated A/D converters the key issue is
whether to use an on-chip or an off-chip voltage reference stage. On-chip
voltage reference generation can be based on forward-biased diode, zener
diode, or bandgap principle or be derived from the power supply voltage
using voltage dividers, e.g. resistor strings.

Simple forward-biased pn-diodes (or diode-connected bipolar transistors)
present in bipolar or CMOS technologies exhibit high temperature coeffi-
cient (typ. -3000 ppm/K). In bipolar (or BICMOS) their voltage is available in
0.6V jumps, while in CMOS it is only 0.6V (as diodes cannot be stacked).
Zener diodes (using either zener or avalanche breakdown) yield breakdown
voltages that are too high for circuits operating below 5V power supply
voltage which are typical for today submicron technologies. Bandgap refer-
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ence technique is the most common technique used in bipolar, BICMOS, and
CMOS technologies, as it operates at low voltages but the temperature coef-
ficient (TC) can vary between 10 and 100 ppm/K, subject to design and tech-
nology. We can determine the required TC as:

10°

C [ppm/K]=m :

(5.24)

where N is the converter resolution (in bits) and AT is the operating tem-
perature range (in °C). Hence, TC=10ppm/K would allow only 9bit resolu-
tion over an operating temperature range of 100°C.

The use of attenuated power supply voltage (e.g. resistive voltage divid-
ers) to generate a common reference voltage is a good idea, if a precisely
defined power supply voltage is available but it requires extensive bypass-
ing and decoupling since the line sensitivity of this technique is high. The
resistor string used for voltage division must exhibit very high resistance to
keep the quiescent current low (for low power consumption) but high resis-
tance causes high white noise and requires buffering to eliminates loading
effects.

Although many of chip voltage reference circuits (often available as
commercial ICs) use the same principles as on-chip circuits (e.g. bandgap
technique), there are some ICs on the market based on special technologies
that may yield an improved performance. Thus the buried zener approach
offers low TC (1-2ppm/K) and low noise. Special JFET devices, such as XFET,
offer good performance as well (TC<10ppm/K). Many dedicated voltage
reference ICs allow optional trimming and thus offer a better performance
than on-chip voltage reference circuits anyway.

The use of external voltage reference ICs for A/D converter, however,
harbours its perils, too. The chip-to-chip wiring and bond and lead frame
wires increase the inductances in the power supply rail. Though this may
help as in case of bypassing and decoupling, we obtain more parallel
resonance frequencies. This again we have to make sure that these resonance
frequencies do not cause any problems. Unfortunately, this is often the over-
looked in practice.

Let us now briefly consider the requirements for voltage reference buffer-
ing. For this purpose consider the case shown in Fig. 5.5. It is similar to Fig.
5.1, but the voltage source V.. has been replaced by a buffered voltage

ource

reference V.

If we assume that 4,,,, , > 1, then we can readily derive that
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Fig.5.5:  Voltage reference buffering

V..
VS(mrce = 2 El (5.25)
A
—
AIJ’i([/ér, 0" Paufer
and
-
RSz)urcc = RO ’ pB;tﬁ)r ! (5'26)

Buffer, 0 ] +

Ah’u[fer, 0" pb‘z{[fer

This is implying, that in the frequency range between p,,. and
Apgier, o Pruger the output impedance of the buffer exhibits an inductive be-

havior. This affects the output voltage V,,,(s), which can now be given as:
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I/()ul (S) =

e

[1 N
P

1

VR@f

1
S .
P Buffer

_ ]l,oml(s) i RO .

Alflg['fer, 0
st L

Wire +

p Buffer ' RO

+

[H

AE:([/cr, 0" LWire

=+

RO

S J
Prsrr

|

v, (s)+

)

PSRR,,, -[1 +

S

Pruger ABuffer, 0 j

(5.27)

This suggest that the use of narrowband buffer increases the inductance at
the power supply rail already at frequencies above pjz,. and thus the use of

a bypass capacitor is a must (see Fig. 5.6).

Its size in this case, however, must have a suitable value, since the bypass
capacitor still tends to resonate with the wiring inductance, although this
may be quite low. This effect can be seen from the expression for the output

voltage

A
V()ul(s) = L‘; )
1+—
p

s 1
1+- +
P Bufter
]I,aud (S) ) RU SAB‘!”L’V. 0 ~Wire
VR«/ - +
A R
Buffer. 0 0
2
s LWi/‘e
L pl)uj]érR(l |
Vin($)+ — =
S leypu‘\:\‘ Ie()
Phuger Y
A}}u[/&r, 0 )
2
P S RR()H: s Tre CBy/m.w o |:1 + }
5 Prsrr
S L Copas
pBu/]L’rABuj/'L‘r, 0

(5.28)
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Fig.5.6:  Voltage reference buffering with a bypass

To keep our considerations simple we have not considered the PSRR of
the buffer, but in real chip design this must be considered as well. The same
applies to the decoupling which can be used here, too.

We can conclude by stating that the use of a buffered voltage reference
requires a careful design of the voltage reference buffer and of the power
supply rejection ratios of the powered circuits and as well as bypassing and
decoupling measures. The best approach seems to be a proper placement of
zeros and poles of the transfer function (under consideration of PSRR,,,) to

ensure the maximum line noise rejection, especially at resonance frequencies.
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Fig.5.7:  Capacitive noise coupling on sample & hold input node

5.3 Noise Coupling

In this chapter we will discuss the effects of substrate crosstalk in ICs and
describe some of the measures to combat it. The discussion contains results
of our own deliberations and past experience as well as reflections on pub-
lished literature on this topic.

In typical SoC with embedded ADCs, about 85% - 95% of the total chip
area is digital circuitry, while 10% belongs to analogue functional blocks.
The ADC itself contains about 60% digital cells, e.g. the error correction, the
thermometer code converter, the clock generators, and the comparators. To
save cost, area, and power consumption, a single chip solution is still the
best standard system implementation although this high integration as a
mixed-signal ASIC has technical disadvantages, which take additional effort
to cope with.

Substrate noise/crosstalk and noise coupling are two of the key problems
in mixed-signal analog/digital ICs. In the following chapters different kinds
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Fig.5.8: Comprised model for digital switching noise in heavily doped
substrate

of coupling and crosstalk mechanisms are investigated and appropriate de-
sign measures are defined to minimize ADCs performance degeneration.

53.1 Inductive Noise Coupling

Chip wires, bond wires, and package leads all exhibit self- and mutual-
inductance which induce signal and power bounce (together with parasitic
capacitances they form resonance circuits, see below) and also cause inter-
ference coupling due to transformer effect. Bouncing voltage spikes become
quite large even at moderate currents and reach some hundreds of milivolts
under worse conditions. The inductive coupling is easily exceeded by ca-
pacitive coupling for higher resistance circuit nodes. The inductive type of
coupling is most effective at nodes exhibiting low resistance. For this reason,
the inductance of bond wires and package leads diminishes an effective
capacitive off-chip decoupling of the power supply lines.

Whereas power bounces can effect all circuit blocks and all signals at once,
the transformer effect, which is based on the mutual inductance coupling,
only affects loops of neighboring signals. The most obvious way of mutual
inductive coupling is the inductive coupling of two neighboring bond wires.
But also overlaying signal loops of on chip wiring can induce signal distor-
tions, especially if digital and analog signal loops are not separated properly
in all metal planes.

The most effective way of reducing mutual inductive coupling is a separa-
tion of sensitive signals from disturbing signal loops and a reduction of the
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loop area. Since spatial separation requires costly chip area, the most effec-
tive way of mutual inductance reduction is by antiparallel signal path rout-
ing. For on chip wiring this also is a practical way to reduce the risk of acci-
dentally formed overlaying signal loops.

5.3.2 Capacitive Coupling

Unlike inductive coupling, capacitive coupling poses a severe problem at
high resistance nodes. Hence, the capacitive coupling in the presence of a
low resistance ground or chip substrate and at higher levels of metal is dif-
ferent. For lower metal levels coupling to and from the substrate is more
important than on higher metal levels. But in today's deep submicron proc-
esses the parasitic sidewall capacitance usually exhibits higher values than
coresponding vertical capacitance of the same size. Furthermore, the value
of sidewall capacitance is even increasing for higher metal levels. Therefore,
a good choice of the metal level is the first step to prevent noise injection to
the substrate and to choose carefully which nodes are neighboring is the first
step to prevent crosstalk.

For todays high resolution analogue signal processing it is essential to
recognize all possible ways of parasitic capacitive coupling into high imped-
ance nodes, even though the parasitc capacitances may be only in the pico-
farad range.

Consider the differential-path sample-and-hold shown in Fig. 5.7 with 10
pF hold capacitors as an example. For a sample-and-hold circuit with N bit
resolution the difference of parasitic capacitances at the high impedance
input nodes (INP and INN) should be below:

A(:'I’arar.\'iu'c 5 2 ' V()],f—CH{)j\I/d & (5.29)
VNofsu ’ 2

For a 14 bit resolution signal with 2 V output swing and a digital noise
source of 2.5 V, all the parasitic capacitance should be below 1.2 fF. Thus
even though differential-path signal processing should be more or less im-
mune against common-mode crosstalk, it is clear to see from the values
above, that any path mismatch can cause non-linearity.

Hence, the use of parasitic extraction tools and the simulation of the para-
sitic extracted netlist is strongly recommended for high performance ana-
logue signal processing, as it is used in nowadays embedded analogue-to-
digital converters.
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Fig.5.9: Magnitude of transfer function for different inductances

5.3.3 Substrate and Package Coupling

The power supply rails of an IC generally have the most capacitance to chip
substrate and to each other due to the large number of devices connected to
them. This large capacitance together with the inductance and resistance
from the chip substrate, bond wires, and package leads forms multiple RLC
resonance circuits with their own distinct natural frequencies. Any inductive
and capacitive coupling, however, will affect these resonance frequencies
and must be accounted for. The resonance behavior depends of the Q of the
system. Tuning of the resonance frequencies is possible by controlling the
amount of on-chip capacitance and off-chip inductance. Balancing the ca-
pacitances between power and ground rails to substrate is one possibility to
cancel the capacitive current injected to the substrate to the first order. Nor-
mally the digital power supply to substrate capacitance is the largest in
standard SoC due to the large n-well to substrate area used for the pmos
transistors in the digital circuitry.

When modeling and simulating substrate crosstalk we can use the model
in Fig. 5.8. In [108], the results were found to be highly dependent on Cs
(capacitance between bulk and IC package cavity), Rs (spreading resistance
from surface substrate contacts to bulk node) and Ls (inductance, deter-
mined by the number of bonding pads and package pins used to bias the
substrate contacts at the die surface). The simplified schematic (see Fig. 5.8)
including Cc (models diffusion and interconnect capacitances coupling the
switching noise sources, e.g. noisy power supply lines, to the substrate) and
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a switching transient source Vuans yields the following transfer function for
the substrate voltage Veux:

R,
s-(s+-2)
Y ik — Ce . Ly
V’I‘r{ms C(‘ + CS SZ + & s+ 4],7

Ly Ly(Co+Cy)

(5.30)

The resonance frequency is defined as:

2
S IS S (5.31)
Ls (Cs + C(') Ls

Fig. 5.9 shows the magnitude of the above transfer function for three dif-
ferent inductance values: 0.1nH (red bottom curve), InH (blue middle curve)
and 10nH (green top curve). The x-axis represents an exponentially scaled
frequency going from 1MHz to 10GHz.

For a given Rs, Cs, and Cc the magnitude of the frequency response is
very high for a large Ls (see Fig.2). Care must be taken to ensure that all
switching frequencies and their low-order harmonics do not coincide with
the substrate resonance frequency. Calculations show that the amplitude of
substrate noise can be reduced by decreasing the value of Cc with respect to
Cs and by decreasing the value of Ls with respect to Rs. Unfortunately, these
values cannot be changed arbitrarily, e.g. because of dependence on tech-
nology parameters. Increasing Cs by adding on chip decoupling capacitan-
ces lowers the resonance frequency. The best practical approach is to reduce
Ls with respect to Rs. This will be discussed in the following two chapters.

5.3.3.1 Reducing Interconnect Inductance

As it was shown in the previous chapter, the most effective way for a reduc-
tion of substrate and package introduced noise is, to reduce the interconnect
inductance.

The consideration of package introduced noise coupling should already
start in the early design phase, by choosing the most suitable IC package. As
it is to see in Table 5.1, in terms of interconnect inductances, standard IC
packages can vary over more than 3 decades. For a given number of pins, it
is recommended to choose always the package with lowest values of inter-
connect inductances, if high performance analogue functionality should be
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integrated in a SoC. It is also to see, that the interconnect inductance can be
reduced by choosing the right pin location in a given package. In Table 5.1 it
is shown that the center pins of standard IC packages, exhibit a much lower
inductance than the corner pins. Hence these pins should be reserved for the
high precision analogue functional block IOs.

A further reduction of interconnect inductances can be achieved by using
multiple 10 schemes. Very often it is observed, that multiple parallel bond-
wires are used to reduce the bondwire inductance. Due to the influence of
the mutual inductance, which has to be added to the self inductance for par-
allel wires, this scheme is not the most effective one in terms of reduction of
the interconnect inductance. As it is to see in Fig. 5.10, that the mutual induc-
tance can be subtracted from the self inductance if an antiparallel IO scheme
is used.

Under realistic IC package conditions, the inductances for a 3 mm long
bondwire can be calculated as follows:

Table 5.1: Pin inductances of standard IC packages

Max. Min. Max. Min.
Package self self mutual mutual
inductance | inductance | inductance | inductance

DIL 28 (w/o ground 50 nH 3nH
plane [109]) (corner) (center)
SOIC 28 [109] 3.76 nH 2.32nH 1.38 nH 0.98 nH
(corner) (center) (corner) (center)
5.56 nH 3.21nH 3.89nH 2.02nH
T ;
QECt pin 9] (corner) (center) (corner) (center)
PGBA [109] 10.9 nH 6.5 nH 1nH 0.4nH
(corner) (center) (center) (corner)
Flip chip (standard) 216 nH 0.26 nH i i
[110]
Flip chip (micro lead

51 : - -
frame) [111] >0.51nH | >0.05nH
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Fig.5.10: Inductance of parallel and antiparallel bondwires.

L{v .
- 2 ;O.2-ln(%J§0.2-ln(szl.l iy (5.32)
] 2 0.015mm mm

for 3mm bond wire L, =3.33 nf{ and

2
[‘A/Iumul EO] _In |+(gﬁ)
I d
2
=0.1-In 1+(2-2mm) 0742
0.1mm mm

=221 nH .

(5.33)

for 3mm bond wire £,

‘Mutal

For a parallel IO scheme this would lead to the following reduction of
bondwire inductance,

_ (LSUI/ + LMuluul)

Ly == 22Tk (5.34)

with 17% reduction of bond wire inductance, which can be doubled, if an
antiparallel IO scheme is applied:
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Fig. 5.11: Skin depth over frequency in case of this folding A/D con-
verter design

(5.35) b, = 2h -2 =2 2008

Mt

with 33% reduction of bond wire inductance.

Since it is not possible to use multiple IOs for all Signals in a SoC, the an-
tiparallel 10 scheme should be applied at least for the power supply network.
As it is shown above, the magnitude of power bounces can be reduced at
least by 1/3, without any additional measures, if neighboring VDD and GND
connection are used.

5.3.3.2 Backside Connection

Another approach to reduce substrate noise is to provide a low impedance
backside contact of the chip. This can be done by providing an extra metalli-
zation on the highly conductive substrate. This approach not only reduces
the resistance of the substrate contact to ground but also reduces the induc-
tance, since there is no bondwire required for this ground connection.

Using this approach, a 75% reduction of crosstalk coupling into sensitive
nodes is possible [112]. The results found in the open literature indicate that
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this method provides the most effective reduction of the substrate crosstalk
in heavily doped substrates for frequencies up to the 100 MHz range. At
higher frequencies the skin effect in the highly doped substrate become
dominant and cut off the low impedance backside connection.

Hence, the bulk material must be thinned to be less than one skin depth
for the entire problem frequency range to make the backside contact an ef-
fective ground plane. At one skin depth from the surface of a conductor the
current density has dropped to 1/e of its value on the surface:

f p , P
T =10 [ — =10 | —————. 5.36
Skin [mm] ﬂ'/.lf 4”2 ‘10,9 f ( )

with p =resistivity in [ohm cm] and f =frequency of interest.

The higher the frequency or the lower the resistivity the lower the skin
depth which means that the wafer must be more and more thinned until it
becomes unmanageably fragile at about 200 microns. It is important to keep
in mind that a good square wave carries the first several odd frequency
harmonics of the fundamental.

Thus, in the case of this folding A/D converter design with:
p =15 [mOhm-cm], 7, over the frequency axis looks like in Fig. 5.11. Ty,
for the fundamental and the odd harmonics in values taken from Fig. 5.11
are listed in Table 5.2.

A standard thickness for wafer to be backside metallized is 0.38mm. This
is enough to reduce substrate noise coupled by the fifth harmonic of the
fundamental clock frequency.

In this context the horizontal or lateral and vertical resistance are de-
scribed by:

Table 5.2: Extraction of Fig. 5.11

f T

Skin

40 MHz, fundamental 0.975mm

120 MHz, third (odd) harmonic 0.563mm
200 MHz, fifth (odd) harmonic 0.436mm

280 MHz, seventh (odd) harmonic 0.368mm
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By
£2
-
Fig. 5.12: Inverter chain switching model
L
R=p T (5.37)
and
t
RVert = p.—l—z * (5'38)

whereas L = length, W = width and ¢ = thickness of wafer.

As the substrate resistivity increases, the effect of surface point contacts
causes the (lateral) resistance to increase and the current to be concentrated
near the silicon surface. The thinner the wafer, the higher the lateral
substrate resistance and the lower the vertical resistance.

In the case of this folding A/D converter design: The lateral resistance is
about 041 Ohm/square; the vertical resistance is about 591 mOhm.

5.34 Digital Substrate Noise Generation

The performance of analog circuits in mixed-mode ICs is profoundly af-
fected by coupled digital noise. This coupling can be caused by three
mechanisms [113]:

¢ di/dt noise coupling from digital power supply,
e dv/dt coupling from switching source/drain nodes, and

¢ Impactionization in the MOSFET channel.

The first mechanism introduces di/dt noise and resistive voltage drops

due to inductance and resistance of the power-supply connections to the
chip. Combination of this inductance and on-chip capacitance will also cause
ringing of the power supply voltage owing to resonance effects. Due to the
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large amount of ground contacts to the substrate in every digital gate, the
resistance between digital ground and substrate is very low and the ground
noise and ringing is also present on the substrate.

Since the di/dt noise is dominated by switching currents of the digital cir-

cuitry, its magnitude is proportional to the value of the digital supply volt-
age. Hence the di/dt noise performance benefits directly from the supply

voltage reduction in low power digital cores.

A risk in SoC design is, that designers may only care about schematic
functionality and do not take parasitic effects into account. In the case of
di/dt noise coupling, no effects are to to be seen in simulation if only ordi-

nary block level simulations are performed. To prevent negative interaction
of digital portions with the analogue functional blocks, it is strongly recom-
mended to perform also simulations of the digital blocks with a appropriate
package model. Due to the circuit complexity of large digital functional
blocks, this can not be done by analogue simulations only. Hence a switch-
ing noise model should be added to the simulation of the analogue blocks.

As it is already stated in [114] two different kind of switching noise mod-
els can be introduced to the simulation environment, an inverter chain,
which is shown in Fig. 5.12, or a multiplied inverter model, shown in Fig.
5.13.

The inverter chain cannot be called a realistic model of SoC digital circuit.
Nevertheless it exhibit the right distribution of all frequency components,
which can be present on the power supply or in the substrate. Therefore, the
inverter chain can be called a good vehicle for maximization of digital noise
rejection. Also the resonances based on RLC of the package model can be
tuned towards the optimum noise rejection by simulating with this model.

Since the noise of this model is strongly dependent on the delay of the in-
verter, this model is especially suitable for modeling asynchrounus digital
circuit noise.

A more realistic model for the transient behavior of synchronous digital
circuit noise is the multiplied inverter switching model, also introduced in
[114].

To achieve a realistic model, the number of simultaneously switching
digital circuitry has to be extracted and converted into an equivalent multi-
plier of the inverter transistors, Mn for the NMOS and Mr for the PMOS. The
switched parasitic capacitances of the transistors are Cn and Cp, whereas the
capacitor Cread represents equivalent capacitive load of all comprised digital
cells. To achieve a realistic transient behavior, this extraction should be done
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Fig. 5.13: Multiplied inverter switching model

separately for all synchronous switching digital circuitry with the same
clock frequency. This model gives a much more realistic transient behavior
of the digital noise. Maximum disturbances at the power supply and the
substrate node can be determined and the timing of analogue functional
block can be tuned towards timings with a minimum signal distortion.

Hence it is much more suitable for timing optimization than the inverter
chain model.
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Since the digital noise of the multiplied inverter model is synchronous to
the clock signal, this model is more suitable to determine the effect of syn-
chronous digital noise on the functionality of an IC.

The mechanism of di/dt noise is often the dominant cause of substrate

noise, especially if interconnect inductance and substrate biasing schemes
are poorly designed.

The resulting substrate voltage waveform of the dv/dt noise are voltage

spikes at the low resistance substrate node, located at the clock edges. This is
in contrast to noise coupling from power supply, where switching digital
gates cause an RLC ringing of the substrate node voltage. Hence both effects
can be differed by their shape.

The amount of dv/dt digital circuit noise is strongly dependant on two

parameters:
¢ The impedance of the substrate bias (N-well, P-well)
¢ The parasitic capacitance to the substrate

To prevent digital noise from penetrating the substrate, all digital wells
should be biased using low ohmic connections. Therefore, substrate contacts
should be used as often as possible in digital cells.

It is also recommended that the bias voltage used for biasing the wells
does not carry any transient current, since this would cause ringing RLC
ringing. This ringing will inject more noise to the substrate then noise will be
rejected by the low ohmic substrate connection.

The effect of dv/dt noise, caused by switched drain/source nodes of the

digital circuitry, can also be modeled by the inverter chain shown in Fig. 5.12
or the multiplied inverter shown in Fig. 5.13, whereas the effect of imperfect
substrate biasing can be modeled by a suitable substrate model.

Digital dv/dt noise can also be injected by parasitic capacitances between

switching networks and the substrate. Preferably this is caused by clock
distrubution networks or huge digital buses with heavily switching activi-
ties. As already stated in the case of capacitive noise coupling, the first step
is to choose the right metal layer. To prevent substrate noise, an upper metal
layer should be chosen. In addition a substrate shielding can be used by
terms of intermediate metal layers. Since this normally leads to an inacept-
able increase of signal run time, isolation from digital signals to the substrate
is noramally done by reversed biased wells underneath the bus or clock
network. Of cause this well should be also biased with low impedance con-
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nections to Vop or Vss to ensure proper shielding and prevent additional
noise injection.

The effect of ionization in the MOSFET channel turned out to be negligi-
ble for the technology used for fabrication of this folding A/D converter de-
sign.

From simulations shown in [113] it can be seen from the signal character-
istic that for an extremely low inductance in the power lines the substrate
noise is generated mainly by capacitive coupling from source/drain nodes.
This can only be reduced by increasing the number of substrate contacts to a
quiet digital ground when increasing the inductance, the capacitively cou-
pled noise from the source/drain nodes becomes less important and the sub-
strate noise becomes dominated by noise coupling from the power supply
lines which can be seen from higher signal peaks instead of signal edges. For
large inductances, the substrate noise is dominated by ringing of the
damped LC resonance circuit, formed by the power line inductance and the
decoupling on-chip capacitance. Any resistance in series with the capacitor
will cause damping of the LC resonance circuit and affect the ringing.

To conclude: Only if the power supply interconnect inductance is very
low and the power supply noise is not dominant anymore, a further reduc-
tion of substrate noise is on chip possible by increasing the number of sub-
strate contacts and using a dedicated well and substrate bias with low con-
nection impedance.

Another measure is to reduce the effects of troublemakers (e.g. switching
of digital output drivers, digital supply voltage) and their impacts on the
substrate. Possibilities are: use of low digital supply voltage, use of slow rise
and fall times for digital transients, staggering the timing of on-chip drivers,
and switching off digital parts not in use.

In any case the use of suitable simulation models for the package and the
digital circuitry is essential for a good estimation, whether an improvement
of embedded analogue functional performances is within reach or not, for
the project given boundary conditions.

5.3.5 Substrate Coupling

As shown above, the chip substrate acts as a collector and distributor of
noise in the IC. Essentially every chip carries voltage transients on chip sig-
nal wires and I/O pads and power supply rails are capacitive coupled to the
chip substrate. This includes energy from PCB reflections back to I/O pads
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and transmitted to the substrate via I/O protect devices. Peak voltages of the
coupled noise are frequency dependent due to constructive and destructive
interference of the various frequencies.

Highly doped p+ bulk wafers with grown epitaxial layers are easiest to
analyze when the p+ bulk can be seen as a pseudo ground plane under the
epitaxial layer and thus can be used as a single node. This is the case, if the
p+ bulk is degeneratively doped (about 0.006 Ohm cm) and the thickness of
the substrate is below the skin depth for the frequencies of interest (see also
chapter 5.3.3.2). This can be approximately reached with a low inductance
and low resistance connection to the entire chip backside using a titanium-
gold metallization (see 5.3.3.2).

Due to the low resistance bulk substrate, separation of noise transmitters
to noise receivers makes almost no difference in coupled noise. Most current
flows via the epi region vertically and renders n well guard-rings basically
ineffective in shielding a device from other than its nearest neighbor.

Experimental and simulation results [108] for heavily doped bulk indicate
that analog and digital circuits should be separated by at least four times the
thickness of the lightly doped epitaxial layer. Beyond this distance, further
separation does not significantly reduce substrate crosstalk.

p+ guard rings, when spaced close to the epi thickness away and tied to a
non-contaminated (i.e. noiseless) ground can substantially reduce substrate
coupled noise with respect to an NMOS device (this is best achieved by
connecting to a dedicated package pin). The guard ring must be located
closely enough to decrease the horizontal resistance between sensitive node
and p+ guard ring in order to decrease the vertical resistance between
sensitive node and noisy substrate. If a non-dedicated contact is used for the
p+ guard ring (connected to all substrate contacts on the chip), the vertical
resistance between substrate contact diffusion and noisy substrate becomes
lower (because of the large total size of the diffusion) in comparison to the
horizontal resistance and the substrate coupled noise to the sensitive node

MNEAEond capability of guard rings is to equalize noise coupling to

matched devices by coupling it in common mode. This helps in the case
when differential signal path is used for construction of analog circuits
(these circuits reject common-mode signals). An n+ contact surrounding the
perimeter of the n-well is also helpful in distributing the coupling to the n-
well and make the coupling almost completely common mode for both de-
vices. In addition, guard rings help to minimize body effect and capacitive
coupling. The p+ guard ring helps to equalize the potential of the substrate
around an NMOS device and reduce body effects as well as bulk-to-source
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coupling if the NMOS device is referenced to the same ground that is tied to
the p+ substrate guard ring.

To the first order, the coupling from the substrate to a circuit node is pro-
portional to the capacitance to substrate from that node and the impedance
of the coupled node. As a result, substrate noise coupled to PMOS devices
located in an n-well tied to low inductance power supply line will be lower
than for an NMOS device located in the epitaxial layer.



Physical Design of Low-Power, High-Speed Embedded CMOS A/D Converter 199

5.4 Summary of Recommended Design Practices for Low-
Power, High-Speed CMOS Analog-to-Digital Con-
verter for Embedded Systems

This is to sum up all design practices for low substrate crosstalk.

1. Reduce the noise generation ("quiet the perpetrator")

a.

Use a package with the lowest I/O inductance possible for
your project boundary conditions.

Use multiple antiparallel power supply I/Os to reduce the
I/0O inductance and the resulting power bounces.

Use package model for simulations to prevent resonance of
the I/0 impedance.

If it is possible, make use of low voltage digital cores.

Optimize the switching transients by tuning the rise and fall
times.

Reduce simultaneous switching activity by timing optimiza-
tion especially in terms of I/O drivers.

Lower the switching function bus impedance.

Reduce the switching activity by switching off all digital
parts not in use.

Sample the analogue signals at times of minimum noise
values by timing optimized sample & hold stages.

Use a digital circuit model for simulation to optimize
switching activities well as analogue and digital timing

Isolate sensitive circuits from noisy signals ("isolate the vic-
tim")

2. Maximize the impedance form noise source to noise victim. In terms
of low ohmic substrate this is only possible for the lateral direction
by the use of well guard rings connected to dedicated 1/O pins.

a.

Minimize the impedance of the chip substrate node, e.g. by
use of low inductance packages, multiple substrate connec-
tions and backside side contacts where possible.

Make use of on-chip shielding by use of intermediate metal
shielding for shielding of sensitive signals or dedicated
wells to shield the substrate form digital noise
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3. Make the analogue functional block more noise tolerant ("immunize
the victim")

a.

Make use of designs with high power supply rejection ratio
and common mode rejection ratio.

Make use of differential signal path circuit topology. This is
to cancel the influence of noise coupling on common nodes.

Use the analogue functional blocks with a minimum fre-
quency bandwidth, to filter high frequency noise.

Keep internal nodes at a minimum impedance to drain the
noise a quick as possible. This is especially important for
reference voltage networks.

Try to optimize analogue signal sampling by timing optimi-
zation. This should be done be the use of digital noise mod-
els in the analogue simulation environment.

Make use of common-centroid geometry layout techniques
to equalize the influence of substrate noise.

Verify your physical design in terms of signal immunity by
the use of parasitics extracted simulations.
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In this chapter evaluation and measurements of the integrated 10-bit folding
and interpolating A/D converter are presented. Generally speaking, there are
two different methods to test high-speed A/D converters. The first one is a
purely analog method. The other one is a digital method that uses high-
speed memory and digital signal processor (DSP). The following section will
discuss both methods.

6.1 Methodology for Analog Measurement

Analog measurement of A/D converters relies on analysis of the analog sig-
nal reconstructed from the digital output of the A/D converter under test.
For this purpose a high-performance D/A converter is connected to the out-
puts of the A/D converter. If the input signal of the A/D converter is a pure
sine wave, as illustrated in Fig. 6.1, this arrangement yields a reconstructed
sine wave at the output of the D/A converter.

The reconstructed sine wave is fed into a spectrum analyzer, which car-
ries out the fast Fourier transform (FFT). Based on the FFT, the signal-to-noise
ratio (SNR) can be determined and the resolution can be calculated as effec-
tive number of bits (ENOB) as Eq. (2.27).

201
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Fig.6.1:  Block diagram of the analog measurement

There is one good rule of thumb to follow when selecting components for
testing A/D converters: the component accuracy should be about five to ten
times higher than the accuracy of the tested A/D converter [13]. That is to
say, when testing an A/D converter the test system should have accuracy of
2 to 3 bits higher than the A/D converter under test. The ideal SNR of a 10-
bit A/D converter is 61.96 dB. The SNR of the test system should thus ex-
hibit the accuracy at least of 12-bitor 74 dB .

Thus the resolution of the D/A converter performing the sine wave recon-
struction in Fig. 6.1 must be at least about 2~3 bits better than the A/D con-
verter under test, as discussed above.

The disadvantage of the analog measurement is that the digitized output
signals of the A/D converter are not saved in binary form. This leads to great
problems, if the output signals of the A/D converter have to be post-
processed.

6.2 Methodology for Digital Measurement

Another method to measure the performance of the A/D converter is to em-
ploy digital signal processing for evaluation. The corresponding arrange-
ment is illustrated in Fig. 6.2.

In this case, the output signals of the A/D converter (DUT, device under
test) are first fed into a first-in first-out (FIFO) memory and then the saved
data are processed by a DSP, which, for example, can perform digital signal
processing such as digital filtering or FFT preprocessing. The FFT analysis of
the processed data is carried out using a microprocessor.
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Fig.6.2:  Block diagram of the digital measurement

A 10-bit parallel A/D converter running at 50 MHz, for example, gener-
ates a data flow of 500 Mbit/sec. The data transfer rate of each data line is
thus 50 Mbit/sec. Since the data line has its physical transfer bottleneck, the
digital measurement is limited by the data transfer rate of the data line.
Moreover, the digital measurement is also constrained by the reading speed
of the FIFO memory and the memory size limits the length of the measuring
period.

The analog method is suitable for the real-time test, but it gives only result
of the FFT analysis. On the other side, since the digital method saves output
data of the A/D converter for further investigation, it is more suitable for
debugging and other analyses such as DNL and INL.

For the test of the implemented 10-bit folding and interpolating A/D con-
verter, a digital measurement test-bed has been implemented in this work.
The FIFO memory has 18 parallel channels and the memory capacity is up to
64 k words. The FIFO is controlled by a microprocessor using the LabView
software. For this purpose a program in G-programming language has been
written that runs under LabView. This program also computes the FFT and
evaluates all performance of the A/D converter under test.
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Fig.6.3:  FFT analysis

6.3 Measurement Results

6.3.1 Introduction

The measurement of A/D converter can be affected by numerous noise
sources interfering with the measurement. To explain possible noise sources
in the test environment, Fig. 6.2 has been extended to Fig. 6.3 to indicate the
measurement set-up more in detail. The FFT analysis is performed on the
data of the tested A/D converter and is thus affected by all imperfections of
the converter measured. But, unfortunately, it is also affected by imperfec-
tions of the test environment. Thus, e.g. considering noise, noise is not only
generated by the A/D converter under test, but also by the test board and the
signal generator, as depicted in Fig. 6.3.

As shown above (see Eq. (2.26)), the SNR of an ideal 10-bit A/D converter
is 61.96 dB, which means the root-mean-square (RMS) quantization noise
level should be -61.96 dB below the full scale converter signal level. But the
value of single bin of the FFT plot depends on the number of regarded re-
cords. Fig. 6.4 shows the RMS quantization noise level and the FFT floor for
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Fig.6.4: Theoretical FFT noise floor

a A/D converter full-scale signal level at 0 dB. M indicates the number of
regarded records of the conversion [15].

In order to be able to test a 10-bit A/D converter properly, all harmonic
frequencies of the sine wave signal generator should be lower than the FFT
floor shown in Fig. 6.4. Providing that M = 8192, the harmonic frequencies
should be 98.08 dB below the ADC full-scale level to ensure that their con-
tribution is not larger than the quantization error. Since commercial sine
wave signal generators usually provide harmonic distortion at about
-40 dBc, their total harmonic distortion (THD) must be improved by addi-
tional measures, e.g. by additional bandpass or lowpass filtering (BPF or LPF)
of the output signal of the generator. Apart from the sine-wave signal gen-
erator, the clock generator may introduce clock jitter and phase noise which
can also influence the measurement unless a proper generator is selected.

Concerning the implementation of the test board, the crosstalk is the main
problem. The crosstalk arises mainly due to coupling between analog and
digital signal interconnects and analog and digital power supply wires in-
cluding ground. The crosstalk generates disturbances, which raise the noise
floor of the output signal of the FFT and might even exceed the noise of the
converter itself.
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Fig.6.5: Comparison measurements between the implemented folding
and interpolating ADC and the commercial ADC AD9203

In order to be able to verify the performance of the measurement set-up
and to be able to evaluate the implemented 10-bit folding and interpolating
A/D converter, a commercial A/D converter made by Analog Devices Inc.
(type AD9203) has been tested under the same conditions. The test proce-
dure is illustrated in Fig. 6.5 and the test results and some main characteris-
tics of AD9203 are listed in Appendix C.
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6.3.2  Oversampling Measurement

The oversampling measurement serves to find codes missing during the
conversion. The results of this measurement are shown in Fig. 6.6, which
depicts a reconstructed sine wave signal. The sampling rate was 40 MSPS,
equivalent to 25 nsec , and the input frequency of the sine wave was
10.4 kHz . The corresponding oversampling rate (OSR) equals to 3846.15 .

This measurement was carried out without a bandpass filter.
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Fig. 6.9: Statistical observation of the clock jitter

6.3.3 FFT Analysis

A bandpass filter (BPF) with centered frequency of 10.7012 MHz has been
used to reduce the noise level and to improve the THD of the signal genera-
tor. Consequently, according to the Fig. 6.3, the most of the noise comes only
from the test chip and the test board.

Fig. 6.7 shows the results of an FFT analysis. The input frequency is
10.7012 MHz and the sampling rate is 32.1036 MSPS. The measured spuri-
ous free dynamic range (SFDR) is 61.7 dB and the corresponding SNR and
signal-to-noise and distortion ratio (SINAD, also abbreviated as SNDR) are
55.5dB and 53.3 dB, respectively. The ENOB under these conditions is 8.9
bit.

Fig. 6.8 shows another FFT analysis. The input frequency is still
10.7012 MHz which is also the center frequency of the bandpass filter, but
the sampling rate has been increased to 42.8048 MSPS. The measured SFDR
is 35.8 dB and the corresponding SNR and SINAD are 53.4 dB and 37.4dB,
respectively. The ENOB is now 8.6 bit.

In the latter case, the SFDR has decreased drastically down to 25.9 dB be-
cause the 2rd harmonic frequency in this case is quite high. The same phe-



210 Chapter 6

dB
i)
o

-100 = : : i .
0.00E+00 2.00E+06 4.00E+06 6.00E+06 8.00E+06 1.00E+07
Frequency (Hz)

Fig. 6.10: FFT analysis for an input frequency of 1.07178 MHz

nomenon can be also found in SINAD. The decrease amounts to 15.9 dB. In
contrast, the SNR has decreased only by 2.1 dB since the first 5 harmonic
frequencies and the DC contribution are not considered in the SNR compu-
tation. The different behavior between SINAD and SNR shows that the main
reason for the degrading of the performance is from the first 5 harmonics
and the DC part.

Fig. 6.9 shows the histogram of the same measurement as illustrated in
Fig. 6.8. There are 8192 data records in total. Since the sampling frequency is
just four times the input frequency, theoretically there shall be only four
values. It can be seen in the plot that the sampled data are distributed into
four groups. One of them has reached its designed value, 2048, because the
sine wave signal generator is triggered by the clock signal and on the other
hand, the converter also meets its goal. The other data for the remaining
groups are distributed within a certain range. This suggests that there are
problems with clock jitter, stemming either from the converter or from the
test environment.

As a comparison basis, standard high-speed A/D converters are usually
measured with an input frequency around 1 MHz. Fig. 6.10 illustrates this
kind of FFT analysis, which was performed for an input frequency of
1.07178 MHz as input signal and sampled at 20.0 MSPS. The plot shows
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that the noise floor is at about 85 dB, but the amount of harmonics is very
high. The measured SFDR is 47 dB . This measurement has been carried out
without the bandpass filter.

6.4 Summary

There are basically two ways to measure the performance of the A/D con-
verters. The first one is analog measurement: it employs a high performance
D/A converter to convert the signal digitized by the A/D converter under
test back to the analog signal. This enables dynamic analysis of the recon-
structed analog signal to be carried out using the spectrum analyzer. This
treatment is suitable for high-speed solution, but the result is more a qualita-
tive analysis rather than a quantitative analysis. Another possibility is a digi-
tal measurement by saving the digitized data in an external memory. The
saved data can be digitally processed for further analysis in detail, if neces-
sary. Only the memory size and speed limit the measuring period and the
conversion speed of the ADC. As a consequence, the method is suitable for
quantitative analysis at lower conversion rates.

The measured results of the implemented folding and interpolating con-
verter have been presented in this chapter. The oversampling measurement
shows the capability to reconstruct an input sine wave at the sampling rate
of 40 MSPS . The FFT analysis shown in Fig. 6.7 and Fig. 6.8 shows the be-
havior of the A/D converter at sampling frequencies of 32.1036 MSPS and
42.8048 MSPS, respectively. Fig. 6.9 illustrates the phenomenon of the clock
jitter at high input frequency of Fig. 6.8. Fig. 6.10 shows the FFT analysis for
an input frequency of 1.07178 MHz at sampling rate of 20 MSPS .

The current version of the folding and interpolating A/D converter does
not meet the expected accuracy of 10-bit yet. The measurements shown here
suggest that the reasons for this is not noise but the clock jitter.



CHAPTER 7

GENERAL CONCLUSIONS AND OUTLOOK

This book is devoted to high-speed CMOS analog-to-digital converters that
feature low power dissipation and small die area. The principle employed is
based on folding and interpolating A/D converter architecture and it is espe-
cially convenient for embedding into large systems.

A concept has been presented that allows a modular design of such con-
verters. This was supported by component development and architecture
design and optimization. A 10-bit prototype has been integrated and tested.
This particular converter is intended for use in digital beamformers for ul-
trasound equipments [115]. Due to its low-power and high-speed properties,
a low-cost handheld ultrasound unit is realizable. The unit will contain 4
channel-A/D converters and beamformers in the coming future. The final
product should have even 8 ~ 16 channel-A/D converters and corresponding
beamformers.

Due to the modularity of this type of A/D converter, resolution scaling,
e.g. in the range 8 ~ 12-bit, is possible. Formulae have been developed that
enable prediction of die size and power dissipation before the design work
starts. Quality of such prediction can be improved by methods like "learning
curve", i.e. the converter parameters of every implementation are measured,
characterized, and normalized. The architecture relies on scalable modules,
which work as "LEGO bricks" to build A/D converter of other architectures
or other resolutions. Accurate prediction can be obtained using averaged
scaling units from various implementations.

The co-integration of analog circuits together with the digital signal proc-
essing generates crosstalk between the analog and the digital signals. This
poses severe problems, particularly for A/D converters because it may lead
to reduction of A/D converter resolution. But, the idea of the concept of "sys-
tem-on-a-chip" definitely requires co-integration of A/D and D/A converters,
if both, analog and digital signal are to be processed on a single chip. Hence,
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investigations of crosstalk are of importance for a robust design. Beside the
simulation efforts that must be taken into consideration, careful layout and
characterization of parasitic components are also essential issues of high-
speed analog circuits design. Future work in the area of low-power high-
speed CMOS A/D converter design should pay increased attention to these
topics.



APPENDIX A

ANALYSIS FOR SMALL SIGNAL OPERATION

Differential Amplifier with Active Load

Assuming that both transistor pairs in Fig. A.1, M1 and M2, M3 and M4, are
with the same dimensions, then g;, g, ,and gps canbe written as [3]:

81 = 8m3 T 8ps3 = 8ma T 8ns4 » (A1)

8m =8m = 8m2 » (A2)

&ps = 8pst = &ps2 » (A3)
and

81 >> E&ps - (A4)

From the nodal analysis, three relationships concerning v,, vz, and vq
can be obtained:

V4 8L +(Vi—vc) &pst & (M —vc)=0, (A.5)
v &L+ (Vg =) &ps + &n (V2 —vc)=0, (A.6)
and

ve=Vv4) 8ps —&m M —Ve)+ve-g+
(ve =VB) 8gps —8&m (v, —vc)=0.

(A7)

Rearranging the equations, (A.5), (A.6), and (A.7), leads:
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Fig. A.1: Differential CMOS amplifier with PMOS active load

v, = (8ps +8m) Ve~ 8nm Vi
(g1 +8&ps)

vy = (8ps +8m) Ve =8m V2
(&1 +&ps)

?

and

_ & ()t gps (v +Vp)
(g+2g, +28ps)

Ve

Adding Egs. (A.8) and (A.9) leads:

2:(8ps+8m) Ve —8m (M V)
(81 +8ps)

V4 +VB =

Substituting Eq. (A.11) into Eq. (A.10) gets:

o= 81 8m
 2g,-(gps+8m)+ 8- (gL+8ps)
=f(v1,v2) .

v

(v +vy)

Hence, the node voltage v, and vy can be written as:

(A.8)

(A9)

(A.10)

(A.11)

(A.12)
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__ 818m (gDS +gm)(V1 —V2)+ g8m (gL & gDS)vl
A~ s
(gL + gDS)|:2gL (gDS + gm)+ g(gL +gps )]

(A.13)

and

— _8.8n(8ps +8,)(V) —V1) + 88, (8, +&ps)Vy (A.14)
(g1, +&ps)[281(gps + &n)+8(81 + 2ps)]

The differential-mode voltage gain 4, can be expressed as:

_Your,dif _Vp—Vy

Apyy
Vi, diff Vi =V,
_ Zm[281(gps +8n) + 8(8, + 8ps)]
(gL+gDS)[2gL(gDS +gn)t+g(g+ gDS)]
_ gm
(8, +8&ps)

(A.15)

Further, supposing that g=0 and for the diode-like connected MOS
loads g << g; , the differential-mode voltage gain 4, can be simplified
as:

Apyy =51 (A.16)



APPENDIX B

SOURCE CODES FOR BINARY CODING

module decoder lof64 (oneof, bincode);

input {63:0} oneof;
output {5:0} bincode;
// reg {5:0} bincode;

// 66665555 55555544 44444444 33333333 33222222 22221111
11111100 00000000
// 32109876 54321098 76543210 98765432 10987654 32109876
54321098 76543210
// 01010101 01010101 01010101 01010101 01010101 01010101
01010101 01010101

assign bincode{0} = |{oneof{ 0}, oneof{l6}, oneof{32},

oneof {48},

oneof{ 2}, oneof{l1l8}, oneof{34},
oneof {50},

oneof{ 4}, oneof{20}, oneof{36},
oneof {52},

oneof{ 6}, oneof{22}, oneof{38},
oneof {54},

oneof{ 8}, oneof{24}, oneof{40},
oneof {56},

oneof{10}, oneof{26}, oneof{42},
oneof {58},

oneof{12}, oneof{28}, oneof{44},
oneof {60},

oneof{14}, oneof{30}, oneof{46},
oneof{62}};

// 66665555 55555544 44444444 33333333 33222222 22221111
11111100 00000000
// 32109876 54321098 76543210 98765432 10987654 32109876
54321098 76543210
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// 01100110 01100110 01100110 01100110 01100110 01100110
01100110 01100110
assign bincode{l} = |{oneof{ 1}, oneof{17}, oneof{33},
oneof {49},
oneof{ 2}, oneof{18}, oneof{34},
oneof {50},
oneof{ 5}, oneof{21}, oneof{37},

oneof {53},

oneof{ 6}, oneof{22}, oneof{38},
oneof {54},

oneof{ 9}, oneof{25}, oneof{41l},
oneof {57},

oneof{10}, oneof{26}, oneof{42},
oneof {58},

oneof{13}, oneof{29}, oneof{45},
oneof {61},

oneof{14}, oneof{30}, oneof{46},
oneof{62}};

// 66665555 55555544 44444444 33333333 33222222 22221111
11111100 00000000

// 32109876 54321098 76543210 98765432 10987654 32109876
54321098 76543210

// 01111000 01111000 01111000 01111000 01111000 01111000
01111000 01111000

assign bincode{2} =
| {oneof{62:59},0neo0f{54:51},oneof{46:43}, oneof{38:35},

oneof{30:27},oneo0f{22:19},oneo0f{14:11},oneo0f{ 6: 3}};

// 66665555 55555544 44444444 33333333 33222222 22221111
11111100 00000000
// 32109876 54321098 76543210 98765432 10987654 32109876
54321098 76543210

// 01111111 10000000 01111111 10000000 01111111 10000000
01111111 10000000
assign bincode{3} = | {oneof {62:55}, oneof {46:39},
oneof {30:23}, oneof {14:7}};

// 01111111 11111111 10000000 00000000 01111111 11111111
10000000 00000000
assign bincode{4} = | {oneof {62:47}, oneof {30:15}};

// 01111111 11111111 11111111 11111111 10000000 00000000
00000000 00000000
assign bincode{5} = | oneof {62:31};
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endmodule
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TEST RESULTS: FOLDING ADC vS. AD9203

Following figures (Fig. C.1, Fig. C.2, Fig. C3, and Fig. C.4) are measurement
results of the implemented folding and interpolating A/D converter and the
commercial A/D converter (type AD9203 from Analog Device, Inc.).

The measurement results are summarized in Table C.1.

Table C.1: Summaries of measurements

Implem_ented ADC un- iR AT
til now
DNL -1~2L1LSB -0.4~0.3 LSB
SNR at about 10 35.9 dB 48.6 dB
kHz
SNR at about 1
MHz 35.0 dB 28.0dB
Power dissipation (60+40) mW at3.3V 74 mW at3V
Emb;fnd:d o SoC possible Only off-chip version

223




224 Appendix C

Fig. C.1:  Histogram of the implemented ADC (above) and the commer-
cial ADC (below)
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Fig. C2: DNL analyses of the implemented ADC (above) and the
commercial ADC (below)
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Fig. C.3:  FFT analyses at 9.46045 kHz for the implemented ADC (above)

and the commercial ADC (below)
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Symbols, Conventions, Notations, and Abbreviations

This list gives the full description of the symbols used throughout the text.

A
4
Acn

amplification

open loop gain, DC gain
common-mode voltage
gain

differential-mode voltage
gain

interstage amplification of
the interpolation stage
peak-to-peak value of the
full-scale input signal
total resolution

RMS value of the full-scale
input signal

equivalent noise band-
width

gate-source capacitance
hold capacitor

input capacitor

load capacitor

Miller's capacitor

gate oxide capacitance per

unit area

parasitic capacitance

real transfer function of
A/D conversion

Dirac impulse, impulse
function

quantization error
root-mean-square value of
the quantization error

phase margin

Af

fa(®)
Joan
Jap

Jew
e

Jeu
Sp(®)
Jpa(®)

S
f In (t)
Af;ﬂ

F ITPL

v
Jo®)
fs(®)

FS;

FSy
FSp

Em

Em, eff
H(s)

equivalent noise band-
width

function of analog signal
unity-gainfrequency
A/D conversion rate, A/D
conversion frequency
signal bandwidth

max. frequency of the input
signal

clock frequency

function of digital signal

function of the D/A con-

version

folding factor

input frequency

input signal

bandwidth of the input
signal

interpolating factor
Nyquist frequency
quantization function
sampling function

jt folding signal pair
negative jth folding signal
positive j* folding signal

ideal transfer function of
A/D conversion; bisection
line

transconductance
effective transconductance

transfer function
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I Out
LSB

MSB
MSB,-

MSB_,
MSB_ycy:

MSB

Py mer

Fomr ¢

Fomp 1

current (small signal)

output current

channel length

lease significant bit
coarse resolution

most significant bit

most significant bit gener-

ated by the coarse con-
verter

2nd most significant bit

2nd most significant bit

generated by the fine
thermometer code

3t most significant bit gen-
erated by the fine converter
resolution; fine resolution

folding resolution
interpolating resolution

set of the nature numbers

total presentable states of
an A/D converter

number of folding blocks
number of folding signals

Nyquist zone

power dissipation

power dissipation of the
amplifier in the interpola-
tion stage

power dissipation of the

comparator for the coarse
converter

power dissipation of the

comparator for the fine
converter

PFA

h Ref

Pr_1mer

Q)

Q
®

Opir
RA

Rpg
rect(t)

Ryrpr,
R,
Ry

n

Rou
S

S4(0)
Sy_mrL
Scmp
Scmp_c
Semp_F

Sp()

power dissipation of the
folding amplifier
power dissipation of the
reference resistor
power dissipation of the

resistor in the interpolation
stage

transfer function for mag-
nitude quantization
digital output signal
polar angle

phase difference
averaging resistor
drain-source resistor
rectangular pulse
interpolating resistor
load resistance
on-resistance of CMOS

switch

output resistance

die area; switch

transfer function for analog
sampling

die area of the amplifier in
the interpolation stage

die area of single compara-
tor

die area of the comparator
for the coarse converters
die area of the comparator
for the fine converters
transfer function for digital
sampling
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Symbols, Conventions, Notations, and Abbreviations

Sp (@)

S Ref

Sr_neL

inverse transfer function
for digital sampling

die area of the folding am-
plifier

die area of the reference
resistor

die area of the resistor in
the interpolation stage
time constant

period; temperature
duration of the signal ac-
quisition time
acquisition time

clock duration

Thermometer code

fall time

duration for digital "1"
duration for digital "0"
non-overlapped duration
conversion time; propaga-
tion delay time

rise time

settling time

bias voltage

bias voltage for NMOS
transistor

bias voltage for NMOS
transistor

bias voltage for PMOS
transistor

bias voltage for PMOS
transistor

voltage of clock
feedthrough

VOS, CMP

Vos, ref

DC offset voltage

supply voltage
drain-source voltage (small
signal)

drain-source voltage

error source

gate-source voltage (small
signal)

gate-source voltage
voltage for digital "1"

difference of the input sig-
nals of a differential ampli-

fier

input voltage (small signal)
input voltage

input voltage offset

max. input voltage

min. input voltage

voltage for digital "0"

virtual ground

time-dependent error
source; random noise
source

time-dependent error

source caused (thermal
noise) by single resistor

offset voltage

statistical mismatch of the
offset voltage

offset voltage of the com-
parator

offset voltage caused by

the reference resistor string
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Vow output voltage AV F

véu,, n 1o total output noise

Vi range of the reference volt-

VRef _max
ages v
Veer Bus; bus of reference voltages e/ _min
_ .
AVgey ¢ smallestdifference among 5
the reference voltages
w
(coarse converter)

smallestdifference among

the reference voltages (fine
converter)

max. reference voltage
min. reference voltage
ground of the supply volt-
age

channel width

input impedance
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Symbols, Conventions, Notations, and Abbreviations

This list gives the full description of the abbreviations used throughout

the text.

AD
AC
ADC

AFE
BER
BPF
CAD
CFT
CMRR

CPU
D/A
DAC

dBc
dBFS
DBS
DC
DCS

DFT
DNL
DR
DRAM

DSP
DS-THA
DUT
DVD
ECC

ENOB

analog-to-digital
alternating current

analog-to-digital con-
verter

analog front-end

bit error rate

bandpass filter
computer aided design
clock feedthrough

common-mode rejection
ratio

central processing unit
digital-to-analog

digital-to-analog con-
verter

decibels below carrier
decibels below full scale
direct broadcast satellite
direct current

digitally corrected
subranging (ADC)

discrete Fourier transform
differential non-linearity
dynamic range

dynamic random access
memory

digital signal processor
double-sampled THA
device under test
digital versatile disc

error correction and cod-
ing

effective number of bits

FA
FB
FFT
FS
GSPS
HDTV
IMD

INL
LHS
LPF
LSB
LSD
MSB
MSD
MSPS
OSR
OTA

PP
RHS

RISC

RMS
RSS
SH
SIN
SAR

SC
SFDR

folding amplifier
folding block

fast Fourier transform
folding signal

giga samples per second
high definition TV
intermodulation distor-
tion

integral non-linearity
left-hand-side

lowpass filter

least significant bit

least significant digit
most significant bit
most significant digit
mega samples per second
oversampling ratio

operational transconduc-
tanceamplifier

peak-to-peak
right-hand-side
reduced instruction set
computers
root-mean-square
root-sum-square
sample-and-hold
signal-to-noise
successive approximation
register

switched capacitor

spurious free dynamic
range
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SHA

S
SINAD

SIP

SNDR

SNR

sample-and-hold ampli-
fier
switched current

signal-to-noise and distor-
tion ratio

silicon intellectual prop-
erty

signal-to-noise and distor-
tion ratio

signal-to-noise ratio

SoC
SoS
SPICE

SR
THA
THD
WER

system-on-a-chip
system-on-silicon
simulation program with
ICemphasis

slew rate
track-and-hold amplifier
total harmonic distortion

word error rate
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1
I-of-N code, 115

A

A/D converter. see Analog-to-
digital converter

Accuracy, 24

Acquisition phase, 48

Acquisition time, 49

Active cascode amplifier, 61, 62

ADC.. see Analog-to-digital
converter

ADSpice model, 127

AFE.. see Analog front-end

Alias, 14

Analog front-end, 6, 39, 44

Analog sampling, 8

Analog synchronization, 119

Analog time-sampling operation,
6

Analog-to-digital converter, 1

Anti-aliasing filter, 15

Auto-zero technique, 110

Auto-zeroing, 26, 41

Averaging resistor, 68, 90

Averaging technique, 68, 84, 90

B

Back-to-back conneted inverters,
105

Bandpassfilter, 205

Bandpass sampling, 14

Baseband sampling, 14

Boyle model, 127

BPF.. see Bandpass filter

C

Capacitive load, 62

Cartesian coordinate system, 86

Cascaded amplifiers, 74

Cascode amplifier, 61

CFT.. see Clock feedthrough

Channel length, 73

Charge injection, 52, 109

Charge injection cancellation, 110

Charge injection compensation,
110

Clock feedthrough, 109

Clock jitter, 20

CMOS switched capacitor charge
redistribution DAC,
38

CMRR.. see Common-mode
rejection ratio
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Coarse comparator, 41

Coarse converter, 39

Coarse resolution, 66

Common-mode input range, 55

Common-mode rejection ratio, 76,
82

Common-mode voltage gain, 76,
80

Common-source amplifier, 64

Comparator array, 40

Comparator stage, 40

Conventional closed-loop
architecture, 52

Conventional open-loop
architecture, 52

Conversion time, 103

Crosstalk, 107

Current interpolation, 83

Current-mode interpolation, 39

D

D/A converter. see Digital-to-
analog converter

DAC.. see Digital-to-analog
converter

dBc.. see Decibels below carrier

dBFS.. see Decibels below full
scale

DBS.. see Direct broadcast satellite

DC voltage gain, 62

DCS ADC, 31

Decibels below carrier, 23

Decibels below full scale, 23

Device under test, 202

DFT.. see Discrete Fourier
transform

Differential nonlinearity, 18

Differential-mode voltage gain, 76,
81

Digital error correction, 31

Digital error correction and
coding stage, 40

Digital sampling, 7, 8

Digital signal processor, 44

Digital synchronization, 119

Digital synchronization stage, 39

Digitally corrected subranging
A/D converter, 31

Digital-to-analog converter, 1

Direct A/D converter, 24

Direct broadcast satellite, 2

Direct IF to digital conversion, 14

Discrete Fourier transform, 16

DNL.. see Differential nonlinearity

Dominant pole, 53

Double error, 111

Double-sampled THA, 52, 55

DR.. see Dynamic range

Droop rate, 49

DSP.. see Digital signal processor

DS-THA.. see Double-sampled
THA

Dummy transistors, 109

DUT.. see Device under test

Dynamic range, 21

E

ECC, 40

Effective hold period, 50

Effective number of bits, 20, 201

Effective transconductance, 62

ENOB.. see Effective number of
bits

Equivalent input noise voltage,
103

Equivalent noise bandwidth, 101

Equivalent noise voltage, 1, 55

Errorband, 49
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Index

F

FA.. see Folding amplifier

Fall time, 57

Fast Fourier transform, 201

FB.. see Folding block

FFT processing gain, 20

FFT.. see Fast Fourier transform

FIFO.. see First-in first-out

Fine comparator, 41

Fine converter, 39

Fine resolution, 67

First-in first-out, 202

Flash A/D converter, 6, 25

Folded-cascode operational
transconductance
amplifier, 61

Folder, 67

Folding amplifier, 68, 73

Folding and interpolating A/D
converter, 6, 38

Folding block, 67

Folding factor, 66, 68

Folding resolution, 40, 66

Folding signal, 68

Folding stage, 40

Frequency compensation
capacitor, 52

FS.. see Folding signal

G

Gain error, 24

Gain-boosting stage, 62

Gain-boosting technique, 61

Gate oxid capacitance per unit
area, 152

Gilbert's sine generator, 70

Global layout symmetry, 142

H

Half-flash A/D converter, 28

Harmonic sampling, 14

HDTV.. see High definition TV

High definition TV, 2

High-ohmic polysilicon resistor,
94

Hold capacitance, 52

Hold phase, 48

I

IF sampling, 14

Image, 14

Improved micromodel, 126

INL.. see Integral nonlinearity

Input feedthrough, 76

Input impedance, 26

Input signal range, 52

Input stage, 105

Input-dependent pedestal error,
52

Input-referred equivalent noise,
74

Integral nonlinearity, 19

Internal frequency, 42

Interpolated signal, 87

Interpolating factor, 67

Interpolating resistor, 84

Interpolating resolution, 67

Interpolation, 83

Interpolation design technique, 28

Interpolation error, 83

Interpolation factor, 83

Interpolation resolution, 40, 88

Interpolation stage, 40

Interstage amplifier, 90



Index

239

K
Kickback effect, 109

L

Laser trimmed thin film resistor
string, 38

Latch stage, 105

Learning curve, 134

Least significant bit, 15, 27

Least significant digit, 117

LEGO brick, 3

Level comparator, 41, 110

Linear interpolation, 84

Local layout symmetry, 142

Low-ohmic polysilicon, 94

Lowpeass filter, 205

LPF.. see Lowpass filter

LSB.. see Least significant bit

LSD.. see Least significant digit

M

Macromodel, 126

Magnitude quantization, 7

Mean square error, 17

Micromodel, 126

Miller multiplication, 53

Miller's capacitor, 63

Missing code, 20

Moore's law, 1

Most significant bit, 31

Most significant digit, 117

MSB..see Most significant bit

MSD.. see Most significant digit

Multi-stage 2-times interpolation,
90

Multi-stage interpolation, 84

Multi-step flash A/D converter, 32

Multi-times interpolation, 84

N

Narrow-defined SHA, 48
Negative folding signals, 86
Nondominant pole, 54
Non-overlapped clock signal, 54
Non-overlapped duration, 57
Number of folders, 66, 68
Number of folding blocks, 66
Nyquist bandwidth, 20
Nyquist criterion, 11

Nyquist frequency, 11, 13
Nyquist sampling, 12, 13
Nyquist zone, 11

NZ..see Nyquist zone

0]

Offseterror, 24

On-resistance, 52

Open loop gain, 55

Operational transconductance
amplifier, 9, 52, 55

OSR.. see Oversampling rate

OTA.. see Operational
transconductance
amplifier

Out-of-range indication, 26

Output current, 55

Output signal swing, 52

Output voltage swing, 55

Oversampling, 12, 14

Oversampling rate, 207

P

Parallel A/D converter, 25
Parallel error correction, 113
Pedestal, 49

Phase difference, 86

Phase margin, 54, 65
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Index

Pipeline A/D converter, 6, 32
Polar coordinate system, 86
Positive folding signals, 86
Post-layout simulation, 126
Precision, 24

Processing gain, 20

Pulse width, 57

Q

Quadrature demodulation, 2
Quantization error, 9, 15
Quantization noise, 16

R

Random noise source, 98
Replica, 14

Residue amplifier, 31
Residue signal, 29
Resolution, 24

Rise time, 57

RMS error, 17

RMS.. see Root-mean-square
Root-mean-square, 204
Root-mean-square error, 17
Root-sum-squares, 21
RSS.. see Root-sum-squares

S

S/N+D.. see Signal-to-noise and
distortion ratio
Sample phase, 48

Sample-and-hold amplifier, 9, 48

SAR ADC.. see Successive
approximation
register A/D
converter

SC.. see Switched-capacitor

Serial error correction, 113

Settling time, 49, 55

Set-top box, 2

SFDR.. see Spurious free dynamic
range

SHA.. see Sample-and-hold
amplifier

SI.. see Switched-current

Signal racing, 49

Signal-to-noise and distortion
ratio, 21

Signal-to-noise ratio, 19, 201

Silicon intellectual property, 2

Simulation Program with
Integrated Circuit
Emphasis, 126

SINAD.. see Signal-to-noise and
distortion ratio

Single error, 111

Single stage, multi-times
interpolation, 90

SIP.. see Silicon intellectual
property

Slew rate, 55

SNDR.. see Signal-to-noise and
distortion ratio

SNR.. see Signal-to-noise ratio

SoC. see System-on-a-chip

SoS.. see System-on-silicon

SPICE.. see Simulation Program
with Integrated
CircuitEmphasis

Spurious free dynamic range, 23

Spurious frequency component,
15

Straightforward binary code, 41

Subranging A/D converter, 6, 29

Successive approximation register
A/D converter, 6, 36

Switched-capacitor, 109

Switched-capacitor THA, 52

Switched-current, 109
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System-on-a-chip, 1
System-on-silicon, 1

T

THA.. see Track-and-hold
amplifier

THD.. see Total harmonic
distortion

THD+N.. see Total harmonic
distortion plus noise

Thermal noise, 101

Thermometer code, 26

Threshold frequency, 13

Time interleaved A/D converter, 6,
35

Time-dependent error, 98

Time-independent error, 98

Time-sampling, 7

Total harmonic distortion, 22, 205

Total harmonic distortion pluse
noise, 23

Track phase, 48

Track-and-hold amplifier, 48

Triode region, 68

Two's complement code, 41

Two-stage 5-input voter circuit,
114

Two-step flash A/D converter, 6,
28

U

Undersampling, 12, 14
Unity-gain amplifier, 52
Unity-gain frequency, 55

A\

Virtual folding signal, 85
Virtual ground, 52

Voltage interpolation, 83
Voltage-mode interpolation, 39
Voter circuit, 112

Z
Zero-crossing, 41, 68, 87, 110
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