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Preface

ACIIDS 2012 was the fourth event of the series of international scientific
conferences for research and applications in the field of intelligent information
and database systems. The aim of ACIIDS 2012 was to provide an international
forum for scientific research in the technologies and applications of intelligent
information, database systems and their applications. ACIIDS 2012 took place
March 19–21, 2012, in Kaohsiung, Taiwan. It was co-organized by the National
Kaohsiung University of Applied Sciences (Taiwan), National Taichung Univer-
sity of Education (Taiwan), Taiwanese Association for Consumer Electronics
(TACE) and Wroclaw University of Technology (Poland), in cooperation with
the University of Information Technology (Vietnam), International Society of
Applied Intelligence (ISAI), and Gdynia Maritime University (Poland). ACIIDS
2009 and ACIIDS 2010 took place in Dong Hoi and Hue in Vietnam, respectively,
and ACIIDS 2011 in Deagu, Korea.

We received more than 472 papers from 15 countries over the world. Each
paper was peer reviewed by at least two members of the International Program
Committee and International Reviewer Board. Only 161 papers with the highest
quality were selected for oral presentation and publication in the three volumes
of ACIIDS 2012 proceedings.

The papers included in the proceedings cover the following topics: intelligent
database systems, data warehouses and data mining, natural language processing
and computational linguistics, Semantic Web, social networks and recommenda-
tion systems, collaborative systems and applications, e-business and e-commerce
systems, e-learning systems, information modeling and requirements engineering,
information retrieval systems, intelligent agents and multi-agent systems, intel-
ligent information systems, intelligent Internet systems, intelligent optimization
techniques, object-relational DBMS, ontologies and knowledge sharing, semi-
structured and XML database systems, unified modeling language and unified
processes, Web services and Semantic Web, computer networks and communi-
cation systems.

Accepted and presented papers highlight new trends and challenges of in-
telligent information and database systems. The presenters showed how new
research could lead to novel and innovative applications. We hope you will find
these results useful and inspiring for your future research.

We would like to express our sincere thanks to the Honorary Chairs: Cheng-Qi
Zhang (University of Technology Sydney, Australia), Szu-Wei Yang (President
of National Taichung University of Education, Taiwan) and Tadeusz Wieckowski
(Rector of Wroclaw University of Technology, Poland) for their support.

Our special thanks go to the Program Chairs, all Program and Reviewer
Committee members and all the additional reviewers for their valuable efforts
in the review process, which helped us to guarantee the highest quality of the
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selected papers for the conference. We cordially thank the organizers and chairs
of special sessions, which essentially contribute to the success of the conference.

We would also like to express our thanks to the keynote speakers Jerzy
Swiatek from Poland, Shi-Kuo Chang from the USA, Jun Wang, and Rong-
Sheng Xu from China for their interesting and informative talks of world-class
standard.

We cordially thank our main sponsors, National Kaohsiung University of Ap-
plied Sciences (Taiwan), National Taichung University of Education (Taiwan),
Taiwanese Association for Consumer Electronics (TACE) and Wroclaw Univer-
sity of Technology (Poland). Our special thanks are due also to Springer for
publishing the proceedings, and other sponsors for their kind support.

We wish to thank the members of the Organizing Committee for their very
substantial work, especially those who played essential roles: Thou-Ho Chen,
Chin-Shuih Shieh, Mong-Fong Horng and the members of the Local Organizing
Committee for their excellent work.

We cordially thank all the authors for their valuable contributions and the
other participants of this conference. The conference would not have been pos-
sible without their support.

Thanks are also due to the many experts who contributed to making the
event a success.

Jeng-Shyang Pan
Shyi-Ming Chen

Ngoc Thanh Nguyen
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Abstract. One of the fundamental challenges of distributed multi-agent
systems relates to the problem of knowledge integration – where a col-
lective stance of the distributed system needs to be determined and jus-
tified. Assuming a simple multi-agent system we present an intuitive
and consistent approach to the integration of imprecise descriptions of
individual beliefs about the external world. In particular, focusing our
attention to simple modal statements of certainty, i.e., possibility, belief
and knowledge, we state rational set of common-sense postulates against
the integration results. Further, utilising the Grounding Theory, as the
means for appropriate grounding of statements, and incorporating the
approach with theory of mind, as the underlying mechanism for inter-
pretation of statements, we introduce a two-stage integration procedure.
Finally, we prove the appropriateness of the proposed solution, show its
basic properties, and provide a simple computational example.

Keywords: knowledge integration, consensus, multi-agent system,
modal statements.

1 Introduction

Distributed systems are recently gaining interest and their widespread usage
is becoming more and more popular. They usually provide an effective and a
low cost solution to problems that are often unmanageable for a monolithic
and centralised approach. Unfortunately, allowing separate autonomous compo-
nents to coordinate, exchange knowledge and maintain relations is an exquisitely
demanding task, especially in dynamic environments. One of such fundamental
tasks relates to knowledge integration, where a collective stance of the distributed
system needs to be determined and justified. In a setting where the agents are
additionally highly autonomous, i.e. can represent inconsistent or even opposing
views, resolving the collective knowledge state is a notoriously hard problem [9].

Here we follow the cognitive linguistics approach to communication1and adopt
the phenomenological stance, where all individuals maintain a conscious and in-
tentional relationship to the external world through their bodily experiences. In-
corporating the Grounding Theory model [6–8], the autonomous agent through

1 As opposed to classical definitions of categories, the existence of a mind-independent
reality (objectivist realism) and absolute truths.
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the interaction with the external environment experiences surface mode qualia
(understood as ”raw feels”), that trigger a particular cognitive schema within
the individual. In short, an observation is an individual perception that is intro-
duced into the agent body and represented as embodied structures. Namely, it is
assumed that the cognitive agent can store internally reflections of perceptually
available states of properties P in perceptually available objects O. It means that
each aspect of the external world is recognisable for the agent and can become
a part of the body of its empirically originated knowledge.

The internal organisation of the agent is strictly private and individual, con-
sequently the embodied structures are not shared among the interacting agents
and cannot be directly communicated. As such, for an agent to share its cur-
rent viewpoint, it is necessary to utilise a language that is established within
the population. In particular, registering a particular language symbol triggers a
consistent, with the knowledge stance of the speaker, reaction within the hearer.
Additionally, following the view of Lakoff and Johnson2, agent’s internal system
of accessible concepts is strictly related to the structure of the external world,
i.e. the language symbol is grounded in the embodied experience [4].

According to Dennet multiple ‘exposure to x – that is, sensory confrontation
with x over suitable period of time – is the normally sufficient condition for
knowing (or having true beliefs) about x’[1]. Based on this idea, the Grounding
Theory [6–8] defines a mechanism for an agent to fill in the unobserved parts of
the environment with cognitive schema extracted from the past empirical experi-
ences (corresponding with a particular state of an unobserved property in a given
object). Moreover, observation in which an agent observed an object exhibiting
a property (not exhibiting a property) makes a corresponding cognitive scheme
stronger (weaker) in relation to the complementary schemes. These strengths,
called relative grounding strengths (λ), along with a system of modality thresh-
olds (for modal levels of possibility, belief and knowledge), serve as means for
grounding appropriate modal statements.

Obviously, the agents do not share the same experiences, i.e., their occasional
observations of the environment do not have to be synchronised nor have to focus
on the same aspects of the external world. As such grounded modal statements,
which are further uttered by the agents, do not have to be identical, even more
– do not have to be consistent. Consequently, determining the collective stance
of the population is not a trivial task and a system capable of determining such
a global view requires a specialised integration mechanism.

It should be noted that there exists a vast literature on the topic of knowledge
integration, in particular in belief integration tasks [2, 3]. The most prominent and
well known is the research concerning belief revision, i.e. researching the problem of
assessing new pieces of information and how to incorporate them in already estab-
lished knowledge bases, belief merging, i.e. researching the problem of integrating
already established knowledge bases, and voting, i.e. researching the means for a
collective compromise between multiple preferences (knowledge pieces). However,

2 ‘(...) Human language and thought are structured by, and bound to, an embodied
experience (...)’ [5].
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applying the mechanisms from the aforementioned studies leads to several prob-
lems and questions. In particular, as a consequence that they neglect the fact that
modal statements should be grounded in an individual agent. Each such grounded
modal statement represents a particular cognitive stance of the uttering agent and as
such the integration task should take this cognitive stance into account. Encouraged
by this gap in the literature, in the following sections, we formulate an alternative
approach to the integration task – incorporating the mechanisms of Grounding
Theory.

2 Knowledge Integration Task

We assume a multi-agent system comprised of population of multiple observing
agents A = {1, 2, . . . , A}. Each such agent a ∈ A is occasionally interacting with
the environment, when it stores binary (exhibiting or not exhibiting) states of
distinguished properties p ∈ P in currently available objects o ∈ O. Further,
based on past experiences, i.e. utilising the Grounding Theory mechanism, an
agent is able to utter it’s individual view (cognitive stance) about the state of
external environment through a set of modal statements of possibility, believe
and knowledge. As aforementioned, each grounded formula ω represents agent’s
a individual certainty concerning the true nature of the state of the external
environment. Moreover, the set of all possible formulae Ω(a)(t), i.e. modal state-
ments that can be grounded in a particular situation t ∈ T , reflects exhaustively
agent’s a current stance.

2.1 Task Definition

In the proposed approach the integration is realised through a distinguished
integrating agent â, which sole task is to provide an integrated view of the
current stance of the collective (collective stance). This fundamental functional-
ity is realised by the means of a two stage integration process – reflection and
integration.

First, the integrating agent â collects all modal statements grounded by
observing agents A. In particular, it queries the population for descriptions con-
cerning a particular pair of properties p, q ∈ P in a given object o ∈ O.3 Follow-
ing the Grounding Theory, i.e., the model of grounding simple modalities and
modal conjunctions, we limit the basic formulae to modal statements of agent’s
certainty about a particular state φ ∈ {p, q,¬p,¬q, p∧ q, p∧¬q,¬p∧ q,¬p∧¬q}
of the external world, i.e. assuming three modal levels of possibility (Pos(φ)),
belief (Bel(φ)), and knowledge (Know(φ)). As such, each queried agent a re-
sponds by sending its individual beliefs Ω(a) (See def.1), i.e. an exhaustive set
of all grounded modal statements.

3 For the sake of simplicity, we further omit the object from the notation, i.e. we use
p instead of p(o), and assume that at a certain point of time tI ∈ T the integration
task is strictly limited to a given pair of properties q, p ∈ P .
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Definition 1. Let Ω(a) denote a complete set of grounded statements concerning
properties p, q ∈ P and received from agent a. More generally, let:

Ω = {Ω(1), Ω(2), ..., Ω(A)} (1)

denote all sets of statements received from agents 1, 2, ..., A respectively.

Remark 1. Grounding Theory provides the means for generating a consistent
set of grounded statements. In particular, it defines the proper binding between
the modal level of certainty and the internal cognitive stance of the agent. This
binding is implemented through a system of modality thresholds over simple
statistics, and guarantees that statements fulfil the common-sense requirements
and are mutually consistent. For example, if an agent is able to state that it is
certain that Know(p ∧ q), then it is impossible to state Pos(φ) of the compli-
mentary states (φ ∈ {p ∧ ¬q,¬p ∧ q,¬p ∧ ¬q}), but when it only believes that
Bel(p ∧ q) then it may also state Pos(φ).4

The cognitive stance is agent’s mental representation of a world and can be
represented as a vector λ = (λp∧q, λp∧¬q, λ¬p∧q, λ¬p∧¬q). Each coordinate repre-
sents a subjective strength of a particular cognitive scheme (grounding set) where
object o possessed or lacked particular features. For example value of λp∧q cor-
responds to how probable is a situation where object o possessed both, p and q,
features. The higher the value of λp∧q the greater the chance of o being both p
and q. It is assumed that cognitive state meets following general constraints:

λp∧q + λp∧¬q + λ¬p∧q + λ¬p∧¬q = 1 (2)

0 ≤ λp∧q ≤ 1, 0 ≤ λp∧¬q ≤ 1, 0 ≤ λ¬p∧q ≤ 1, 0 ≤ λ¬p∧¬q ≤ 1 (3)

Remark 2. It is assumed that each observing agent a provides its complete
knowledge concerning the given pair of properties. In particular, not uttering
a statement (concerning a particular combination of properties, e.g. p ∧ q) is
equivalent to a situation where agent’s beliefs (concerning that combination)
are not strong enough to ground a statement of possibility (e.g. Pos(p ∧ q)),
believe (e.g. Bel(p ∧ q)) or knowledge (e.g. Know(p ∧ q)).

Further, still in the reflection stage, received sets of statements are analysed
individually. Applying the intentional approach, i.e. assuming that the uttered
modal statements Ω(a) represent a particular cognitive viewpoint of the observer
a, the integrating agent creates it’s internal reflection. Analogous to the theory
of mind, the set of modal statements is projected onto the internal structures
of the agent that mirror, or engage in, a consistent cognitive stance that would
trigger the integrating agent to ground all of the modal statements from Ω(a).
In essence, internal reflection is realised by determining the relative ground-
ing strengths that result in a particular cognitive stance consistent with the

4 For precise definition of the notions of grounding set, modality thresholds, grounding
strength and their internal relations, please see [6–8].
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observer’s viewpoint. Consequently, the integrating agent speratelly translates
all of the received distributed stances Ω(i) to its individual internal reflections
R(Ω(i)) = λ(i), namely a reflection of its cognitive state:

Definition 2. For a given observer agent a and it’s complete set of grounded
statements Ω(a), let R : Ω → [0, 1]4 denote the internal reflection function that
determines the internal reflection R(Ω(a)) = λ(a) = (λp∧q , λp∧¬q, λ¬p∧q, λ¬p∧¬q)
of the a’s cognitive stance. In general, let set Λ = {λ(1), λ(2), ..., λ(A)} denote the
set of all reflections of cognitive states.

Next we enter the integration stage, where the internal reflections Λ of gathered
stances Ω are further integrated to form a single consistent knowledge stance
(See sec. 3). In particular, based on the integrated reflection the agent determines
(See sec. 2.1) a collective reflection, i.e. creates an integrated cognitive state
λ∗ = (λ∗

p∧q , λ
∗
p∧¬q, λ

∗
¬p∧q, λ

∗
¬p∧¬q) of community of agents. Method of construct-

ing vector λ∗ ensures that required properties (See sec.2.2) are met. Finally, the
integrated cognitive state λ∗ that serves as the source for the integrated set of
modal statements Ω∗ – describing agents’ community knowledge.

2.2 Integration Task Common-Sense Requirements

In general, the integrating agent is searching for a consistent set of statements Ω∗

that in the best way describes the collective stance of the entire population. Best
meaning that the integration process can be characterised by a common-sense
set of postulates (inspired by [9]):

Identity Integration. The integration of statements originated from a single agent
should result in an unchanged set of statements.

Superiority of Knowledge. If one agent states its strict certainty, i.e. Know(φ),
and none of the agents states a contradictory statement with the same level
of certainty, then the integrated set of statements should include this strict
certainty.

Superiority of Community. If there are no strict certainty statements (with
Know operator), and additionally if N agents stated their belief concerning
φ, i.e. Bel(φ), and M agents stated the possibility of φ, i.e. Pos(φ), then the
integrated set of statements should maintain Bel(φ) if N � M or Pos(φ) if
N �M .

Statement Presence. If there are no strict certainty statements (with Know
operator), statements that are present in all input sets Ω(a) should be included
in the integrated set of statements.

Inconsistency of Knowledge. If one of the agents states its certainty concerning
φ, i.e. Know(φ), and there exists an agent that states its certainty concerning
¬φ, then none of this modal statements should be included in the integrated set
of statements.
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3 Integration Strategy

We present a formal description of the integration process – reflection stage
(method of collecting and determining the individual reflections of knowledge
states λ(a)) and integration stage (method of determining the collective knowl-
edge state λ∗ and translating to integrated set of modal statements Ω∗).

3.1 Reflection of Agent’s Cognitive State

Grounding Theory [6–8] defines a set of constraints imposed on agent’s cognitive
state λ. These constraints define which statements can and can’t be used to
describe observed situation. Constraints, i.e. a system of modality thresholds,
for modal conjunctions and simple statements are presented in table 1.5

Table 1. Constraints for modal statements

statement on p ∧ q constraint on cognitive state

Know(p ∧ q) λp∧q = 1

Bel(p ∧ q) λk
B ≤ λp∧q < 1

Pos(p ∧ q) λk
P < λp∧q < λk

B

no message about p ∧ q λp∧q ≤ λk
P

statement on p constraint on cognitive state

Know(p) λp∧q + λp∧¬q = 1
Bel(p) λs

B ≤ λp∧q + λp∧¬q < 1
Pos(p) λs

P < λp∧q + λp∧¬q < λs
B

no message about p λp∧q + λp∧¬q ≤ λs
P

For example a cognitive state λ = (1, 0, 0, 0) allows statements Know(p ∧
q),Know(p),Know(q) but does not allow any statement on ¬p∧¬q. A cognitive
state λ = (0.8, 0.2, 0, 0) allows Bel(p ∧ q), Bel(p), Pos(p ∧ ¬q) and a few others.

Each agent communicates all grounded statements (complete set Ω(a)) and all
agents are rational (constraints are not contradictory), as such each statement
(or lack of statement) from Ω(a) denotes particular constraints (See tab.1). Let Ξ
denote a set of constraints resulting from agent’s a statements Ω(a) and general
constraints (See eq.2-3). Consequently, points that satisfy all of the constraints
represent a cognitive state where only the statements from Ω(a) can be grounded.

The task of the first stage of the integration process, i.e. reflection stage, is to
find the internal reflection λ = R(Ω(a)) of agent’s a cognitive state. In general,
the intermediate task is to find such a point λ = (λp∧q , λp∧¬q, λ¬p∧q, λ¬p∧¬q) for
every agent.

In geometrical terms, constraints form at most three-dimensional figure in
four-dimensional space. It can be a single point (when Know(p ∧ q) is said), a

5 Constraints for modal messages on q, ¬p, ¬q, p∧¬q, ¬p∧ q and ¬p∧¬q are defined
analogously. Parameters λk

B , λk
P , λ

s
P and λs

B are set so that they meet requirements
from [6–8].
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line segment (Know(p) is said) or a tetrahedron (no ‘Know’ statements are said)
– every interior point meets the constraints Ξ. However, due to the restrictions
imposed by strict inequalities this property is not met by all of the figure’s
boundary points . It should be noted, that when the figure is degenerated to
a single point it must satisfy all of the constraints Ξ. Additionally, each non-
boundary point of a line-segment must satisfy all of the constraints Ξ.

In order to find a point satisfying constraints Ξ we find all of the figure’s
(defined by Ξ) vertices. Let:

V = {v(1), v(2), ..., v(C)}, where v(c) = (v
(c)
1 , v

(c)
2 , v

(c)
3 , v

(c)
4 ) (4)

denote a set of vertices of figure defined by constraints Ξ.6

Found vertices are used to calculate a single point lying within the figure’s
interior. Point λ is called a reflection of agent’s cognitive state and is calculated
as an average of vertices:

λ = (λp∧q, λp∧¬q, λ¬p∧q, λ¬p∧¬q) =
1

C

C∑
c=1

v(c) (5)

The figure defined by Ξ is convex, in each case, but not strongly convex. This
ensures that the point λ (See eq.5) lies within the figure’s bounds. If the figure
is reduced to a single point, then λ is exactly that point. If the figure is reduced
to a line segment, then λ lies at the middle of that segment. In case the figure
has a three-dimensional shape, then λ lies within its interior. Consequently, the
point λ meets all of the criteria given by Ξ.

Vertices V can be obtained using well-known algebraic properties of 4 dimen-
sional Euclidean space and simple linear equations. For the sake of simplicity
we modify the set Ξ to define two auxiliary sets Ξ≤, Ξ= of changed constraints.
Consequently we define a set Ξ≤, which contains only linear equations and soft
inequalities, and a set Ξ=, which contains only linear equations.

To obtain set Ξ≤ we change every equality constraint from set Ξ so that it
has a form: a1λp∧q + a2λp∧¬q + a3λ¬p∧q + a4λ¬p∧¬q + a5 = 0 and change every
inequality constraint so that it has form a1λp∧q+a2λp∧¬q+a3λ¬p∧q+a4λ¬p∧¬q+
a5 ≤ 0. For example, a constraint for Bel(p ∧ q) can be transformed into two
constraints of the form Bk − λp∧q ≤ 0 and λp∧q − 1 ≤ 0.

To create set Ξ= we change every inequality constraint from Ξ≤ to equality.
For example a constraint for statement Pos(p) can be transformed into λp∧q +
λp∧¬q − λs

P = 0.
Let A = [aij ] be a 5 × card(Ξ=) matrix. Holding parameters aij from Ξ=

constraints. Conditions for constraints from set Ξ= can be written as a system
of linear equations of the matrix form:

[λ 1]A = [λp∧q λp∧¬q λ¬p∧q λ¬p∧¬q 1]A = 0 (6)

Equation 6 always has no solutions – however, every minor of 5 × 5 submatrix
of A is a good candidate for a figure vertex.

6 The number (C) of vertices depends on the figure’s shape.
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Theorem 1. Point v is a vertex of figure defined by constraints Ξ≤ iff: 1) There
exists submatrix A′ of size 5 × 5 created from matrix A such that det(A′) �= 0
and [v 1]A′ = 0. 2) Vertex v satisfies all constraints from set Ξ≤.

Following the theorem 1 one can find all vertices of figure defined by constraints
Ξ≤ by solving equations [v 1]A′ = 0 for every submatrix A′ of A and checking
result against Ξ≤. This way all vertices V defined in 4 are found. Later vertices
V are used to calculate agent cognitive state λ using equation 5.

3.2 Integration Procedure

Sentences Ω(a) of agent a are transformed to a reflection of cognitive state using
method described in section 3.1. Doing so for every agent results in a set of
reflections of cognitive states Λ = (λ(1), λ(2), ..., λ(A)). Cognitive states need to
be integrated into one state λ∗ describing the entire community of agents.

The integration of Λ to λ∗ must meet properties described in section 2.2. In
particular it has to meet superiority of knowledge and inconsistency of knowl-
edge requirements. In order to do so, statements with ‘Know’ operator must be
handled separately. Let us denote three types T1, T2, T3 of vectors λ(a), and
the resultant important properties P1, P2, P3:

T1 Vector λ(a) is T1 if it has one coordinate equal to 1 and all other coordinates
equal to 0 (for example (1, 0, 0, 0) ).

T2 Vector λ(a) is T2 if it has two non-zero coordinates and two coordinates
equal to 0 (for example (0.8, 0.2, 0, 0) ).

T3 Vector λ(a) is T3 if it is neither T1, nor T2.
P1 If ‘Know’ conjunction was said by a, vector is of type T1.
P2 If not P1 and Know simple statement was said, λ is of type T2.
P3 Vectors λ(1), λ(2) are contradictory if one has zeros at every position the

other one has non-zero values; for example (1,0,0,0) and (0,0.7,0,0.3).

To handle knowledge statements, within Λ we search for every vector T1 or
T2 and put it into set Λtemp. Next, using P3, we eliminate contradictory vectors
from Λtemp to form a set Λk. Resulting set Λk contains non-contradictory vectors
for whom statements with ‘Know’ operator were said. There are 4 possible
situations: S1) Λk contains a vector of type T1. S2) Λk contains only vectors T2
where exactly the same coordinates are non-zero. S3) Λk contains many vectors
T2 with two but not necessary the same non-zero coordinates. S4) Λk is empty.

Cases S1 and S3. Integration result λ∗ is of type T1 where coordinate with
value 1 is determined based on Λk.

Case S2. Integration result λ∗ is of type T2 where coordinates with non-zero
values are determined based on Λk. Assume vector is of the form (α, 1−α, 0, 0),
where α ∈ (0, 1) is searched parameter. Then solution λ∗ is calculated as:

λ∗ ← min
λ=(α,1−α,0,0)

A∑
a=1

dist(λ, λ(a))2, α ∈ (0, 1) (7)
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Case S4. Solution λ∗ is of type T3 calculated using:

λ∗ ← min
λ

A∑
a=1

dist(λ, λ(a))2 (8)

Function dist is euclidean distance. Equations 7 and 8 can be analytically solved.
Equation 8 leads to a solution that is simply an average of vectors from Λ.

In the end, the resulting vector λ∗ is translated back to modal statements Ω∗

using constraints from table 1.

3.3 Integration Properties

Our integration strategy meets all of the stated requirements (See sec. 2.2).
Identity integration is guaranteed due to the method of calculating λ(a). Supe-
riority of knowledge is met, because of special handling of cases S1, S2 and S3.
Inconsistency of knowledge is met because of the method of constructing set Λk.
Superiority of community is met due to solution of equation 8. This solution is
an average over coordinates. When N is much greater than M resulting vector
is strongly pushed towards ‘Bel’. In case N �M otherwise. Because solution is
an average over coordinates also statement presence is met. Result as an average
value must meet any inequality constraints met by all input vectors Λ.

Table 2. Exemplary input sentences and integrated output sentences

Example 1

agent 1 Know(p), Bel(q), Bel(p ∧ q), P os(¬q), P os(p ∧ ¬q)
agent 2 Know(q), Bel(p), Bel(p ∧ q), P os(¬p), P os(¬p ∧ q)
agent 3 Bel(p), P os(¬p), P os(q), P os(¬q), P os(p ∧ q), P os(p ∧ ¬q)
result Know(p), Know(q), Know(p ∧ q)

Example 2

agent 1 Know(¬p), Know(q), Know(¬p ∧ q)
agent 2 Know(p), Bel(q), Bel(p ∧ q), P os(¬q), P os(p ∧ ¬q)
agent 3 Bel(q), P os(p), P os(¬p), P os(¬q), P os(p ∧ q), P os(¬p ∧ q)

result Know(q), P os(p), P os(¬p), P os(p ∧ q), P os(¬p ∧ q)

Example 3

agent 1 Bel(p), Bel(q), Bel(p ∧ q), P os(¬q), P os(p ∧ ¬q)
agent 2 Bel(p), P os(¬p), P os(q), P os(¬q), P os(p ∧ q), P os(p ∧ ¬q), P os(¬p ∧ ¬q)
agent 3 Bel(p), P os(q), P os(¬q), P os(p ∧ q), P os(p ∧ ¬q)
result Bel(p), P os(¬p), P os(q), P os(¬q), P os(p ∧ q), P os(p ∧ ¬q)

4 Computational Example

Table 2 contains three examples of the integration process, all in a setting of 3
observing agents. Example 1 shows how superiority of knowledge is sustained.
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One agent knows that p and second knows that q. After integration we know both
p and q. Within example 2 there are contradictory statements Know(¬p ∧ q),
Know(¬p) in agent 1 and Know(p) in agent 2. Integrating agent resigns from
knowledge of p but stays with knowledge of q. Example 3 contains no knowledge
statements. Result is a balanced response. Sentences Bel(p), Pos(¬q), Pos(p∧
¬q) uttered by every agent are also present in result.

5 Conclusions

Presented research provides an intuitive and consistent approach to the prob-
lem of integrating distributed and imprecise descriptions of the external world.
Approach that seems ideal to allow a system of comprised of distributed au-
tonomous agents to operate collectively in dynamic environments. At first, we
managed to provide a general architecture of a multi-agent system capable of
generating collective descriptions of internally distributed knowledge stances.
Further, focusing our attention to modal descriptions, that express agent’s indi-
vidual certainty about the state of the external world, we formulate fundamental
set of common-sense postulates against the resultant integrated stance.

Utilising the Grounding Theory, as the means for appropriate grounding of
modal statements, and incorporating the theory of mind approach, as the under-
lying mechanism for interpreting modal statements, we proposed and analysed
a two-stage integration procedure. Finally, we proved the appropriateness of the
proposed solution and provided a few computational examples.

Acknowledgements. This paper was partially supported by Grant no. N N519
444939 funded by Polish Ministry of Science and Higher Education (2010-2013).
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Abstract. In the paper, the power system topology verification with use of 
multiagent systems is considered. Two multiagent systems are taken into 
account. One of these systems is a modification of the second one. In the 
modified system, there are additionally so-called substation agents. Stages of 
analysis, design and investigation of performance characteristics of presented 
multiagent systems are described in the paper. The goal of the paper is 
presentation of performance characteristics of the mentioned multiagent 
systems in terms of probabilistic characteristics of agent activity and created 
messages. The carried out investigations show that the modified multiagent 
system has much better features than the earlier system. 

Keywords: multiagent system, interaction protocol, power system topology 
verification, performance evaluation. 

1 Introduction 

Knowledge of the correct connectivity model of a Power System (PS), i.e. a correct 
PS topology model is very essential from the point of view of a monitoring of PS. In 
this context, not only possession of proper procedure of building a PS topology 
model but also possession of effective procedure for verification of this model is 
very important, especially when building a PS topology model and its verification 
should be realized automatically. In this paper, the verification of the PS topology 
model is considered. It is assumed that Topology Verification (TV) is performed 
with the use of the method described in [1]. The original method from [1] 
decomposes TV for the whole PS into many Local TVs (LTVs). The paper [2] 
presents idea of utilization of Agent Technology (AT) for PS TV realized with the 
use of the method from [1]. Three different solutions of Multi-Agent Systems 
(MASs) for PS TV are considered in [3]. It was found that such MAS, which 
initializes PS TV when introductory analysis of measurement data can point out 
occurrence of any error in a PS topology model (i.e. Topology Error – TE), is the 



12 K. Wilkosz, Z. Kruczkiewicz, and T. Babczyński 

most advantageous. In [4], the new solution of MAS for PS TV is introduced. In [4], 
not only existence of one electrical node in one substation but also existence of 
several electrical nodes in one substation is taken into account. Such situation occurs 
in many substations in actual PSs. In [4], the maximal numbers of messages created 
by considered MASs and mean times of TV processes are analyzed. This paper 
continues the investigations of features of MASs taken into considerations in [4]. 
The goal of the paper is presentation of performance characteristics of these MASs 
in terms of probabilistic characteristics of agent activity and created messages. One 
should be noticed that performance requirements have to be considered for each 
phase of a life cycle when a new system (i.e. MAS in the paper) is designed. Such 
the statement is one of the essential statements in performance engineering of 
software systems [5], [6]. For example, the problem of performance evaluation of 
MASs is considered in such papers as: [7] for the systems: ZEUS, JADE and 
Skeleton Agents, [8] for Aglets IBM, Concordia and Voyager. 

In the paper, to enhance the development of MASs the MaSE (MultiAgent Systems 
Engineering) methodology [9] is utilized. 

2 The Utilized Idea of Power System Topology Verification 

The considered MASs perform PS TV utilizing the method described in [1]. The 
method from [1] assumes calculation of so-called unbalance indices on the base of 
measurement data of active and reactive power flows at ends of branches (power 
lines, transformers) and voltage magnitudes at (electrical) nodes of PS. The 
mentioned unbalance indices are inputs for Artificial Neural Networks (ANNs) with 
radial basis functions. Analyzing the outputs of ANNs, decisions on existence of 
topology errors are taken. 

For each node of PS one ANN is created. Let us that the node i is taken into 
account. Unbalance indices being inputs for the ANN associated with the node i are 
calculated using measurement data of: (i) active and reactive power flows at ends of 
branches which are incident to the node i, (ii) the voltage magnitude at the node i, 
(iii) active and reactive power flows at ends of branches which are incident to nodes 
neighbouring to the node i. The outputs of ANN for the node i are a base for taking 
decisions on correctness of modelling of branches incident to this node. One can note 
that there are two ANNs which take decisions about correctness of modelling the 
branch being between the nodes with which these ANNs are associated. The final 
decision is produced on the base of the mentioned decisions. 

The earlier-described idea allows performing TV of a whole PS as many 
verifications of modelling particular branches. It ought to be underlined that results of 
these verifications should be coordinated each other. In the presented situation, MAS 
for PS TV is proposed in [2]. In [2], the agents of two types are defined. The agents of 
one type take decisions on the base of outputs of ANNs. The agents of second type 
take decisions on the base of decisions produced by the agents of the fist type for the 
particular branches. 
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3 Characteristics of the Considered Multiagent Systems 

In the paper, as in [4], two MASs are considered. They are called MAS-1 and MAS-2. 
Their definitions are the same as in [4].  

In MAS-1, there are distinguished nodal agents and the agent called Dispatcher. In 
MAS-2, apart from the same agents as in MAS-1 there are also so-called substation 
agents. 

The nodal agent is associated with one electrical node of PS. This agent gathers 
measurement data of: (i) active and reactive power flows at ends of branches, which 
are incident to its node, (ii) the voltage magnitude at its node. The nodal agent 
investigates possibility of existing symptoms of occurrence of TE (TE symptoms). 

At least one of the following events is considered as a TE symptom: 

[ ],, WPiWPiPiW δδ−∉  [ ]WQiWQiQiW δδ−∉ ,  (1) 

where: WPi, WQi - unbalance indices for the i-th node for active and reactive power, 
respectively [1]; δWPi, δWQi - positive constants.  

If there are such symptoms, the nodal agent initiates LTV and in effect it takes 
decisions regarding correctness of modelling particular branches of PS in the area 
which is controlled by it. The nodal agent prepares a message for Dispatcher. The 
message contains decisions taken in the LTV process.  

The substation agent is associated not with one electrical node of PS but with one 
substation in which there are many nodes. It performs the same functions as the nodal 
agent but for every node of its substation. It also takes final decisions about 
correctness of modelling the branches inside its substation, i.e. between electrical 
nodes in its substation. The substation agent prepares a message for the agent 
Dispatcher. The message contains: (i) decisions taken in the LTV processes regarding 
correctness of modelling the branches between a considered substation and its 
neighbouring ones. (ii) final decisions regarding correctness of modelling the 
branches inside the substation. 

The agent Dispatcher gathers messages from the nodal and substation agents. For 
branches, for which the agent Dispatcher does not received final decisions about 
correctness of their modelling (from substation agents), it takes such decisions on the 
base of the decisions from LTVs. 

4 The Analysis Model of the Multiagent System for PS TV 

The analysis model of the considered MASs is built by using the AgentTool_1.8.3 
tool of the MaSE technology [9]. In this model, one distinguishes goals, roles and 
tasks. 

The main goal of the analyzed MASs is PS TV (Fig. 1). The subgoals of MASs 
are: management of TV and agents associated with nodes and substations of PS (the 
goal 1.1), executing the process of TV (the goal 1.2) and executing the process of 
measuring distinguished quantities in PS (the goal 1.3). 
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Fig. 1. Goals diagram of MAS for PS TV 

The considered systems include one agent which plays the Dispatcher role 
(a rectangle). Each of other agents plays one instance of the roles Node or together Node 
and Substation (Fig. 2b, Fig. 3b). The Node role (Fig. 2b, Fig. 3b) fulfils the following 
subgoals: 1.2.3, 1.3, 1.3.1, 1.3.2 (Fig. 1). For the SubStation role there is only one 
subgoal 1.2.2 (Fig. 3b). Other goals (Fig. 1) are secured by the Dispatcher role. Each 
role performs a few tasks (ellipses). Each task is modelled as the statecharts diagram. 
Using tasks, the agents of roles exchange messages with each other according to the 
suitable external protocols (solid lines). Internal protocols (dashed lines) are used when 
tasks of the same role exchange messages. MAS-1 includes two types of agents: the first 
one playing the Dispatcher role and the second one such as the nodal agent playing the 
Node role for each node of PS (Fig. 4). Additionally, MAS-2 contains the substation 
agents, playing the Substation and the Node roles (Fig. 5). In the last case, the Node 
roles represent particular nodes of the multi-node substations of PS. 

a)   b)   

Fig. 2. The diagrams of the experimental MAS-1 for realization of the TV process: a) sequence 
diagram, b) role diagram  

a)  b)   

Fig. 3. The diagrams of the experimental MAS-2 for realization of the TV process: a) sequence 
diagram, b) role diagram  
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The sequences of messages exchanged by tasks are used to fulfill goals (Fig. 1) of 
roles (Fig. 2b, Fig. 3b). Fig. 2a presents such sequences of one instance of the 
Dispatcher role and two instances of the Node role for MAS-1. Additionally, Fig. 3a 
includes one instance of the Substation role and one instance of the Node role, both 
related to the power substation, modelled in MAS-2. The labels of arrows represent 
the messages (Fig. 2a, Fig. 3a) exchanged between the tasks of the roles with the use 
of the external protocols (Fig. 2b, Fig. 3b). 

Further, it is assumed that the considered PS has n nodes, m branches, and the 
number of branches, which are connected with the considered node, is k. Additionally, 
from the view point of MAS-2 the branches of two kinds are distinguished. The 
branches of the first kind connect nodes belonging to different agents playing the 
Substation or Node roles. Let’s assume that the number of such branches is equal to p. 
The branches of the second kind connect nodes belonging to the agents of the 
Substation role and they connect nodes inside the multi-node substation. The number 
of such branches is equal to q. There is n = p + q. The number of agents is equal to d. 
In particular, in MAS-1 where there are only agents of the Node roles, d = n.  

In MAS-1, when any TE symptom is detected (Section 3) the agents of the Node 
role take independent decisions regarding correctness of modelling of branches in the 
LTV task. In MAS-2, there is the substation agent which fulfils the Node and 
Substation roles. The Substation role executes complete TV for branches, which are 
inside one substation. 

The Modeling task build a PS topology model (Fig. 2b, Fig. 3b). This task 
internally sends its data to the State change task using the internal NewMData 
protocol. The State change task performs the detection of TE symptoms. This 
detection is based on the testing the nodal unbalance indices, which are earlier 
calculated using measurement data of active and reactive power flows at the ends of 
branches. The State change task internally sends its data to the LTV task for LTV by 
the internal NewData protocol. 

The LTV task uses the external LTV protocol (Fig. 2b, Fig. 3b). During LTV, the 
total number of messages exchanged among each LTV task and the Node for LTV 
tasks of neighbouring nodes belonging to the different agents (the nodal agents or also 
the substation agents) is equal to 4p or 4(m - q) (each message of the r-units size). In 
other words, this number is equal to the sum of the numbers of: (i) all the 
inform(LTV_NiNj) and inform(LTV_NjNi) messages (Fig. 2a) exchanged among 
different agents of the Node role in the case of MAS-1 (Fig. 4); (ii) all the 
inform(LTV_NiNj), inform(LTV_NjNi), inform(LTV_NiNsb) and inform(LTV_NsbNi) 
messages (Fig. 3a) exchanged among agents of the Node roles and agents of the Node 
and Substation roles in the case of MAS-2 (Fig. 5). It is assumed that instances of 
roles Ni and Nj represent the nodal agents, whereas instances of role Nsb is fulfilled 
by substation agents. The total number of sent messages is 4m, in the case of MAS-1 
and 4p or 4(m-q) in the case of MAS-2. 

The TV process is carried out after the appropriate LTV processes finish. In 
MAS-1, the LTV tasks (Fig. 2b) send at most k n messages (of the r-units size). The 
number k n is equal to 2m. The considered messages are the inform(TV_Ni), 
inform(TV_Nj) messages (Fig. 2a) for the TV1 task of the agent of the Dispatcher role 
(Fig. 2b). If only some of agents of the Node roles detect TE symptoms, they send the 
inform(TV_Ni) messages to the agent of the Dispatcher role. The size of each such a 
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message is equal to the number kr. The maximal number of the inform(TV_Ni) and 
inform(TV_Nj) messages is equal to the number of branches connected with nodes 
with TE symptoms.  

In the case of MAS-2 as it is in the case of MAS-1, the nodal agents send messages 
with LTV decisions to the agent of the Dispatcher role. More complex situation is 
with respect to the substation agents. The complete TV process for the set of q 
branches, which are inside substations, is carried out by the TV2 task of the Substation 
role of the substation agents. The final TV decisions for the mentioned branches are 
taken by these agents instead of the agent of the Dispatcher role without exchanging 
any messages between nodes outside the substation. Then, the TV2 task sends the 
inform(results_TV_Nsb) message (Fig. 3a) with a final TV decision to the Data TV2 
task of the Dispatcher agent (Fig. 3b). The substation agent does not take final 
decisions for the branches which go out from its substation. For such branches only 
LTV decisions are taken and messages with these decisions are sent to the TV1 task of 
the Dispatcher agent (Fig. 3b). The total number of messages sent by the nodal and 
substation agents to the Dispatcher agent is 2p+q or 2m-q. 

Summarizing, when all nodes identify TE symptoms, the total number of messages 
in the complete TV process is 6m for MAS-1 and 6p+q or 6m-5q for MAS-2. The 
mentioned numbers of messages are maximal ones. 

The result from the presented analysis is that for MAS-2 the maximal number of 
messages exchanged among agents is smaller than it is for MAS-1. Measure of the 
decreasing of the mentioned number of messages is the number 5q, where q is the 
number of internal branches of multi-node substations. 

5 Design of Multiagent Systems for PS TV 

After the analysis models are worked out, the design model of MAS-1 (Fig. 4) and 
MAS-2 (Fig.5) are created [9] as the Agent Template Diagrams. Agent Template 
Diagrams are mapped from their analysis models. These diagrams show the Agent 
Communication Language (ACL) messages [10] exchanged between agents. In Fig. 4, 
each instance of the Node_Agent1 and Node_Agen2 agents represents the nodes of PS 
which are connected with each other. In Fig. 5 the instances of the SubS_Agent1 and 
SubS_Agent2 agents represent substations of PS. In both MASs, the Dispatcher agent 
manages the whole PS TV.  

 

Fig. 4. The Agent Template Diagram for MAS-1  

In MAS-1 and MAS-2, LTV is performed, whenever TE symptoms are detected. 
Independent decisions of the Node_Agent1 and Node_Agent2 agents initiate LTVs and 
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they send the results of LTVs to the Dispatcher agent which executes TV for appropriate 
branches. Additionally, in MAS-2 the SubS_Agent1 and SubS_Agent2 agents execute TV 
(Section 4) for branches, which are internal for substations represented by the considered 
agents, and the final TV results are sent to the Dispatcher agent. 

 

Fig. 5. The Agent Template Diagram for MAS-2 

6 Description of Carried Out Investigations 

During the investigations, for both the considered MASs (i.e. MAS-1 and MAS-2), 
probabilistic characteristics of agent activity and created messages have been 
determined. The mentioned characteristics are: (i) the probability of detecting at least 
one TE symptom, (ii) the mean number of nodes detecting a TE symptom and their 
neighbours for one TV cycle, (iii) mean number of messages sent during one TV 
cycle. The performance experiments have been done, using the modified IEEE 14-bus 
test system (as in [4]). The basic form of the IEEE 14-bus test system is shown in the 
paper [1]. The parameters of the test system are as follows: n = 19, m = 25, p =16, 
q = 9. It was assumed that: (i) all branches of the test system are actually in operation, 
(ii) all measurement data (of active and reactive powers at ends of branches and 
voltage magnitudes at nodes) are burdened with Gaussian noise with the zero mean 
and the standard deviation determined as follows: ( ) M. FS . /σP 0200035031 += , 

( ) M. FS . /σQ 020006031 +=  ( )[ ]MFSV   0.003  1/3 +=σ  for active power, reactive 

power, and voltage magnitudes, respectively, where FS is a measurement range, M is 
a measured value [11], [12]. For the aim of the investigations M = FS - this means 
that the mentioned standard deviations have the largest possible values what 
corresponds with the worst possible case.  

The constants in the formulae (1) are calculated as follows: ,2∑
∈

σ=δ
iIj

PijWPi b  

,2∑
∈

σ=δ
iIj

QijWQi b where QijPij σσ ,  are the standard deviations of small errors 

burdening the measurement data of active and reactive power flows, respectively, on 
the branch connecting the nodes i and j at the node i; Ii is the set of nodes connected 
with the node i; b is the constant equal to 1, 2 or 3. 

Carrying out the investigations, it was also taken into account that errors in the model 
of a PS topology can exists. The assumption was made that probability of the improper 
modelling of a branch is pM. pM  is the constant equal to 0.01, 0.001 or 0.0001. 
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The results of the investigations are in Table 1-3. The second subscript of the 
quantities presented in Table 1-3 points out the value of b, for which these quantities 
are determined.  

In Table 1, the probability pe, i.e. the probability of detecting at least one TE 
symptom, is shown for different pM. The probability of detecting at least one TE 
symptom is defined as: 

tge
ssp = , where: sg is a number of TV cycles for which at 

least one TE symptom is detected; st is a number of all the considered TV cycles (for 
which possibility of occurrence of one of the events (1) is tested). When b = 1, the 
probability of detecting at least one TE symptom in one TV cycle is very close to 1. 
This probability is much smaller for b = 3.  

In Table 1, also the probability of occurrence of at least one TE (pTE) is presented 
for different pM. Differences between values of pe and pM mean that there can be cases 
when a TE symptom is detected but none of TEs occurs. From the view point of “a 
false alarm” the most favourable case is when b = 3. 

Table 2 contains the mean numbers of nodes which detect TE symptoms (
s

e~ ) and 

the mean numbers of their neighbours (
n

e~ ) which do not detect TE symptoms but 

perform the LTV processes. Table 2 shows that there exists strong dependence of 
s

e~  

and 
n

e~  on the parameter b. One can also note that the relation between 
s

e~  and 
n

e~  is 

different for b = 1 and for b > 1. For b = 1 
ns

ee ~~ > , but for b > 1 
ns

ee ~~ < .  

The mean numbers of messages sent during the TV process are shown in Table 3. 
The number of messages sent during the TV process can be expressed as 
Me = Men + Mel + Mef. For MAS-1 Men is a number of the messages 
inform(LTV_M_NiNj) and inform(LTV_M_NjNi). For MAS-2 Men is a number of such 
the messages as in the case of MAS-1 and also the messages inform(LTV_M_NiNsb) 

and inform(LTV_M_NsbNi) (Section 4). Men is determined as )(card
1
∪

e

i
ien ZM

=

= , 

where e is a number of nodes detecting the TE symptoms; Zi is a set of messages sent 
among the i-th node, where the TE symptom is detected, and all nodes from a set Sa,i 
and among nodes from the set Sa,i and nodes from a set Saa,i. The sets Sa,i, Saa,i are sets 
of nodes which are directly connected with the i-th node and nodes from the set Sa,i, 
respectively. Mel and Mef are numbers of the messages inform(TV_Ni) and 
inform(results_TV_Nsb), respectively. For MAS-1 Mef = 0. 

If the i-th node detects a TE symptom, this node and all of its neighbouring ones 
(from the set Sa,i) execute LTVs. The node does not execute LTV if it and none of the 
nodes from Sa,i has not detected earlier a TE symptom. The node, which does not 
execute the LTV, sends a message to the node from Sa,i, if the last one must execute 
the LTV. 

Further, the mean value of Me is denoted as eM  and the mean value of Me under 

the condition that there is at least one TE symptom - eM
~

.  

Values of eM  as well as values of eM
~

 strongly depend on the parameter b. The 

smallest values of eM  and also eM
~

 are for b = 3. 
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For pM < 0.0001, changes of values of all considered quantities are very small. 
Practically, these changes can be neglected. 

Table 1. The probability of occurrence of at least one TE (pTE) and the probability of detecting 
at least one TE symptom (pei) in the considered test system for different values of pM. 

pM pTE pe1 pe2 pe3 

0.01 0.222 1.000 0.859 0.255 

0.001 0.025 1.000 0.833 0.115 

0.0001 0.002 1.000 0.830 0.100 

Table 2. The mean number of nodes detecting a TE symptom and their activated neighbours in 
one TV cycle for different values of pM. 

pM 1
~

se  2
~

se  3
~

se  1
~

ne  2
~

ne  3
~

ne  

0.01 10.23 2.17 1.14 7.44 4.71 2.93 

0.001 10.15 2.05 1.06 7.49 4.52 2.75 

0.0001 10.14 2.04 1.05 7.49 4.50 2.74 

Table 3. The mean numbers of messages sent during one TV cycle for different values of pM in 
percents of the maximal numbers of these messages (Me max). For MAS-1 Me max = 150, for 
MAS-2 Me max = 105. 

pM 
MAS-1 MAS-2 MAS-1 MAS-2 

1eM 2eM  3eM  1eM  2eM 3eM 1
~

eM  2
~

eM 3
~

eM 1
~

eM  2
~

eM  3
~

eM  

0.01 96.62 38.89 7.19 95.54 35.27 6.34 96.62 45.26 28.26 95.54 41.04 24.93 

0.001 96.49 36.21 3.05 95.38 32.75 2.69 96.50 43.49 26.62 95.38 39.33 23.42 

0.0001 96.48 35.93 2.63 95.36 32.50 2.30 96.48 43.31 26.45 95.36 39.16 23.27 

7 Conclusion 

In the paper, two MASs, i.e. MAS-1 and MAS-2 are considered. Apart from the same 
agents as in MAS-1, MAS-2 assumes utilization of so-called substation agents. Such 
solution results in improving features of MAS for PS TV. Such parameters as the 
maximal number of messages sent during one TV cycle Me_max, the mean number of 
these messages for all considered TV cycle ( ebM  b ∈ {1, 2, 3}) as well as the mean 
number of the mentioned messages for these TV cycle, in which at least one TE 
symptom is detected ( ebM~  b ∈ {1, 2, 3}), are lower for MAS-2. The pointed out 
differences are relatively large. The listed parameters for MAS-2 are not larger than 
70 % of the appropriate parameters for MAS-1. The considered differences are 
especially large when values of 3eM  or 3

~
eM  are taken into account. Additionally, it 

should be stressed that when the parameter b increases the here-considered parameters 
decreases faster for MAS-2 than for MAS-1.  
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For MAS-2, i.e. for the more advantageous MAS from among the considered ones, 
the mean number ebM~  b ∈ {1, 2, 3}, is not larger than 25 % of Me max, and the number 

ebM  b ∈ {1, 2, 3} is not larger than 6.5 % of Me max. The last mean number depends 

strongly on the probability of occurrence of TE (pM). It can be also stated that this last 
mean number is relatively low. 

Generally, the results of the carried out investigations show that MAS-2 allows for 
specific properties of PS better than MAS-1 and in effect it enables considerable 
reduction of unnecessary transfer of messages in the computer network. It should be 
also stressed, that in this paper the impact of the operation of a computer network on 
the features of MASs for power system topology verification is not considered. 
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Abstract. In this paper, we propose a model of an Intelligent Multi-Agent 
System based on three distributed knowledge bases for solving problems 
automatically. Besides, we present architectures of agents in the system. We 
also illustrate an application of this model in three fields: plane geometry, 2D 
analytic geometry, and algebra. In our application, we use JADE platform, 
Maple, MathML, XML, … Finally, we show a method to test effects of the 
system developed from the model of MAS proposed.  

Keywords: Multi-Agent System (MAS), Intelligent Agent, Mobile Agent, 
problem solving, distributed knowledge bases. 

1 Introduction 

Up to now, models and systems about Multi-Agent have not been applied to solve 
problems relating to many fields about Mathematics because knowledge bases in 
these models and systems are not enough complex to solve them. Besides, 
architectures of agents and activity models of these systems are not appropriate to 
dealing with issues about querying knowledge or solving problems. Example, some 
Multi-Agent systems (MAS) such as in [1- 4], [8 -14] focused on methods to enhance 
effects of E-Learning. In [1], authors present a set of Technology enhanced Learning 
environments integrating the need aspects in a synergetic way to fit well PBLs 
(Project Based Learning), especially in their context of use. In [2], the intelligent 
tutoring module is addressed, and more specifically, its BDI (Believes, Desires, and 
Intentions) based agents. These agents recognize each student and obtain information 
about her/ his progress. So, the module suggests to each student specific tasks to 
achieve her/his particular learning objectives. A performance oriented approach is 
presented in [3]. In this approach, a set of key performance indicators (KPIs) has been 
set up to represent a set of measures focusing on different aspects of organizational 
and individual performance that are critical for the success of the organization. In [4], 
authors propose an approach for integrating distance learning system and knowledge 
management processes using knowledge creation techniques. Based on the proposed 
approach, an integrative framework is presented for building knowledge-based 
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distance learning system using the Intelligent Agent technology. In [8], a model of E-
Learning was proposed based on a process of coupling of ontologies and Multi-Agent 
Systems for a synergy of their strengths. This model allows human agents to 
cooperate with software agents to automatically build courses guided by relevant 
learning objectives. The roles of intelligent agents within an E-Learning system, 
called E-University, are presented in [9]. The agents perform specific tasks on the 
behalf of students, professors, administrators, and other members of the university. 
Also a group of intelligent agents for learning activities such as user interface agents, 
task agents, knowledge agents and mobile agents is developed. Using the multi-agent 
technology in E-Learning system, gives user interaction facility to both users and 
designers, and adds ability to exchange information between different objects in a 
flexible way.  

In [10], a Multi-Agent model is built to improve the effect of teaching method 
based on WBT (Web Based Tutoring). However, the set of rules in its Knowledge 
Library is not suitable to many fields. Agent based Collaborative Affective  
e-Learning Framework in [11] only supports for ordinary communication in virtual 
environment, it doesn’t support for solving knowledge. The aim of this framework is 
to understand e-learner’s affective states. In [12], the purpose of Multi-Agent  
e-learning system is analyzing student’s errors. Based on the results of comparing 
student’s ontology and teacher’s ontology, the system generates useful advices to 
students. Ontology (O) includes of the set <T, R, F>. T is Term, R is Relation and F is 
Function. This ontology model is fairly simple; it can not deal with complex problems 
in reality. To build the Mobile-Agent model in [13], authors use distributed databases. 
Therefore, this model only can deal with issues relating titles of courses and keywords 
of subjects; it can not deal with contents of knowledge. In [14], the model of ontology 
based on hierarchy tree, so this system also can not support for solving problems 
automatically.  

In our previous research such as in [6], we concentrated to build a model of Multi-
Agent in E-Learning, and in [7] we built a language to query knowledge. In this 
paper, we focus on building a model of Multi-Agent for solving problems 
automatically. Knowledge to find answers of questions is related to three fields, and is 
distributed in three different places. This model simulates a complex, nature, and 
reasonable organization of human. In the model, we use the Computational Objects 
Knowledge Base (COKB) as in [5] because it is developed to support for solving 
problems. COKB contains 6 components: (C, H, R, Ops, Funs, Rules). C is a set of 
concepts, H is a set of hierarchies of concepts, R is a set of relations between 
concepts, Ops is a set of operations, Funs is a set of functions, Rules is a set of rules. 
Main issues of Multi-Agent systems include interacting between Agents, 
disintegrating the work, separating the tasks of Agents, and synthesizing results. 
These Agents act autonomously in the environment to reach their goals. They are able 
to recognize the state of environment, properly act and impact on environment. They 
coordinate together during the process of solving problems.  

Some authors mentioned clustering algorithms which give the distributed systems 
higher performance than previous clustering algorithms. In [15], an improved 
algorithm based on the weighted clustering algorithm is proposed with additional 
constraints for selection of cluster heads in mobile wireless sensor networks. In [16], 
authors applied the optimization technique of genetic algorithm (GA) to the new 
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adaptive cluster validity index, which is called Gene Index (GI). These algorithms can 
be applied in our system to cluster agents based on their functions and fields of 
knowledge. However, in this paper, we focus on the model of the system, 
architectures of agents, and a method to test effects of the system. 

2 A Model of an Intelligent Multi-Agent System Proposed 

Model of proposed MAS is shown in Fig 1. Agents reside and are executed in Places. 
A Place consists of Agents, Knowledge Base and Storage. There are four kinds of 
Agents : User Agent, Intermediary Agent, Knowledge Agent and Notice Agent. 
Among these kinds, User Agent and Knowledge Agent are kinds of Intelligent 
Agents, other Agents are kinds of Mobile Agents. Knowledge Base stores the 
knowledge relating to a field. Storage stores facts about states of local environment in 
the Place and facts about states of global environment in the system. In the model, we 
organize four Places: Place 1, Place 2, Place 3 and Place 4. Place 1 is used to interact 
with users. It consists of UAgent, IAgent, IBAgent, ICAgent and Storage. UAgent is a 
User Agent. IAAgent, IBAgent and ICAgent are Intermediary Agents. Storage stores 
states of local environment of Place 1. Place 2 is used to deal with the knowledge in 
field A. It consists of IAAgent, AAgent, NAAgent, Knowledge Base A, and Storage. 
IAAgent is an Intermediary Agent. AAgent is a Knowledge Agent in field A. NAgent 
is a Notice Agent of Place 2. Knowledge Base A stores the knowledge in field A. 
Storage stores states of local environment in Place 2 and states of global environment 
in the system. Place 3 and Place 4 are similar to Place 2, but they are for knowledge 
in field B or knowledge in field C. Agents communicate by ACL (Agent 
Communication Language). Three knowledge bases of Place 2, Place 3, and Place 4 
are COKB. Maple is a Mathematics soft-ware integrated into the system. It supports 
Knowledge Agent for solving some simple and single functions.  

 

Fig. 1. A model of an Intelligent Multi-Agent system proposed 
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3 Activity of Intelligent Multi-Agent System Proposed 

3.1 States of Local Environment in a Place 

States of local environment are stored in Storages of Places. They include the first 
facts of questions, states about activities of Agents, the state about solving processes, 
facts generated after Knowledge Agents do actions. Let SU be a set of the first facts of 
the question, S0

A be a set of the first facts in field A, S0
B be a set of the first facts in 

field B, S0
C be a set of the first facts in field C.      SU =   S0

A  ∪   S0
B  ∪   S0

C 
Let SA be a set of facts about the knowledge in field A of the question, S1

A be a set 
of facts generated after Knowledge Agent in field A acts.    SA =   S0

A  ∪   S1
A  

Generally, we have:    SA   =  ∪
ki →∀ 1:

Si
A.  

Similarly, let SB be a set of facts about the knowledge in field B of the question.   

SB =   ∪
lj →∀ 1:

Sj
B   .   Let SC be a set of facts about the knowledge in field C of 

the question.  SC =   ∪
nm →∀ 1:

Sm
C 

3.2 States of Global Environment in the System 

States of global environment system are stored in Storages of Place 2 and Place 3. 
They include facts of questions, states about activities of Agents, state about solving 
processes in the system. Let S be a set of facts about the knowledge of the question in 
the system.   S =  SA   ∪   SB ∪   SC 

Let G be a set of facts about goals of the problems. The state of global environment 
in the system ‘satisfies’ the goals if  S  ⊃   G 

3.3 Rules for Agents to Choose Actions  

Let F be a space of facts about the knowledge of the question. F = {sk1, sk2, …., skn }. 
These facts include facts about values of attributes of objects, facts about relations 

between objects, and facts about relations between attributes of an object. Let A be a 
set of actions of Agents. A  =  {a1, a2, …, am }. These actions include searching the 
knowledge, calculating functions in Knowledge Base, and deducing based on rules in 
Knowledge Base. Let AcRules be a set of rules for Agent to choose actions according 
to conditional facts. A rule in AcRules has a form as following: C   ⇒    a   with C  
⊂  F, a  ∈ A. Let S be a set of facts about the knowledge of the question in the 
system, S  ⊂  F.  Let AS be a set of actions of Agents ‘suitable’ to the state of 
global environment S. 

AS  =     ∪
)()(

}{
SCwithaC

a
⊆⇒
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We have AS = {ai, …., aj}, ai is an action of a Knowledge Agent. Let wi be a priority 
level of acting ai. Priority levels simulate principles to choose actions naturally of 
human. Knowledge Agent chooses action ai whose priority level is highest. After 
Knowledge Agent acts, new facts are generated. The state of local environment 
changes in its Place. That makes the state of global environment in the system 
changes. 

3.4 An Activity Model of the System 

An activity model of the system is shown in Fig.2. User input the question into the 
system. Agents co-ordinate to find answers. User Agent disintegrates into knowledge 
facts of the question. These facts and other facts of the environment are the first state 
of global environment in the system. If the state of global environment ‘satisfies’ the 
goals, answers are found. If not, Knowledge Agents choose actions ‘suitable’ to the 
current state of global environment. If all of Knowledge Agents don’t find any action, 
no answer is found. If at least a Knowledge Agent finds an action, Knowledge Agents 
do action chosen. The state of global environment is updated by Intermediary Agents 
and Notice Agents. The process is repeated until the state of global environment 
‘satisfies’ the goals, then answers are found. 

 

Fig. 2. Activity model of the system 

4 Architectures of Agents 

4.1 An Architecture of a User Agent 

Architecture of a User Agent is shown in Fig.3. A user inputs the question/problem into 
the system according to given structures through the Received Problem. This module 
sends the problem to the Disintegrate Problem. It disintegrates the problem into objects, 
relations and facts. They are sent to the Classify Knowledge and divided into three 
groups: the knowledge in field A, the knowledge in field B and the knowledge in field C. 
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The Knowledge of Agent memorizes them, sends them to the Know the state of local 
environment, and then them are updated into the Storage. The Knowledge of Agent 
sends the knowledge of the problem to Intermediary Agents. After these Agents migrate 
to other Places and back with answers, it receives answers and sends them to the 
Synthesize Answers. This module synthesizes them into final answers. Then it sends 
them to the Show Answers. The Show Answers presents final answers to the user. 

4.2 An Architecture of an Intermediary Agent  

Architecture of an Intermediary Agent is shown in Fig.4. Intermediary Agent interacts 
with User Agent to receive facts of the problem through the Interact User Agent. The 
Knowledge of Agent memorizes them and activates the Dispatch Agent to its Place. 
After Agent migrates, it sends facts to Knowledge Agent. After that it receives new 
facts from this Agent. Then, the Knowledge of Agent finds available Notice Agent in 
its Place. If there is no Notice Agent, it activates the Create Agent to create a new 
Notice Agent. The Knowledge of Agent sends Notice Agent the notice about the 
change of local environment. Similarly, if it receives the notice from a Notice Agent 
of other Place, it updates facts in the notice into the Storage. If it receives answers 
from Knowledge Agent, it activates the Retract Agent back to previous Place. After 
Agent migrates, the Knowledge of Agent sends answers to User Agent. 

4.3 An Architecture of a Knowledge Agent 

Architecture of a Knowledge Agent is shown in Fig.5. The Knowledge of Agent 
receives and memorizes the facts about the problem from Intermediary Agent. It 
sends them to the Know the state of local environment, and then they are updated into 
the Storage. After that it activates the Check Goals. If the state of global environment 
‘satisfies’ the goals, it sends answers to Intermediary Agent. If the state doesn’t 
‘satisfy’ the goals, it sends the facts to the Check Rule. Based on the Rules for Agent 
to act, this module chooses rules. If there is no rule appropriate to the state, no action 
is chosen. In this case, it sends this fact to the Know the state of local environment and 
Intermediary Agent. The fact is updated into the Storage. If the Check Goal finds 
appropriate rules, the Choose Action is activated.  After that the Do action searches, 
calculates, and deduces by using the knowledge of the problem and the knowledge in 
Knowledge Base. After acting, it generates new facts about the problem. The 
Knowledge of Agent memorizes them and sends them to the Know the state of local 
environment and Intermediary Agent. The Storage is updated and the Check Goals is 
activated. The processes repeat until the state of global environment ‘satisfies’ the 
goals. Then, the Knowledge of Agent sends answers to Intermediary Agent. 

4.4 An architecture of a Notice Agent 

Architecture of a Notice Agent is shown in Fig.6. The Knowledge of Agent receives 
the notice from Intermediary Agent. It activates the Dispatch Agent to other Place. 
After Agent migrates, it announces the notice to Intermediary Agent of that Place. 
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Then, it receives the result to know if announcing the notice successful or not. After 
that it actives the Retract Agent back to its Place. After Agent migrates, it informs the 
result to Intermediary of its Place. The Knowledge of Agent can active the Dispose 
Agent to kill Agent if Agent is lost in a long time while migrating. 

5 An Application 

We build an application for solving problems relating to three fields: plane geometry 
(field A), 2D analytic geometry (field B), and algebra (field C). Users input questions 
according to given structures. Agents in the system coordinate to solve the problems 
and shows answers to users. We used JADE 4.0, JDK 1.6, Maple 13, MathML, XML, 
dom4j, Suim, MozSwing, … in our application. Example question 1: In co-ordinate 
plane Oxy sets A[1,3], B[4,2], D ∈ Ox, DA=DB. Find coordinate of point D and 
perimeter of OAB. The process of solving problem as following: The first goal of the 
system is to find coordinate of point D. The system searches a concept about the 
coordinate of a point in 2D analytic geometry Knowledge Base. Then, the system 
finds xD and yD. The system use knowledge about 2D analytic geometry to calculate 
yD .  We have: D ∈ Ox    => yD = 0 

In the following process, the system use knowledge about 2D analytic geometry to 
calculate the module of  DA and DB. 

DA=DB      =>      

=>      
Then, the system use knowledge about algebra to find value of xD from following 

equation:   
=> xD = 5/3 (use Maple to find solutions) 

The system use knowledge about plane geometry to calculate perimeter of triangle 
OAB.    Perimeter (OAB) = OA + AB + OB . After calculating modules of OA, AB, 

OB, the system receives results: Perimeter (OAB) =  

6 A Method to Test Effects of the System 

We built two systems and a test-application. System 1 is built to solve problems in 
Multi-Agent paradigm base the above model. System 2 is built to solve problems in 
Client-Server paradigm. In this system, we also use the same knowledge bases and the 
same solving solution as system 1. Based on the results, we recognize that using 
Multi-Agent is better and the model proposed is reasonable. The comparing is done 
by test-application. In this application, we use TCL (Tool Command Language) 
which is a strong scripting language and an interpreter for that language. By 
automation testing, we can compare the performance of system 1 and system 2. We 
focus on testing functions of two systems when they are run in the network, whose 
connection is not continuous. We test two systems automatically with 2000 test cases 
and 100 questions. The picture of Multi-Agent Paradigm and Client-Server Paradigm 
is shown in Fig. 7. 
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Fig. 3. Architecture of a User Agent Fig. 4. Architecture of Intermediary Agent 

 

 

Fig. 5. Architecture of a Knowledge Agent Fig. 6. Architecture of a Notice Agent 

 

 

Fig. 7. Multi-Agent vs Client-Server 

The model in the left part of Fig.7 is an outline of the model in Fig.1. The model in 
Fig 1 is detailed to show kinds of agents, relationships of agents, and activity model 
of the proposed system. We can compare the model in the left part of Fig.7 (Multi-
Agent Paradigm) with the model in the right part of Fig 7 (Client-Server Paradigm). 
In Multi-Agent Paradigm, the network load is reduced. After an agent migrates to 
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other Place, it interacts in the locality. Therefore, the intermediate calculations 
between Places are reduced. Agents can interact each other. The Multi-Agent 
paradigm is decentralized. Here are two test cases to illustrate that agents can work 
with the uncontinuous connection.  

Test case 1: test functions of system 1 in Multi-Agent Paradigm if the connection 
between Place 1 and Place 3 is interrupted after IBAgent migrates from Place 1 to 
Place 3, using question 1.  Results of Test case 1 are shown in Table 1. We see that 
all results of testing functions are “Passed”. 

Table 1. Results of Test case 1 

Connection status Function Result 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

UAgent receives the question Passed 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

UAgent disintegrates the question Passed 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

UAgent classifies the question Passed 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

UAgent interacts with IAAgent, IBAgent, 
ICAgent 

Passed 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

IBAgent migrates from Place 1 to Place 3 Passed 

Place 1-2: OK, Place 1-3: Failed, 
Place 1-4: OK 

IBAgent sends knowledge to BAgent Passed 

Place 1-2: OK, Place 1-3: Failed, 
Place 1-4: OK 

BAgent searches, calculates, deduces Passed 

Place 1-2: OK, Place 1-3: Failed, 
Place 1-4: OK 

IBAgent receives new facts from BAgent Passed 

Place 1-2: OK, Place 1-3: Failed, 
Place 1-4: OK 

IBAgent sends NBAgent the change Passed 

Place 1-2: OK, Place 1-3: Failed, 
Place 1-4: OK 

NBAgent migrates from Place 3 to Place 2 Passed 

Place 1-2: OK, Place 1-3: Failed, 
Place 1-4: OK 

… Passed 

Place 1-2: OK, Place 1-3: Failed, 
Place 1-4: OK 

IBAgent receives results from BAgent Passed 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

IBAgent migrates from Place 3 to Place 1 Passed 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

… Passed 

Place 1-2: OK, Place 1-3: OK, 
Place 1-4: OK 

UAgent shows results to the user Passed 
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Test case 2: test functions of system 2 in Client-Server Paradigm if the connection 
between Client and Server 2 is interrupted after the question is sent from Client to 
Server 2, using question 1. Results of Test case 2 are shown in Table 2. We see that 
some results of testing functions are “Failed” and final result is also “Failed”.  

Table 2. Results of Test case 2 

Connection Status Function Result 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK  

Program 1 at Client  receives 
the question 

Passed 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK 

Program 1 disintegrates the 
question 

Passed 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK 

Program 1 classifies the 
question 

Passed 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK 

Program 1 sends knowledge to 
Program 2,3,4 at Client 

Passed 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK 

Program 3 sends knowledge to 
Program 5 at Server 2 

Passed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

Program 5 sends knowledge to 
Program 6 at Server 2 

Passed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

Program 6 searches, calculates, 
deduces 

Passed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

Program 5 receives new facts 
from Program 6 

Passed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

Program 5 sends Program 7 at 
Server 2 the change 

Passed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

Program 7 sends the notice to 
Program 3 

Failed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

Program 3 sends the notice to 
Program 7 

Failed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

… Failed 

Client-Server1:OK,Client-Server2:Failed,Client-
Server3:OK 

Program 5 receives results from 
Program 6 

Failed 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK 

Program 5 sends results to 
Program 3 

Failed 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK 

… Failed 

Client-Server1:OK,Client-Server2:OK,Client-
Server3:OK 

Program 1 shows results to the 
user 

Failed 
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After testing, we see that in 93% cases, the system in Multi-Agent Paradigm shows 
the final results to the user when it is run in the network, whose connection is not 
continuous. In other cases, it stops working when the time the connection is 
interrupted is more than the time of life-cycle of agent. In all cases, the system in 
Client-Server Paradigm can not show the final results to the user in the network, 
whose connection is not continuous.  

7 Conclusion 

In this paper, we present some results in building a model of an Intelligent Multi-
Agent System based on distributed knowledge bases for automatically solving 
problems automatically. The model has some advantages. Firstly, it is open that 
means the model can be changed by adding or separating the knowledge and Agents 
as well. Secondly, it has flexibility and intelligence, because it can solve complex 
issues based on distributed knowledge bases that are able to be updated. Thirdly, it 
supports effectively for organizing distributed knowledge bases to solve complicated 
problems. The knowledge consists of many knowledge bases relating to each other in 
many fields and it is distributed in many different places. We also describe an 
application of this model in three fields: algebra, plane geometry and 2D analytic 
geometry. Specially, the Multi-Agent system has highly flexible capable to solve 
problems about knowledge. In the future, we will develop the model so that it can 
solve many problems concurrently. Besides, we will build Agents able to update 
knowledge bases.  
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Abstract. A critical issue in patient planning is to determine whether the 
medical processes of a patient can be completed by a time constraint based on 
the available resources in hospitals. The problem is a Temporal Constraint 
Satisfaction Problem (TCSP). The objectives of this paper are to propose a 
viable and systematic approach to develop a distributed cooperative problem 
solver for TCSP and estimate the shortest and the longest completion time for 
handling a patient in the presence of uncertainty based on Multi-agent systems 
(MAS) architecture. Our approach combines MAS with a subclass of time Petri 
net (TPN) models to solve TCSP. Existing analysis methods of TPN based on 
state classes cannot be applied directly due to distributed architecture of MAS. 
In this paper, a temporal analysis method based on MAS architecture is 
proposed. Our temporal analysis method efficiently deduces the earliest and 
latest completion time of a patient based on interaction between agents. 

Keywords: Temporal reasoning, workflow, multi-agent system. 

1 Introduction 

Patient planning in hospitals is a highly complex task due to distributed organizational 
structure, dynamic medical processes, uncertainty in operation time and stochastic 
arrival of urgent patients. In existing literature, there are several studies on planning 
and scheduling in hospitals. For example, Decker and Jinjiang propose a MAS 
solution using the Generalized Partial Global Planning approach that preserves the 
existing organization structures while providing better performance [1]. Kutanoglu 
and Wu investigate a new method based on combinatorial auction [2]. Oddi and Cesta 
explore constraint based scheduling techniques and implement a mixed-initiative 
problem solving approach to managing medical resources in a hospital [3]. Daknou, 
Zgaya, Hammadi and Hubert focus on treatment scheduling for patients at emergency 
department in hospitals [4] based on MAS. In hospitals, an urgent patient often needs 
to be handled properly by a time constraint. A critical issue is to determine whether 
the medical processes of a patient can completed by a time constraint in the presence 
of uncertainty based on the available resources in hospitals. The problem is a 
Temporal Constraint Satisfaction Problem (TCSP). The objective of this paper is to 
propose a viable approach to develop a problem solver for TCSP. 
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In existing AI literature, Constraint Satisfaction Problem (CSP) has been extensively 
studied [9]. Conry et al. propose a multistage negotiation paradigm for solving DCSP 
[17]. Although the method for DCSP can be applied in MAS, it cannot be applied 
directly to TCSP due to the lack of a model to specify the temporal relation of different 
operations in medical processes and a method for temporal reasoning. MAS [6, 7] 
provides a flexible architecture to dynamically allocate resources in a hospital to handle 
patients. Resources such as doctors, staffs, specialists and nurses can all be modeled as 
agents. The key issue is how to make these agents work together coherently to handle a 
patient timely. To develop a problem solver, the concept of cooperative distributed 
problem solving (CDPS) is adopted [8] to make agents work together to solve problems. 
To solve TCSP, we combine CDPS with a formal temporal model and propose a problem 
solving architecture with three types of agents, including workflow agents and resource 
agents and patient agents. We construct models for workflow agents and resource agents. 
A medical process usually involves a complex process described by a workflow. To 
facilitate reasoning on time, we adopt time Petri nets (TPN) [13] as the modeling tool in 
this paper instead of using informal workflow specification languages such as XPDL 
[10], BPMN [11] and WS-BPEL [12]. The static interval of a transition in TPN specifies 
the earliest time and the latest time for firing a transition since it is enabled. It is suitable 
for describing the uncertainty in time. Our TPN model is different from the one proposed 
by Merlin and Farbor [13] as the static interval of a transition may include nonnegative 
real numbers instead of nonnegative rational numbers. Existing analysis methods of TPN 
based on the construction of state class graphs cannot be applied directly to MAS. We 
propose a temporal reasoning method based on interactions between patient agents, 
workflow agents and resource agents using contract net protocol (CNP)[14] to efficiently 
deduce the completion time. We develop a problem solver based on Java Agent 
Development Environment (JADE) to verify our method. 

The remainder of this paper is organized as follows. In Section 2, we formulate 
TCSP. In Section 3, we introduce TPN models for agents. We study temporal 
properties of the TPN models in Section 4. In Section 5, we propose an agent 
interaction mechanism based on CNP. We conclude this paper in Section 6. 

2 Temporal Constraint Satisfaction Problem 

A typical medical process may consist of a number of operations such as registration, diagnosis, 
radiology test, blood examination, anesthesia, surgery, intensive and discharge, etc. These 
operations are performed by different hospital workers such as doctor, staff, specialist 
and nurse. We propose a problem solving environment based on MAS to determine a 
patient can be handled timely based on the available resources in a hospital. There are 
three types of agents corresponding, including workflow agents, resource agents (e.g. 
doctor agents, staff agents, specialist agents and nurse agents) and patient agents. The 
problem is to determine whether there exists a set of workflow agents and a set of 
resource agents with available time slots that can coherently handle a patient by a 
time constraint. MAS provides a flexible architecture for agents to discover each other 
to form a dynamic team to handle patients. In this paper, we adopt MAS to study the 
problem and develop our design methodology. To state this problem, we need the 
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following definition. Letψ denote the time constraint for completing a patient’s 

medical processes. Let RA denotes the set of resource agents and WA denotes the set 
of workflow agents. In hospitals, the processing time for operations is usually highly 
uncertain. The uncertainty in operation time for an operation performed by an agent 
in RA is specified by an interval [α ; β ], whereα and β are the lower bound and the 

upper bound on the operation time. A dynamic organization is denoted 
by ),( RAWAH , whereWA denotes the set of workflow agents in H and RA  denotes 

the set of resource agents that take part in the activities in H . The Temporal 
Constraint Satisfaction Problem (TCSP) is stated as follows. Given a time 
constraintψ , a set of resource agents RA , a set of workflow agentsWA and the lower 

bound and the upper bound on the processing time for each operation performed by 
the resource agent, the problem is to determine whether there 
exist RA⊆RA and WA⊆WA such that the shortest completion time and the longest 
completion time of ),( RAWAH satisfyψ . 

The Java Agent Development Environment (JADE) platform that provides a built-
in directory service through DF agent (Directory Facilitator) agent to simplify service 
publication and discovery in the development of MAS. We develop a problem solver 
based on JADE as shown in Fig. 1. To study TCSP, a mathematical model for each 
workflow agent and resource agent is proposed in the next section.  

  

Fig. 1. Architecture to solve TCSP 

3 Modeling Workflows and Activities of Agents 

The medical processes in a hospital usually form complex workflows. As the processing 
time of each step or operation in the medical processes cannot be specified exactly a 
priori and only statistical data is available based on historical data, a proper model must 
be able to capture the uncertainty in processing time. TPN [13,15] is a model that meets 
these requirements as there are a lot of theories and tools that support its modeling and 
analysis. Therefore, we adopt TPN as our modeling tool to capture the 
synchronous/asynchronous and concurrent activities in hospitals. A TPN [15] G  is a 
five-tuple G = ( P ,T , F , C , 0m ), where P is a finite set of places, T  is a finite set of 

transitions, F ⊆ ( P ×T )∪ (T × P ) is the flow relation, )(: ∞∪×→ ++ RRTC is a 

mapping called static interval, which specifies the time interval(s) for firing each 

transition, where  +R is the set of nonnegative real numbers, and 0m : P → PZ is the 
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initial marking of the PN with Z as the set of nonnegative integers. A Petri net with 

initial marking 0m is denoted by )( 0mG . A marking of G is a vector PZm∈  that 

indicates the number of tokens in each place under a state. t• denotes the set of input 
places of transition t . A transition t is enabled and can be fired under m iff 

tptpFpm •∈∀≥ ),()( . In a TPN, each transition is associated with a time interval 

[α ; β ]; where α is called the static earliest firing time, β  is called the static latest 

firing time, and βα ≤ ; whereα  ( 0≥α ) is the minimal time that must elapse since 

the transition is enabled before firing the transition and β ( ∞≤≤ β0 ) is the maximum 

time during which the transition is enabled without being fired. Firing a transition 
removes one token from each of its input places and adds one token to each of its output 
places. A marking m′ is reachable from m if there exists a firing 
sequence s bringing m to m′ . A TPN G = ( P ,T , F , C , 0m ) is live if, no matter what 

marking has been reached from 0m , it is possible to ultimately fire any transition 

of G by progressing through some further firing sequence. 
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Fig. 2. TPN models of workflow agents 1w ~ 9w  

To model a medical workflow as a TPN, we use a place to denote a state in the 
workflow while a transition denotes an operation. The workflow of a medical 
process nw is modeled by extending a subclass of Petri nets defined as follows. 
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Definition 3.1: A connected acyclic time marked graph (CATMG) nw′ = 

( nP′ , nT ′ , nF ′ , nC ′ , 0nm′ ) is a connected marked graph without any cycle. 

Definition 3.2: A transition in nT ′without any input place is called a terminal input 

transition. A transition in nT ′without output place is called a terminal output transition. 

In this paper, we consider the class of CATMG nw′ = ( nP′ , nT ′ , nF ′ , nC ′ , 0nm′ ) with a 

single terminal input transition and a single terminal output transition. 
Definition 3.3: The workflow of a workflow agent nw is an acyclic TPN nw = 

( nP , nT , nF , nC , 0nm ) obtained by augmenting a CATMG nw′ = 

( nP′ , nT ′ , nF ′ , nC ′ , 0nm′ ) with a service input place nε and a service output place nθ and 

adding an arc connecting nε to the terminal input transition of nw′ and adding an arc 

connecting the terminal output transition to nθ . 

Fig. 2 illustrates the individual workflow Petri net models 1w through 9w for the 

steps of a medical process consisting of registration, diagnosis, radiology test, blood 
examination, anesthesia, surgery, intensive and discharge, etc. Note that the individual 
workflow TPN model for each step has one start state, several processing state and 
one finished state. For example, the workflow Petri net model 1w for Step 1 consists of 

one start state ( 1p ), one registration state ( 2p ) and one finished state ( 3p ). 
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Fig. 3. Resource Activities 

An activity is a sequence of operations to be performed by a certain type of 
resources. The Petri net model for the thk − activity of resource r is described by a 

Petri net k
rH  that starts and ends with the resource idle state place rp as follows. 

Definition 3.4: Petri net )( k
r

k
r mH = ( k

rP , k
rT , k

rF , k
rC , k

rm ) denotes 

the thk − activity of resource r . There is no common transition 
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between k
rH and k

rH ′ for 'kk ≠ . The initial marking 1)( =r
k
r pm and 0)( =pmk

r for 

each }{\ r
k

r pP , where rp is the idle state place of resource r . 
k

r
k
r

k
r TtttCtC ∈′∀Φ=′∩ ,)()( with tt ′≠ . 

Fig. 3 illustrates the resource activities associated with the workflows in Fig. 2. To 
solve TCSP based on the proposed TPN models we study the temporal property in the 
next section. 

4 Temporal Property of Medical Workflows 

To compute the earliest completion time for a workflow agent to execute transitions 
for given available time intervals from the resource agents, we study the temporal 
property of healthcare workflows by exploiting the workflow structure. We define a 
token flow path as follows. 

Definition 4.1: A token flow path π = ptptptptp nn.....332211 is a directed path 

of nw . Πn
denotes the set of all token flow paths starting with the service input place 

and ending with the service output place in nw . 

Property 4.1: Given nw under marking nm , the shortest time for a token to arrive at 

the sink place nθ from the source place nε is )(max πτ α
π

f
n

n
Π∈

= , where n
tn

f απ
πα
∈
Σ=)( . 

The longest time for a token to arrive at the sink place nθ from the source 

place nε is )(max πτ β
π

f
n

n
Π∈

= , where n
tn

f βπ
πβ

∈
Σ=)( . 

Example 1: For 4w in Fig. 2, we have Π ={ 1π , 2π }, where 

121087766551 ptptptptp=π , 12101191089552 ptptptptp=π . )(max πτ απ
f

Π∈
= =

,max( 10765 αααα +++ }10985 αααα +++ . )(max πτ βπ
f

Π∈
= =

,max( 10765 ββββ +++ 10985 ββββ +++ . 

Property 4.1 facilitates temporal reasoning efficiently based on TPN without 
applying reachability analysis method. Our problem method is based on Property 4.1. 
Let nU denote the set of managers of workflow agent nw . Let nUi∈ and iσ denote the 

earliest time for a token from workflow agent iw to arrive at place nε , where iw is a 

manager of nw . Workflow agent nw computes the earliest time and the latest time for 

a token to arrive at the sink place nθ as follows. 

Property 4.2: The earliest time for a token to arrive at place nθ of a workflow 

agent nw is )(maxmin πσσ α
π

f
n

n
iUin

Π∈∈
+= , where n

tn

f απ
πα ∈
Σ=)( . The latest time for a 

token to arrive at the sink place nθ from the source 

place nε is )(maxmax πσσ β
π

f
n

n
i

Ui
n

Π∈∈
+= , where n

tn

f βπ
πβ ∈
Σ=)( . 
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5 Agent Interaction Mechanism 

Our approach to TCSP relies on interaction between patient agents, workflow agents 
and resource agents (including doctor agents, staff agents, specialist agents and nurse 
agents). Interactions among different types of agents are based on a negotiation 
mechanism that extends the well-known contract net protocol (CNP) [14]. CNP relies 
on an infrastructure for individual agents to publish and discover their services and 
communicate with each other based on the ACL language defined by the FIPA 
international standard for agent interoperability. To make a workflow agent discover 
other related agents, each workflow agent publishes the service input places and service 
output places. To illustrate our service discovery mechanism, consider the scenario of 
Fig. 2. For Fig. 2, workflow agents 91 ~ ww publish their service input places via DF 

agent, which provides yellow page services to workflow agents. For Fig. 2, 1w , 2w , 

3w , 4w , 5w , 6w , 7w , 7w and 9w publishes 1ε 1p= , 2ε 3p= , 3ε 5p= , 4ε 5p= , 

5ε 12p= , 6ε 14p= , 7ε 16p= , 8ε 18p=  and 9ε 20p= , respectively. To discover 
other agents’ services provided, a workflow agent must search the yellow page 
services by providing the DF with a template description that specifies its service 
output place. The result of the search is the list of all the descriptions that match the 
provided template. 
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Fig. 4. Sequence diagram of service discovery and call for proposals 

The problem solving process is initiated with the reception of a request to a 
workflow agent from the patient agent. Following reception of the request, the 
workflow agent negotiates with other agents (including workflow agents and resource 
agents) to attempt to create a solution. A workflow agent mw with a service output 

place mθ will query the DF Agent to discover any other workflow 
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agent nw with nε = mθ  and issue “Call for proposals” message (CFP) to them as 

needed. A workflow agent mw will also query the DF Agent to discover resource 

agents required to perform the activities in workflow agent mw . Fig. 4 shows how 

workflow agent 1w searches the yellow page for the workflow agent with service input 

place 3p  by sending Q1. In this example, 1w queries the DF Agent to 

discover 2w and 3w that can provide the requested services. Once 3w and 2w are 

discovered, 1w will send a “Call for proposals” message (CFP1) to 2w and a “Call for 

proposals” message (CFP2) to 3w as shown in Fig.4. On receiving the “Call for 

proposals” message (CFP1), 2w searches the yellow page by sending message Q2 as 

shown in Fig. 4 to discover the potential workflow agents with service input place 5p . 

A similar process follows. Fig. 4 illustrates the sequence diagram of service discovery 
and call for proposals. Based on the services publication and discovery mechanism, 
CNP can be applied to facilitate negotiation and temporal reasoning of workflow 
agents. Fig. 5 shows the screen shot to define a workflow and a activity and the state 
diagram to handle a CFP by a workflow agent. The following polynomial complexity 
algorithm is applied by workflow agent nw to find the earliest completion nσ and the 

latest completion time nσ based on the earliest completion timeσ and the latest 

completion timeσ of the manager. 
  

Temporal Reasoning Algorithm for workflow agent nw  

Input: σ : The earliest completion time of the manager 

σ : The latest completion time of the manager 
Output: nτ : The shortest processing time of agent nw  

nτ : The longest processing time of agent nw  

nσ : The earliest completion time of agent nw  

nσ : The latest completion time of agent nw  

Step 1: Find the shortest processing time by )(max πτ α
π

f
n

n
Π∈

= , where n
tn

f απ
πα ∈
Σ=)(  

Step 2: Find the longest processing time by )(max πτ β
π

f
n

n
Π∈

= , 

where n
tn

f βπ
πβ ∈
Σ=)( . 

Step 3: Find the earliest completion time of agent nw by nn τσσ +=  

Find latest completion time of agent nw by nn τσσ +=  

 
For Fig. 2, the earliest completion time is ++++ 4321 αααα  

,min(max( 10765 αααα +++ +++++++ 1211222110985 )), αααααααα  

2019181716151413 αααααααα +++++++ . The latest completion time is 

++++++++++ 1211107654321max( ββββββββββ
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,2019181716151413 ββββββββ +++++++
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Fig. 5. (a)Define workflow (b)Define activity (c)State diagram to handle a CFP 

6 Conclusion 

The problem to determine whether the medical treatment of a patient can be 
completed by a time constraint using the available resources in a hospital is formulate 
as a Temporal Constraint Satisfaction Problem (TCSP). We propose a viable and 
systematic approach to develop a problem solver for TCSP in hospitals based on 
MAS. We study how to estimate the shortest completion and the longest completion 
time in the presence of uncertainty in operation time and provide a seamlessly 
framework to guide the healthcare workers to take the next actions based on the 
medical processes. Our approach combines MAS with formal TPN models to solve 
TCSP. We propose a subclass of TPN models to describe the workflows of workflow 
agents and the activities of resource agents in hospitals. Uncertainty in timing is 
represented by static interval of a transition in TPN. Existing analysis methods for 
TPN models such as the one proposed in [16, 23] based on state class graph (SCG) 
cannot be applied directly to a distributed MAS environment. In this paper, we 
proposed a temporal analysis method based on MAS architecture to efficiently deduce 
its earliest and latest completion time based on the timing information from other 
agents. Our temporal reasoning algorithm is developed based on MAS architecture. 
Construction of SCG is not required as our analysis method is developed by 
exploiting the structure of the TPN. The computational complexity of our analysis 
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algorithm is polynomial. Therefore, our algorithm is much more efficient than SCG 
for the subclass of TPN. It is also scalable for large scale problems. Our results 
indicate that reasoning about temporal constraints in the subclass of TPN proposed in 
this paper can be achieved in polynomial time by exploiting its structure. 
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Abstract. This paper introduces an agent-based framework to modeling and 
simulate assessing rice area infested by brown plant hoppers from field to 
regional scales using agent-based and upscaling approach. Because detail levels 
of infestation rice area information are different from small scale to large scale, 
infestation rice area information are collected from fields in the Mekong Delta 
region-Vietnam and are upscaled to province scale, results are validated by 
province estimation reports. From the results, infestation rice area information 
can be used as an indicator for assessing damage levels of rice crop seasons 
caused by Brown plant hoppers, agent-based model and uscaling method could 
be an usefull tool for aggregating information from field to decision-makers and 
support planning argicultural strategics. 

Keywords: Brown plant hopper (BPH), Scaling, Upscaling, Agent-based model, 
GAMA platform. 

1 Introduction 

Brown plant hopper is one kind of Nilaparvata lugens species and is the major pest on 
rice [2],[5], this insect damaged rice crop systems in Asia and carries rice virus-related 
diseases like grassy stunt, ragged stunt and wilted stunt, etc, that causing low rice prod-
uct. The local and national government tried to control BPHs invasion and outbreaks in 
the Mekong Delta region-Vietnam through activities of researchers and farmers who 
collected BPH data by making observation [8]. Questions raised as exploring Brown 
plant hopper problems: “How to predict invasion of brown plant hoppers?” or “How to 
know BPH density at certain location in time and space in the Mekong Delta?”, control-
ling flight activity and population dynamic of Brown plant hoppers was conducted by 
directly sampling surveys and by trapping BPH adults during rice seasons. Reseachers 
and staffs from plant protection department at commune level collect daily BPH density 
(individuals/m2) and BPH infestation rice area (ha) and send weekly reports to plant pro-
tection department at district level, a estimation synthesis of reports is made by staffs and 
distribute to decision-makers at province scale to have suitable policy during rice crop 
season [10]. At field scale, almost farmers based on individual experience and  
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recommendation messages from local government at district and province level to choose 
which kind of rice crops and fertilisation. However, BPH infestation rice area data are 
available at field scale and are more detail but not available at district and province scale, 
BPH infestation rice area information needed in upper scale are more general in meaning. 
Fig.1 illustrates information flows between administrative scales: 
 

 

Fig. 1. Scale schema at space and time 

Scaling is the transmission of information between scales [1] and scaling can help fill-
ing gap between one scale at which most information is willing and other scale at which 
most decisions concerning plans are made [3]. Aim of upscaling is to answer questions at 
scales that can not be solved directly, e.g. decision-makers at province scale no need 
micro information at field/commune scale but they need macro information from district 
scale to make long term provincial strategies and prediction in at least one 
week/month/season/year. Almost macro information at district and province scale are 
estimated by experience and knowledge of experts. Thus, an agent-based model [4],[6] is 
necessary to capture real world objects: decision-maker, researcher, farmer, BPH, etc as 
agents and to make linkages through reports, experiences and feedbacks between agents 
for assessing BPH infestation rice area. This paper attempts to describe a model using 
agent-based and upscaling approach to assess BPH infestation rice area in the hierarchy 
in Fig.1 from field/commune scale to province scale. The paper is structured as follows: 
section 2 proposes MSMEKO model using agent-based and upscaling approach, section 
3 presents results and discussion and section 4 draws conclusion. 

2 MSMEKO Model Using Agent-Based and Upscaling Approach 

MSMEKO model is built on GAMA platform [7]. GAMA supports GIS tools to 
design spatial environment for agents, status of agents can be explored during 
simulation. Active agents such as decision-maker, BPH, rice have attributes and 
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actions (Fig.2), other passive agents could be weather and spatial objects from GIS 
data (province, district, commune). Relationship lines in Fig.2 determine possible 
inheritance and interactions among agents. A land use GIS map data is loaded into 
simulation environment, agents like province, commune and district will be created 
automatically with attributes: code, name, area and coordinates. Because of time and 
large memory consuming while simulating for each BPH individual in land use GIS 
map, a group of BPHs could be considered as an agent and automatically updates 
number of eggs, nymphs, adults and number of invading adults to other group agents 
at each simulation step. Real world objects in the Mekong Delta region are 
represented as agents in computer model in the following table: 

Table 1. Decision-maker, insect, vegetation and environmental components 

Agent name Description 
Decision-maker and  
Organization 
Farmer 
 
PdecisionMaker,  
DdecisionMaker,  
CdecisionMaker 

 
 
farmer make rice crops in the fields and represents household 
unit level 
officers are in charge of choosing and planning rice crop  
systems and other protection policies that help and improve crop 
production, e.g. Plant protection department in each level:  
province (P), district (D), commune (C)  

Environment 
Weather 
 
LightTrap 
 
LandUnit 
LandFarm 
Commune 
District 
Province 

 
weather variables and factors affecting BPH cycle life: rain-
fall, temperature, humidity, wind, …. 
a tool used to trap BPH adults, each commune has at least one 
light trap 
smallest land unit or a field to make rice crop 
a collection of LandUnits is owned by a farmer 
a collection of LandFarms is belong to commune 
a set of communes in a district 
a set of districts in a province 

Insect 
BPH 
 
 
 
GBph 

 
Brown plant hopper individual has biological characteristics  
and perceptions with environment. Growth of BPH depends on  
rice growth stages 
 
Group of Brown plant hopper in a rice field 

Vegetation 
Rice 

 
main crop is planted in the Mekong delta region 

 

Attributes and processes in each agent will be adapted during implementing phase. 
CdecisionMaker agent uses action report() to collect daily BPH density and BPH 
infestation rice area from sample rice fields and send weekly reports to Ddecision-
Maker agent at district scale, these reports are synthesized by action aggregate() and 
action report() to sent weekly to PdecisionMaker agent for decisions concerning agri-
cultural systems. This paper focused on aggregating/upscaling information function 
for conveying BPH infestation rice area infromation from CdecisionMaker agent to 
PdecisionMaker agent.  
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Fig. 2. UML static diagram of objects abstraction 

Table 2. BPH infestation levels 

BPH infestation level Legend Description (individuals/m2) Level 1 Light BPH density BPH density >0 and <1500 Level 2 Medium BPH density BPH density >=1500 and <3000 Level 3 Heavy BPH density BPH density >=3000
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To assess status of BPH infestation at commune scale, BPH infestation in the study 
[9] are classified into three levels: light, medium and heavy infestation (table 2). An 
example of BPH infestation levels at commune scale on day 01-July-2009 in Dong 
Thap province below: 

 

Fig. 3. Three BPH infestation levels on rice fields in Dong Thap province, on 01-July-2009 

Due to National technical regulation on surveillance methods of plant pests [11], 
model at field/commune scale and day time scale (Fig.4) is aggregating function of 
daily BPH density data at survey locations. Eq.1 computes BPH density (individu-
als/m2) information adi in each commune at ith level: 

∑
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1

1  

where: xk is number of BPHs at kth survey location, Si is total survey rice area (m2) 
having  ith level (table 2), hi is number of survey locations having ith level. 

BPH infestation rice area at ith level in each commune are modeled by:  

S
n

n
hac

i
i =)(  

with ni is number of survey locations having ith level, n is number of survey locations, 
S is total rice area of a commune, ci

 is BPH infestation rice area at ith level. 
In upscaling approach (Fig.4), at district scale, BPH infestation rice area information is 

aggregated from BPH infestation rice area information that is collected from field/ com-
mune scale within real land use GIS maps of regional scale. BPH infestation rice area of a 
district di at ith level is aggregated from BPH infestation rice areas of m communes: 

(1) 

(2) 
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This is also similar when aggregating BPH infestation rice area information from 
district to province level. 

 

Fig. 4. Upscaling BPH infestation rice area information from field to province scale 

An assumption in this paper is that there is relationships or influences between 
fields/communes and values w1, w2, w3, ...., wm can be considered as weights or influ-

ence factors, and values i
1c , i

2c , ...., i
mc are BPH infestation rice area obtained from m 

communes (Eq.2). Weighting function w is used to determine weight values with 
arameters that distinguish between communes, function w could be implemented in 
different ways according to problems. Choosing aggregating function i and function w 
requires discussion between decision-maker, researcher and farmer because results 
from upscaling procedure could be used as main reference for policy planning. Three 
kinds of popular questions about brown plant hopper problems are mostly needed by 
decision-makers at district and province scales as follows:  

(Q1). what is total BPH infestation rice area for each level (table 2) at  
district/province scale? 

(Q2). what is average BPH infestation rice area for each level (table 2) per 
district at province scale? 

(Q3). what is total BPH infestation rice area for each level (table 2) on  
summer-autumn rice crops in July at district/province scale? 

To solve questions, in MSMEKO model, three upscaling procedures are proposed to 
understand influence of weight values to process of aggregating BPH infestation rice 
area information, each procedure tries to answer a question:  

Scale 

Field/  
Commune 

Data 

Steps 

District 

Results 

Aggregating 

 

Model 

Results 

 

Aggregating 

(3) 
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Procedure 1. (question Q1): communes have the same influence each other, weight 
values are equal to value 1: 

mjw j ,...,2,1,1 ==    ==> ∑
=

=
m

j

i
j

i cd
1

 

m: number of communes in a district 

Procedure 2. (question Q2): weight values of each commune are equal to 
m

1 , BPH 

infestation rice area information at district scale is:  
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Procedure 3. (question Q3): because July not only is ending time of summer-autumn 
(SA) rice season but also is starting time of autumn-winter (AW) rice season, thus let 

i
AWj

i
SAj

i
j ccc ,, +=  is sum of BPH infestation rice area on SA rice crops and BPH 

infestation rice area on AW rice crops at ith infestation level, weight values 

are: AWjSAjj www ,, += . Total BPH infestation rice area at ith level in district di is:  
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,,,, **  

Function di in Eq.6 is non-linear function to solve questions like (Q3): 
 

    if rice season in question (Q3) is summer-autumn 
    
                            if rice season is autumn-winter. 
 
The model can be extended to region scale from province scale. For example, what is 
total BPH infestation rice area in a month/season in a certain region?. Agents Pdeci-
sionMaker, DdecisionMaker and CdecisionMaker could assess BPH infestation rice 
area information at each scale by using above aggregating functions as actions. 

3 Results and Discussion 

The MSMEKO model is experimented on land use GIS map, BPH density and BPH 
infestation rice area data in Dong Thap province in the Mekong Delta region, South of 
Vietnam. It was located in 10°07’14”-10°58’18” north latitude and 105°11’38”-
105°56’42” east longitude, at the average elevation of approximately 2 meters above 
sea level. There were 134 communes in 11 districts making rice crops during a year. 
The total area is 3246 km2 including 408.294 ha for farming rice crops and 245.044 
ha for doing other crops. Data used for simulation are daily BPH density and weekly 
BPH infestation rice area in communes on autumn-winter rice season in 2009.  

The results of aggregating BPH infestation rice area from commune to district scale 
are described in Fig.5 for upscaling procedure 1 (Eq.4), each circle with a color reflects 
BPH infestation rice area at different infestation levels (table 2). It is possibility for 
geographical mapping analysis (Fig.5) to help decision-makers detect BPH hot-spots 
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(large BPH infestation rice area) in communes or districts, e.g. heavy BPH infestation 
rice area in Sa Dec and Tan Hong district is very high in comparision with other dis-
tricts. In the 1st week (Fig.5), BPH infestation rice area in Lap Vo, Lai Vung and Chau 
Thanh district have the same circle perimeter of light and medium BPH infestation rice 
area although they have different rice crop areas, this helps decision-makers find out 
district groups or clusters having similar BPH infestation rice area. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Fig. 5. District BPH infestation rice area is 
upscaled from communes in Dong Thap 
province on the 1st week, July, 2009 using 
procedure 1 

Fig. 6. District BPH infestation rice area is 
upscaled from communes in Dong Thap prov-
ince on the 2sd week, July, 2009 using 
procedure 1 
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Fig. 7. Province BPH infestation rice area 
is upscaled from districts on the 1st week – 
July, 2009 with procedure 1. Fig. 8. Total BPH infestation rice area for each 
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In Fig.5, Huyen Cao Lanh district has light infestation rice area, after one week 
(Fig.6) this district occurs small medium and heavy infestation rice area.  

In the 2sd week of July (Fig.6), because almost districts finished harvesting sum-
mer-autumn rice crops and started autumn-winter rice season, Sa Dec district has low 
remaining rice area in ripening stage and BPHs migrate to other rice fields. Similarly, 
Fig.7 shows BPH infestation rice area at province scale is aggregated from BPH in-
festation rice areas at district scale. Total BPH infestation rice area (ha) at province 
scale using procedure 1 (Fig.8) denote that results from simulation and from estima-
tion reports have some differences, and LR1, MR1, HR1 are estimated results of total 
light, medium and heavy infestation (ha) from estimation reports [10]. 
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Fig. 9. Average BPH infestation rice area 
for each level at province scale, weekly, 
July-2009. L2, M2, H2 are average BPH 
infestation rice area of light, medium and 
heavy levels per district at province scale 

Fig. 10. Total BPH infestation rice area for 
each level on summer-autumn rice crops at 
province scale, weekly, July-2009. L3, M3, 
H3 are total BPH infestation rice area of light, 
medium and heavy levels at province scale 

 
Fig.9 shows weekly average BPH infestation rice area per district resulted from 

upscaling procedure 2 (Eq.5), results is rather fitted with infestation rice area indicator 
in estimation reports (LR2, MR2, HR2). In Fig.10, procedure 3 (Eq.6) shows that at 
the end of July summer-autumn rice season is mostly finished, BPH infestation rice 
area for this season descreased as rapidly as that in estimated reports at province level 
(LR3, MR3, HR3). An extension of upscaling from province scale could be applied to 
Mekong delta region scale that includes province agents in assessing BPH infestation 
rice area cover all province agents. Regional plant protection center bases on estima-
tion reports from provinces to have a general understanding on BPH infestation rice 
area of provinces and have more suitable policies between provinces. 

4 Conclusion 

MSMEKO model tried to use upscaling approach as a tool to simulate conveying 
BPH infestation rice area information from field to region scale and help understand 
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macro assessment information at region scale. Visualizing geographical maps like 
Fig.6 and Fig.7 is much difficult because of lacking data in reality at upper scale, thus 
upscaling methods are necessary to help understanding scale at which information are 
not available. Choosing an appropriate aggregating function at each scale requires an 
circle discussion process between three objects: decision-maker, farmer and research-
er. Along with experiences, decision-makers will make prediction, protection plans 
and send recommendation reports to farmers for improving rice crops. 
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Abstract. Rapidly growing collection of communication services is now 
available on the Internet. A communication service is a component in a server 
that provides capabilities to clients. Services available on the Internet include: 
WWW browsing and content retrieval services software distribution service. A 
common way to implement these services is to develop each one as a separate 
program and then compile, link, and execute each program in a separate 
process. However, this “static” approach to configuring services yields 
inflexible, often inefficient, applications and software architectures. The main 
problem with static configuration is that it tightly couples the implementation of 
a particular service with the configuration of the service with respect to other 
services in an application. In this paper we propose a system for dynamically 
configuring communication services. Server will invoke and manage services 
based on time stamp of service. The system will reduce work load of sever all 
services in executed by different threads based on time services are executed, 
suspended and resumed. Different patterns are used designing of service 
administration pattern that are reflective monitoring, strategy and thread per 
connection. This paper satisfies the properties of autonomic system: For 
monitoring use reflective monitoring, Decision making we use strategy pattern. 
Thread per connection is used of executing service in different thread. The 
pattern is described using a java-like notation for the classes and interfaces. A 
simple UML class and Sequence diagrams are depicted. 

Keywords: Design Patterns, Dynamic Services and Autonomic System. 

1 Introduction 

The Service administration design pattern decouples the implementation services 
from the time at which the services are configured into an application or a system. 
This decoupling improves the modularity of services and allows the services to evolve 
over time independently of configuration issues (such as whether two services must 
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be co-located or what concurrency model will be used to execute the services) [1]. In 
addition, the Service administration pattern centralizes the administration of the 
services it configures. This facilitates automatic initialization and termination of 
services and can improve performance by factoring common service initialization and 
termination patterns into efficient reusable components. 

Distributed computing applications grow in size and complexity in response to 
increasing computational needs, it is increasingly difficult to build a system that 
satisfies all requirements and design constraints that it will encounter during its 
lifetime. Many of these systems must operate continuously, disallowing periods of 
downtime while humans modify code and fine-tune the system [2]. For instance, 
several studies document the severe financial penalties incurred by companies when 
facing problems such as data loss and data inaccessibility. As a result, it is important 
for applications to be able to self-reconfigure in response to changing requirements 
and environmental conditions. 

This approach enables a decision making process to dynamically evolve 
reconfiguration plans at run time.  Autonomic systems sense the environment in 
which they are operating and take action to change their own behavior or the 
environment with a minimum effort. Every autonomic system having four properties 
that are monitoring, decision making, reconfiguration and execution, figure 1 will 
shows the autonomic system [5] 

 

                             
 

 

Fig. 1. Autonomic computing 

2 Traps and Pitfalls with the Common Solution 

Although the use of patterns like Reactor, Acceptor, and Connector improve the 
modularity and portability of the distributed time server, configuring communication 
services using a static approach has the following drawbacks [1]: 

Service Configuration Decisions Must Be Made Too Early in the Development 
Cycle: This is undesirable since developers may not know a priori the best way to co-
locate or distribute service components. For example, the lack of memory resources in 
wireless computing environments may force the split of Client and Clerk into two 
independent processes running on separate hosts. In contrast, in a real-time avionics 
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environment it might be necessary to co-locate the Clerk and Server into one process 
to reduce communication latency. Forcing developers to commit prematurely to a 
particular service configuration impedes flexibility and can reduce performance and 
functionality [1]. 

Modifying a Service May Adversely Affect Other Services: The implementation of 
each service component is tightly coupled with its initial configuration. This makes it 
hard to modify one service without affecting other services. For example, in the real-
time avionics environment Mentioned above, a Clerk and a Time Server might be 
statically configured to execute in one process to reduce latency. If the distributed 
time algorithm implemented by the Clerk is changed, however, the existing Clerk 
code would require modification, recompilation, and static relining. However, 
terminating the process to change the Clerk code would terminate the Time Server as 
well. This disruption in service may not be acceptable for highly available systems. 

System Performance May Not Scale Up Efficiently: Associating a process with 
each service ties up OS resources (such as I/O descriptors, virtual memory, and 
process table slots). This design can be wasteful if services are frequently idle. 
Moreover, processes are often the wrong abstraction for many short-lived 
communication tasks (such as asking a Time Server for the current time or resolving a 
host address request in the Domain Name Service). In these cases, multithreaded 
Active Objects or single-threaded Reactive event loops may be more efficient. 

3 Service Administration Design Pattern Template 

To facilitate the organization, understanding, and application of the adaptation design 
patterns, this paper uses a template similar in style to that used by Ramirez et al. [2]. 
Likewise, the Implementation and Sample Code fields are too application-specific for 
the design patterns presented in this paper. 

3.1 Pattern Name 

Service administration design pattern  

3.2 Classification 

Structural - Monitoring 

3.3 Intent 

System deals with service invocation and management, when client invoke service 
from existing services observer will observe and report to service class it initiate time 
stamp and assign clerk for service. Service will store in service repository it create 
separate thread for each process and manage service, if service not completed within 
time stamp then service will suspend for some time based on service class decision. 
When service class is available then service will resumed.   
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3.4 Motivation 

The Service Administration design pattern decouples the implementation of services 
from the time at which the services are configured into an application or a system. 
This decoupling improves the modularity of services and allows the services to evolve 
over time independently of configuration issues (such as whether two services must 
be co-located or what concurrency model will be used to execute the services). In 
addition, the Service Administration design pattern centralizes the administration of 
the services it configures. This facilitates automatic initialization and termination of 
services and can improve performance by factoring common service initialization and 
termination patterns into efficient reusable components. 

3.5 Proposed Design Pattern Structure 

A UML class diagram for the Service Administration Pattern can be found in  
Figure 2.  

Three design patterns are used for service administration design pattern that are 
Reflective monitoring, strategy and thread per connection pattern.  Client invoke 
service in service class, observer will observer invocation in service class then report 
invocation to service class based on the service class will choose appropriate time 
stamp and clerk for service. After assigning time stamp service stored in service 
repository.  Service repository will handle service based on thread per connection 
pattern; Pattern will create separate thread for each and every service. Each service is 
executed  in separate location clerk will observe service weather it finishes with in 
time or not, if service finishes with in time stamp then clerk will report results to 
client otherwise it report observation to service class. Service takes decision based on 
availability of time stamp if time is available then service is refused otherwise service 
is suspended [5]. Here three design patterns are satisfies all autonomic properties 
monitoring, decision making, reconfiguration and execution. Monitoring reflection 
monitoring is used for decision making strategy is used, executing thread per 
connection is used finally service class is reconfigured based on service results either 
refuse or suspend. Figure 3 will shows sequence diagram for service administration. 

3.6 Participants 

(a) Client 
Client class will invoke service in service class, client provide input to service 
administration system client will try invoke service that are there in service class, if 
service is there then it will invoke otherwise it get error message if service is there in 
service class after execution of service client will get result from service class [13]. 
(b) Service 
Service class will consists of service it is observed by observer class it will report 
based on invocation, based on observer it will allocate times stamp and clerk to 
service. After assign time stamp and clerk service is stored in service repository. 
Based on service result service class is reconfigured. 
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(c) Service Repository 
Service repository stores services that are invoked by client, repository will create 
separate thread for each client, if service is finished with in time stamp then it will 
report result to client otherwise it report service class, service class will take decision 
based on time stamp availability if time is available then it choose resume service 
otherwise they choose suspend service.   
(d) Time Stamp 
The Time stamp uses the Acceptor class to accept connections from one or more Clerks. 
The Acceptor class uses the Acceptor pattern to create handlers for every connection 
from Clerks that want to receive requests for time updates. This design decouples the 
implementation of the Time Stamp from its configuration. Therefore, developers can 
change the implementation of the Time Stamp independently of its configuration. This 
provides flexibility with respect to evolving the implementation of the Time stamp. 
(e)Clerk 
The Clerk uses the Connector class to establish and maintain connections with one or 
more Time stamp. The Connector class uses the Connector pattern to create handlers 
for each connection to a Time Server. The handlers receive and process time updates 
from the Time stamp. The Clerk class inherits from the Service base class.  
(f)Observer 
Observer will monitor service class for service invocation is service in invoked then 
observer will report service class about service invoking. Based on observer service 
class choose time stamp and clerk [13]. 
(f) Service Thread 
Service is executed in service thread in service thread clerk observes weather service 
is completed within time stamp or not, Based on result service class is reconfigured.  

Service Administration to configure and control a service: 
 Service initialization - provide an entry point into the service and perform 
   initialization of the service. 
 Service termination - terminate execution of a service. 
 Service suspension - temporarily suspend the execution of a service. 
 Service resumption - resume execution of a suspended service. 
 Service information- report information (e.g., port number or service name) that  
describes a service. 

3.7 Consequences 

The Service Administration design pattern offers the following benefits: 

Centralized Administration: The pattern consolidates one or more services into a 
single administrative unit. This helps to simplify development by automatically 
performing common service initialization and termination activities. In addition, it 
centralizes the administration of communication services by imposing a uniform set 
of configuration management operations. 

Increased Modularity and Reuse: The pattern improves the modularity and 
reusability of communication services by decoupling the implementation of these 
services from the configuration of the services. In addition, all services have a 
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uniform interface by which they are configured, thereby encouraging reuse and 
simplifying development of subsequent services. 

Increased Configuration Dynamism: The pattern enables a service to be dynamically 
reconfigured without modifying, recompiling, or statically relining existing code. In 
addition, reconfiguration of a service can often be performed without restarting the 
service or other active services with which it is co-located. 

Increased Opportunity for Tuning and Optimization: The pattern increases the 
range of service configuration alternatives available to developers by decoupling service 
functionality from the concurrency strategy used to execute the service. Developers can 
adaptively tune daemon concurrency levels to match client demands and available OS 
processing resources by choosing from a range of concurrency strategies. Some 
alternatives include spawning a thread or process upon the arrival of a client request or 
pre spawning a thread or process at service creation time. 

3.8 Related Design Patterns 

The intent of the Service Administration pattern is similar to the Configuration 
pattern. The Configuration pattern decouples structural issues related to configuring 
services in distributed applications from the execution of the services themselves. The 
Configuration pattern [1] has been used in frameworks for configuring distributed 
systems to support the construction of a distributed system from a set of components. 
In a similar way, the Service Administration design pattern decouples service 
initialization from service processing. The primary difference is that the 
Configuration pattern focuses more on the active composition of a chain of related 
services, whereas the Service Administration design pattern focuses on the dynamic 
initialization of service handlers at a particular endpoint. In addition, the Service 
Administration design pattern focuses on decoupling service behavior from the 
service’s concurrency strategies. 

The Manager Pattern [7] manages a collection of objects by assuming 
responsibility for creating and deleting these objects. In addition, it provides an 
interface to allow clients access to the objects it manages. The Service Administration 
design pattern can use the Manager pattern to create and delete Services as needed, as 
well as to maintain a repository of the Services it creates using the Manager Pattern. 
However, the functionality of dynamically configuring, initializing, suspending, 
resuming, and terminating a Service created using the Manager Pattern must be added 
to fully implement the Service Administration Pattern. 

3.9 Applicability 

Use the Service Administration design pattern when: 

• Services must be initiated, suspended, resumed, and terminated dynamically; 
        And 
• An application or system can be simplified by being composed of multiple 
         Independently developed and dynamically configurable services; or 
• The management of multiple services can be simplified or optimized by 
         Configuring them using single administrative unit.  
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4 Interfaces Definition for the Design Pattern Entities 

(a) Client: 
Client.java 
Public class Client 
{ 
   Public invoke( int serviced){} 
 } 
(b) Service: 
Service.java 
Public class service 
{ 
Public init(int serviced){} 
Public observe( obj){} 
Public suspend(int serviced, int   

clerkID){} 
Public refuse(int serviced, int 

clerkID){ } 
Public fini(int serviced, int clerkID) 

{ } 
} 
(c) Service repository: 
Serviecerepository.java 
Public class Serviecerepository 
{ 
Public Invokeservice(int ser){ } 
Public run(int ser, int clerk ){} 
Public store(int serID, int time){ } 
} 
d) Time stamp:  
Timestamp.java 
Public class Timestamp 
 

{ 
Public init(int serviceID){} 
Public fini(int serviceID){} 
} 
 
(e)Clerk: 
Clerk.java 
Public class Clerk 
{ 
Public init(int serviceID){} 
Public fini(int serviceID){} 
} 
 
(f)Observer:  
 Observer.java 
Public class Observer 
{ 

Public Leran(){} 
Public Update(){} 
Public Report(){} 

} 
 
 (f) Service thread: 
     Servicethread.java 
Public Servicethread 
{ 

Public run() 
{ 

      } 
} 
 

5 Profiling Results 

To demonstrate the efficiency of the pattern we took the profiling values using the 
Netbeans IDE and plotted a graph that shows the profiling statistics when the 
pattern is applied and when pattern is not applied. This is shown in figure 4. Here 
X-axis represents the runs and Y-axis represents the time intervals in milliseconds. 
Below simulation shows the graphs based on the performance of the system if the 
pattern is applied then the system performance is high as compared to the pattern is 
not applied. 
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Fig. 4. Profiling statistics before applying pattern and after applying pattern 

6 Conclusion 

This paper describes the Service Administration design pattern and illustrates how it 
decouples the implementation of services from their configuration. This decoupling 
increases the flexibility and extensibility of services. In particular, service 
implementations can be developed and evolved over time independently of many issues 
related to service administration. In addition, the Service Administration design pattern 
provides the ability to reconfigure a service without modifying, recompiling, or statically 
linking existing code. Based on proposed system existing system will upgrade their 
resources and their services. Proposed system also satisfies all properties of autonomic 
system like monitoring, decision making, and reconfiguration. Out future aim is to 
implement this paper in aspect oriented programming that satisfies all autonomic 
characteristics of autonomic system. 
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Abstract. Investigating the root causes of abnormal events is a crucial task for 
an industrial chemical process. When process faults are detected, isolating the 
faulty variables provides additional information for investigating the root causes 
of the faults. Numerous data-driven approaches require the datasets of known 
faults, which may not exist for some industrial processes, to isolate the faulty 
variables. The contribution plot is a popular tool to isolate faulty variables 
without a priori knowledge. However, it is well known that this approach 
suffers from the smearing effect, which may mislead the faulty variables of the 
detected faults. In the presented work, a contribution plot without the smearing 
effect to non-faulty variables was derived. An industrial example, correctly 
isolating faulty variables and diagnosing the root causes of the faults for the 
compression process, was provided to demonstrate the effectiveness of the 
proposed approach for industrial processes.  

Keywords: Fault detection and diagnosis, Principal component analysis, 
Contribution plots, Missing data analysis. 

1 Introduction 

In modern chemical processes, distributed control systems are equipped for regulating 
the processes, and the operating data are collected and stored in a historical database. 
However, information about process operations is hidden under the historical data. 
Therefore, it is more practical to develop methods that detect and investigate the root 
causes of process faults based on data-driven approaches, rather than to use other 
methods based on rigorous process models or knowledge-based approaches. Since the 
measured variables are correlated for a chemical process, principal component 
analysis (PCA) is a popular tool to extract the features of the process data that are 
applied to monitor the process variations. After a fault is detected, the faulty variables 
need to be isolated in order to diagnose the root causes of the fault. Contribution plots 
are the most popular tool for identifying which variables are pushing the statistics out 
of their control limits. Kourti and MacGregor [1] applied the contribution plots of 
quality variables and process variables to find faulty variables of a high-pressure low-
density polyethylene reactor. They remarked that the contribution plots may not 
reveal the assignable causes of abnormal events; however, the group of variables 
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contributed to the detected events will be unveiled for further investigation. 
Westerhuis et al. [2] introduced the confidence limits of the contribution plots to 
enhance the capability of identifying the behaviors of faulty variables departing from 
the normal operating condition (NOC). They reported that there must be a careful 
interpretation of the contribution plots, since the residuals of the PCA are smeared out 
over the other variables. Yoon and MacGregor [3] comprehensively compared model-
based and data-driven approaches for fault detection and isolation, and summarized 
that the contribution plots provide for the easy isolation of simple faults, but that 
additional information about operating the process is needed to isolate complex faults.  

Other than isolating faulty variables with contribution plots, fault isolation 
approaches have been conducted based on different groups of operating data. Raich 
and Çinar [4] built several PCA models using normal and abnormal process data. The 
detected faults are diagnosed by comparing the statistical distances and angles of the 
new data with each group of known event data. Dunia and Qin [5] developed the 
reconstruction-based approach to isolate faulty variables from the subspaces of faults. 
Yue and Qin [6] combined the statistics Q and T2 of PCA to develop an index that is 
minimized when isolating the faulty variables; therefore, a more feasible solution 
could be found than that from the original approach. The reconstruction-based 
contribution (RBC) [7] approach has been derived recently, and it was reported that 
RBC will not suffer the smearing effect, as the contribution plots of the PCA are 
enduring. In reality, the smearing effect of RBC can be observed when implementing 
the confidence intervals of the RBC plots. However, this type of approach, which 
constructs fault isolation models from the known event data, will induce an incorrect 
result when encountering a new fault. 

In order to identify the faulty variables for a new process fault, He et al. [8] used k-
means clustering to classify historical data into different groups. The pairwise Fisher 
discriminant analysis (FDA) was then applied to the normal data and each class of 
faulty data to find fault directions that were used to generate contribution plots for 
isolating faulty variables. Since their approach is only concerned with the variable 
directions between the classes of normal and faulty data, different classes of faults 
may have the same faulty variables, when the faulty classes spread in the same 
directions at different locations. Liu and Chen [9] used Bayesian classification to 
extract multiple operating regions from historical data. A fault identification index 
was derived based on the dissimilarities between normal and abnormal cluster centers 
and covariances. The faulty variables of new faults can be isolated by comparing the 
indices of the measured variables. However, isolating faulty variables by comparing 
the dissimilarities between normal and abnormal classes is based on a restrictive 
assumption that the faulty data can be formed into groups. Kariwalaa et al. [10] 
integrated the branch and bound (BAB) method with the missing variable approach of 
probabilistic PCA (PPCA) to locate faulty variables. The concept of the approach is 
similar to the reconstruction-based method, but the known event datasets are not 
needed. Since the BAB method searches for faulty variables by minimizing the 
monitoring statistic of PPCA, it can be expected that the solutions of the faulty 
variables will be inconsistent when the fault is propagating or when the controllers try 
to bring the process back to NOC. In the presented work, a contribution plot without 
smearing effect was derived. In this approach, it is not necessary to prepare the known 
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event datasets and the time-consuming task of continuously optimizing the mixed-
integer programming problem for every sampling data until reaching a stable solution 
is also not required. 

The remainder of this paper is organized as follows. Section 2 gives an overview of 
PCA and the contribution plots of statistics Q and T2. The proposed approach of the 
contribution plots without smearing effect to non-faulty variables is detailed in section 
3. In section 4, an industrial application is provided to demonstrate the effectiveness 
of the proposed approach for industrial processes. Finally, conclusions are given. 

2 Basic Theory 

2.1 Principal Component Analysis  

Consider the data matrix  ×m nR∈X  with m rows of observations and n columns of 
variables. Each column is normalized to zero mean and unit variance. The covariance 
of the reference data can be estimated as:  

  
( )

T T T1

1m
≈ = +

−
S X X PΛP PΛP  (1) 

where  Λ  is a diagonal matrix with the first K terms of the significant eigenvalues 
and P contains the respective eigenvectors. The Λ  and P  are the residual 
eigenvalues and eigenvectors, respectively. The data matrix X can be decomposed as: 
 T T ˆ= + = +X XPP XPP X E  with X̂  being the projection of the data matrix X onto 

the subspace formed by the first K eigenvectors, named the principal component (PC) 
subspace, and E being the remainder of X that is orthogonal to the subspace. 

Statistic Q is defined as a measure of the variations of the residual parts of data: 
 ( ) ( )T

T T TQ = − − = =x x x x xPP x xCx  where T≡C PP . In addition, another measure 

for the variations of systematic parts of the PC subspace is the statistic T2: 
 2 1 T T T 1 TT − −= = =xPΛ P x xDx tΛ t  where 1 T−≡D PΛ P  and t are the first K term 
scores. This is the Mahalanobis distance from the origin of the subspace to the 
projection of the data. The confidence limits of Q and T2 can be found in reference 
[11]. When a fault is detected by any one of above-mentioned statistics, the 
contribution plots provide a preliminary tool to isolate faulty variables without any 
prior knowledge of the fault. The contributions of Q for the ith variable can be written 

as:   ( )2Q
i ic = xCξ  where  iξ  is a column vector in which the ith element is one and the 

others are zero. The confidence limit for each contribution of Q has been derived in 
references [2]. Qin et al. [12] derived the variable contributions to T2 for the ith 

variable as ( )20 5.
ixD ξ , and also provided the confidence limits of the contributions. 

However, since the contributions of the statistics are transformed from the process 
variables through a matrix multiplication, the faulty variables may smear out over the 
other variables, which will mislead a diagnosis of the correct root causes of the faults. 
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2.2 Fault Isolation Based on Missing Data Approach  

Qin et al. [13] developed a sensor validation approach based on the reconstructed 
missing data. Each variable is validated in order to minimize the statistic Q when it is 
over its control limit. 

  

1

2 0 1
i k

n

i k ,i
ik x x

Q
x c , k ...n

x =≠

⎛ ⎞∂ = = =⎜ ⎟∂⎝ ⎠
∑  (2) 

where the ci,j is an element of the C. Rearranging the above equation, the 

reconstructed input can be obtained: 
  1 n

*
k i k ,i

i kk ,k

x x c
c ≠

= − ∑  where  *
kx  is the kth 

reconstructed input. Substituting the reconstructed input into the definition of Q, the 
statistic Q with the kth reconstructed variable can be written as: 
  

2
n n n

* * * *
k i j i , j k j j ,k k k k ,k

i k j k j k

Q x x c x x c x x c
≠ ≠ ≠

= + +∑∑ ∑ . The faulty variable was located by 

selecting the variable with the minimum of sensor validity indices (SVIs), which was 
defined as  *

k kQ / Qη =  for the kth variable [13]. 

Yue and Qin [6] suggested that T2 may be over its control limit when Q is 
minimized to reconstruct the faulty sensor. Therefore, they proposed a combined 

index as: 
 2

T
2

Q T

Q Tα α

ϕ ≡ + = xΦx ,   2Q Tα α≡ +Φ C D  where  Qα  and  2Tα  respectively 

are the (1-α) confidence limits of the statistic Q and T2. The combined index is 
minimized instead of the Q statistic and the reconstructed variable can be obtained as: 
 

0 1
i k

k x x

, k ...n
x

≠

⎛ ⎞∂ϕ = =⎜ ⎟∂⎝ ⎠
. The combined index with the kth reconstructed variable can 

be written as: 
  

2
n n n

* * * *
k i j i , j k j j ,k k k k ,k

i k j k j k

x x x x x x
≠ ≠ ≠

ϕ = φ + φ + φ∑∑ ∑ . 

3 Isolating Multiple Sensor Faults 

For a multiple sensor fault, the reconstructed variables can be written as:   T T =ξ Φx 0  

where 1 2 nf⎡ ⎤≡ ⎣ ⎦ξ ξ ξ ξ… , in which nf is the number of faulty variables and  iξ  is 

a column vector in which the ith element is one and the others are zero. The monitored 

variables can be decomposed as  ( )= + −x xη x I η , where η  is a diagonal matrix, in 

which the values of the diagonal elements are one for the faulty variables and zero for 
the non-faulty ones. Therefore, minimizing the combined index can be rewritten in 

the following form:   ( )T T T T= − −ξ Φηx ξ Φ I η x . The left-hand side of the equation 

contains the data to be reconstructed by the normal data in the right-hand term. The 
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data that to be reconstructed can be expressed as:  T T
nf=ηx ξx  in which xnf is the 

collection of the faulty variables. The reconstruction of the faulty variables can be 
obtained by the following equation: 

  ( ) ( )1*T T T
nf

−
= − −x ξ Φξ ξΦ I η x  (3) 

Since Φ  is a full-rank matrix,  ( )Tξ Φξ  is invertible. The reduction of the combined 

index (RCI) after the reconstructing the faulty data can be written as follows: 

  ( )( )( )TT* * *
nf nf nf nf nfϕ−ϕ = − −x x ξ Φξ x x  (4) 

Therefore, the fault isolation task is to find subset xnf from x to maximize the RCI, 
until the statistics Q and T2 are under the corresponding control limits, without the 
information from faulty variables. The contribution of RCI for the ith faulty variable 
can be defined as: 

  ( )( )
20 5T .RCI *

i nf nf ic ⎡ ⎤= −⎢ ⎥⎣ ⎦
x x ξ Φξ ξ  (5) 

The proposed approach first evaluates each RCI with a reconstructed variable and 
inserts the variable with the maximum RCI into xnf in the first step. Next, the RCIs are 
evaluated using the reconstructed data of a non-faulty variable and the selected faulty 
variables in xnf. The non-faulty variable with the maximum RCI is inserted into xnf. 
The steps of adding a new faulty variable into xnf is repeated until both statistics are 
under the corresponding control limits. The algorithm is summarized as follows: 

1. Set nf = 0 and xnf = ∅. 
2. For i = 1…n-nf, 

Reconstruct the data of  nf i nf∪ ∉x x x  using eq. 3 and evaluate the RCI 

using eq. 4. 
3. Add the variable with the maximum RCI into xnf and set nf = nf + 1. 
4. If the statistics Q and T2, without the information of the selected faulty 

variables, are still over their control limits, go back to step 2. 
5. Decreasingly sort the selected faulty variables according to the contributions 

of RCI using eq. 5 and retain the variables in xnf that sufficiently reduce the 
statistics Q and T2 under the corresponding control limits.  

Steps 2-4 of the algorithm guarantee eq. 4 to be a monotonically increasing function 
with the number of selected faulty variables; therefore, the statistics monotonically 
decrease during iterations. The non-faulty variables, which may be selected in the 
early stage of the iterations under insufficient information about the faulty variables, 
are removed from xnf in step 5. When diagnosing the root causes of process faults, the 
selected faulty variables do not equally contribute to the faults. The contribution plots 
for the reduction of statistics can be used to find the faulty variables with the most 
contributions, as the contributions have been confined within the selected faulty 
variables and the fault magnitude will not smear over to the non-faulty variables. 
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4 Industrial Application 

The compression process was a 4-stage centrifugal compressor, equipped with an 
intercooler between stages to cool down the compressed air, as Fig. 1 shows. In order 
to reduce the shaft work, the compression ratio for each stage is maintained within a 
similar range, whereas the inlet temperature of each stage needs to be kept as low as 
possible. A detailed description of the process can be found in the previous study [9]. 
PCA was applied to the training dataset, in which the data of measured variables 
listed in Table 1 were collected for five days, and three PCs were retained by cross-
validation, which captured about 87% of the total variance. The process was 
monitored using the fast moving window PCA (FMWPCA) approach [14] with a 
five-day window size. The fault detection result is shown in Fig. 2, in which  
the abnormal events detected by the statistic T2 around day 1, 2.5 and 8.5 were due to 
the scheduled maintenances of the process equipments that could be disclosed from 
the operator log. However, the root causes of the process fault detected by the statistic 
Q after approximately the sixth day could not be unveiled by the log.   

Table 1. Measured variables for the compression process  

Measured Variable Description 

Fa (x1) Feed flow rate of air 
Pin, i (x2 – x5) Inlet pressure for the ith compression stage, i = 1…4 
Pout, i (x6 – x9) Outlet pressure for the ith compression stage, i = 1…4 
Tin, i  (x10 – x13) Inlet temperature for the ith compression stage, i = 1…4 
Tout, i (x14 – x17) Outlet temperature for the ith compression stage, i = 1…4 
Tc  (x18) Inlet temperature of the cooling water 
Tc, i  (x19 – x21) Outlet temperature of the ith intercooler, i = 1…3 

The statistics after removing the faulty variables (FVs) is also shown in Fig. 2. It 
demonstrates that the proposed approach guarantees the statistic Q and T2 under 
their control limits after removing the FVs. The normalized contribution plot of RCI 
is shown in Fig. 3(a) that indicates the major faulty variables after the sixth day was 
x15, which is the outlet temperature of the second compression stage. The fault 
isolation results using the contribution plot of Q is displayed in Fig. 3(b), in which 
each contribution was normalized with the corresponding 99% confidence limits. 
Although Fig. 3(b) indicates that x15 was one of the most significant faulty 
variables; however, the fault magnitude was smeared over to the non-faulty 
variables. Comparing the results of Fig. 3(a) and 3(b), the smearing effect of the 
traditional contribution plots is effectively eliminated using the proposed approach. 
Figure 3(c) shows the RBC of Q normalized with the corresponding 99% 
confidence limits that is exactly same with Fig. 3(b). Since the RBC of Q and the 
traditional contribution plots of Q differ only by a scaling coefficient, which 
appears in the leading part of the control limits of RBC, the normalized RBC would 
be identical to the normalized contribution plots. 
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Fig. 1. Air compression process flow diagram  
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Fig. 2. Process monitoring using FMWPCA 

For diagnosing root causes of the fault after the sixth day, the measured and 
reconstructed data of x15 are shown in Fig. 4(a) in which the measurements were lower 
than the reconstructed data during the period that the fault was detected. Comparing these 
lower temperature data with the normal operating data, it can be found that the variations 
of faulty data were still under the range of normal operation. Therefore, the statistic Q 
detected the fault due to the variable correlation changes. For each stage of a centrifugal 
compressor, the compression efficiency, which can be evaluated from the inlet-outlet 
temperatures and pressures, is an important index to evaluate the operating performance 
of the compression stage. Since the compression efficiency is reversely proportional to 
the discharge temperature of the stage, it can be expected that the faulty data of x15, which 
is the outlet temperature of the second stage, would mislead the compression efficiency 
of the second stage being too high. Figure 4(b) compares the compression efficiencies of 
all stages. The figure shows that the second stage’s efficiency extremely fluctuated after 
the fault had been detected; therefore, it can be concluded that the root cause of the 
detected fault was the sensor unreliability of the second stage’s outlet temperature. 
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Fig. 3. Comparing the fault isolation results, (a) the proposed approach, (b) contribution plots of Q 
normalized with the corresponding 99% confidence limits, (c) the RBC of Q normalized with the 
corresponding 99% confidence limits  
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Fig. 4. Diagnosing root causes of the fault after the sixth day, (a) comparison of the measured 
and reconstructed data of x15, (b) comparison of compression efficiencies for all stages  

5 Conclusions 

The presented work developed a contribution plot without the smearing effect to non-
faulty variables. The proposed approach was shown to have the capability of isolating 
multiple sensor faults without predefined faulty datasets. Since the resolution of 
predefined faulty datasets would be deteriorated due to the time-varying nature of 
industrial processes, it is not practical to isolate faulty variables based on the historical 
event lists of an industrial process. In the industrial application, the fault isolation results 
using the contribution plots of RCI were more precise than the solutions found using the 
traditional contribution plots. In addition, it was demonstrated that the normalized RBC 
of Q is equivalent to the traditional contribution of Q normalized with the corresponding 
control limits; therefore, the RBC approach still suffers the smearing effect when 
encountering a new fault. The results show that the predefined faulty datasets are not 
necessary for the proposed approach; in addition, the smearing effect of the traditional 
contribution plots is also eliminated. 
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Abstract. In the paper problem of planning training protocol with tak-
ing into account limitations on the training intensity due to the health
problems of the exerciser is considered. In the first part of the work short
introduction to existing solutions in the area of eHealth applications is
given. Next, architecture of the eHealth system to support exerciser train-
ing is discussed. The main functionalities of proposed system are pointed
out and challenges are highlighted. The concept of context-awareness and
personalization is stressed. At the end the problem of model based opti-
misation of the training protocol is formulated.

Keywords: eHealth, medicine, sport science, modelling, decision suport
systems, wireless technologies.

1 Introduction

Putting together wireless sensor network technologies with system analysis
techniques in distributed computing environment effects useful and powerful
tool capable to put into practise in various areas such as industry, healthcare,
sport, emergency management and entertainment. Such systems operating in
distributed environment can be composed of huge amount of sensing nodes (e.g.
Bluetooth or ZigBee interfaces) with wireless transceivers, computational units
i.e. servers and remote nodes to presents results of computing. Moreover these
systems must be capable to transfer and process giant volume of data generated
by any number of users access nodes. It must be stressed that in many cases
(it is conditional upon application area) collected data must be processed in
real-time. Additionally, in order to improve quality of usability in user’s point of
view it is necessary to assure access to systems functionalities anytime and any-
where. It means that in provided systems among other things seamless handover
mechanism must be implemented. This mechanism keeps continuous Internet
connectivity even sudden change of network occurred and it is implemented in
mobile IP protocol. There are two version of mobile IP i.e.: for IPv4 and IPv6.
Mobile IP for IPv6 based on its version for IPv4 but many improvements have
been made. Therefor the first one is strongly recommended for modern systems
based on wireless technologies [8].
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According to WHO (World Health Organisation) chronic disease such as dia-
betes, cardiovascular diseases are the leading cause of death. In 2004 an estimated
3.4 million of people died from consequences of high blood sugar. Cardiovascu-
lar disease was cause of death for 17.1 million people in 2004. It was 29% of all
global deaths [15]. Risk factors for diabetes (Type II) and other chronic disease
such as cardiovascular disease are e.g. unhealthy diet and low level of physical
activity. They affect decreasing people’s health and usually leads to increasing
costs of healthcare. Some of these costs can be reduced by delivering tools which
are able to promote healthy lifestyle and supporting healthy diet habits.

Recently researchers as well as companies have been grown their efforts to-
wards pervasive systems takes the advantage of wearable sensing devices and
wireless sensor networks to elaborate easy-to-use systems to support manage-
ment and monitoring of healthy lifestyle. Usually such platform are composed of
sensing devices operates with Bluetooth and ZigBee interfaces. They are helpful
to design sensing platforms that are comfortable to use and not bothersome.
Depending on used sensing devices the platforms are called BAN (Body Area
Network) or PAN (Personal Area Network). Both BAN and PAN are connected
with gateway facilitates transfer sensed data through Internet to server (compu-
tational unit) and/or other user’s access devices.

2 eHealth Systems: State of the Art

On the market few different commercial equipments to wireless sensing of physio-
logical and kinematic data are produced e.g. by Zephyr Technology and Shimmer-
Research manufactures. The first one is a developed construction produced with
Bluetooth interface and has ability to sense following physiological signals: heart
rate, breath rate, temperature, ECG and others such as acceleration. The second
product is open and is still under development but many successful applications
has been reported by both researchers and engineers teams [7], [9], [11]. Technical
documents offered by Shimmer Research manufacturer can be used to design var-
ious sensing systems to be applied in various eHealth areas. Configuration of the
platform and applied sensors depends on application. It means that, for example,
platform for athletes and its configuration can be different from the platform for
monitoring old and impaired people. Shimmer Research offers following sensors:
ECG (Electrocardiography), EMG (Electromyography), GSR (Galvanic skin re-
sponse), Acceleration, Gyroscope, GPS etc.

The second group of products, interesting for engineers and designers of
systems to support healthy life style, are devices to measure blood glucose level,
blood pressure and body weight. Conducted research of commercial systems
shows that many manufacturers of mentioned measuring units offer patients
web-based systems to manage their data. Main functionality of such systems
is to support transferring data from glucometer and blood pressure meter to
remote server by use of wireless technologies. Moreover, patients are allowed to
look through historical data. It is possible to make some simple processing of
gathered data. In cooperation with physician it may be fixed several kinds of
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events such as alarms or reminders e.g. about taking medicine. Described web-
based systems are offered among others by BodyTel, Entra Health Systems or
Lifescan [12],[13],[14]. They also provide glucometers with Bluetooth interface
or, like LifeScan, special adapters which allows to add Bluetooth interface to old
glucometers without such interface. It is very interesting and well suited solution
especially for elderly people.

On the other hand we credited prototypes in which many innovative solu-
tions are proposed. In [6] authors proposed a system which adds to contempo-
rary commercial systems some new functionalities. One of them is connected
with supporting a diet management, which is very important in the diabetes
therapy. The other functionality is an ability to predict a glucose level after an
insulin injection. To this end proposed system takes into account glucose level in
blood just before insulin injection and additionally historical data. In [3], [4] and
[5] models of glucose-insulin are proposed. It is another step forward enhance
knowledge on diabetic.

Some other example of the eHealth system for diabetes treatment is pre-
sented in [10]. This system includes controlling an insulin pump. Utilisation of
the insulin pump is very interesting and it can lead to very innovative and useful
solutions but so far there are many technical problems related to their employ-
ment in medical application.

3 Architecture of the eHealth Systems

Wearable sensors to acquire human physiological and kinetic data and portable
devices like cellular phones and smart phones became more and more available.
Mentioned above company Zephyr Technology offers ready to use equipments in
low price. It takes effect that users start to carry these devices on their body
and around their body. Because most of these devices have wireless links such
as Bluetooth or ZigBee it is possible to connect them in order to create Body
Area Networks or Personal Area Networks. Then, sensed data from user and
his/her environment can be transferred via the gateway nodes to server. On the
server site data are processed and the results are making accessible to mobile
client. Mobile client is usually used by supervisor to monitor the process man-
agement. In the area of interests i.e. healthcare and wellness applications by the
process management we mean the management of treatment or sport training
respectively. In the first case the application is designed for physician and in the
second one it is intended for sport trainer.

Taking into account mentioned above elements i.e. wireless sensing units,
servers and mobile client it is possible to build distributed computational envi-
ronment for both medical and wellness applications.

Proposed architecture (see Fig. 1) is three-tier architecture composed of data
acquisition tier (BAN, PAN); data processing and support for decision making
tier and the last one which is presentation tier. The first tier is wireless sen-
sor network that is composed of sensing units that are placed on human body
and his/her environment. Each user of the system can use several sensing units.
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Mobile clients
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Server

Supervisor #1

Internet
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Body Area Network
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device #3device #1 device #2

Data base

Supervisor #2

Fig. 1. General system architecture for healthcare and wellness

Sensed data can be pre-processed on personal server such as smart phone or cel-
lular phone and then transferred to server through Internet. It is worth stressing
that smart phones and/or cellular phones play two different roles in proposed
system. First of them is related to pre-processing of collected data from BAN
and PAN. The second one is to provide connection between users wireless sensor
networks and remote server through Internet. Personal server that runs on cellu-
lar phone or smart phone can be applied only to the tasks which are simple and
they are not demanding complex calculations. This unit can be used to manage
sensor units consist of BAN or PAN as well.

The central element of the system is second tier with computational units
such as servers. On the server site suitable application that provides set of func-
tionalities is running. Architecture of the application allows to configure it and
build problem-oriented scenarios. It means that it is possible to choose data
processing, supporting decision making and presentation components. These
components are used to design well-suited scenarios for certain healthcare or
wellness problem. Because of different nature of the sensed signal and problems,
different data processing methods may be used. For example, in simple appli-
cation only signal filtering algorithms are applied. Sophisticated problems may
require applied mathematical model. Thus it might be necessary to use estima-
tion algorithms which were usually time consuming. More complex problems,
to be solved, in many healthcare or wellness applications are connected with
pattern recognition and supporting decision making. In such tasks feature ex-
traction and selection must be solved first, then classification problem can be
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accomplished. Supporting decision making algorithms typically based on model
or/and pattern recognition. They are demanding problems composed of model’s
parameters estimation, learning and classification algorithms. The another ele-
ment of the second tier is data base or streaming data base. They are used to
store sensed signal, prepared learning sets, estimated model’s parameters and
results of decision making.

The last tier of the system is presentation tier and its main feature is vi-
sualising (e.g. charts) and reporting (e.g. tables) results of data processing and
supporting decision making. In Fig. 2 architecture of application has been pre-
sented.

Data Processing and Support for Decision Making Tier

Data base

Data Acquisition Tier

sensor #nsensor #1 sensor #2

Presentation Tier

ReportsCharts

... device #mdevice #1 device #2 ...

Feature extraction
algorithms

Feature selection
algorithms

Classification
algorithms

Signal filtering
algorithms Estimation algorithms

Fig. 2. Application architecture for healthcare and wellness

3.1 Proposed Architecture: Benefits Achieved

In the previous section we have stressed that some of the system’s feature are
simple and some of them are sophisticated. Methods and algorithms constitute
the second group of features are more computational demanding. But applied
them in our application we had gain new and useful features which would impact
on user comfort and improve quality of usability.

One of the profit provided by proposed architecture is context-awareness.
Estimating user’s context is possible by make use of BAN and PAN and by
fusion of data from sensing units. The context information are very useful to
understand condition of user, his/her location and environment. It can be helpful
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for supporting decision making. It means that we have a tool which helps us to
improve quality of support for decision making by taking advantage of user’s
state, recognition of daily activities, his/her behaviour and environment.

The second advantage which is considered in this work and come out of pro-
posed architecture to process data from large amount of sensing units which
are placed on user’s body and his/her environment is personalisation. In pre-
vious section problem of parameter’s estimation of model has been discussed.
Mathematical model can help us to extract knowledge on considered process or
object from acquired data. Then it can be used to predict the future behaviour,
activities or actions of the specific user and it helps to improve management of
network and computational resources.

4 System Analysis in Healthcare and Wellness: Case
Study

Since large volume of measurement data may be sent to computer centers and
processed in a real-time, advanced processing algorithms may be performed on
the data. Now, we describe the application scenario from the system modeling
and analysis viewpoint.

The eHealth system is employed to acquire and deliver data and signals for
system identification, optimization and control. Among many functionalities, one
of it’s role is to support management of dynamic exercise intensity. The following
stages of data processing take place:

– measurement data acquisition,
– parameters of the exerciser’s model estimation,
– model based optimization of the training protocol (planning),
– training support by the control algorithm.

Depending on the sport discipline, different training goals may be formulated.
We focus our attention on footrace, where all stages of data processing men-
tioned before are present. The goal of footrace is to run a given distance in a
shortest time. Moreover, some limitations on the training intensity may be in-
troduced due to the health problems of the exerciser. Typical health problems
include: cardiovascular diseases, obesity and diabetics. In case of exerciser having
cardiovascular problems or obesity, the heart rate must be monitored to prevent
such incidents as fainting, heart attack and brain stroke. In case of diabetic, it
is crucial to keep blood glucose level within the normal range, [5]. This task
requires the use of glucometer to measure blood glucose level. Proposed eHealth
system provides a unified framework for processing data acquired by body sen-
sors of different types. This simplifies the design of algorithms, since all data are
available in a unified manner.
Measurement Data Acquisition. In the basic setting, two variables are mea-
sured in a real-time: speed and heart rate. Advanced setting includes measure-
ment of blood glucose level before and after the exercise.
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Parameters of the Exerciser’s Model Estimation. The model describes
relation between the heart rate and exercise intensity. Increasing heart rate allows
the cardiovascular system to deliver more blood and oxygen to active muscles.
The model takes into account short-term and long-term effects of exercises. It
has the form of nonlinear set of differential equations, [1]:

x′
1(t) = −a1x1(t) + a2x2(t) + a2u

2(t) (1)

x′
2(t) = −a3x2 + φ(x1(t)) , (2)

y(t) = x1(t)

where
φ(x1) =

a4x1

1 + exp(a5 − x1)
, (3)

where x1 is heart rate change from the rest (resting heart rate), u denotes speed
of the exerciser, x2 may be considered as fatigue, caused by such a factors as: –
vasodilation in the active muscles leading to low arterial blood pressure, –
accumulations of metabolic byproducts (e.g. lactic acid), – sweeting and
hyperventilation. Parameters a1, . . . , a5 take nonnegative values.

Values of these parameters are obtained by the estimation procedure, with
use of data measured from few experiments. Typical training protocol involves
step-like functions u(t) that determine length of the resting (zero speed), the
exercise (high speed) and the recovery (walking or resting) periods (see Fig. 3).

For different training protocols, the heart rate profiles are registered and iden-
tification algorithm is applied to obtain values of parameters a1, . . . , a5 (see
Fig. 4). Note the presence of unmeasurable variable x2(t) within the subsystem
modeling fatigue (the block at the bottom in Fig. 4). In order to handle identifi-
cation of such a closed-loop nonlinear system, numerical optimization algorithm
must be employed (in the work [2], where the treadmill is used to control speed,
authors employ the Levenberg-Marquardt procedure). It is reasonable to make
use of stochastic search methods, such as Simulated Annealing.

u
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exercise

resting
timeexercise

Fig. 3. Typical training protocol
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Fig. 4. System identification

Denoting x = [x1 x2]
T

and a = [a1 . . . a5]
T

, we may write the model
equations (1)–(3) in a compact form:

x(t) = Φ (x(t), a;u(t)) . (4)

Model Based Optimization of the Training Protocol (Planning). The
role of proposed eHealth system is to manage, store, utilize and adjust mathe-
matical models of exercisers. With use of the model adjusted to the exerciser,
optimal training protocols are generated and actuated.

For a given: – distance D to run, – the model of exerciser, – fatigue limit
xmax
2 of exerciser (after this upper bound is exceeded, exercisers terminates a

race), the task is to find such a training protocol u∗(t), for which a desired
distance is completed in a shortest time T ∗. If necessary, we may take into
account additional requirements concerning upper bounds for the heart rate
(xmax

1 ), heart rate change (Δxmax
1 ) and lower bound for blood glucose level Gmin

during exercise.
Performance index Q is the function:

T = Q (u(t), D) (5)

and it is solution of the equation:

D =

∫ T

0

u(t)dt (6)

with respect T , for given D and u(t). Fatigue constraint has the form:

max
0≤t≤T

x2(t) ≤ xmax
2 , (7)
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where x2 is related to u(t) by the model equation (4). If we want to force the
exerciser to do his best, we may require, that the highest fatigue occurs at least
at the end of the race:

x2(T ) = xmax
2 . (8)

Moreover, the exerciser can not run faster than umax, due to the fitness level:

max
0≤t≤T

u(t) ≤ umax. (9)

Additional requirements for people having cardiovascular problems may be in-
cluded:

max
0≤t≤T

x1(t) ≤ xmax
1 , (10)

max
0≤t≤T

d

dt
x1(t) ≤ Δxmax

1 , (11)

and for diabetic:
max
0≤t≤T

G(t) ≤ Gmin, (12)

where G(t) is predicted track of blood glucose level, worked out from the model
described in the work [5].

To sum everything up, for the basic setting (involving constraints (7)–(9),
optimal training protocol u∗(t) is solution of the following optimization task:

u∗(t) = arg min
u(t)∈U

Q (u(t), D) , (13)

where U is the space of all possible function u(t) and the shortest time for the
training protocol u∗(t) is:

T ∗ = Q (u∗(t), D) . (14)

Inequality constraints ψ(u(t), Φ) ≤ 0 in the vector notation are:

max
0≤t≤T

[
x2(t)
u(t)

]
≤

[
xmax
2

umax

]
, (15)

where x2(t) is derived from the model Φ (equation (4) and there is one equality
constraint g(u(t), Φ) = 0:

x2(T ) = xmax
2 . (16)

As stated before, the space U of all possible functions u(t) is limited to compo-
sition of step-like functions, as shown in Fig. 4. The process of training protocol
design may be simplified by parametrization of the function u(t). Parameters
should define: length of the periods (resting, exercise and recovery) and associ-
ated speeds (recovery period has zero speed by default). The order of periods
determine their start and stop time instants. It is also possible to assign a prede-
fined speed to each period, which stems from the fact, that people walk and run
with their characteristic speeds. Parametrization makes optimization easier, but
introduces the problem concerning the total number of parameters describing the
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solution u(t). Since the footrace is completed after the distance D is done, the
number of parameters may vary, depending on values of parameters. Thus, only
optimization methods that may perform search the space with varying number
of dimensions, such as Simulated Annealing or Evolutionary Algorithms, may
be applied.

Training Support by the Control Algorithm. The training protocol u∗(t)
obtained by the optimization algorithm must be actuated. The exerciser is ex-
pected to follow this protocol. We have to support the exerciser in switching
between exercise, resting and recovery periods in proper time and in maintain-
ing the correct speed during these periods. This may be applied using voice
commands uttered by the smartphone (e. g. ’run faster’, ’slow down please’) or
by modifying music volume (if the exerciser likes to listen to the music). In the
former case, we have on/off controller and in the second case there are many
control actions that may be applied (but the space of control actions is still
discrete).

The simplest control system structure possible is depicted in Fig. 5.

 

  

 

 

 

 

Fig. 5. Control system

Optimization algorithm takes the model Φ, performance index Q, parameters
D and xmax

2 and produces the best training protocol u∗(t). The training pro-
tocol is accomplished by the exerciser with the aid of feedback controller (e. g.
PID controller), which generates signals μ(t) (e. g. voice commands) in order to
maintain the proper speed. Cardiovascular system response y(t) is measured by
the pulsometer and it may be further used to satisfy another training goals and
requirements (e. g. keeping the heart rate within safe interval). In such a case
we would obtain a hierarchical control scheme. We may also react to differences
between the measured heart rate profile y∗(t) and the profile y∗(t) predicted by
the model Φ. If there are significant differences, this means that it is very likely
that the exerciser will not manage the optimal training protocol. Then it would
be better to redesign the protocol by some adaptation procedure.
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5 Summary

In the work a eHealth system to support planning training protocol for exerciser
are presented. In order to solve introduced problem the system for distributed
computing environment based on PAN and BAN and remote server is proposed.
Benefits of the proposed architecture which are discussed in details are context-
awareness and concept of personalisation. As it was stressed they impact on
quality of usability of the system and improve management of network and
computational resources.

Introduced eHealth system is employed to acquire and deliver data and signals
for e.g.: identification, optimisation and control/management. In this work prob-
lem of support management of dynamic exercise intensity for proposed system
is formulated. To this end relationship between heart rate and exercise intensity
is applied. At the end possible solution by use of PID controller is discussed.

Acknowledgments. This work was partially supported by the European Union
from the European Regional Development Fund within the Innovative Economy
Operational Programme project number POIG.01.01.02-00-045/09-00 ”Future
Internet Engineering”.

References

1. Cheng, T.M., Savkin, A.V., Celler, B.G., Su, S.W., Wang, L.: Nonlinear Modeling
and Control of Human Heart Rate Response During Exercise With Various Work
Load Intensities. IEEE Trans. On Biomedical Engineering 55(11), 2499–2508 (2008)

2. Cheng, T.M., Savkin, A.V., Celler, B.G., Su, S.W., Wang, L.: Heart Rate Regula-
tion During Exercise with Various Loads: Identification and Nonlinear Hinf Control.
In: Proc. of the 17th World Congress of The International Federation of Automatic
Control, pp. 11618–11623. IFAC, Seoul (2008)

3. Dalla, M.C., et al.: GIM, Simulation Software of Meal Glucose-Insulin Model. Jour-
nal of Diabetes Science and Technology 1, 323–330 (2007)

4. Dalla, M.C., et al.: Meal Simulation Model of the Glucose-Insulin System. IEEE
Transactions On Biomedical Engineering 54, 1740–1749 (2007)

5. Dalla, M.C., et al.: Physical Activity into the Meal Glucose-Insulin Model of Type
1 Diabetes: In Silico Studies. Journal of Diabetes Science and Technology 3, 56–67
(2009)

6. Grandinetti, L., Pisacane, O.: Web based prediction for diabetes treatment. Future
Generation Computer Systems 27, 139–147 (2011)

7. Greene, B.R., McGrath, D., O’Neill, R., O’Donovan, K.J., Burns, A., Caulfield,
B.: An adaptive gyroscope-based algorithm for temporal gait analysis. Journal of
Medical And Biological Engineering And Computing 48, 1251–1260 (2010)

8. Johnson, D., Perkins, C., Arkko, J.: RFC: 3775. Mobility Support in IPv6. Tech-
nical report, Network Working Group (2004)

9. Lornicz, K., Chen, B., Challen, G.W.: Mercury: A Wearable Sensor Network
Platform for High-Fidelity Motion Analysis (2009)



System Analysis Techniques in eHealth Systems: A Case Study 85

10. Mougiakakou, S.G., et al.: SMARTDIAB: A Communication and Information
Technology Approach for the Intelligent Monitoring, Management and Follow-up
of Type 1 Diabetes Patients. IEEE Transactions on Information Technology in
Biomedicine 14, 622–633 (2010)

11. Twomey, N., Faul, S., Marnane, W.P.: Comparison of accelerometer-based energy
expenditure estimation algorithms. In: 4th International Conference on Pervasive
Computing Technologies for Healthcare (PervasiveHealth), pp. 1–8. IEEE Press,
Munich (2010)

12. BodyTel, http://www.bodytel.com
13. LifeScan, http://www.lifescan.com
14. MyGlucoHealth, http://www.myglucohealth.net
15. World Health Organization, http://www.who.int



 

J.-S. Pan, S.-M. Chen, N.T. Nguyen (Eds.): ACIIDS 2012, Part I, LNAI 7196, pp. 86–101, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Detection of Facial Features on Color Face Images 

Hsueh-Wu Wang1, Ying-Ming Wu2, Yen-Ling Lu3, and Ying-Tung Hsiao1 

1 Department of Electrical Engineering, Tamkang University,  
25137 Taipei, Taiwan 

2 Department of Digital Technology Design, National Taipei University of Education,  
10671 Taipei, Taiwan 

3 Central Personnel Administration, Executive Yuan, 
10051 Taipei, Taiwan 

{hwwang,ythsiao}@tea.ntue.edu.tw 
wuym@pchome.com.tw 
anny@cpa.gov.tw 

Abstract. This paper proposes a solution algorithm to locate the facial features 
on the human face images. First, the proposed algorithm determines the face 
region based on skin-tone segmentation and morphological operations. Then, 
we locate the facial features (i.e. brows, eyes, and mouth) by their color 
information. Finally, this algorithm set the shape control points based on the 
Facial Animation Parameters in the MPEG-4 standard on the located facial 
features. Results of experiments to the face images show that the proposed 
approach is not only robust but also quit efficient.  

Keywords: Eye detection, face detection, face recognition, image processing. 

1 Introduction 

Detection of facial features is a major concern in a wide variety of applications such 
as human computer interaction, facial animation, facial expression, face recognition, 
and face image database management. Facial features extraction is nothing but 
identifying exact location of different features on face which include detection of 
eyes, brows and mouth etc. Among the various facial features, eyes, brows and mouth 
are the most prominent features in many applications. Specifically, eyes play an 
important role for the analysis on facial images. Hence, it is advantageous to locate 
eyes before the location of other facial features for detecting the facial features. After 
detecting eyes, the location of other facial features can be estimated by the eyes 
location. 

Ahn and Ozawa developed a method based on estimation of muscular contraction 
parameters from facial feature points for generating facial expressions [1]. Zhang et 
al. located the facial features by defining subareas for facial features and comparing 
the geometry between these subareas for facial expression synthesis [2]. Song et al. 
proposed the skin deformation parameters based on the color changes regarding the 
corresponding area of the facial features [3]. [4-6] proposed the appearance methods 
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to detect facial features based on their photometric appearance [7-9]. Recently, more 
efficient methods have been introduced, e.g., the voting method by Lowe [10] and the 
statistical method by Weber [11]. Lowe has his own method for selecting and 
representing keypoints [10], but the applications of Weber’s approach in [12] utilize 
unsupervised descriptors by Kadir [13].   

This study utilizes color human face images for locating the facial features. Unlike 
other methods utilizing grey face images, color images contain more messages 
regarding the facial features to enhance the locating features. Color images are also 
good for various applications with improved result [13-17]. Therefore, to remove the 
effect coming from background or other objects of the non-face area, the first step is 
to divide the image into skin color and non-skin color areas so that the interesting 
areas of the face image can be cut from the imaged. This step can effectively reduce 
the computer burden and required follow-up of pixels. Also, the range of locating 
features can be limited in the area on the known color regions to improve the solution 
accuracy. 

This paper presents a locating algorithm to determine the positions of the facial 
features on the human face images. First, the proposed algorithm determines the face 
region based on skin-tone segmentation and morphological operations. Then, we 
locate the positions of brows, eyes, and mouth by their color and geometry 
information. Finally, this algorithm makes the control points by the Facial Animation 
Parameters in the MPEG-4 standard on the located facial features. 

The remainder of the paper is organized as follows. In section II, we briefly review 
the method of feature-based object detection and localization. Section III presents the 
proposed solution algorithm to locating the facial features. Section IV devotes to the 
experiments on the face database. The last section gives the conclusion. 

2 Proposed Method 

This study utilizes CbCr color space to build the criteria for segmenting skin colors. 
YCbCr is a family of color spaces used as a part of the color image pipeline in video 
and digital photography systems. Y is the luminance component and Cb and Cr are 
the blue-difference and red-difference Chroma components. YCbCr commonly used 
in television produced film, video, image compression, different image signal 
processing between devices. Sometimes known as YPbPr, is a non-absolute color 
space, which the three components that cannot be accurate to form a color, so the 
need to convert the RGB color components of YCbCr space to the corresponding 
value. According to the literature [18] and [16], there is not with direct relationship 
between the skin of distribution and brightness in YCbCr color space. If the 
brightness is considered as the index for color segmentation, the non-uniform 
brightness distribution may affect the results on verdict. Therefore, the luminance 
component can be removed, not included in the calculation. The detection on different 
ethnic skin color in CbCr space at the same time within similar color can also be [17], 
with considerable robustness. 

After the color image segmentation, the background due to other objects or light 
effects, there will be left a little under discontinuous and scattered blocks of varying 
size ratio on the images. If not dealt with these noises may conduct errors on the 
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process images and also will increase the computation complexity. Therefore, this 
step uses morphological image processing operation including dilation, erosion, 
closing, area fill, the regional clean, bridge, Spur and Majority computing [15] to 
remove irrelevant, redundant blocks and the gap on connection, to fill the outline of 
the slender gap and the missing link finer pixels. Morphology with swelling, erosion 
of basic operations are built and used interchangeably for the follow-up processes. 
The implementation of these operations needs elements of a rectangular structuring 
element for processing on the images. These operation are divided into binary and 
grays images computing. As the operations on the two kinds of images with different 
definitions, the following definitions of the operations are dedicated to the binary 
image with detailed description where Z is defined as two-dimensional integer space, 
A is the object image for processing, and B is the structural elements. 

The expansion opearation is defined as: A and B are two sets in the Z space, the B 
of A to B every time one direction along the center of the boundary moves along the 
perimeter of A, every move in all its original point for reflection and shift reflecting 
this z units, making the reflection of B and A overlap at least one element of the 
collection for utilizing the displacement of the B to A to expand the boundary. The 
shape and size of the structure element B can be defined as a rectangular or round and 
so on. Usually it is set in a 3 × 3 array as the smallest unit size with fill in the value 1 
for the direction of operation, the rest as 0. A swelling expressed by B as in equation 
(3-4) and (3-5). Assuming the structure element B with length and wide as 2d unit, 
A's wide and length as 2x unit, the expansion is executed after every point along the 
circumference of A against B, extension center, making the A's side into 2 (x + d) 
units, as illustrated in Fig. 3-1. 

 
structure element B         image A                                results of the expansion 

Fig. 1. The operation of expansion in Morphology 
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This experiment of this project utilizing the images with neutral expression instead of 
expression images because the positioning accuracy of the locating features will be 
affected by wrinkle on faces and the samples regarding expression images are not 
readily available. After segmenting face region image, the easily recognizable face for 
the eyes, eyebrows, mouth are set for the target features. These features was cut out 
and marked on their four corners of the right, left, upper and lower boundary points 
for the target. The choices of these boundary points are defined by reference to the 
MPEG-4 FAP feature points [19] and Song et al. [20] for locating the main affecting 
of the expression features as the action points. 

According to the literature [15, 21, 22], from the point of view of gray scale images of 
human faces, we can found that the gray scale value in the pupil and iris is usually lower 
than that of the surrounding skin color, i.e. the color in the gray-scale image would be 
more black. With this feature, the RGB color image (that the region has been previously 
cut) was converted to gray-scale image. By setting a threshold value, the gray-scale 
image was mapped into binary image for separating the eye area out from the image 
block. This study used a single threshold value to transfer the image into binary image. 
We set the initial value of the threshold value as T0, maximum Tmax, and a fixed 
increasing value Tstep. Between T0 to Tmax with the different thresholds to images for 
transferring into binary pattern, each value of pixels larger than the threshold value is set 
to white, the rest of the pixels set to black. There are (Tmax - T0) / Tstep sheets of image 
produced in this step. Then the establishment of rules is applied to analyze each image in 
the black area (i.e. below the threshold). By these rules, this process eliminates 
unnecessary blocks to determine which of the two regions may be the position of the eye. 
Its rules by two geometric position relationship building as follows: 

(1) The horizontal distance between the centers of the two eyes will be limited in a 
fixed-pixel range. 

(2) The vertical distance between the centers of two eyes will be limited within a pixel 
range. 

(3) The block size of two eyes with its length and width will be limited to a ratio of 
pixel range. 

After filter out the eyes of the candidate blocks, this algorithm use 2-D correlation 
coefficient to calculate the degree of similarity between blocks. Before calculating 
correlation coefficient, because two of the shape is symmetric, one of the blocks 
should be flipped for relatively high similarity. The 2-D correlation coefficient 
represents the similarity of two blocks, coefficient does not have a specific unit, and 
its value in the range of +1 to -1. Its value closer to 1, the relationship that the more 
similar for the two variables; otherwise closer to 0, indicating that two variables are 
less similar. The positive value of a 2-D correlation coefficient imply positive change 
of a variable with the other variables will also increase at the same time, i.e. a positive 
relationship between the two variables. The 2-D correlation coefficient with negative 
value represents an increase in one variable while the other variable will be reduced, 
in other word the relationship with reverse. It is noteworthy that the closer to 1 the 
value of a positive sign. 

The following rules are utilizing to locate the eye area: 
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(1) If r is greater than or equal to 0.5, the corresponding area can be identified as 
the eyes. 

(2) If r is less than 0.5 but greater than 0, the corresponding area can be identified 
as the eyes. 

(3) If r is less than or equal to 0, the corresponding area can be identified as the 
eyes. 

According to the eye location coordinates (Eye_C_XL, Eye_ C_YL; Eye_ C_XR, Eye_ 
C_YR) determined by the above rules, the position and the color relationships between 
the eyes and eyebrows, the rules to find the position of the eyebrows are presented. 

(1) The location of eyebrows must be above the eyes. 
(2) The pixel of the vertical gap between the eyebrows and eyes is in a certain 

range. 
(3) The width of the eyebrows is usually longer than the width of the eye within a 

certain pixel. 

According to the above rules, we can create a mask to limit the search in the eyes of 
some of the top non-color region. The area identified as the location of the eyebrows, 
and the boundary points marked on the image, the positioning step is completed. This 
study does not directly use the characteristics of color to search eyebrow in order to 
avoid the light of their impact [15], which leads to search hard to control. Coordinates 
to get the eyebrows (Brow_XL(i, j, k), Brow_YL(i, j, k); Brow_XR(i, j, k), Brow_YR 

(i, j, k)) where the Brow_X is the eyebrows of X coordinates, Brow_Y is for the Y 
coordinates, subscript L, R, represent lift and right, respectively, i, j, k define the 
coordinates of boundary points.  

During the experiment on the skin segment, the mouth region has its specific color 
distribution observed in the YCbCr color space, and surrounding skin are obvious 
differences, and took possession of a certain size of the pixel area. We apply this 
feature to the mouth region segmentation and mark their location boundary points. 
The results from the observation and found the mouth of the boundary points will 
occur the phenomenon of migration, and expected some drop. To reinforce 
positioning accuracy, the lip of the mouth, the cross point of the lips and the midpoint 
of this line are utilized to assist correct boundary points. The lip in the HSV color 
space is particularly evident and in the literature [21] also proved this view point. 
After segmenting the lip line according to the differences in color, the original 
boundary line is change to the midpoint of the calibration reference. So to get the 
right boundary point to (Mou_X (i, j, k, l), Mou_Y (i, j, k, l)) where Mou_X is the X 
coordinate of the mouth, Mou _Y is the Y-coordinates, i, j, k, l denote the coordinates 
of boundary points. 

3 Experimental Results 

This study utilizes Georgia Tech Face Database [23] for testing. The database 
contains fifty images of different people each with fifteen different angles, lighting, 
and expression of images. These images are the size of 640*480 JPEG color format. 
We select positive and expressionless images to test the proposed algorithm. 
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According to the process presented in section 3, after loading the image processing 
for color image segmentation, test images is studied with different color space 
histogram to obtain the best color distribution space. On color images in different 
color spaces and more layers of different shades of gray that the composition of the 
image histogram statistics of the different range of pixel gray levels, these information 
are get to understand the concentration and distribution trends. Figure 2, 3 and 4 
illustrate the typical test examples from Georgia Tech Face Database. 

 

Fig. 2. Test pattern 1 

 

Fig. 3. Test pattern 2 
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Fig. 4. Test pattern 3 

 

Fig. 5. HSV color space histogram statistics on Fig. 2 

Fig. 5 shows the HSV color space histogram statistics on Fig. 2. From the Fig. 5, 
the distribution regarding the saturation component S concentrated in the 0.2 to 0.4 
with a certain trend. The gray value distribution is more extreme due to the effect of 
color component H. Hence, the search will obviously cover the whole HSV space  
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[0, 1] making choice of unnecessary pixels. Figure 6 displays the original image 
conversion to HSV space and Figure 7 shows the segment of HSV color space. 

 

Fig. 6. The original image conversion to HSV space 

 

Fig. 7. The segment of HSV color space 
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From Fig. 7, the color segmentation of images effect by light and shadow resulting 
in many sub-blocks belonging to the face area not to be identified as the color and 
also resulting in the presence of noise. In order to maintain the integrity of the face for 
locating features, it is need to filter noises from images by the morphology operations. 
The morphology operations are logical operating. In order to facilitate the process, the 
color image transfer into binary image shown in Fig. 8. Fig. 9 exhibits the filter 
results. 

 

Fig. 8. The color image transfer into binary image 

 

Fig. 9. The filter results of Fig. 8 
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The colors of pupil and its around area are with difference gray value. Therefore, we 
segment image through setting suitable threshold value. Refer the suggestion in [15], the 
threshold can set at the range between 0.1 to 0.6. From the experiments, while the 
threshold value is greater than 0.3, the segmentation image information in usability will 
gradually become less and has become more difficult for future process. The optimal 
threshold is set in the range of 0.13 to 0.22 for eye segmentation. For conservative 
estimate, the range of threshold is set in 0.1 to 0.3. The next step followed by the image 
segment is the establishment of rules to determine which blocks should be removed due 
to useless. Because the locations of eyes and face are inside the face, we can determine 
the black block covered with white block to be filtered out many of the extra block.  

After determining which regions are inside the face, the rules of the geometric 
relationship between two eyes are developed to determine which block blocks are eyes as 
follows. 

(1) The horizontal distance of center of two blocks within the level 45 to 75 pixels. 
(2) The difference on the vertical distance of center of two blocks is less than 20 

pixels. 
(3) The range of two blocks is within 40 × 20 size. 

Then calculating the correlation coefficient r of the two candidate blocks is for judging 
eyes. If r is greater than 0.5, the two blocks can be identified as the eyes. If r is less than 0 
the two blocks will not be identified as the eyes. Moreover, If the value of r between 0.5 
and 0, selecting the maximum value of r corresponding to the block identified as the 
eyes. Finally, the center will mark on the two blocks as shown in Fig. 10. 

In fact, the locations of the eye points (detected by the above rules) are quite near. 
There are only differences in the decimal point. Therefore, the results of all the 
coordinates are obtained by rounding to integer. The coordinates with the highest 
frequency outcome is set as the eye position shown in Figure 11. 

 

Fig. 10. The center of the located tagets marked on the blocks 
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Fig. 11. The located results of eyes 

The following rules describe the positioning of the eyebrows are utilized to locate 
the eyebrows’ position. 

(1) Eyes should be above the eyebrows. 
(2) The vertical gap within between the eyebrows and eyes is about 20 pixel. 
(3) The width of eyebrows usually is higher than the width of the eye within 

approximately 30 pixels. 

The above rules (1) limite the searching in the area above eyes only, (2) only searching 
the region with non-color pixel value, and (3) stores the result by the binary image 
format. with the formation of a mapping diagram. Figure 12 shows the position of the 
eyebrows represented as white non-color region. Figure 13 is the located position marked 
with white color. 

Final disposal of the locating feature is the positioning of the mouth, the same use 
in the YCbCr space around the mouth and skin color of the color differences, to 
segment the mouth differently. However, due to use of the Y component, it is easy to 
select the non-mouth area to the rest of the region of mouth shown in Fig. 14. 
Therefore, morphological operations required to dispose of the extra little noises to 
get the full outline of the mouth area as shown in Fig. 15. The following rules are to 
locate mouth on the binary image of white connected set with noise treatment. 

(1) The position of mouth is at 1/2 to 3/4 of the face image. 
(2) The area of mouth is usually above 900 pixels in the face image. 
(3) The ratio of ratio of width to length on mouth is around the range 2:1 to 3:1. 

After further screening by the rules, the final determination of the mouth area shown 
in Fig. 16. Although its shape is not the complete line shape of the mouth, somewhat 
prominent and distorted edges are generated, the outline is in the acceptable range. 
Finally, the results of the located position of mouth map to the RGB space, the images 
show the locating region of the mouth as in Fig. 17. 
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Fig. 12. The position of the eyebrows represented as white non-color region 

 

 

Fig. 13. The positions of the located eyebrows 

 



98 H.-W. Wang et al. 

 

 

 

   

Fig. 14. The segment mouth of facial image 

 

 

Fig. 15. The filter noise of Fig. 4-27 



 Detection of Facial Features on Color Face Images 99 

 

   

Fig. 16. The located mouth on the binary image of white connected set with noise treatment 

 

Fig. 17. The located region of the mouth 

4 Conclusions 

This paper proposed a face detection algorithm for facial color images using a skin-
tone color model and facial features. First, the proposed algorithm determines the face 
region based on skin-tone segmentation and morphological operations. Second, we 
locate the facial features by their color and geometry information. Finally, this 
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algorithm set the shape control points according to the Facial Animation Parameters 
in the MPEG-4 standard on the located facial features. The proposed method has been 
tested by images from Georgia Tech Face Database. Experiment results show that this 
method works well with the facial images. 
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Abstract. In class teaching with a large number of students, teachers lack sufficient 
time in understanding individual student learning situation. The framework of 
learning activity in this study is based on the Learning Diagnosis Diagram. Before 
conducting learning activities, teachers must prepare Learning Diagnosis 
Diagrams. This work proposes an adaptive Learning Diagnosis Diagram to 
consider differences among students. The proposed system provides a personalized 
Learning Diagnosis Diagram for individual students and adjusts learning phases to 
automatically fit student achievement. The learning evaluation demonstrates the 
effectiveness of the proposed method. The evaluation shows that the Learning 
Diagnosis Diagram can provide an adaptive learning environment for students. 

Keywords: Learning Diagnosis, e-Learning. 

1 Introduction 

In on-line distance learning environments, Internet is the major media for 
communication between instructors and learners. The methods most frequently used 
by instructors to understand the situation of learners are setting homework or 
examinations. However, these methods do not provide instructors with immediate 
feedback, and the feedback obtained inevitably lags behind teaching progress. The 
lack of face-to-face interaction between instructors and learners in on-line distance 
learning makes it difficult for instructors to know the situation of learners, and this 
weakness must be improved. By recording and analyzing learner behavior, details of 
individual learning situation can be obtained, including progress, strengths and 
weaknesses. Furthermore, a system can be designed to automatically generate a series 
of aided-learning contents for every student. 

In Taiwan, in classroom environments with a large number of students, teachers 
rarely have time to monitor student status. As a result, students who learn quickly 
thoroughly grasp the content, while students who learn slowly fall further and further 
behind until, sometimes, the education system gives up on them. 

This research proposes a novel learning process for distance learning 
environments. The novel process is based on the Learning Diagnosis Diagram (LDD), 
a knowledge representation tool. The LDD contains learning content and guides the 
learning activities. The LDD changes its structure automatically to suit the conditions 
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of each student. A good student only needs to learn less but more important learning 
content. Conversely, a poor student must study content in detail and evaluate their 
weaknesses. Teachers need only develop full and detailed course content. The 
proposed algorithm handles the different styles of students automatically in the 
course. 

2 Related Works 

The "Conceptual graph" [8][9][10] is a traditional assisted teaching method. A 
conceptual graph is composed of propositions defined by two concept nodes and one 
connecting relation link. The concept nodes are arranged in a hierarchical structure. 
The conceptual graph can effectively represent knowledge structure. The common 
method applied in the education field is “Concept Mapping”, which allows learners to 
draw their conceptual graphs. Diagnoses are made by comparing the concept maps of 
each student with those of the instructor. The comparison results can be used to 
determine student comprehension levels for specific knowledge themes. Novak[8] 
proposed “Concept mapping” to score the comparison between instructor and each 
student. Goldsmith[2][3] improved the method and proposed “Pathfinder scaling”. 
Ruiz-Primo[9] evaluated two mapping methods: fill-in-the-map and construct-a-map. 
Construct-a-map scores reflected the differences among knowledge structure of 
students. 

Hwang[4] designed a computer-assisted diagnostic system that includes concept-
effect relationships. The concept-effect relationship is a set of association levels  
(Test Item relationship table, TIRT) that represents the relationship between each 
concept node and each test item. In Hwang’s research, the instructor must set an 
association level for each relationship before the course begins. According to the 
answers of students, the algorithm could obtain student learning information with 
each concept node. The existence of m concepts and n test items is assumed. The 
instructor then must focus on m×n association levels. Generally, a learning topic 
includes approximately 10~20 concepts and more than 200 test items. 

Chang, Hung, & Shih[1] also proposed a similar approach for diagnosing student 
performance via a courseware diagram. The courseware diagram contains course units 
and evaluation units. A course unit represents a teaching process and an evaluation 
unit represents an evaluation process for a learning activity. This research designed 
different levels of difficulty for course units for a topic, including normal course, 
basic remedial course and enhanced remedial course. According to evaluation results, 
the evaluation unit chooses the suitable course unit as the next learning unit to 
continue the learning activities.  

This research develops a novel strategy embedded in a computer-assisted system 
for diagnosing student learning situations and provides an adaptive learning 
environment. This research designed an on-line learning system with the proposed 
strategy. After students login to the learning server via the Internet, the system 
constantly monitors student behavior to produce learning portfolios for storage in the  
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database server. The learning portfolios of each student include learning duration, 
login frequency, Q&A, discussion content, homework and statistical data. These 
learning portfolios enable the finding of students’ learning achievement, and enable 
the automatic building of adaptive learning materials. 

3 Learning Diagnosis Diagram 

In this research, the learning activities of all students are guided by the proposed 
system. This research adopts Learning Diagnosis Diagram(LDD) as the basis of the 
proposed algorithm. First of all, the main definition is given. 

Definition 1. An LDD D (C, R) is a direct and finite connected graph, where C 
denotes a set of nodes that indicates student study activities and R is a set of 
relationships. A relationship, rij , connects two distinct nodes ci and cj, where 

Ccc ji ∈, . The relationship represents the studying order, that is, the node ci is 

learned before node cj. Thus ci is the prior-knowledge of cj. In the algorithm, 

 rij = },,|{ jiCcccc jiji ≠∈∀ . 

The LDD comprises teaching materials and test, where the LDD is defined by experts 
or teachers, and each learning node in the LDD has a related teaching material and 
test that are designed by teachers. From Fig. 1, a link exists between learning node 1 
and 4, and the direction of the arrow represents the learning sequence. In the 
definition presented here, learning node 1 is a prior-knowledge of node 4. Similarly, 
students should learn learning node 1 before node 4 in the learning activities. 

 

Fig. 1. LDD maps to the knowledge theme 

The LDD is created by the teacher before the start of the course. The architecture 
of the LDD follows the course plan, including course contents and course sequence. 
This research adopts the course “Electronic Circuits Laboratory” as the evaluation 
course. The course is taught at the sophomore level. The "Electronic Circuits 
Laboratory" course introduced electronic devices and instruments used in circuits, and 
provided students with opportunities to implement circuit theories. The course 
familiarized students with basic theories and virtual circuits. The detailed information 
of the evaluation is described in section 4. Fig. 2 shows the LDD in this evaluation. 
The LDD was created by the course teacher.  
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Fig. 2. LDD in the “Electronic Circuit Laboratory” course 

In our recent research [5][6][7], LDD was developed and obtained positive results 
in three learning evaluations with amount 197 participants. To analyze response from 
teachers, one of important conclusion is the design of LDD is only considering many 
students, not all students. In other words, it is difficult to fit all students for one LDD.  
Before any learning activities, the teacher must prepare a LDD. During learning 
activities, students are guided by the LDD. The diagram includes all course content 
and course calendar. But in a large class, there are many students with different 
characteristics. Students with high-level ability learn material quickly and 
systematically. Students who belong to this category do not need to learn detailed 
information. A more effective method for these students is learning more about 
important topics. Conversely, poor students learn step by step and acquire the 
necessary information about a topic and, then, check their progress. 

Using the collecting data and learning portfolio, the LDD records the performance 
for each student and is used to analyze the characteristics of their learning status. The 
main notion of the diagram is to identify similar learning content and combine them 
into one learning node. According to Fig. 2, the LDD is an initial diagram designed 
by instructors. The initial diagram contains the maximum number of learning nodes, 
implying the maximum number of learning steps. Students with a poor performance 
must learn diligently. These students learn and follow the LDD sequentially.  
However, detailed learning steps are not always advantageous for high performing 
students. For students with varying learning performances, learning plans with 
appropriate styles must be developed.  

Prior to learning activities, students are divided into groups based on their learning 
performance of prior-test. Good students are guided by the LDD with fewer learning 
nodes. Poor students are guided by the LDD with more learning nodes. Students then 
begin their learning activities. To adapt to the individual needs of each student, the 
LDD adjusts automatically with the following algorithm. A student that fails on a 
learning node implies difficulty of the learning node for the student. Further 
information must be obtained to identify the cause of failed learning nodes. The 
learning node that the student fails, which is combined with similar learning nodes, is 
expanded. The student must thus complete the expanded nodes to resolve the exact 
learning problem. 

The following is the definition of algorithm that used in the LDD. 
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Definition 2. Item Success index (ISI) represents the success learning of one learning 
node. To measure the degree of success learning, this research considers the ratio of 
right answers to total answers for one learning node. Value ISIA,i represents the item 
success index of learning node A for student i and ISIA is the average success index of 
learning node A for all students. ISIA,i = (The number of right answers of student i / 
the number of answers of student i) * 100%, and 0≦ISIA,i≦1.  

ISIA= ∑
=

n

i
AISI

n 1

1
 when there are n students in a class. 

An easy learning node often means many students can learn this learning node 
successfully. This research collects all answer of each learning node and calculates the 
correct radio, ISI. A small ISIA value denotes that learning node A fails and hard to learn, 
meaning the learning node is necessary. And a large ISIA value denotes the learning node 
is easy, meaning learning node can be ignored: i.e., if the learning node is easy, that 
means the learning node is not critical to students who perform well. This research adopts 
ISI as a factor to combine the easy learning nodes into one learning node. 

Definition 3. The correlation coefficient (CC) represents the correlation between two 
learning nodes. CCAB represents the CC between learning nodes A and B. 
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. Since negatives are not meaningful in this study, 

they are ignored in the calculations. Therefore, 0≦CCAB≦1. 

The correlation value represents a degree of correlation, ranging from 1 to 0. The value 
of 1 denotes that the data of these groups are the same; a 0 value shows that these groups 
have no relationship with each others. From the answers, CCAB shows the degree of 
similarity for learning nodes A and B. A larger CCAB value denotes that students have the 
same learning performance, or we can say the attribute of two learning nodes is similar. 
That means two learning nodes contain similar or related content. This research assumes 
that two learning nodes that have a large CCAB value are similar learning nodes. This 
research therefore combines similar learning nodes into one learning node. 

Definition 4. Learning node Correlation Factor - The Learning node correlation factor 
(LCF) between learning node A and B, LCFAB = ((ISIA+ISIB) / 2 × CCAB, and 
0≦LCF≦1. The LCFAB represents the degree of correlation for learning node A and 
B by evaluating success and similarity. 

Definition 5. Combined Threshold – A combined threshold (CT) determines which 
learning nodes will be combined. If LCFAB >CT, learning node A and B are combined 
into a single new learning node. Otherwise they are remained as separated. 

This research utilizes CT to determine which learning nodes are combined. The CT 
value can be adjusted by teachers. A large CT contains more learning nodes, and a 
small CT contains fewer learning nodes. Teachers can preset some CTs that belong to 
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students with different abilities. This proposed strategy generates automatically these 
related LDDs. The proposed algorithm is shown in Fig. 3. 

 

Fig. 3. The algorithm to build a LDD 

The learning process designed in this study is shown in Fig. 4. Each learning node 
contains two steps. The first step is the learning step. In this step students must study 
the on-line learning materials. The second step is testing. During this step students 
take exams related to the learning materials. If students pass the test, they continue to 
study the next learning node according to their LDD. If students fail the test, it means 
the learning node is difficult, and thus students require easier and more detailed 
learning materials. The learning system expands the failed node that is combined with 
CT. Students who fail the test learn these expanded nodes to determine real problems 
in their learning activities. 

 

Fig. 4. Learning process of the LDD 

With regard to learning activities, this study focuses on the “Testing step”. The 
adaptive testing in the LDD is designed for students with different learning styles. 
The main idea of this research is detailed information for poor students and reduced 
information for good students. The detailed information indicates the expanded 
learning node while the reduced information indicates the combined learning node. 
The following is an important issue: “Does a test result from a combined learning 
node equal the test results from various expanded learning nodes?”. The following 
section proposes a learning evaluation to discuss this issue. 

4 Learning Evaluation 

This section presents learning evaluation of this research. The participants were 
eighty students. All of the research participants had experience of using computers 
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and the Internet. Each learning node has ten questions for test, so there are 150 
questions in test item bank. All questions are multiple-choice questions. 

The LDD in this research was constructed by two professors who had taught the 
course for many years, and is shown in Fig. 2. All learning nodes were taught in this 
evaluation in a semester. When designing the course learning activities, team 
assignments, conversation time and team examinations were arranged on a weekly 
basis. In the evaluation activities, all participants must participate in the instruction 
provided by the instructor. Meanwhile, in extracurricular activities, all participants 
login to the system and complete some review tests before taking the next course. 

Figure 2 is a LDD with CT=1 and is a full LDD. The LDD contains all learning 
nodes and teaching materials and is suitable for low-level ability students. In Fig. 5a 
to 5c, the number of learning nodes was reduced progressively. Many similar learning 
nodes are combined progressively. Those learning nodes not combined were more 
important and difficult. Good students can learn by using the small LDD. From the 
results in Fig. 5a to 5c, the combining process also showed that those basic learning 
nodes (upper) and advanced theories and learning nodes (lower) of Electronic Circuits 
were retained. At the center of a diagram, there are basic theories which were 
combined together. In Fig. 5c, all learning nodes were grouped into three learning 
nodes: basic concepts, basic theories and advanced theories. The LDD generates 
different styles of learning content according to the ability of each student. 

 

 

 

 
 
 
 

 

 

Fig. 5a. CT=0.55 Fig. 5b. CT=0.5 Fig. 5c. CT=0.45 

This study discusses the following issue: “Do test results from one combined 
learning node represent all nodes within the combined node?”. Moreover, for 
evaluating the relation between learning effect and student ability, all participants are 
separated into three groups. The evaluation includes 115 participants. Participants are 
separated into a high-ability group, medium-ability group and low-ability group based 
on pre-test score. Both the high-ability and low-ability groups contain 31 participants, 
and the medium-ability group contains 53 participants. After all students finish their 
learning activities with LDDs, their LDDs and learning results are collected. 
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According to Table 1, CT represents three styles of Learning Diagnosis that are 
shown as Figs. 5a to 5c. The second row in the table represents combined learning 
nodes and the number of combined. For example, A(2) represents a new learning 
node combining two learning nodes. From Fig. 5a, learning node A is combined with 
“Resistance” and “Ohm’s law”. B(2) represents <Kirchoff’s law, Series connection>. 
From Fig. 5b, C(4) represents <Resistance, Ohm’s law, Kirchoff’s law, Series 
connection>. Moreover, D(2) represents <Diode, Zener diode>. According to Fig. 5c, 
E(8) represents <Electronic current, Resistance, Ohm’s law,  Parallel connection, 
Kirchoff’s law, Series connection, Diode, Zener diode>. F(3) represents <Circuit, 
Thevenin Theorem, Wheaston Bridge>. 

The bottom of the table contains three rows showing analytic results P(R) with 
high, medium and low ability students. The analytical results are calculated with 

formula %100
)(

)(
)|()( X

AP

BAP
ABPRP

∩== . P(A) represents the probability that 

students pass one combined learning node. Moreover, P(B|A) represents the 
probability of students passing one combined learning node, and then passing all 
learning nodes in the combined learning node. Higher P(R) represents that the 
combined and expanded algorithm in the adaptive LDD is effective. 

Table 1 reveals that in the row with high-ability, all P(R) are larger than 90% 
except E(8). Because learning node E contains eight learning nodes, increasing P(R) 
means students have to simultaneously pass all eight learning nodes in learning node 
E. In the evaluation, although P(R) is not larger than 90%, 74% is also accurate. 

In the column with CT=0.55, for three groups, all P(R) approach or exceed 80%. 
However, P(R) is between 83% and 42% for medium and low-ability groups with 
CT=0.5 and 0.45, meaning the two styles of the LDD are not suitable for these students. 

The learning evaluation yields two important conclusions. 

1. For high-ability groups with all styles of LDDs and with a number of 
combined learning nodes below 4, the degree of accuracy exceeds 90%. 

2. For medium and low-ability groups with CT=0.55, the degree of accuracy 
approach or exceed 80%. 

Table 1. Analytic results of P(R) 

CT 0.55 0.5 0.45 
 % A(2) B(2) C(4) D(2) E(8) F(3) 
High 90 93 93 93 74 90 
Medium 81 78  65 74 44 61 
Low 80 83 62 59 42 77 

5 Conclusions 

In class teaching with a large number of students, the teachers are unable to spend much 
time on understanding individual student learning status. As a result, the fast-learning 
students thoroughly grasp the contents being taught in class, while the slow-learning 
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students fall further and further behind, and eventually the education system gives up on 
them. In order to assist teachers to manage large classes, this research proposed a LDD 
system. The system provides personalized learning environment for individual students 
and adjusts learning phases to fit achievement of student automatically. 

This research proposes a framework for remedial learning. In this research, we find 
out the LDD with different learning styles. In the learning evaluation, the adaptive 
LDD is suitable for high-ability students. Furthermore, the number of combined 
learning nodes cannot exceed four. Moreover, a suitable value for CT is between 1 
and 0.5. Too small CT leads to too many learning nodes being combined, indicating 
decreased accuracy of the LDD test. 

In the learning evaluation, the accuracy of CT=0.5 and 0.45 is not good enough for 
medium and low-ability students. There may be some combined factors that are not 
considered in the LDD. Possible such factors include the relationship between 
learning nodes and learning order. In the LDD, merging and expansion do not 
consider the relationship between learning nodes. Merging two learning nodes may 
cause combined learning nodes to mix with too much content or with very different 
content. The other factor is that the combined learning node does not consider 
learning order. When the evaluation course is being taught, two learning nodes may 
be separated into numerous weeks, but they are combined into a learning node that 
represents they learned simultaneously. In the future, research will be conducted on 
the two factors to increase the efficacy of the LDD. 
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Abstract. In Technical Image Press Association (TIPA) Awards 2009[1], Sony 
DSC-HX-1 received a honor of “Best Super zoom D-camera”. In fact, Sony 
HX-1 is recognized not only having a 20x optical super zoom lens, but offering 
many special video effects. It can be a new trend to judge current DSLR-like 
camera, such as Fujifilm FinePix HS10 received the same Award 2010[2] with 
same reasons again. Theoretically, it is a new integration technology for video 
virtually reality, which provide multiple platform users for video camera, video 
game, and mobile phone all together. Administers from variety of fields begin 
to think how to integrate some hot-selling video scene effects from all possible 
mobile video products, developing this “dazzling” virtually reality (VR) 
imagination beyond limitation, to attract more potential consumers, which can 
be vital for small businesses to survive in the future. In our experiment, we 
collect more than 300 cases from the telephone survey during March 2011 to 
Aug 2011. Total of 212 cases comply with the conditions. To probe mainly into 
the relationship between new generation video effects confidence level and 3 
potential consumers: Amateur Photographer (AP), Senior Photographer (SP), 
and college student (CS). In our experiment, we collect more than 300 cases 
from the telephone survey during March 2011 to Aug 2011. Total of 212 cases 
comply with the conditions. To probe mainly into the relationship between new 
generation video effects confidence level and 3 potential consumers: Amateur 
Photographer (AP), Senior Photographer (SP), and college student (CS). That is 
the reason we are probe into this highly competitively market with brilliant 
creative design, and hope to offer an objective suggestion for both industry and 
education administers. .  

Keywords: Augmented Reality, Cyber Codes, Fiduciary marker, HDR, Smart AR. 

1 Introduction 

Since early 2009, as soon as the digital video technology had great success in many 
fields, such as: video game, mobile phone, and digital video camera (DSC). Many small 
photo industries in Japan, realized that digital video technology could be the only way to 
compete with two giant photo tycoons (Canon and Nikon) in the market. In fact, Canon 
and Nikon have dominated the DSLR and SLR market for decades, and famous for high 
quality lens, CMOS and CCD sensor, processor, and accessories, not willing to follow 
this  trend, to develop such fancy digital scene effect for their high-level DSLR camera 
surprisingly. Currently, Sony, M 4/3 family, and Samsung, realized that using digital 
video technology may achieve a niche between high-end DSLR, and consumer-level 
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DSC, offering shining stars, such as: Sony HX-1, HX-100V, Panasonic GF1, GF2, GF3, 
and many other products, recognized as prominent DSCs in TIPA 2009, 2010, 2011 
Awards. It is a simple fact that DSLR-like camera and Mirrorless Interchangeable Lens 
Camera (MILC or EVIL) camera, with plenty of digital video technology (digital scene 
effects or customized scene effects), could attract many armature consumers and white-
collar female consumers, offering giant marketing breakthrough, and survived in this 
margin-profit camera market. Actually, since 2007, the IT industries have co-operated 
with camera manufactures, developed many built in IC chips with brilliant customized 
scene effects for cameras (DSC mainly), such as: Face Detection Technology, Smile 
Shutter Mode, Full frame HD, CCD Anti Shake system, Live View, and many others. In 
fact, within few years, in early 2009, we found something new, such as: Back-illuminated 
CMOS image sensor[3], Sweep Panorama, Joining Multiple Exposed Patterns, Night 
Scene Portrait ,Motion Remover[7], that would challenge multimillion dollars business 
not in DC but highly profitable DSLR market, and may create a new possible attraction 
for photo-fans to replace their old camera.  

In addition, since 2010, after the introduction of 3D movie (AVATAR), people all 
over the world seems to enjoy this 3D “mania”  in their life, no matter 3D monitor 
for hardware, and  3D Panorama video effect for photo image., and Smart AR just 
another new technology wonder, which may create huge  marketing benefit ahead. In 
fact, Smart AR is one of Sony new VR technology, which is related to Augmented 
reality (AR) , widely adopted by sports telecasting, video  games, automobile, even 
jet-fighter weapon system(F-35), and ready for advanced video effect someday. It can 
offer a term for a live direct or an indirect view of a physical, real-world environment 
whose elements are augmented by computer-generated sensory input, such as sound 
or graphics. It is related to a more general concept called mediated reality, in which a 
view of reality is modified (possibly even diminished rather than augmented) by a 
computer. As a result, the technology functions by enhancing one’s current perception 
of reality. By contrast, virtual reality replaces the real world with a simulated one [5].  

2 Technical Innovation 

Generally, all hot-selling video scene effects are depending on the requirements from 
market. In the beginning of DSC, only expensive DSLR with high quality image and 
cheap compact could survived, since decades ago. As the progress of technology 
improvement, new categories of DSC were reveled, such as EVIL camera and DSLR-
like, both equipped with many interesting video scene effects, to attract more 
consumers, those who enjoying private shooting, with neat size, and quality image, 
especially for white-collar female and low-key specialist. Therefore, a camera with 
plenty of built-in video scene effects, which is designed by many experienced 
photographers, can help people to take good picture effortless. 

Currently, most armature consumers prefer to have a DSC with amazing, plenty video 
scene effects, no matter how often or how scarce using them, while shooting photos. 
People simply love it, and do create great profit. We notice some hot-selling items, which 
should be widely accepted and copied by many cameras, with reason price in 2009 till 
2011, they were: blur-free twilight scenes shooting, Lightning-fast continuous shooting, 
Full HD Video, Sweep Panorama. As to another technical wonders, such as: 30× Optical 
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Zoom, Super High Speed ISO.., they might not be as popular (accepted)as people 
thought, or simply limited in few models. For example, in 2008 only a few DSLRs 
equipped with HD video. Currently, it is hardly to find a DSC without HD video 
ironically (before 2009). In addition, the Fujifilm HS10 (Fall 2009), offers two special 
scene effects: Motion Remover and Multi Motion Capture, which won a strong attention 
in this market, and HS 20 (Feb,, 2011) keep the good merit of Multi Motion Capture but 
delete Motion Remover(too complicate to handle). In addition, new Sony HX 100V 
(May, 2011) offers GPS, High Dynamic Range (HDR), and highly sophistic 3D 
Panorama, which may lead a new direction for future camera development. Coming with 
the new era of 3D technology, any specialist may take better 3D pictures easily, and 
manipulating 3D video image by special software, without bulky and expensive 
equipments. In addition, there are many brilliant 3D products available, such as: 3D TV, 
projector, Polarized 3D glasses, 3D game, and cell phone. 

2.1 Phone Survey 

In our experiment, we collect more than 300 cases from the telephone survey during 
March 2011 to Aug 2011. Total of 212 cases were effective, telephone surveys were 
written by two specialists, and those non-typical cases were determined after further 
discussion of 3 specialists.  

2.2 Associated Analysis of Scene Effect Confidence Level 

We took profile of contingency table proposed by Jobson (1992) to describe the 
preference level of scene effect associated with three user groups7. The study probes 
into preference confidence level and three specific groups, use chi-square test of 
independence to confirm the results.  

2.3 The Different Groups in Confidence Level 

The relation of preference level and three groups we present as 3 × 4 contingency 
table (the preference level 0, 1, 2, 3 classified low, slight, moderate and high). Seldom 
have preference level "3", so we amalgamate "2" and "3" to "2" (above moderate) and 
then utilize this data to find out conditional and marginal probability, presented 3 × 3 
probability table (Table.1). 

Table 1. Group × Video effects  Preference: Row proportions 

Video effect Preference level 

Group 0 1 2  

SP 0.2830 0.4528 0.2642 

AP 0.7206 0.1324 0.1471 

CS 0.5263 0.3158 0.1579 

marginal 
prob. 

0.4670 0.3255 0.2075 
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Table 2. Group by Video effects preference profile 
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We utilize and draw profile of different groups with conditional and marginal 
probability of different groups preference level. It is for SP, AP and CS respectively 
in Fig. 3.Where solid line denotes the marginal probability of the levels, the dotted 
lines the conditional probability. Find levels "low"(level 0) and "slight"(level 1), there 
is a maximum disparity from solid line to others, nearly up to 0.2 in the AP, therefore 
can infer there is less preference level in the AP relatively, and greater probability of 
having slight confidence level in the SP, this shows it were to varying degrees 
influenced by the video effect preference, though with different categories of fan 
groups, hence the preference level associates with video effect. We use chi-squared 
test for independence to confirm and associated with the preference level, the -value 
would be 33.7058, and P =0. 

3 Proportional Odds Model 

We took a test for independence to confirm the different groups preference level and 
three groups in section 3: The different groups’ preference level is related, but this test 
has not used the ordinal response level to confidence level. The regular collects the 
classification data with order in the camera research. For example it mentioned in the 
article the response variables of 'low', 'slight', 'moderate' and 'high' preference, we 
hope to probe into the factor influencing its preference level, so we analyze utilizing 
proportional odds model. if only one covariate, model present straight line relation to 
the logarithm of the accumulated odds of level p and covariate variable x, because this 
model supposes that there is the same slope β to all level p, this c-l straight line is 
parallel each other. This model is based on McCullagh and Nelder theory (1989) and 
Diggle, Liang and Zeger (1994). One predictable variable was included in the study, 
representing known or potential risk factors. They are kinds of variable status is a 
categorical variable with three levels. It is represented by two indicator variables x 
( 1x  and 2x ), as follows.  

 
 



 New Integration Technology for Video Virtual Reality 115 

 

Table 3. 3 groups of indicator variables 

kinds 1x  2x  

SP 1 0 

AP 0 1 

CS 0 0 

Note the use of the indicator variables as just explained for the categorical variable. 
The primary purpose of the study was to assess the strength of the association 
between each of the predictable variables. Let 

221121 ),( xxxxL pp ββθ ++= , 2,1=p                      (1)  

Use likelihood ratio tests for 1b = 2b =0 hypothesis, the explanation of likelihood ratio 

tests is as follows: given L be the log likelihood of models, then G2= -2L. From 

hypothesis 1b = 2b =0, we have  

pp xL θ=)( , 1,,2,1 −= cp                             (2)  

likelihood ratio tests use the difference of two deviances between model (1) and 

model (2) as reference value to test 0H : 1b = 2b =0. If reject the hypothesis, 

furthermore, to test if 1b =0 or 2b =0. As fact, the preference level "under moderate" 

to the preference level "high", the odds ratio of SP compared with CS is also 

)exp( 1b . Now according to formula, 1b  is the logarithm of the estimated odds 

when the preference level "under high" to the preference level "high", the SP 

compared with CS. 1b >0 means the preference level presented by SP is less high 

than CS. Alternatively, 1b <0 means the preference level presented by SP is higher 

than CS.  

Therefore, 21 bb −  is the logarithm of the estimated odds when the preference 

level "under moderate" to the preference level "high", the SP compared with AP. 

021 >− bb  means the preference level presented by SP is less high than AP. 

Alternatively, 021 <− bb  means the specify preference level presented by SP is 

higher than AP. On the rear part in the article, we will utilize odds ratio to probe into 
association between fan groups and video effects preference level.  

3.1 Analysis of Different Groups Confidence Level 

Combining confidence level "2" and " 3" to "2"(above moderate), we utilize odds 

ratio to calculate, deviance equal 416.96, if 021 == bb , deviance = 444.04, the 
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difference between two deviances is 27.087, the related 2χ -critical value will be test 

0H : 1β = 2β =0 , we find 087.272
05.0 =χ , and P=0.001. The null hypothesis is 

rejected and we conclude that 1β and 2β  are not zero simultaneously. Furthermore, 

we analyze 1β =0 or 2β =0 or both not equal to zero. Table 3 is the results by 

maximum likelihood estimates. From Table 3 we find the hypothesis 1β̂ =0 is 

rejected, 2β̂ =0 is accepted, P-value is 0.017 and 0.072 respectively, 2β̂  represents 

the logarithm of odds ratio for AP, thus the odds ratio would be estimated to 

be 2βe . 1β̂ <0 represents the logarithm of odds ratio of preference≤0 rather than 

preference>0 of SP is 0.423 fold than that of CS. This indicates that the logarithm of 
odds ratio of preference>0 rather than preference≤0 of video effect preference 

Confidence level is about 2.36 fold for SP compared to CS customer. 2β̂ =0 means 

the confidence level presented by AP is the same as by CS, ascertaining the result is 
unanimous of this result. 

Table 4. Analysis of the Video effect preference confidence level 

Effect B   Coefficient Std Error z-statistic Sig  

Intercept  
1̂θ  0.093 0.314 0.298 0.765 

 
2θ̂  1.713 0.34 5.043 0.0000

    Video effects 
1β̂  -0.861 0.36 2.393 0.017 

 
2β̂  0.745 0.414 -1.802 0.072 

3.2 Preference of Various Video Effects in Different Groups 

Based on this data, AP (Amateur Photographer) may enjoy most of video effects, we 
assumed chip of video effects could save great amount of time and money, and pay 
more attention on “shooting”. As to Senior Photographer(SP), usually have 
professional software and better camera for years, they are famous to take quality 
picture by high-level DSLR with manual operation,  doing post production with 
professional software, without any artificial intelligence effect. College student (CS) 
could have less budget and time to post small size photos for facebook or website 
frequently.   

As to the 2011, the 3D Sweep Panorama (3DP), GPS, and High Dynamic Range 
(HDR), can be hot-selling scene effects now, many new DSCs already load them as 
part of standard equipments. We realize that Senior Photographer (SP) is willing to 
accept all possible new technologies and devices, and followed by Amateur 
Photographer (AP), as to College student (CS) show their conservative attitude all the 
times.  
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4 Conclusion 

Since a decade ago, people have enjoyed the pleasure to take pictures or recording 
anything by various digital cameras (DSC/DV), in replace of old film-camera, and it 
can take good picture easily. The future of DSC will be full of surprised, handy in use, 
energy saving, affordable price, and more customized scene effects, in order to please 
photo-fans, video game users, which set a new record for successors already, and 
push camera and video manufactures to have more user-friendly innovation in entry-
level model (Sony α series) especially. As to the latest wonders, Sony Smart AR 
combines the technology of 3D, Game, and VR, which may challenge the current  
hot-selling 3D panorama and VR effects in the future, and may create new 3D 
hardware market (DSC, Monitor/TV, Mobile Phone, NB..etc) soon. As to the future, 
this new technology can enhance one’s current perception of reality image, and to 
simulate a new image, can be no limitation than ever.  
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Abstract. The purpose of this article is to incubate the establishment of semantic 
web services for next generation academic electronic library via Web 3.0. The 
e-library users will be extremely beneficial from the forthcoming semantic social 
web mechanism. Web 3.0 will be the third generation of WWW and integrate 
semantics web, intelligent agent, and Distributed Artificial Intelligence into the 
ubiquitous networks. On top of current library 2.0 structures, we would be able to 
fulfill the Web 3.0 electronic library. We design the deployment of intelligent agents 
to form the semantic social web in order to interpret linguistic expressions of 
e-library users without ambiguity. This research is conducting the pioneering 
research to introduce the future and direction for the associate academic electronic 
library to follow the proposed guidelines to initiate the construction of future library 
system in terms of service-oriented architecture. This research article is the 
pioneering practice of future academic digital libraries under Web 3.0 structures. 

Keywords: Web 3.0, Multi-Agent System (MAS), Digital Library, Semantic 
Social Web, Distributed Artificial Intelligence. 

1 Introduction 

The contemporary web technology has been focused on integration, virtualization, and 
socialization aspects (Cho, et al., 2008). Undoubtedly, Web 2.0 technology, which was 
emerged in 2000s, gradually dominates the current mainstreams of Internet Technology. 
Web 2.0 introduced the extraordinary phenomenon of user-generated contents or 
community-oriented gatherings based on the reality that it provides enormous users more 
than just retrieving information from existing web sites. It is constructed based upon 
architecture of participation that reduces the barrier of online collaboration and encourages 
the users to create and distribute the contents among communities. Wikipedia, PLURK, 
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YouTube, Flicker, and Twitter are good examples of web 2.0 applications. Web 2.0 is the 
platform that people socialize or interact with each other and those people are brought 
together through a variety Community of Interest (COI) to form the cohesion. Any 
community member could share one’s sensation with the rest of the community 
participants either on-line or off-line. Some literatures suggest that Web 2.0 is also called 
Social Web, which strongly encourages community members to provide data or metadata 
in simpler ways regarding tagging, blogging, rating, or comments. Nevertheless, current 
Web 2.0 community web sites, substantial amount of data is scattered in the poorly 
structured databases and the contents are subjective prone. Hence, the repository of data 
dispersed around the networks is exponentially expanding. Unsurprisingly, finding the 
suitable data respecting a certain subject becomes much more challenging. Consequently, 
locating the appropriate and relevant information might be a tedious task for community 
members. The above arguments stimulate the emergence of Web 3.0, which will be the 
third wave of World Wide Web (WWW). The Intelligent Agent (IA) and Semantic Web 
play an essential role in the forthcoming Web 3.0 architectures. We have already 
witnessed library 2.0 serving the academic electronic library, which already focus on the 
SOA (Service-Oriented Architecture), from users’ perspectives [Yang, et al., 2009]. Till 
now, there is no academic electronic library that provides the Web 3.0 characteristics into 
the core functionalities of information systems. In this article, we propose the conceptual 
model of semantic web services for next generation academic electronic library via Web 
3.0 architectures. Web 3.0 will have substantial effects regarding electronic library 
services in many aspects, which will dramatically change the ways for information search 
of digital libraries users. 

2 Preliminaries 
2.1 Intelligent Agent (IA) 

The concept of IA was originated from the emergence of Distributed Artificial Intelligence 
(DAI), which was a major branch of AI, taken places around twenty years ago. Presently, 
it takes advantage of the ubiquitous networks and the power of distributed processing over 
the networks. An IA is regarded as a computer system, situated in some environment with 
the capability of flexible and autonomous actions in order to meet its design objective 
[Jennings, et al., 2008]. Hence, a Multi-Agent System (MAS) has proposed a new 
paradigm of mobile computing based on the cooperation and autonomy among them. 
Basically, one of the most challenging problems in a MAS is to ensure the autonomous 
characteristic of every single IA as a coherent behavior. Based on the related researches, 
social autonomy is believed to be one of the most important behaviors concerning the 
interactions between the agents in MAS [Carabelea, et al., 2004]. Social autonomy means 
the adoption of goals. From application point of view, the adoption of goals might exceed 
the processing capability of a certain IA. Under such circumstances, the IA can seek 
additional assistance from other IAs via the ubiquitous networks. In other words, an IA is 
able to delegate a goal to other IA, which might adopt it, through cooperation in order to 
solve the problems via the MAS structure. In some occasions, IA s might disagree 
concerning a specific goal. Hence, they might have to carry on negotiation in dynamic and 
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pervasive computing environments. Additionally, there might be conflicts among the 
community of IAs. In this case, IAs are also capable of solving conflicts through 
negotiations. However, the details of the above frameworks or scenarios in MAS are 
beyond the scope of this research. 

2.2 Web 3.0 

Web 3.0 was a phrase coined by John Markoff of the New York Times in 2006. It refers to 
hypothetical Internet-based services that collectively integrate the related information that 
is randomly scattered in the networks and present to the end users without the intention to 
launch distinct application programs. Therefore, Web 3.0 is also called the Intelligent 
Web. Without loss of generality, Web 3.0 might be defined as the third-generation of the 
WWW enabled by the convergence of several key emerging technology trends 
encompassing ubiquitous connectivity, network computing, and the intelligent web 
[Nova, 2006]. Nowadays, Web 3.0 is already hotly debated among global Internet 
technology researchers. Although the definition of Web 3.0 is still indefinite, the reality is 
that many technologies and paradigms have been migrating into the prototype of this 
inevitable future. Some ICT (Internet Communication Technology) industry researchers 
and practitioners from different fields also indicate that Web 3.0 will ultimately be seen as 
applications that are pieced together and those applications would be very small and can be 
executed on any computing devices [Wikipedia, 2009].   

Web 3.0 also refers to the stipulation of a more productive, personalized and perceptive 
surroundings for the end users by means of the integration of Semantic Web and Artificial 
Intelligence (AI) technologies, which acts as the core mechanism taking charge of 
interpreting linguistic expressions from the end users. Under Web 3.0 structures, all the 
information needs to be well-organized in order to be interpreted by machines without any 
ambiguity and as much as humans can. The Semantic Web will be bundled into the next 
generation of Web 2.0 and it will create web sites that can extract, share, re-use, and 
aggregate the information to one place presenting to users as collective knowledge. 
Consequently, the user interface is a crucial ingredient for the embracing of Web 3.0.  

Notably, Web 3.0 will satisfy the users’ needs in many aspects and it should be as 
natural as possible. The adoption of AI will provide collective intelligence and more 
collaborative searching power to the global academic digital library users. Under such 
circumstances, Web 3.0 will emphasize the advantages of semantic social web with 
respect to Web 2.0. Additionally, this will create the opportunities and possibilities for 
the use of semantic tagging and annotation for the social web. An IA that is embedded 
with the semantic web reasoning mechanism will search the web sites with the 
capability of processing complicated queries in order to retrieve the most optimal 
information for the users. Consequently, heterogeneous IAs are able to communicate, 
cooperate or even to proceed the conflict resolutions. Eventually, pervasive and 
ubiquitous computing will be the fundamental composites of Web 3.0, which will be 
omnipresent with multimodal intelligent user interfaces to access all kind of 
multimedia objects in an insensible manner. There is no doubt that for next generation 
of web services of digital libraries, the systems should be capable of providing end 
users more specific information based on semantic oriented applications. 



 Innovative Semantic Web Services for Next Generation Academic Electronic Library 121 

At last, we would like to conclude that Web 3.0 is the combination of existing Web 
2.0 and the Semantic Web. Ontology, IA, and semantic knowledge management will be 
integrated to the Semantic Web. Ambient Intelligence (AmI) will play an essential role 
concerning the embedded semantic reasoning mechanism in the third generation of 
WWW through heterogeneous networks. Furthermore, human machine interfaces will 
be much more unobtrusive to naive end users. Bringing high quality services to the 
users is a salient challenge of future academic electronic libraries. Although Web 3.0 is 
still in its infant age, several pioneering applications have touched down in the web 
communities. Those web sites emphasize on the application of AI, in other words, the 
more participants use it, the more convenient it becomes. They are powered by 
semantics interpretation and robotically learn the user preferences and would make 
connections and suitable recommendation tailored-made to end users. Those web sites 
will categorize distinct interests for users and eventually bring and bundle together 
pushing to users’ desktop in one place and the users are able to share those with anyone. 

The theme of this research paper is going to provide the system prototype of next 
generation academic library services under Web 3.0 structures, which none of the 
existing academic libraries have done. We also design and propose the conceptual 
model to illustrate the essence of the above statements from offering practical advices 
point of view. The paper incorporates the key elements of Web 3.0 into the core 
functionality for the web services of the future academic electronic libraries. 

2.3 System Prototype of Web 3.0 Electronic Library 

As Figure 1 illustrates, the dash rectangle area indicates the integration of Semantic Web 
into the current existing academic library search modules. As we know that many 
academic libraries subscribe electronic journals from publishers. Under Web 3.0 library 
structures, the user can provide the linguistic variables, which will be interpreted by the IA 
of a specific publisher. For example, the user found the desired book from current library 
information system. Furthermore, the user would like to screen related comments, 
reviews, or Q&A before check out the material. In our proposed scenario, the user might 
provide ‘The most popular’ in the dialog box as the linguistic expressions and check 
Twitter, PLURK, and YouTube as the reference resources as the figure illustrated. After 
the user submits the desired goal, the IA of the specific publisher will search the Q&A 
database within its own domain of the current publisher and provide the most optimal 
responses. Figure 2 depicts Web 3.0 library system prototype that we proposed. For 
example, academic library A subscribes Springer (electronic journals, eBooks, and 
Databases) and a certain user provides the goal through the dialog box designed in Figure 
1. After the user submits the request, academic library A will notify Springer and the IA of 
the corporation will search the Q & A database within the publisher to provide the related 
responses. Concurrently, the IA will traverse to Web 2.0 community to compile and 
retrieve all the correlated information from Twitter, PLURK, Blog, Wikipedia, or 
YouTube. All the information will be delivered to the screen of the user who set the goal. 
The user would be able to visualize all the information without specifically triggering all 
those applications and this would be the beauty of Web 3.0 library. Figure 2 also 
demonstrates the scenarios that the IA of Springer might contact with the IA of Wiley, 
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which is subscribed by academic library B instead of academic library A. MAS is formed 
to cooperate with each other even across heterogeneous information systems. In addition, 
the IA can cooperate across the publishers to aggregate the related knowledge and return to 
the user on the same screen. As figure 1 suggests, the IA will search the Web 2.0 
community web sites, which were specified by the user and retrieve the information that 
the user desired and display those on the same screen without the user intentionally invoke 
the distinct applications. From the figures, it is obvious that the future library information 
will seamlessly couple with Web 2.0 with additional semantics reasoning functionalities 
embedded within an IA, which is capable of autonomously interpreting the linguistic 
expressions with accuracy in terms of information searching. Under such circumstances, 
the proposed Web 3.0 electronic library provides a new way for end users to collect online 
contents concerning comments, articles, Bolgs, photos, and videos in one place through 
parsing the linguistic expressions provided without the intentionally invoke specific 
application programs. Furthermore, the decision is upon the end users to share the 
information via RSS (Really Simple Syndication) mechanism. The future Web 3.0 
electronic library will help end users collect information in a new, highly customized, and 
convenient way, which eventually makes the digital library web sites smarter. 

 

Fig. 1. The search results that are automatically integrated presenting to end users 
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Fig. 2. Web 3.0 electronic libraries integrate semantic web, IA, and Web 2.0 community web 
sites 

3 Conclusions 

In this research, we propose the conceptual model of Web 3.0 digital library, which 
incorporates the Semantics Web mechanism into the core function of an IA. A web 3.0 
library will be primarily based on pervasive and ubiquitous computing infrastructures. 
Currently, there is no academic electronic library fulfilling web 3.0 criteria. However, 
this is definitely the next generation of digital library. For any publisher, there will be 
an IA representing the publisher on the web and ready to cooperate or negotiate with 
other IAs in a MAS to fulfill the goal set by the users. The users would retrieve the 
related information without intentionally invoke the distinct applications and all those 
information would be collectively delivered to users in one place. Furthermore, 
automatic customization would be another feature of Web 3.0 due to the integration of 
AI. As technologies continue to advance, devices would become more context-aware 
and intelligent. 
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Abstract. In this paper, we use fuzzy reasoning techniques and the domain 
ontology for anti-diabetic drugs selection. We present an anti-diabetic drugs 
recommendation system based on fuzzy rules and the anti-diabetic drugs ontology 
to recommend the medicine and the medicine information. The experimental 
results show that the proposed anti-diabetic drugs recommendation system has a 
good performance for anti-diabetic drugs selection. 

Keywords: Fuzzy Reasoning, Fuzzy Rules, Ontology, Anti-Diabetic Drugs. 

1 Introduction 

Clinical medicine expert systems have been presented for the past 40 years. The first 
generation of clinical medicine expert systems is the MYCIN system [11] which can 
diagnose infectious blood diseases. In recent years, some researchers [4], [5], [6], [8] 
combine the domain ontology with expert systems. The ontology techniques [1], 
[5]-[6], [8]-[9], are a combination of artificial intelligence and machine language to 
help to share and reuse the knowledge. It also contains natural language processing 
techniques and knowledge representation techniques. The ontology techniques can be 
used as channels of communication between human beings and systems. The 
ontology techniques can be further used for information retrieval and knowledge 
management. The more perfect the framework of domain ontology, the more 
complete the information which can be provided. 

In this paper, we use fuzzy reasoning techniques and the domain ontology to build 
an anti-diabetic drugs recommendation system. The experimental results show that 
the proposed anti-diabetic drugs recommendation system has a good performance for 
anti-diabetic drugs selection. 
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2 Fuzzy Set Theory 

In 1965, Zadeh proposed the theory of fuzzy sets [12]. Let X be a universe of 
discourse, where X = {x1, x2, …, xn}. A fuzzy set in the universe of discourse X can be 
represented as follows: 

where A is the membership function of the fuzzy set A, A(xi) indicates the degree of 
membership of xi in the fuzzy μA(xi)∈ [0, 1], the symbol ″+″ is the union operator, the 
symbol ″/″ is the separator, and 1 ≤ i ≤ n. 

Let A and B be two fuzzy sets in the universe of discourse U and let the 
membership functions of fuzzy sets A and B be μA and μB, respectively. Then, the 
union of the fuzzy sets A and B, denoted as A∪B, is defined as follows [12]: 

( ) max{ ( ), ( )}, .A B A Bu u u u Uμ μ μ∪ = ∀ ∈  
(2) 

The intersection of the fuzzy sets A and B, denoted as A∩B, is defined as follows [2]: 

( ) min{ ( ), ( )}, .A B A Bu u u u Uμ μ μ∩ = ∀ ∈  (3) 

3 Fuzzy Rules and Fuzzy Reasoning Techniques 

Let us consider the following two fuzzy rules in the knowledge base of a fuzzy 
rule-based system: 

IF X1 is A1 AND X2 is B1  THEN Z is C1, 
IF X1 is A2 AND X2 is B2  THEN Z is C2, 

where the observation is “X1 is x and Y1 is y” and x and y are crisp values. According 
to [3], Mamdni’s Max-Min operations for fuzzy reasoning are shown in Fig. 1. Then, 
the fuzzy rule-based system performs the defuzzification operations to get a crisp 
value z of the fuzzy reasoning result based on the center of gravity (COG) 
defuzzification operations, shown as follows [3]: 
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where μc is the membership function of the fuzzy set C, μc(xi) denotes the degree of 
membership of xi belonging to the fuzzy set C, xi ∈ w, and 1 ≤ i ≤ k. 
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Fig. 1. Max-Min operations for fuzzy reasoning [3] 

4 Ontology Knowledge 

Ontology is a knowledge representation method in the semantic web [9] and it includes 
three parts, i.e., concepts, relationships and instances [5], [15]. In recent years, some 
researchers uses the Ontology Web Language (OWL) to describe the ontology. OWL is 
based on XML, where the RDF syntax is used in the OWL. The OWL can be divided 
into three levels of language [14], i.e., OWL Full, OWL DL and OWL List. 

5 A Fuzzy Reasoning System for Recommending Anti-diabetic 
Drugs 

In this section, we present a fuzzy reasoning system for recommending anti-diabetic 
drugs. Fig. 2 shows the structure of a fuzzy reasoning system for anti-diabetic drugs 
recommendation. 

Fuzzifier

Inference
EngineFuzzy Rule Base

Defuzzification

Medicine 
Ontology

Recommend 
Medicine

User (Doctor)

Diabetes 
Tests

 

Fig. 2. A fuzzy reasoning system for recommending anti-diabetic drugs 

In this paper, we adopt the clinical practice data of the American Association of 
Clinical Endocrinologists Medical Guidelines [10]. Table 1 shows a fuzzy rule matrix to 
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infer the usability of the Metformin (MET) class anti-diabetic drugs, which contains 64 
fuzzy rules with six attributes (HbA1c Test, Hypoglycemia Test, Renal Test, Heart Test, 
BMI Test and Liver Test) and three kinds of the usability, i.e., Recommend (R), Not 
Recommend (NR) and Danger (D); HbA1c is a test that measures the amount of glycated 
hemoglobin in the blood; the renal test is based on the Creatinine (Cr), which is a 
break-down product of creatine phosphate in the muscle and which is usually produced at 
a fairly constant rate by the body; the heart test is based on the functional classification of 
the New York Heart Association (NYHA); the NYHA functional classification provides 
a simple way of classifying the danger of heart failure; the weight test is based on the 
body mass index (BMI) or the Quetelet index, which is a heuristic proxy for the human 
body fat based on an individual’s weight and height; the liver test is based on the liver’s 
abnormal releases (GPT) [10]. Table 2 shows a fuzzy rule matrix to infer the usability of 
the Dipeptidyl peptidase-4 (DPP4) class anti-diabetic drugs. Table 3 shows a fuzzy rule 
matrix to infer the usability of the Thiazolidinedione (TZD) class anti-diabetic drugs. 
Table 4 shows a fuzzy rule matrix to infer the usability of the Glinide class anti-diabetic 
drugs. Table 5 shows a fuzzy rule matrix to infer the usability of the Sulfonylureas (SU) 
class anti-diabetic drugs. Table 6 shows a fuzzy rule matrix to infer the usability of the 
α-glucosidase (AGL) class anti-diabetic drugs to infer the degree. 

Table 1. Fuzzy rule matrix to infer the usability of the Metformin class anti-diabetic drugs 

              HbA1c
Hypoglycemia

 
Renal

 
 
Heart       BMI   Liver 

Normal Abnormal 
No Yes No Yes 

N
orm

al 

A
bnorm

al 

N
orm

al 

A
bnorm

al 

N
orm

al 

A
bnorm

al 

N
orm

al 

A
bnorm

al 

Normal 
Low 

Normal R D R D R D R D 
Abnormal NR D NR D NR D NR D 

High 
Normal R D R D R D R D 

Abnormal NR D NR D NR D NR D 

Abnormal 
Low 

Normal R D R D R D R D 
Abnormal NR D NR D NR D NR D 

High 
Normal R D R D R D R D 

Abnormal NR D NR D NR D NR D 

Table 2. Fuzzy rule matrix to infer the usability of the DPP4 class anti-diabetic drugs 

              HbA1c 
Hypoglycemia

 
 

Renal 
 

 
    Heart  BMI   Liver 

Normal Abnormal 

No Yes No Yes 
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A
bnorm

al 
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al 

A
bnorm

al 

N
orm

al 

A
bnorm

al 

N
orm

al 

A
bnorm

al 

Normal 
Low 

Normal R R R R R R R R 
Abnormal R R R R R R R R 

High 
Normal R R R R R R R R 

Abnormal R R R R R R R R 

Abnormal 
Low 

Normal R R R R R R R R 
Abnormal R R R R R R R R 

High 
Normal R R R R R R R R 

Abnormal R R R R R R R R 
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Table 3. Fuzzy rule matrix to infer the usability of the TZD class anti-diabetic drugs 

              HbA1c
Hypoglycemia

 
Renal 

Heart    BMI     Liver   

Normal Abnormal 

No Yes No Yes
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Normal 
Low 

Normal R R R R R R R R
Abnormal NR NR NR NR NR NR NR NR 

High 
Normal NR NR NR NR NR NR NR NR 

Abnormal NR NR NR NR NR NR NR NR

Abnormal 
Low 

Normal D D D D D D D D 
Abnormal D D D D D D D D

High 
Normal D D D D D D D D 

Abnormal D D D D D D D D

Table 4. Fuzzy rule matrix to infer the usability of the Glinide class anti-diabetic drugs 

              HbA1c
Hypoglycemia

 
 
 

Renal  
 

 
Heart       BMI     Liver 

Normal Abnormal
No Yes No Yes
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A
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A
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Normal 
Low 

Normal R R NR NR R R NR NR
Abnormal NR NR NR NR NR NR NR NR 

High 
Normal R R NR NR R R NR NR

Abnormal NR NR NR NR NR NR NR NR

Abnormal 
Low 

Normal R R NR NR R R NR NR
Abnormal NR NR NR NR NR NR NR NR

High 
Normal R R NR NR R R NR NR

Abnormal NR NR NR NR NR NR NR NR

Table 5. Fuzzy rule matrix to infer the usability of the SU class anti-diabetic drugs 

              HbA1c
Hypoglycemia

 
 
 

Renal 
 
 
 

 
    Heart   BMI    Liver  

Normal Abnormal

No Yes No Yes 
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A
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Normal 
Low 

Normal R NR NR NR R NR NR NR 
Abnormal NR NR NR NR NR NR NR NR 

High 
Normal R NR NR NR R NR NR NR

Abnormal NR NR NR NR NR NR NR NR

Abnormal 
Low 

Normal R NR NR NR R NR NR NR
Abnormal NR NR NR NR NR NR NR NR

High 
Normal R NR NR NR R NR NR NR

Abnormal NR NR NR NR NR NR NR NR 

Table 6. Fuzzy rule matrix to infer the usability of the AGL class anti-diabetic drugs to infer the 
degree 

              HbA1c
Hypoglycemia

 
 

Renal 
 
 
 
     Heart  BMI    Liver    

Normal Abnormal
No Yes No Yes
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A
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al 

Normal 
Low 

Normal R NR R NR R NR R NR 

Abnormal R NR R NR R NR R NR 

High 
Normal R NR R NR R NR R NR 

Abnormal R NR R NR R NR R NR 

Abnormal 
Low 

Normal R NR R NR R NR R NR
Abnormal R NR R NR R NR R NR

High 
Normal R NR R NR R NR R NR

Abnormal R NR R NR R NR R NR
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Fig. 3 shows the membership function curves for the HbA1c Tests, Hypoglycemia 
Test, Rental Test, Heart Test, BMI Test and Liver Test, respectively.  

 

Fig. 3. Membership function curves for the tests 

Fig. 4 shows the membership function curves for the fuzzy sets “Danger (D)”, 
“Not Recommended (NR)”, “Recommended (R)”. 

 

Fig. 4. Membership function curves for the fuzzy sets “Danger”, “Not Recommended”, and 
“Recommended” 

A domain defines a set of representational knowledge that we call domain ontology. 
The domain represents the domain name of ontology and consists of various levels 
defined by domain experts. The domain ontology has three kinds of relationships, which 
are generalization, aggregation and association [4], [5], [6]. The generalization represents 
the “is-kind-of” relationship, which is a relationship between a domain and its 
corresponding category. The aggregation relationship is between each category and its 
corresponding events. The aggregation is a “is-part-of” relationship. The association 
represents a semantic relationship between concepts and concepts. Fig. 5 shows the 
structure of the anti-diabetes drugs knowledge. Diabetic drugs can be divided into six 
major medicine classes, including the α-glucosidase, the DDP4 inhibitor, the Glinide, the 
Metformin, the Sulfonylureas and the Thiazolidinedione. Thin subclasses includes the 
ingredient, the medicine name, the medicine doses and the medicine domain. In this 
paper, we combine fuzzy reasoning with anti-diabetic drugs ontology to recommend the 
best proposed medicine. 
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Fig. 5. Structure of the Anti-Diabetes Drugs Knowledge 

6 Experimental Results 

In this paper, we use the center of gravity method shown in formula (4) to deal with the 
defuzzification process. Table 7 shows 20 patients’ data and their fuzzy reasoning results. 
Table 8 shows the 20 patients’ data and their recommended levels. The recommended 
levels are 3, 2 or 1, which stand for different levels of recommendation. If the 
recommendation level is over 2, then the anti-diabetes drugs can be used. If the 
recommendation level is below 2, then the anti-diabetes drugs should be used carefully. 

Table 7. 20 patients’ data and fuzzy reasoning results 

 HbA1c Hypoglycemia Renal Heart BMI Liver AGL DPP4 Glinide MET SU TZD 

No.1 6.8 0 0.6 0 22 0 0.80837 0.80837 0.80837 0.80837 0.80837 0.80837 
No.2 7.2 48 0.8 1 23 33 0.799297 0.799297 0.799297 0.799297 0.799297 0.799297 
No.3 8.3 55 1.8 0 24.5 18 0.725865 0.799297 0.71293 0.658352 0.71293 0.735512 
No.4 9.8 66 2.1 3 27 80 0.666831 0.791961 0.559477 0.483749 0.559477 0.208039 
No.5 10 70 0.6 0 30 140 0.814551 0.814551 0.5 0.5 0.5 0.5 
No.6 7.85 65 0.8 4 27 78 0.788143 0.788143 0.576484 0.605195 0.576484 0.211857 
No.7 9 40 3.8 4 21 100 0.5 0.814551 0.5 0.235069 0.5 0.185449 
No.8 11 65 3.9 2 25 78 0.5 0.794041 0.570937 0.242327 0.5 0.205959 
No.9 6.5 60 1.5 3 26 80 0.785547 0.785547 0.601117 0.601117 0.601117 0.214453 
No.10 11.5 68 2.7 2 24.8 130 0.554593 0.800086 0.5 0.272684 0.5 0.199914 
No.11 7.9 0 2.1 4 23 100 0.660531 0.789427 0.5 0.389229 0.490959 0.210573 
No.12 9.8 48 0.6 4 24.5 78 0.794041 0.794041 0.598304 0.598304 0.605367 0.205959 
No.13 10 55 0.8 2 27 80 0.796089 0.796089 0.589085 0.589085 0.592071 0.203911 
No.14 7.85 65 3.8 3 30 130 0.5 0.788143 0.5 0.235069 0.5 0.211857 
No.15 9 60 3.9 2 27 98 0.5 0.785547 0.511751 0.242327 0.5 0.214453 
No.16 6.75 40 3.9 3 30 18 0.5 0.80944 0.80944 0.242327 0.5 0.19056 
No.17 6.9 65 1.5 0 27 80 0.796089 0.796089 0.569414 0.589085 0.569414 0.5 
No.18 7.78 60 2.7 4 21 140 0.5654 0.785547 0.5 0.303666 0.5 0.214453 
No.19 6.8 68 2.1 4 25 78 0.666831 0.791961 0.530927 0.491988 0.530927 0.208039 
No.20 6.65 0 0.6 2 26 100 0.796089 0.796089 0.5 0.5 0.391938 0.203911 

Note: The range of “Recommended” is between 0.65 and 1, the “Not Recommended” is 
between 0.35 and 0.65, and the range of “Danger” is between 0 and 0.35. 
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Table 8. 20 patients’ data and recommendation levels 

 HbA1c Hyppoglycemia Rennal Heart BMI Liver AGL DPP4 Glinide MET SU TZD 

No.1 6.8 0 0.6 0 22 0 3 3 3 3 3 3 
No.2 7.2 48 0.8 1 23 33 3 3 3 3 3 3 
No.3 8.3 55 1.8 0 24.5 18 3 3 3 3 3 3 
No.4 9.8 66 2.1 3 27 80 3 3 2 2 2 1 
No.5 10 70 0.6 0 30 140 3 3 2 2 2 2 
No.6 7.85 65 0.8 4 27 78 3 3 2 2 2 1 
No.7 9 40 3.8 4 21 100 2 3 2 1 2 1 
No.8 11 65 3.9 2 25 78 2 3 2 1 2 1 
No.9 6.5 60 1.5 3 26 80 3 3 2 2 2 1 
No.10 11.5 68 2.7 2 24.8 130 2 3 2 1 2 1 
No.11 7.9 0 2.1 4 23 100 3 3 2 2 2 1 
No.12 9.8 48 0.6 4 24.5 78 3 3 2 2 2 1 
No.13 10 55 0.8 2 27 80 3 3 2 2 2 1 
No.14 7.85 65 3.8 3 30 130 2 3 2 1 2 1 
No.15 9 60 3.9 2 27 98 2 3 2 1 2 1 
No.16 6.75 40 3.9 3 30 18 2 3 3 1 2 1 
No.17 6.9 65 1.5 0 27 80 3 3 2 2 2 2 
No.18 7.78 60 2.7 4 21 140 2 3 2 1 2 1 
No.19 6.8 68 2.1 4 25 78 3 3 2 2 2 1 
No.20 6.65 0 0.6 2 26 100 3 3 2 2 2 1 

 Note: “3” denotes “Recommended”, “2” denotes “not recommended”, and “1”  
 denotes “Danger”. 

Table 9 [10] shows the medicine names and their composition for reducing the 
HbA1c. We construct the ontology to remind the oral hypoglycemic agents’ knowledge. 
Protégé was used to construct the medicine ontology in the preliminary experiment due 
to the fact that the Protégé supports the RDF (Resource Description Framework). The 
OWL DL (Description Logic) format [14] was adopted in this paper due to the fact that 
the OWL DL is based on the XML and RDF syntax. OWL DL supports those users who 
want the maximum expressiveness while retaining the computational completeness (i.e., 
all conclusions are guaranteed to be computable) and decidability (i.e., all computations 
will be finished in a finite time) [14]. 

Table 9. Oral hypoglycemic drugs knowledge [10] 

Medicine Class 
Medicine Name /  

Generic Name, Brand Name 
Composition HbA1c (%) 

Sulfonylureas 
(SU) 

Glyburide / Euglucon 
Glyburide 

(2.5mg, 5mg) 

0.9 - 2.5 
Glipizide / Minidiab Glidiab (5mg) 

Gliclazide / Diamicron 
Gliclazide 

(30mg, 80mg) 

Glimepiride / Amaryl 
Glimepiride 
(1mg, 2mg) 

Metformin 
(MET) 

Metformin / Glucophage, Bentomin, Glucomine 
Metformin HCl 

(500 mg, 850 mg) 
1.1 - 3.0 

α-glucosidase 
(AGL) 

Acarbose / Glucobay Acarbose (50mg) 0.6 - 1.3 

Thiazolidinedione 
(TZD) 

Rosiglitazone / Avandia 
Rosiglitazone maleate 

(2mg, 4mg, 8mg) 1.5 - 1.6 
Pioglitazone / Actos Pioglitazone HCl (30mg) 

Glinide 
Repaglinide / NovoNorm 

NovoNorm 
(0.5mg, 1mg, 2mg) 0.8 

Nateglinide / Starlix Nateglinide (60mg) 

DDP4 inhibitor Sitagliptin_phosphate 
JANUMET 

( 0.059mg, 0.05mg, 0.1mg)
0.7 
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The anti-diabetic drugs ontology created is by Protégé. “Classes”, “Properties” and 
“individuals” are used to describe the data. The class of medicine, attribute of medicine 
class and contents of medicine properties are set up to construct the relevant knowledge 
of anti-diabetic drugs.  

In this paper, we use Joseki to implement the web server, which uses SPARQL to 
query the knowledge base, such as the user input diabetic drugs (Metformin), and then 
the system returns the ingredient and the medicine doses. Joseki [13] is an HTTP 
engine which supports the SPARQL Protocol and the SPARQL RDF Query language. 
Joseki Features has the RDF Data from files and databases and the HTTP (i.e., GET 
or POST) implementation of the SPARQL protocol. SPARQL was developed from 
W3C RDF Data Access Working Group. The SPARQL Protocol and RDF Query 
Language (SPARQL) is a query language and the protocol for RDF [16]. 

The format of the SPARQL Query language is as follows: 
 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX default:       

<http://www.owl-ontologies.com/Ontology1290657366.owl#> 

SELECT ?藥物類型 ?藥物成分 

WHERE  

{ ?藥物類型 default:names ?藥物成分 } 
ORDER BY ASC (?藥物類型) ASC(?藥物成分) 

 

Fig. 6. SPARQL Query Result 
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Fig. 6 shows the SPARQL query results regarding the ingredient and medicine doses 
of diabetic drugs. For example, the user query the medicine composition, the Acarbose, 
the Gliclazide, …, and the Sitagliptin phosphate. The system returns medicine dose, i.e., 
Glucobay: 50mg, Diamicorn: 30mg, …, and JANUMET: 0.1mg. 

7 Conclusions 

In this paper, we have used fuzzy reasoning techniques and the domain ontology for 
anti-diabetic drugs selection. We have presented an anti-diabetic drugs recommendation 
system based on fuzzy rules and the anti-diabetic drugs ontology to recommend the 
medicine and the medicine information. The experimental results show that the proposed 
anti-diabetic drugs recommendation system has a good performance for anti-diabetic 
drugs selection. 
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Abstract. This paper presents an image resizing system, the purpose is to build 
an image resizing system based on aesthetic composition including rule of 
thirds and subject position. With global operations, using the traditional scaling 
and non-traditional content-aware image resizing do the global operation, 
supplemented by photo rating for adaptive adjustment to reduce user operation 
with clear quantitative criteria as a basis for adjustment. In non-traditional 
content-aware image resizing, two algorithms are used, Seam Carving for 
Content-Aware Image Resizing and Adaptive Content-Aware Image Resizing, 
to adjust path detection with Otsu's Method according to the above-mentioned 
algorithm diagram. 

Keywords: Photo composition, Esthetics rule, Content-Aware Image Resizing, 
Otsu’s Method, Photo Rating. 

1 Introduction 

Nowadays, the popularity of digital cameras allows people take picture everywhere, 
but not every photo can be satisfactory, so more and more image modification 
software has be develop, but general public are not professional photographers nor 
photo retouching experts, the public want to modify the composition of their favorite 
photos to the photographer used even meet the aesthetic point of view, so effective 
and simple to use software to adjust the image has become a trend by the attention. 
The focus of this paper is to reduce user operations, and bring out the traditional 
image adjustment and the two non-traditional method of image adjustment, in 
addition the subjective factors in the observed images and the background are the 
main things twisted and deformed, and factors in the objective for using a different 
platform assessment scores before and after image adjustment, used to justify what 
was better, and integration of different scoring system in order to achieve adaptive 
image adjustment purposes. 

2 Literature Review 

Each person has a different aesthetics definition, the so-called aesthetic composition 
can also be said to be very subjective, but the rule of thumb is that it can be integrated 
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out and for a publically recognized standard, Hong-Cheng Kao proposed [1], several 
criteria for the aesthetic image under the composition is well defined and measurable 
criteria, and in Che-Hua Yeh and others have proposed [2], they extend the original 
composition standard and developed a set of evaluation and ranking system that can 
be adopted by users for their shoots. The photos selected in this study were analyzed 
by the system, too. 

However, in terms of photo resizing, manual resizing is deeply depended due to 
different individual subjective aesthetic. In 2007, what Shai Avidan has presented [3] 
can perceive the photo contents to further avoid the main object and overall algorithm 
when resizing photo composition that can reduce resizing. The next year, 2008 
Michael Rubinstein presented [4] made a very good extension application, but in the 
process of photo resizing have some defects. Such as the protection of the contents is 
still not enough or the adjustment direction is not satisfactory. For this problem,  
Yu-Shuen Wang using visual saliency improvement image energy map [5]. For [3] 
the choice of path and improve efficiency, Wei-Ming Dong [6] also made some 
improvements. 

In this paper, an image resizing system is proposed, using content-aware image 
resizing [3] [6]. In addition, we give a threshold for the energy map, because these 
algorithm path choices bases on energy map [7]. The goal is to smoothen the smooth 
part and reduce the main object distortions. In aesthetic composition adaptation, we 
tried traditional scaling to collocate with non-traditional content perception that 
allows the resized photos more accepted to the general public. 

 

3 Image Adjustment System Architecture 

3.1 System Overview 

First, use Photo Ranking System [2] to give a score for the original image by the three 
elements on composition. Then through our system choose algorithm to resizing. 
After the adjustment is completed, then by [1][2] to give the different aspects scores 
of subjective and objective. In order to adjust the image does have consistent aesthetic 
basis, as shown in Fig. 1 at Sec. 3.2. In this system, Esthetic Analysis background is 
mentioned in [1][2], Content Aware Image Resizing[3][6] is coupled with threshold 
selection method [7] to adjust the weights of the energy which mapped to compare 
and analyze. 
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3.2 System Flow Chart 

 

Fig. 1. Image adjustment system 

3.3 The Basic Theory of Experimental Design 

3.3.1   Image Resizing Based on the Rule of Thirds 
"Golden ratio" by the ancient Greeks invented geometry formulas, following this rule 
of composition is deemed to be "harmonious". When enjoying an image or an 
artwork, this rule would provide a reasonably separated Geometric segment. For 
many painters and artists, the "golden ratio" is that they must thoroughly understand 
the creation of a guiding principle; it is also widely used in photographic composition. 
The rule of thirds mentioned in [1], is simplified from the "golden ratio", (1:1.6), and 
its basic purpose is to avoid symmetrical composition. With symmetrical 
composition, the subject matter is usually placed in the center of the frame, often 
making the photo look dull and monotonous. However, the horizontal line used to 
divide the image into one-third and two-thirds of the image so that it no longer 
confined to the monotony of the symmetrical composition, to increase the picture’s 
proportionality, as Fig. 2. 

 

Fig. 2. Rule of thirds example 
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The chosen images detecting the horizon by the algorithm mention in [1]. which  
r  is distance from the horizon to the upper. 

DH is the Horizontal line for the Rule of Thirds in the range of composition. 

rH
σ

is the standard deviation of the Rule of Thirds. 
s

rH is the original score of the horizontal line, and final score for the Rule of 

Thirds is s
bH . 

If 1.6 2.0   DH r DH> > , then the score s
bH is 1.0. However r  not in this region, 

then the s
bH  is the maximum absolute value from the three equations in of S

rH , 

and S

bH in this region. The result of S

rH is closer to 1.0, representing the horizon closer 

to the Rule of Thirds. When the score is 1.0, represents horizon match the rule of 
thirds.  

min[ , (  )]D r Image height r= −  (1) 

1.0  [  ] / (1 1.0)DH Image height= +  (2) 

1.6  [  ] / (1 1.6)DH Image height= +  (3) 

2.0  [  ]/(1 2.0)DH Image height= +  (4) 
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 (8) 

Use these equation can calculate the score for the image. Magnitude of each 
adjustment of system is one-tenth of the image high. Here it is defined DR . 

 [  ] /10)DR Image height= , To do for the [3] [6] algorithm adjust each time the image 

pixels. Each time after adjustment by the algorithm is re-calculated scores, and when 
the score is 1.0, the adjustments are finished. 

3.3.2   Image Resizing Based on the Subject Location 
Basis on horizontal and vertical the Rule of Thirds, can find the intersection - Power 
Weight Point. This means that subject position is better on these four golden points. 
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Chosen image that main subject is deviation from Power Weight Point, use [3] [6] 
algorithm to resizing, each time adjustment by DR . Use ROTf  in [2] to score the subject 

and four Power Weight Point. iA  is the subject size. iS is the saliency value of subject. 

iD  is the distance of subject and Power Weight Point(standard deviation 0.17σ = ). If 
the subject is more close to the Power Weight Point scores will be higher.

 

 

2

2
1 Di

i i
i i ii

ROT A S e
A S

f σ
−

= ∑∑
 

(9) 

After the image resizing base on the rule of thirds and the subject relocation, need to 
be observed the background and subject have been destroyed or distorted. 

3.3.3   Binary Threshold Otsu's Method 
Otsu's method [7] can determination a binary threshold value t. Gray scale images can 
be represented as a 2D gray level functions, including N pixel, gray scale values 
between K to L, the pixels have the same gray value i is if . The probability of the 

gray value image i emersion in image can be expressed as iP . In bi-level binary 

Threshold case, pixels will be divided into two categories, 1C  is gray scale value of 
pixels [ , , ]K t… , and 2C is gray scale value of pixels [ 1, , ]t L+ … . 1( )tω is the 

probability of gray scale value of pixels K to t total probability. 2( )tω  is the 

probability of gray scale value of pixels 1t +  to L total probability. 1C  and 2C with 
the average of the whole image to gray scale the average grayscale value of whole 
image to represent by 1μ , 2μ  and Tμ . Otsu's method [7] definition the between-

class variance can use 2
Bσ  equation to solution. Otsu's method find the best threshold 

value should in the grayscale value region between K to L. T is Otsu's method 
threshold value. 

/iP fi N=  (10) 

1 1
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1 1 2 2 Tω μ ω μ μ+ =  (13) 

2 2 2
1 1 2 2( ) ( )T TBσ ω μ μ ω μ μ− −= +  (14) 



 Content-Aware Image Resizing Based on Aesthetic 141 

 

2{ ( )}B
K t L

T Arg Max tσ
< <

=  (15) 

3.4 Image Resizing Method - Non-traditional Image Resizing Method Fusion 
the Binary Threshold Otsu's Method 

Image through aesthetic analysis, resizing for different parts of the content is used the 
non-traditional Content-Aware Image Resizing [3] [6] and Scaling in traditional way, 
for the [3] [6] In particular, we addition Otsu's Method on the path selection method is 
also Energy map to adjustment.  

The main aim is use the Sobel Edge Detection on the original content-aware 
resizing of to detect the energy map. ( )e I  

( )e I I I
x y

∂ ∂= +
∂ ∂

 (16) 

However, this approach is not use Binary Threshold on the Energy map ( )e I , the 

optimal threshold value T for the Energy map is calculated.  
Were substituted into the [3][4], Zero below the T part and keep the value higher 

than T：  

 ( , ) , ( , ) 0

    ( , ) , ( , ) ( , )

if e i j T e i j

e i j T e i j e i j

≤ =
> =

 (17) 

Make Content-Aware Image Resizing in the path choice can easily avoid the subject 
and select smooth part is the path. While the energy overall sum of Seam selected (the 
energy due to some zero on the path) will different; the Optimal Seam will be 
different. So the smooth part allowed to more easily identify the more is our main 
purpose. 

After we resizing the image, score the image by [1] [2] respectively, and observe 
the background and the main object distortion and destruction, which is used to judge 
the resized image which one is better. 

4 Experiments 

4.1 Image Resizing Results 

We use the Image base on Rule of Thirds and the subject location with different 
coping strategies to score and analysis. First choices the image have horizon line on 
the middle. Then use non-traditional content-aware resizing algorithms to adjust. 
According the experiments we give energy map a threshold or not, to adjust energy 
map of the different results. 
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(a) (b) (c) 

(d) (e) (f)  

Fig. 3. Adjusted the horizon to the rule of thirds and the threshold value T is not set 
(a) Original Image: The horizon on the image middle. 
(b) Original Image`s energy distribution. 
(c) Reduce pixels by Seam Carving resizing to adjust horizon. 
(d) Reduce pixels by Adaptive to adjust horizon. 
(e) Increase pixels by Seam Carving resizing to adjust horizon. 
(f) Increase pixels by Adaptive to adjust horizon. 

From the Fig. 3, we can observe that, using [3] [6] algorithm to make adjustments and 
the energy map with threshold value not set Horizontal line in the adjustment process 
cannot successfully adjust to the rule of thirds. Because the right-down silhouette energy 
too closes the background energy, adjustment process chose to adjust right-down 
silhouette. It cannot achieve the purpose we want - to adjust the horizontal line. 

The original energy map threshold T is given. Then adjust and observe. In Fig. 4 can 
see the clouds at top on picture become smoother after using the threshold. Adjust by 
original [3][6] algorithm will adjust the silhouette like Fig. 3. After give threshold vale, 
algorithm will adjust clouds. Then can adjust to the rule of thirds on the horizontal line. 

(a) (b) (c) 

(d) (e) (f)  

Fig. 4. Adjusted the horizon to the rule of thirds and the threshold value T is set 
(a) Original Image: The horizon on the image middle. 
(b) Original Image`s energy distribution by give the threshold value T. 
(c) Reduce pixels by Seam Carving resizing to adjust horizon. 
(d) Reduce pixels by Adaptive to adjust horizon. 
(e) Increase pixels by Seam Carving resizing to adjust horizon. 
(f) Increase pixels by Adaptive to adjust horizon. 



 Content-Aware Image Resizing Based on Aesthetic 143 

 

At subject location adjustment, we choose a picture that subject on image center. 
Using the above method to give the threshold value T for the [3][6] algorithm used for 
comparison. 

  

(a) (b) (c) 

  

(d) (e) (f)  

Fig. 5. The subject adjusts to Power Weight Point and the threshold value is not set 
(a) Original Image: The subject in the center. 
(b) Original Image`s energy distribution  
(c) Reduce pixels by Seam Carving resizing to adjust subject location. 
(d) Reduce pixels by Adaptive to adjust subject location. 
(e) Increase pixels by Seam Carving resizing to adjust subject location. 
(f) Increase pixels by Adaptive to adjust subject location. 

  

(a) (b) (c) 

  

(d) (e) (f)  

Fig. 6. The subject adjusts to Power Weight Point and the threshold value is set 
(a)Original Image: The subject in the center. 
(b) Original Image`s energy distribution by give the threshold value T. 
(c) Reduce pixels by Seam Carving resizing to adjust subject location. 
(d) Reduce pixels by Adaptive to adjust subject location. 
(e) Increase pixels by Seam Carving resizing to adjust subject location. 
(f) Increase pixels by Adaptive to adjust subject location. 

From Fig. 5 and Fig. 6 can see because the energy of subject higher than background, 
so whether the given threshold for the adjustment process of the subject re-location to 
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little effect. On the process of adjustment pixels Increase or decrease the pixel process, 
decrease pixel is better than increase pixel. Decrease pixel processes have less frequent 
operations. The Increase pixel process to cause amplification background is too vague or 
subject led to the amplification of the background over the main image as is the 
proportion of the overall decline. 

4.2 Image Adjustment Score Rating 

Adjust the horizontal line in Fig. 3, after the horizontal line near the middle. The 
results of s

bH  are close to the worst case -1, and adjusted Fig. 4, the score of the 

horizontal line close to 1.0. 
In Fig. 5 and Fig. 6 is not very different, the form below do the presentation and 

comparison. 

Table 1. Fig. 5 and Fig. 6s’ ROTf  

Fig. 5 ROTf  Fig. 6 ROTf  

(a) 0.120294 (a) 0.120294 
(b) N/A (b) N/A 
(c) 0.25625 (c) 0.348914 
(d) 0.37424 (d) 0.348457 
(e) 0.241147 (e) 0.107835 

ROTf is ranking system scores. Both of Fig. 5 and Fig. 6, (b) the energy map for the 

image not graded. By the table above we can clearly see that image scores adjust 
subject location by reduce the image pixels (c) (d) improved significantly than the 
unadjusted image (a) scores. Increase pixels to adjust subject location (e) (f), the ROTf  

increase magnitude are smaller. And, Fig. 6 (given threshold T) compare with Fig. 5 
(not given threshold T), Fig. 6 (c) score is higher than Fig. 5 (c). That is, [3] algorithm 
has been improvement by [7] given threshold. But in (e) and (f) contrary to the scores 
is declined. In the same we found that the scores of subject re-location by reduce 
pixels (c) and (d) higher than Increase pixels (e) (f). Adjust subject location by 
Increase pixels will cause background over-amplification and fuzzy. Thus a 
conclusion will be given, adjust the position of the subject to the four Power Weight 
Point, use [3] and [6] method with reduce pixels is better way, and if choose [3] to 
adjust, can give threshold T [7] to increase the performance. 

5 Conclusion 

According the experiments, in horizon adjustment, the subject energy and background 
energy too close (Fig. 5, 6 (a) Original Image), use content-aware resizing to do 
horizon adjust often damage to the subject image distortion and the horizon line. But 
after given threshold to reduce the non-subject energy, content-aware resizing can be 
more easily to select background to be path. 
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Seam Carving for Content-Aware Image Resizing with threshold can improve the 
results than original Seam Carving for Content-Aware Image Resizing. Adaptive 
Content-Aware Image Resizing is a less obvious effect. Finally, use reduce pixels 
than increase pixel is better, reason is that the increase pixel process to cause 
amplification background is too vague or subject led to the amplification of the 
background over the main image as is the proportion of the overall decline. 

The above study found that after a given threshold, Content-Aware Image Resizing 
algorithms can protection the subject. Adjusted to meet the aesthetic composition in 
the different images have different adjustment methods. The system for different 
types of images with traditional and non-traditional methods allowed more convenient 
to adjust and perfect, and we hope that the future can make the system more efficient 
development of more complete, so that each image can be easily adjusted to meet the 
aesthetic composition, each individuals can have a photographer shoot out like a 
beautiful image. 
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Abstract. In artificial intelligence, knowledge models play an important role in 
designing the knowledge base systems and the expert systems. The quality of 
the intelligent systems depends heavily on the knowledge base built on the 
models. This paper presents a model of knowledge called functional knowledge 
model (FKM). This model is used to represent knowledge domains about 
functions and computing relations between them in different real applications. 
Besides, this paper also proposes a technique for solving an important problem 
in functional knowledge domains - simplification of functional expressions. 
Functional knowledge model is applied to construct an automatic system for 
simplifying trigonometric expressions in high school. This system can reason 
automatically from knowledge and provides a step by step solution that similar 
to the way of human thinking.  

Keywords: Artificial intelligence, knowledge representation, educational 
software, automatic problem solving. 

1 Introduction 

Knowledge representation is one of important branches of artificial intelligence. To 
build the expert systems or knowledge-based problem solving systems, we need to 
design a knowledge base and an inference engine. The quality of the intelligent 
systems depends greatly on knowledge. Therefore, researching and developing 
methods for representing knowledge and reasoning mechanisms have great 
significance in theories and applications in artificial intelligence science.  

Nowadays, there are many different knowledge models have been proposed and are 
widely applied in many fields. The knowledge models are mentioned in [1], [2], [5], [10] 
such as semantic network, rule – based system, conceptual graph, computing network, 
COKB, etc, for human many different methods in designing the knowledge base.  

The components of knowledge, which are represented by those models, are rather 
varied such as: concepts, operators, laws, etc. However, in human knowledge, there are 
many other components have not been studied fully for representing. One of those 
components is functions and their computing relations. Therefore, in this paper, we 
present a knowledge model for representing a domain related functions and their 
relations. This model is a method for designing a functional knowledge base for solving 
automatically problems of inference and calculation on functions. Simplification is a 
basic and important problem in this knowledge domain. This paper also proposes a 
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technique for automatic solving this problem by means of defining the length of 
expressions.   

One of the most practical applications of this model is knowledge domain of 
trigonometric expressions. Automated and readable simplification of trigonometric 
expressions is an important issue but has not been completely solved by current 
computer algebra systems. In [11], the author presented a technique for solving this 
problem by means of combination rules. However, this technique can simplify 
trigonometric polynomials only. Therefore, based on proposed model and algorithm, 
the paper also presents the design of a program that simplifies trigonometric 
expressions automatically. The program is implemented by Maple and C #. This 
program can simplify not only trigonometric polynomials but also other forms of 
trigonometric expressions. It is able to give result and solution in step by step for 
explaining the process of reasoning. It is very useful for teachers and students in 
teaching and studying. 

Functional knowledge model is a contribution in the research and development of 
methods for representing knowledge on the computer. 

2 A Model of Functional Knowledge 

The knowledge models in [1], [2], [5], [10] has been widely used in many practical 
applications. However, these methods are not suitable and enough for representing the 
knowledge domains of functions on computers. The following functional knowledge 
model is a useful method for designing the knowledge base of functional concepts, 
operators and their relations.  

2.1 Functional Knowledge Model (FKM) 

FKM is a knowledge model consists of 4 components:  
(Cf, Ops, Rules, Vals) 

in which,  

• Cf: is a set of functional concepts.  
• Ops: is a set of operators. 
• Rules: is a set of rules. A rule is a computing relation on functions that 

represented by a functional equation.   

• Vals: is a set of specific values of functions.  

Notation: <Cf> is a set of functional expressions that built by functions and operators in 
Ops. 

A functional concept is a class of functions. The structure of a function consists of:  

− Function kind,  

− A set of variables. A variable has a kind of variable. 

− A set of parameters. A parameter has a kind of parameter.  

− Kind of result of function. 

− A set of constrains of parameters. 

− Definition of function 
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Example 1: Logarithm to the base a of x has structure: 

Function kind: LOGARIT 
Variable: x, variable kind: REAL 
Parameter: a, parameter kind: REAL 
Result kind: REAL 
Constrains: 0, 1a a> ≠  
Function definition: log[a](x) .   

2.2 Storage Organization 

The knowledge base of functions is represented by FKM can be organized by a 
system of structured text files. They include the files below:   

− The file “Functions.txt”: stores name of functional concepts.  

− The file “Operators.txt”: stores information of operators. 

− The file “Rules.txt”: stores computing rules.  

− The file “Values.txt”: stores specific values of functions. 

− The files “<name of concept>.txt”: stores the specifications of structures of 
functions. 

The relationship of information structure in the knowledge base can be illustrated by 
the following diagram:  

 

The relationship of components in FKM 

3 Problem and Algorithms 

In this section, an important problem in functional knowledge domain is mentioned. It 
is simplification of functional expressions. The problem is stated as:  

Given functional knowledge model FKM (Cf, Ops, Rules, Vals), and an expression 
exprf ∈ <Cf>. Simplify exprf.  
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In other words, to simplify expression exprf is to transform exprf into a new 
expression exprh with exprh "is simpler than" exprf. In the process of simplification, 
we know that this process will stop when we cannot make expression simpler any 
more. But how do we teach computers to know that? Therefore, to simplify 
automatically expressions on computers, we need to define the concept of "simpler 
than" explicitly. This concept is a key to build algorithms of simplification. 

Here are rules for computing length of expression exprf in <Cf> (Notation: 
length(exprf)) 

(1). exprf is a constant function then length(exprf) = 0.  
(2). exprf is a function in functional class in Cf and exprf is not a constant 

function then length(exprf) = 1. 
(3). exprf = exprgn , which exprg ∈ <Cf> then  

• length(exprf) = |n|*length(exprg) if n ∈ Z
 

 
• length(exprf) = length(exprg) if n ∈ Q/Z  

(4). exprf = exprg*exprh  then length(exprf) = length(exprg)*length(exprh), with 
exprg, exprh ∈ <Cf>,  and operator * ∈ Ops.  

Example 2: 
2

22 2

sin( ) os( )

2sin( ) 1sin( ) cot( ) os( )

x c x
f

xx x c x
= −

−− −
 

⇒ length(f) = 10. 

3.1 Definitions 

Here are some definitions that are necessary for the design of automatic simplification 
algorithm. Given FKM (Cf, Ops, Rules, Vals):  

Definition 1. Given two expressions exprf, exprg ∈ <Cf>. exprf is ”simpler than” 
exprg if length(exprf) < length(exprg). 

Definition 2. Given an expression exprf ∈ <Cf>. A rule r ∈ Rules is “applied” to 
exprf if left – hand side of r is a sub expression of exprf.  

Definition 3. 

− A rule r in Rules is called “simplifying rule” 
if ( ( )) ( ( ))length lhs r length rhs r> . lhs(r), rhs(r) are left – hand side and 
right – hand side of r.  

A set of simplifying rules is Rrg.  

 { }, ( ( )) ( ( ))Rrg r Rules length lhs t length rhs r= ∈ >   

− A rule in Rules is called “expanding rule” if 
( ( )) ( ( ))length lhs r length rhs r≤ . 

A set of expanding rules is Rkt.  

{ }, ( ( )) ( ( ))Rkt r Rules length lhs t length rhs r= ∈ ≤
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Base on definition 3, the set Rules in FMK consists of Rrg and Rkt.  

 Rules Rrg Rkt= ∪  

3.2 Algorithms 

The general simplification algorithm below is based on the definition mentioned in 
section 3.1. The objective of simplifying expression is to transform an original 
expression into a new expression whose length is smaller. The process of 
simplification is not always possible to reduce the length. It is necessary to make a 
combination of simplifying and expanding to achieve the desired results. General 
simplification algorithm below is the combination of two processes: the "simple 
simplification process" and the "simple expansion process” until achieve the 
expression has the shortest length. The process of "simple simplification" is the process 
of finding rules in Rrg with some basic transformation methods such as common 
factor, etc, to create a new expression has shorter length. The process of "simple 
expansion" is the process of finding rules in Rkt with some basic transformation 
methods such as: transform product into sum, common denominator, etc.  

The General Simplification Algorithm 
Input: an expression exprf  
Output: an expression exprg is a result of simplification of exprf 

Step 1: Simplify simply exprf and set up initial values for variables. 
exprg is a result of simple simplification process of exprf. exprg_old 
stores expression whose length is smallest in each step.  

exprg:= simple simplification(exprf); 
exprg_old:= exprg;  
solan  := 0;  

Step 2: Combine simple simplification and simple expansion until get 
smallest expression or solan > 3.  

  2.1 Expand simply exprg.  
   exprh :=  Expand simply (exprg); 
   If cannot expand then goto Step 3.   
  2.2 Simplify simply exprh 
   exprl:= Simplify simply(exprh); 
   If length(exprl) < length(exprg_old) then 
    exprg_old := exprl;  
    solan := 0;  
   Else,   
    solan := solan +1;  
   end: # 2.2 
  exprg := exprl;   
  Go to step 2.  

Step 3: exprg := exprg_old; return exprg; 
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Here are simple simplification algorithm and simple expansion algorithm. The idea 
of both two algorithms is to perform the inference process combines the heuristic 
rules to enhance the speed of solving problems and achieve a better solution.  

Simple Simplification Algorithm 
Input:  exprf  
Output: exprg  

Step 1: exprg  := exprf;   
Step 2: Using heuristic rules to select a rule r in Rrg that can be applied 
to exprg  

while ( r is found ) do 
 exprg := r(exprg); // r(exprg) is a result after applying r to exprg  
 record r; 
 Using heuristic rules to select a rule r in Rrg that can be applied 

on exprg.  
 od; 

Step 3: Factor exprg.  
 If can factor then goto step 2. 
Step 4: return exprg; 

Some heuristic rules were used for selecting simplifying rule are listed below: 

− Chose rule whose right – hand side is constant.  
− Chose rule that has no new function in it 
− Chose rule that involves functions in expression.  
− Chose rule that length of its left – hand side is longest and length of its 

right – hand side is shortest. 

Simple Expansion Algorithm 
Input: exprf  
Output: exprg 

Step 1: exprg  := exprf;    
Step 2: Using heuristic rules to select a rule r in Rkt that can be applied 
on exprg   
 If r is found then exprg := r(exprg);  return exprg; 
Step 3: Transform product into sum in exprg  
 If can transform then return exprg after transforming; 
Step 4: Provide the common denominator in exprg  
 If can provide then return exprg after providing 
Step 5: return exprg; 

Some heuristic rules were used for selecting expansion rule are listed below:  

− Chose rule that has no new function in it. 
− Chose rule that involves functions in expression. 
− Chose rule makes expression has shortest length after applying. 
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4 Application 

Based on the model of functional knowledge FKM, we built an automatic 
simplification program of trigonometric expressions. This program was implemented 
by language Maple and C #. It can reason automatically based on rules in order to 
simplify expression. In addition, it can present the solution in step by step, explaining 
the process of simplification. Moreover, the program has been tested on many 
exercises in trigonometry in math books in high education. 

Here are some examples of simplification of trigonometric expression. 

Example 3: Simplify 2 2sin( ) (1 cot( )) os( ) (1 tan( ))f x x c x x= + + +   

with 0 ,
2

x x
π⎧ ⎫< <⎨ ⎬

⎩ ⎭
 

Solution:  

Step 1: Apply 
sin( )

tan( )
os( )

x
x

c x
=

 
 

 Then: 2 2 sin( )
sin( ) (1 cot( )) os( ) 1

os( )

x
f x x c x

c x

⎛ ⎞
= + + +⎜ ⎟

⎝ ⎠
 

Step 2: Apply 
os( )

cot( )
sin( )

c x
x

x
=  

 Then: 2 2cos( ) sin( )
sin( ) 1 os( ) 1

sin( ) os( )

x x
f x c x

x c x

⎛ ⎞ ⎛ ⎞
= + + +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 

Step 3:  Product to sum 

 Then: 2 2os( ) 2cos( )sin( ) sin( )f c x x x x= + +  

Step 4: Apply ( )22 2os( ) 2cos( )sin( ) sin( ) os( ) sin( )c x x x x c x x+ + = +  

 Then: ( )2os( ) sin( )f c x x= +  

Step 5: Apply 0 ,
2

x x
π⎧ ⎫< <⎨ ⎬

⎩ ⎭
 

 Then: os( ) sin( )f c x x= +  

Compare with Maple  

Maple is one of current excellent computer algebra systems that support automatic 
simplification of trigonometric expressions. However, its ability is limited in complex 
exercises. Moreover, Maple cannot provide a step by step solution. Therefore, in this 
section we do a comparison between Maple and the simplification program that built 
based on functional knowledge model FKM. Our program is implemented by Maple 
and C #. The following examples show that Maple cannot provide a step by step 
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solution, or give a bad result, or cannot simplify in some cases. Then, it finds that the 
ability of our program is better than Maple’s. Its solutions are in step by step and 
close to human thought. 

Example 4: Simplify ( ) ( )2 2
tan( ) cot( ) tan( ) cot( )f x x x x= + − −  

Result of Maple: 4 
Result of program: 4 
Solution:  

Step 1: Apply ( )2 2 2tan( ) cot( ) cot( ) 2 tan( )cot( ) tan( )x x x x x x+ = + +  

 Then: ( )22 2cot( ) 2 tan( )cot( ) tan( ) tan( ) cot( )f x x x x x x= + + − −  

Step 2: Apply ( )2 2 2tan( ) cot( ) cot( ) 2 tan( ) cot( ) tan( )x x x x x x− = − +  

 Then: 4 tan( ) cot( )f x x=  

Step 3: Apply 
sin( )

tan( )
os( )

x
x

c x
=  

 Then: 
4sin( )cot( )

os( )

x x
f

c x
=  

Step 4: Apply 
os( )

cot( )
sin( )

c x
x

x
=  

 Then: 4f =  

Example 5: Simplify 2 2sin( ) (1 cot( )) os( ) (1 tan( ))f x x c x x= + + +   

with 0 ,
2

x x
π⎧ ⎫< <⎨ ⎬

⎩ ⎭
 

 Result of Maple: 2cos( )sin( ) 1x x +  

 Result of program: os( ) sin( )f c x x= +  

 Solution: (see example 3) 

Example 6: Simplify 
2 2

2 2
2 2

os( ) sin( )
cot( ) cot( )

sin( ) sin( )

c x y
f x y

x y

−= −  

 Result of Maple: 
2 2 2 2

2 2

cos( ) 1 cos( ) cos( ) cos( )

sin( ) sin( )

x y x y

x y

− + − +
 

 Result of Maple: -1  
 Solution:  

 Step 1: Apply 
os( )

cot( )
sin( )

c x
x

x
=  

 Then: 
2 2 2 2

2 2 2

os( ) sin( ) cos( ) cot( )

sin( ) sin( ) sin( )

c x y x y
f

x y x

−= −  
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 Step 2: Apply 
os( )

cot( )
sin( )

c y
y

y
=  

 Then: 
2 2 2 2

2 2 2 2

os( ) sin( ) cos( ) cos( )

sin( ) sin( ) sin( ) sin( )

c x y x y
f

x y x y

−= −  

  Step 3:  Product to sum 

 Then: 
2 2 2

2 2 2 2 2

os( ) 1 cos( ) cos( )

sin( ) sin( ) sin( ) sin( ) sin( )

c x x y
f

x y x x y
= − −  

 Step 4: Common factor 

 Then: 
( )2 2

2 2 2

os( ) 1 cos( ) 1

sin( ) sin( ) sin( )

c x y
f

x y x

− +
= − −  

 Step 5: Apply 2 21 os( ) sin( )c y y− + = −  

 Then: 
2

2 2

os( ) 1

sin( ) sin( )

c x
f

x x
= −  

  Step 6: Common factor 

 Then: 
2

2

1 os( )

sin( )

c x
f

x

− +=  

 Step 7:  Apply 2 21 os( ) sin( )c x x− + = −  

 Then: 1f = −  

5 Conclusion 

Functional knowledge model is a new method for representing knowledge domains 
related to the functions, and their computing relations. This model is suitable for 
designing a knowledge base of functions in many different applications. With the explicit 
structure, model can be used to build the solving modules. This model has contributed to 
the development of methods for representing human knowledge on computers.  

The technique of simplification above is based on the length of the expression. It 
has helped to solve the problem of simplifying automatically expression in many 
practical knowledge domains with many forms of expressions.  

The program of automatic trigonometric simplifying has been tested on many 
exercises in trigonometry in math books of high education. This program can simplify 
many forms of expressions and provide solutions that are natural, accurate, and 
similar to the thinking of people. 
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Abstract. The main aim of this research is to deal with enriching con-
ceptual semantic by expanding local conceptual neighbor. The approach
consists of two phases: neighbor enrichment phase and matching phase.
The enrichment phase is based on analysis of the extension semantic the
ontologies have. The extension we make use of in this work is generated
an contextually expanded neighbor of each concept from external knowl-
edge sources such as WordNet, ODP, and Wikimedia. Outputs of the
enrichment phase are two sets of contextually expanded neighbors be-
longing to these two corresponding ontologies, respectively. The matching
phase calculates similarities between these contextually expended neigh-
bors, which yields decisions which concepts are to be matched.

Keywords: knowledge integration, information system, ontology
integration.

1 Introduction

In the literature, there are many definitions of ontology integration, but the def-
inition given by [16] is refereed in this research that defined as the process of
finding commonalities between two different ontologies O and O′ and deriving a
new ontology O∗ that facilitates interoperability between computer systems that
are base on the O and O′ ontologies. The new ontology O∗ may replace O or
O′, or it may be used only as an intermediary between a system based on O and
system based on O′. Finding ontological commonality is a very complex task,
since ontologies have varies characteristics, e.g., the same concept but different
names, the same name but different concepts, overlapping concepts but different
concepts, multiple forms of the same concept, and multiple concepts of the same
form [6]. Although several efforts in ontology integration have already been con-
tributed, they have different focuses, assumptions, and limitations. According

J.-S. Pan, S.-M. Chen, N.T. Nguyen (Eds.): ACIIDS 2012, Part I, LNAI 7196, pp. 156–166, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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to the literature, ontological similarity techniques that have been explored for
commonalities finding can be classified into following four methods: instance-
based similarity that is a similarity measurement between concepts based on
concepts’ common instances [4], lexical-based similarity that the similarity be-
tween two concepts is determined by analyzing the linguistic meanings of associ-
ated names [8,9], schema-based similarity that a similarity between two concepts
is determined by analyzing the similarity between associated properties [1], and
taxonomy-based similarity that is found by analyzing the structural relationships
between them, such as subsumption [7].

The main aim of this research is to deal with enriching conceptual semantic
by expanding local conceptual neighbor. The approach consists of two phases:
neighbor enrichment phase and matching phase. The enrichment phase is based
on analysis of the extension semantic the ontologies have. The extension we
make use of in this work is generated an contextually expanded neighbor of each
concept from external knowledge sources such as WordNet1, ODP2, and Wiki-
media3. The intuition is that given two ontologies which should be matched,
we construct a contextually expanded neighbor for each concept. The neigh-
bor, is first derived from external knowledge sources, as it reflects the domain-
independent concept for the corresponding concept, called domain-independent
concept neighbor or global neighbor. Then, this independent neighbor matches
to local neighbor (extracted from the corresponding ontology) to generate the
corresponding contextually expanded neighbor. Outputs of the enrichment phase
are two sets of contextually expanded neighbors, which belong to the two cor-
responding ontologies, respectively. The matching phase calculates similarities
between these contextually expended neighbors, which yields decisions which
concepts are to be matched.

2 Related Works

To enrich semantic for ontology, most previous works focus on using external
knowledge to generate a enrichment structure such as a feature vector [17] and
a forest for representing each concept [15].

The main task of the work [17] for the semantic enrichment structure is to
generate a feature vector of a concept, which comes out as the result of extension
analysis of the relevant ontologies.

In particularly, each concept is considered as a query to collect relevant doc-
uments that is then assigned to the query concept. However, if documents have
already been assigned to specific concepts as their instances, we can skip this
step and construct feature vector for the concepts directly. There are two steps
to construct feature vector for each concept as follows: First step, using the vec-
tor space model tf/idf to construct the generalization of the documents. Second
step, for each leaf concept, the feature vector is calculated as the feature vector

1 http://wordnet.princeton.edu/
2 http://www.dmoz.org/
3 http://en.wikipedia.org
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Fig. 1. Overview of the semantic enrichment process

of set of documents associated with the concept. For each none-leaf concept, the
feature vector is calculated by taking into consideration contributions from the
documents that have been assigned to the concept and its direct sub concepts.
Similarities between concepts across different ontologies are determined by their
feature vector similarities. The semantic enrichment process of this approach
is shown in Fig. 1. This approach makes a strong assumption that the docu-
ments querying from a concept name are relevant to the concept. However, even
the assumption is satisfied, the representative feature of a concept is common
understanding or domain-independent the corresponding concept. Considering
concepts in a specific context on a specific domain ontology, this approach will
lead to mismatching as aforementioned.

Another system [15], which calls BLOOMS, is based on the idea of boot-
strapping information on the LOD cloud. This approach is an utilization of the
Wikipedia category hierarchy. Two ontologies, which are assumed to contain
schema information, should be mapped by BLOOMS. It then proceeds with the
following steps:

– Pre-processing: The extraction of concepts from the input ontologies are
performed by removing property restrictions, individuals, and properties.
Each concept name is tokenized to obtain a list of all simple words contained
within them, with stop words removed.

– Construction: Each word belonging to a concept is a root of a tree con-
structing using information from Wikipedia. The depth of the tree limits
to four based on empirical observation depths beyond four typically include
very general categories, which are not useful for alignment. Therefore, each
concept is represented by a forest including trees rooting by its tokenized
words.

– Matching: The comparison of constructed BLOOMS forests is executed to
determine which conceptual names are to be aligned.

– Post-processing: Enhancing results using the Alignment API and other
reasoners.

Both aforementioned approaches used additional knowledge such as wikipedia
or text corpus to enrich a concept semantic that yields to determine which con-
cepts between two ontologies to align. However, these methods do not consider
contextual concept, which leads to many mismatching concepts.
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3 Methodologies

In matching problem, possible commonalities between two ontologies are deter-
mined by the similarity of ontological entity names leading to semantic mis-
matches and logical inconsistencies. The name of a concept may not express the
precise semantics of the concept. Although several efforts in ontology matching
have already been contributed to enrich semantic concepts for ontology inte-
gration such as [17,15]. However, the contextual concept has not yet considered
leading to many mismatching concepts. In practice, to determine the similar-
ity between concepts, it should be considered each concept in its corresponding
domain-specific ontology. For this, this work aim at contextually expanding the
concepts’ neighbors which yields decisions whether concepts are to be matched.

To do so, we make five assumptions as follows:

(1) A local neighbor of a concept, which is a set of children, parents, grand-
children, grandparents, uncle, and nephews of the concept belonging to the
corresponding ontology.

(2) A global neighbor of a concept, which is a set of children, parents, grandchil-
dren, and nephews of the concept belonging to WordNet ontology or ODP
or Wikipedia which are domain-independent ontologies or sources.

(3) Local neighbor of a concept can be used to identify domain-specific concept
for the concept in a context of the corresponding ontology.

(4) External knowledge, such as WordNet, ODP, and Wikimedia, can be used
to discover domain-independent concept for a concept.

(5) Global neighbor of a concept reflects the domain-independent concept for the
concept, therefore global neighbor of a concept contains its local neighbor.

The contextually expanded neighbor of a concept can be generated by combining
local neighbor and global neighbor of the concept.

3.1 Local Neighbor Enrichment Phase

The enrichment phase is based on analysis of the extension semantic the ontolo-
gies have. The extension we make use of in this work is generated an contextu-
ally expanded neighbor of each concept from external knowledge sources such
as WordNet, ODP, and Wikimedia. The intuition is that given two ontologies
which should be matched, we construct a contextually expanded neighbor for
each concept. The neighbor, is first derived from external knowledge sources,
as it reflects the domain-independent concept for the corresponding concept,
called domain-independent neighbor or global neighbor. Then, this global neigh-
bor matches to local neighbor (extracted from the corresponding ontology) to
generate the corresponding contextually expanded neighbor. Outputs of the en-
richment phase are two sets of contextually expanded neighbors, which belong
to the two corresponding ontologies, respectively. The local neighbor enrichment
architecture is as shown in Fig. 2.
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Fig. 2. Enrichment Architecture

Concept Extraction. Here, ontological concepts are considered as express
names consisting of words in some natural language, e.g., English. A natural
language processing technique is used to exploit morphological properties of each
concept via its express name (called pre-process). A concept can be represented
by a set of single words through the pre-process as shown in Fig. 3 [5].

Fig. 3. Pre-Processing

– Tokenization: The concept names are segmented into sequences of tokens by
a tokeniser which recognises punctuation, cases, blank characters, digits, etc.
For example, has Hands Free Kits becomes tokens{has, Hands, Free, Kits}.

– Stemming: The strings underlying tokens are morphologically analyzed in
order to reduce them to normalised basic forms. For example, tokens {has,
Ha− nds, Free,Kits} becomes root form {have, hand, free, kit}.

– Stop word: Stop word is a word which is irrelevant to the content of the
text, such as a pronoun, conjunction, preposition, article, and auxiliary verb.
Removing stop words ensures more efficient processing by downsizing and the
remaining words are relevant to the content. For example, after removing the
stop words of the set {have, hand, free, kit}, it becomes {hand, free, kit}.

Global Neighbor Generation. To generate a global neighbor for a concept,
we use several external knowledge sources as follows:

– The lexical database WordNet is particularly well suited to similarity mea-
sures, since it organizes nouns and verbs into hierarchies of is-a relations. In
version 2.0, there are nine noun hierarchies comprising 80,000 concepts, and
554 verb hierarchies comprising 13,500 concepts [14].
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– ODP is an open content directory of web pages maintained by a community
of volunteer editors. It uses a taxonomic approach to represent topics and
web pages that belong to these topics.

– Wikimedia service provides Wikipedia category hierarchy, which is a user-
generated class hierarchy for Wikipedia pages. It also provides a search fea-
ture which we could generate a category hierarchy of a given concept.

A concept name can be considered as a noun phase. Therefore, it is easy to
identify the head noun of a concept name [9]. We generate a longest concept name
containing the head noun that occurs on either WordNet, ODP, or Wikimedia.
Then, a global neighbor of the concept is derived from either WordNet, or ODP
based on ISA relation (hierarchical relation), or Wikimedia by the way presented
in [15].

Local Neighbor Extraction. To extract a local neighbor of a concept, we
only collect a set of children, parents, grandchildren, grandparents, uncle, and
nephews of the concept belonging to its corresponding ontology.

Local Neighbor Enrichment. Let us recall that the aforementioned previous
approaches use a additional knowledge such as Wikipedia or text corpus to
enrich the semantic of a concept, that yields to determine which classes between
two ontologies to align. However, their representative structure for a concept
covers the domain-independent concept. They do not consider the context that
the concept belongs to a domain-specific ontology. Therefore, it leads to many
mismatching concepts.

Here, we assume that the local neighbor of a concept can be used to iden-
tify specific domain for the concept in a context of the corresponding ontology.
We align between the local neighbor and the global neighbor of the concept
to identify a partial global neighbor in a context of the domain-specific ontol-
ogy to which the concept belongs. We consider the partial global neighbor as
the contextually expanded neighbor of the concept. Therefore, each concept is
represented by a contextually expanded neighbor, which yields decisions which
concepts are to be matched.

3.2 Matching Phase

The matching phase is to calculate similarities between these two sets of con-
textually expanded neighbors, which yields decisions which concepts are to be
matched. However, we do not exhaustively compute similarities between the con-
cepts belonging to different ontologies, a method to skip the unmatchable pairs
of concepts by propagating priorly matchable concepts (PMC ) is applied [10].
PMC is a collection of pairs of concepts belonging to two different ontologies
in the same Concept Type, which are arranged in descending order according to
the Concept Importance score similarity of pair of concepts. The role of Con-
cept Types is to analyse the relations and constraints among concepts to classify
concepts belonging to an ontology into disjoint categories. Two concepts in the
same category cross different ontologies should be priorly checked similarity. It
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is useful to avoid checking unmatchable concepts and to solve mismatching on
ontology integration. The Concept Importance is an importance measurement
of a concept that shows how a central and richly described concept is in the
hierarchy of the ontology. Therefore, two concepts across the ontologies should
be priorly checked for similarity if their importance score similarity is greatest.

4 Experiments

4.1 Data Sets

We performed a comprehensive evaluation of the proposed system using third
party datasets and other state-of-the-art systems in ontology matching. More
specifically, we evaluated our proposed method in two different ways. Firstly,
we examined the ability of the proposed method to serve as a general pur-
pose ontology matching system, by comparing it with other systems on the
Ontology Alignment Evaluation Initiative (OAEI)4 benchmarks5. The domain
of benchmarks test is Bibliographic references. The test is based on one particu-
lar ontology dedicated to the very narrow domain of bibliography and alterative
ontologies of the same domain. They are organized in three groups: Data test 1
is consisting of simple tests (101-104), Data test 2 containing systematic tests
(201-266), and Data test 3 including four real-life ontologies of bibliographic
references (301-304) found on the web.

Secondly, we evaluated the proposed method for the purpose of LOD schema
integration and compared it with other systems for ontology matching on LOD
schema alignment. This data set contains schema-level mappings from two LOD
ontologies to Proton (an upper level ontology) created manually by human
experts for a real world application called FactForge, with over 300 classes and
100 properties. These two LOD ontologies include:

– DBpedia6: The RDF version of Wikipedia, created manually from Wikipedia
article infoboxes. DBpedia consists of 259 classes ranging from general classes
(e.g. Event) to domain specific ones (e.g. Protein).

– Geonames7: A geographic data set with over 6 million locations of interest,
which are classified into 11 different classes.

4.2 Evaluation Method

Here, we use Precision and Recall measures to evaluate our approach in which
Ntotal denotes the total number of pairs for matching concepts between the can-
didate ontologies by experts, Ncorrect and Nincorrect correspond to the number
of correct pairs for matching concepts and the number of incorrect pairs for
matching concepts sought by our system, respectively.

4 http://oaei.ontologymatching.org
5 http://oaei.ontologymatching.org/2010/benchmarks/
6 http://downloads.dbpedia.org/3.5.1/dbpedia3.5.1.owl.bz2
7 http://geonames.org
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Precision is used to evaluate the ratio of incorrectly extracted relationships.

Ncorrect

Ncorrect + Nincorrect
(1)

Recall is used to evaluate the ratio of correct matching to the sought total by
the system.

Ncorrect

Ntotal
(2)

Finally, the F-measure is calculated by combining precision and recall as follows:

F = 2 ∗ precision ∗ recall
precision + recall

(3)

4.3 Evaluation Result

In order to test the quality of matches generated using our proposed method in
terms of two widely used matrices, Recall, and Precision. The proposed method
compared with existing solutions that performed well for LOD ontology align-
ment [15]. These solutions include:

– BLOOMS: This method is based on the idea of bootstrapping information al-
ready present on the LOD cloud. BLOOMS uses a rich knowledge Wikipedia
to enhance semantical concepts before matching decision [15].

– S-Match: This method utilizes three matching algorithms basic, minimal,
and structure preserving to establish mappings between the classes of two
ontologies [11].

– AROMA: This method utilizes the association rule mining paradigm to dis-
cover equivalence and subclass relationships between the classes of two on-
tologies [3].

Fig. 4 shows the results for all our method Aprior and the previous works
AROMA, BLOOMS, and S-Match. Results show that our method performed
well among the other methods on both precision and recall. Specially, the pro-
posed method has extremely high precision. The reason is that the proposed
algorithm avoids computing similarities between mismatching concepts based
on Concept Types and Concept Importance measurement in [10]. However, no
method performed well on aligning Geonames with Proton. The only matching
found by our method (and the other methods) is the concept Country in Geon-
ames is equivalent to the class Nation in Proton. The key reasons for the poor
performance include: 1) Geonames has a small number of classes (and hence very
limited contextual information) and 2) the names of the classes in Geonames are
often vague and ambiguous, which made it difficult to compute their similarity.

We also ran our system on OAEI Brenchmark data set and compared its
performance with the a representative method [15] for Benchmark data set (see
Fig.5.). Our method performs well for this data set in comparison with above
mentioned method. That means our method well performs in not only LOD
purpose but also general purpose test such as OAEI Brenchmark data set.
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Fig. 4. LOD Schema Evaluation Comparison between our method and the previous
works BLOOMS, AROMA, and S-Match

Fig. 5. Evaluation Comparison between our method Aprior and BLOOMS on Brench-
mark data set

5 Conclusions

The main aim of this research is to deal with enriching conceptual semantic by
expanding local conceptual neighbor. The extension we make use of in this work
is generated an contextually expanded neighbor of each concept from external
knowledge sources such as WordNet, ODP, and Wikimedia. Experimental results
shows that our algorithm perform significantly in term of accuracy compare with
some known methods from OAEI Benchmarks and Linked Open Data sets and
quite better results compare with the existing methods.
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Abstract. In this paper, a novel density, M-density, was proposed. Based on 
this new density, a novel composition forecasting model was also proposed. For 
comparing the forecasting efficiency of this new density with the well-known 
density, N-density, a real data experiment was conducted. The performances of 
Choquet integral composition forecasting model with extensional L-measure,  
λ-measure and P-measure, by using M-density and N-density, respectively, a 
ridge regression composition forecasting model and a multiple linear regression 
composition forecasting model and the traditional linear weighted composition 
forecasting model were compared. Experimental result showed that the Choquet 
integral composition forecasting model with respect to extensional L-measure 
based on M-density outperforms other composition forecasting models. 
Furthermore, for each fuzzy measure, including the LE-measure, L-measure,  
λ-measure and P-measure, the M-density based Choquet integral composition 
forecasting model is better than the N-density based. 

Keywords: Choquet integral, composition forecasting model, M-density,  
N-density, R-density. 

1 Introduction 

The composition forecasting model is first considered by the work of Bates and 
Granger (1969) [1], they are now in widespread use in many fields, especially in 
economic field. Zhang Wang and Gao (2008) [2] applied the linear composition 
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forecasting model which composed the time series model, the second-order 
exponential smoothing model and GM(1,1) forecasting model in the Agricultural 
Economy Research. In our previous work [6], we extended the work of Zhang, Wang, 
and Gao to propose some nonlinear composition forecasting model which also 
composed the time series model, the second-order exponential smoothing model and 
GM(1,1) forecasting model by using the ridge regression model [3] and the theory of 
Choquet integral with respect to some fuzzy measures, including extensional L-
measure, L-measure, λ-measure and P-measure [4-10], and then found that the 
extensional L-measure Choquet integral based composition forecasting model is the 
best one. However, all of above mentioned Choquet integral composition forecasting 
models with some different fuzzy measures are based on N-density, we know that the 
performance of any Choquet integral is predominate by its fuzzy measure, and the 
performance of any fuzzy measure is predominate by its fuzzy density function, in 
other words, the performance of any Choquet integral is predominate by its fuzzy 
density function. 

In this paper, a novel fuzzy density function, called M-density, is considered. 
Based on this new fuzzy density function, a novel composition forecasting model is 
also considered. For comparing the forecasting efficiency of this new fuzzy density 
function with the well-known fuzzy density functions, N-density, is also considered. 

2 The Composition Forecasting Model 

In this paper, for evaluating the forecasting validation of forecasting model to 
sequential data, the sequential mean square error is used, its formal definition is listed 
as follows. 
 
Definition 1. Sequential Mean Square Error (SMSE) [6] 

If t jθ + is the realized value of target variable at time ( )t j+ , |
ˆ
t j tθ + is the forecasted 

value of target variable at time ( )t j+ based on training data set from time 1 to time t, 

and                    ( )( ) ( )2

| 1
1

1ˆ ˆ ˆ
h

h
t t j t j t j

j

SMSE
h

θ θ θ+ + − +
=

= −∑  (1) 

then ( )( )ˆ h
tSMSE θ is called the sequential mean square error (SMSE) of the h 

forecasted values of target variable from time ( )1t + to time ( )t h+  based on training 

data set from time 1 to time t. The composition forecasting model or combination 
forecasting model can be defined as follows. 
 
Definition 2. Composition Forecasting Model [1, 2, 6] 

(i) Let ty be the realized value of target variable at time t. 

(ii) Let ,1 ,2 ,, ,...,t t t mx x x be a set of m competing predictors of ty , ˆ
ty be a function f of 

,1 ,2 ,, ,...,t t t mx x x with some parameters, denoted as 
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( ),1 ,2 ,
ˆ , ,...,t t t t my f x x x=  (2) 

(iii) Let | ,t j t kx + be the forecasted values of ty by competing predictor k at time 

( )t j+ based on training data set from time 1 to time t, and for the same function f as 

above, 

Let                            ( )| ,1 ,2 ,
ˆ , ,...,t j t t j t j t j my f x x x+ + + +=  (3) 

(iv) Let                 ( )( ) ( )2

| 1
1

1
ˆ ˆ

h
h

t t j t j t j
j

SMSE y y y
h + + − +

=

= −∑  (4) 

      

( )( ) ( )2

, ,
1

1 h
h

t k t j k t j
j

SMSE x x y
h + +

=

= −∑  (5) 

For current time t and the future h times, if 

( )( ) ( )( ),1
ˆ minh h

t t kk m
SMSE y SMSE x

≤ ≤
≤  (6) 

then ˆ
ty is called a composition forecasting model for the future h times of 

,1 ,2 ,, ,...,t t t mx x x or, in brief, a composition forecasting model of ,1 ,2 ,, ,...,t t t mx x x . 

 
Definition 3. Linear Combination Forecasting Model [1, 6] 

For given parameters
1

, 1
m

k k
k

Rβ β
=

∈ =∑ , let 

,
1

ˆ
m

t k t k
k

y xβ
=

=∑  (7) 

If ˆ
ty is a composite forecasting model of ,1 ,2 ,, ,...,t t t mx x x then ˆ

ty is called a linear 

combination forecasting model or linear composition forecasting model, otherwise, it 
is called a non-linear combination forecasting model or non-linear composition 
forecasting model. 
 
Definition 4. Ridge Regression Composition Forecasting Model [3, 6] 

(i) Let ( )1 2, ,...,
T

tt
y y y y= be realized data vector of target variable from time 1 to 

time t, ( )1, 2, ,, , ,...,
T

k k t kt kx x x x= be a forecasted value vector of competing predictor k 

of target variable ty from time 1 to time t. 



170 H.-C. Liu et al. 

(ii) Let tX be a forecasted value matrix of m competing predictors of target variable 

ty from time 1 to time t. 

(iii) Let                     ( )1 2
ˆ ˆ ˆ ˆ, ,...,

T

tt
y y y y=  (8) 

( ) ( ),1 ,2 ,, ,...,t t t t mf X f x x x=  (9) 

(iv) Let          ( ) ( ) ( ) ( )( ) ( ) 1

,1 ,2 ,, ,...,
T

r r r r T T
t t t m t t m tt t

X X rI X yβ β β β
−

= = +  (10) 

( ) ( )ˆ r
t t tt

y f X X β= =  (11) 

Then                     ( ) ( )
|

ˆ r
t j t j tt j t

y f X X β+ ++
= =  (12) 

( )
( ) ( )

| ,1 ,2 ,

,1 ,2 , , ,
1

ˆ , ,...,

, ,...,

t j t t j t j t j m

m
r r

t j t j t j m t k t j kt
k

y f x x x

x x x xβ β

+ + + +

+ + + +
=

=

⎡ ⎤= =⎣ ⎦ ∑
 (13) 

For current time t and the future h times, if 

( )( ) ( )( ),1
ˆ minh h

t t kk m
SMSE y SMSE x

≤ ≤
≤  (14) 

And ridge coefficient 0r = then ˆ
ty is called a multiple linear regression combination 

forecasting model of ,1 ,2 ,, ,...,t t t mx x x . If formula (14) is satisfied and 0r > , then ˆ
ty is 

called a ridge regression composition forecasting model of ,1 ,2 ,, ,...,t t t mx x x . Note that 

Hoerl, Kenard, and Baldwin (1975) suggested that the ridge coefficient of ridge 
regression is 

( )
2

22

1

ˆ 1
ˆ ˆ,

t

i tT
i

t

m
r y y

t

σ σ
β β =

= = −∑  (15) 

3 Choquet Integral Composition Forecasting Model 

3.1 Fuzzy Measures 

Definition 5. Fuzzy Measure [4-10] 
A fuzzy measure μ on a finite set X is a set function [ ]: 2 0,1Xμ → satisfying the 

following axioms: 
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( ) ( )0, 1Xμ φ μ= =            (boundary conditions) (16) 

( ) ( )A B A Bμ μ⊆ ⇒ ≤         (monotonicity) (17) 

3.2 Fuzzy Density Function 

Definition 6. Fuzzy Density Function, Density [4-6] 

(i) A fuzzy density function of a fuzzy measure μ on a finite set X is a function 

[ ]: 0,1d X → satisfying: 

( ) { }( ) ,d x x x Xμ= ∈  (18) 

( )d x is called the density of singleton x . 

(ii) A fuzzy density function is called a normalized fuzzy density function or a density 
if it satisfying 

( ) 1
x X

d x
∈

=∑  (19) 

Definition 7. Standard Fuzzy Measure [4-6] 
A fuzzy measure is called a standard fuzzy measure, if its fuzzy density function is a 
normalized fuzzy density function. 

Definition 8. N-density 
Let μ be a fuzzy measure on a finite set { }1 2, ,..., nX x x x= , iy be global response of 

subject i and ( )i jf x be the evaluation of subject i for singleton jx , satisfying: 

( )0 1, 1, 2,..., , 1, 2,...,i jf x i N j n< < = =  (20) 

If                    ( ) ( )( )
( )( )

1

, 1,2,...,
j

N j n

j
j

r f x
d x j n

r f x
=

= =
∑

 
(21) 

Where ( )( )jr f x is the linear regression coefficient of iy on ( )jf x , 

then the function [ ]: 0,1Nd X → satisfying { }( ) ( ) ,Nx d x x Xμ = ∀ ∈ is a fuzzy density 

function, called N-density of μ . Note that N-density is a normalized fuzzy density 

function. 
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3.3 M-density 

In this paper, a novel normalized fuzzy density function based on Mean Square Error, 
denoted M-density, is proposed, its formal definition is introduced as follows: 
 
Definition 9. M-density 
Let μ be a fuzzy measure on a finite set { }1 2, ,..., nX x x x= , iy be global response of 

subject i and ( )i jf x be the evaluation of subject i for singleton jx , satisfying: 

( )0 1, 1, 2,..., , 1, 2,...,i jf x i N j n< < = =  (22) 

If                 ( ) ( )
( )

1

1

1

, 1, 2,...,
j

M j n

j
j

MSE x
d x j n

MSE x

−

−

=

⎡ ⎤
⎣ ⎦= =
⎡ ⎤
⎣ ⎦∑

 (23) 

Where                 ( ) ( )( )2

1

1 N

j i i j
i

MSE x y f x
N =

= −∑  (24) 

then the function [ ]: 0,1Md X → satisfying { }( ) ( ) ,Mx d x x Xμ = ∀ ∈ is a fuzzy density 

function, and called M-density of μ . 

3.4 λ-measure 

Definition 10. λ-measure [9] 
For a given fuzzy density function d , a λ-measure, gλ , is a fuzzy measure on a finite 

set X, satisfying: 

( ) ( ) ( ) ( ) ( )
, 2 , ,XA B A B A B X

g A B g A g B g A g Bλ λ λ λ λ

φ
λ

∈ = ≠
⇒ = + +

∩ ∪
∪

 (25) 

( ) ( ) { }( )
1

1 1 0,
n

i i i
i

d x d x g xλλ λ
=

⎡ ⎤+ = + > =⎣ ⎦∏  (26) 

Theorem 1. For any given normalized fuzzy density function, a λ-measure is just an 
additive measure. 

3.5 P-measure 

Definition 11. P-measure [10] 
For a given fuzzy density function d, a P-measure, Pg , is a fuzzy measure on a finite 

set X, satisfying: 



 A Novel Choquet Integral Composition Forecasting Model Based on M-Density 173 

( ) ( ) { }( )2 max maxX
P P

x A x A
A g A d x g x∀

∈ ∈
∈ ⇒ = =  (27) 

3.6 L-measure 

Definition 12. L-measure [4] 
For a given fuzzy density function d, L-measure, Lg , is a measure on a finite set X, 

X n= , satisfying: 

[ ) ( )
( ) ( ) ( )

( ) ( )

1 1 max
0, , max

1

x A
x A

L
x A

x X

A L d x d x
L A X g d x

n A L A d x

∈∈

∈

∈

⎡ ⎤− −
⎣ ⎦

∈ ∞ ⊂ ⇒ = +
⎡ ⎤− + −⎣ ⎦

∑

∑
 (28) 

Theorem 2. Important Properties of L-measure [4] 

(i) For any [ )L 0,∈ ∞ , L-measure is a fuzzy measure, in other words, L-measure has 

infinite fuzzy measure solutions. 
(ii) L-measure is an increasing function on L. 
(iii) if L 0= then L-measure is just the P-measure. 
Note that L-measure contains additive measure and λ-measure. 

3.7 Extensional L-measure 

Definition 13. Extensional L-measure, LE-measure [5] 
For a given fuzzy density function d, an extensional L-measure, or LE-measure, LEg , is 

a measure on a finite set X, X n= , satisfying: 

[ )

( )

( ) ( ) ( ) [ ]

( )
( ) ( ) ( )

( ) ( )
( )

1, ,

1 max , 1,0

1 1

, 0,
1

x A
x A

LE
x A x A

x A

x X

L A X

L d x L d x L

g A A L d x d x

d x L
n A L A d x

∈∈

∈ ∈

∈

∈

∈ − ∞ ⊂

⎧ + − ∈ −
⎪
⎪ ⎡ ⎤⎪⇒ = − −⎨ ⎢ ⎥

⎣ ⎦⎪ + ∈ ∞⎪ ⎡ ⎤− + −⎣ ⎦⎪⎩

∑

∑ ∑
∑

∑

 (29) 

Theorem 3. Important Properties of LE –measure [5] 

(i) For any [ )L 1,∈ − ∞ , LE -measure is a fuzzy measure, in other words, LE-measure 

has infinite fuzzy measure solutions. 
(ii) LE-measure is an increasing function on L. 
(iii) if L 1= − then LE-measure is just the P-measure. 
(iv) if L 0= then LE-measure is just the additive measure. 
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(v) if L 0= and ( ) 1
x X

d x
∈

=∑ , then LE-measure is just the λ-measure. 

(vi) if -1< L< 0 then LE-measure is a sub-additive measure. 

Note that additive measure, λ-measure and P-measure are two special cases of LE-
measure. 

3.8 Choquet Integral 

Definition 14. Choquet Integral [7-8] 
Let μ be a fuzzy measure on a finite set { }1 2, ,..., mX x x x= . The Choquet integral of 

:if X R+→ with respect to μ for individual i is denoted by 

( )( ) ( )( ) ( )( )1
1

, 1,2,...,
m

i
C i i ij j j

j

f d f x f x A i Nμ μ−
=

⎡ ⎤= − =⎢ ⎥⎣ ⎦∑∫  (30) 

where ( )( )0 0if x = , ( )( )i jf x indicates that the indices have been permuted so that 

( )( ) ( )( ) ( )( )1 20 ...i i i mf x f x f x≤ ≤ ≤ ≤ , ( ) ( ) ( ) ( ){ }1, ,...,j j j mA x x x+=  (31) 

Theorem 4. If a λ-measure is a standard fuzzy measure on { }1 2, ,..., mX x x x= , 

and [ ]: 0,1d X → is its fuzzy density function, then the Choquet integral of 

:if X R+→ with respect to λ for individual i satisfying 

( ) ( )
1

, 1,2,...,
m

C i j i j
j

f d d x f x i Nλ
=

= =∑∫  (32) 

3.9 Choquet Integral Composition Forecasting Model 

Definition 15. Choquet Integral Composition Forecasting Model [6] 

(i) Let ty be the realized value of target variable at time t, 

(ii) Let { }1 2, ,..., mX x x x= be the set of m competing predictors, 

(iii) Let :tf X R+→ , ( ) ( ) ( )1 2, ,...,t t t mf x f x f x be m forecasting values of ty by 

competing predictors 1 2, ,..., mx x x at time t. 

If μ is a fuzzy measure on X , , Rα β ∈ satisfying 

( ) ( )
,

1

ˆˆ , arg min
N

i C t
t

y f dgμα β
α β α β

=

⎡ ⎤= − −⎢ ⎥
⎣ ⎦
∑ ∫  (33) 



 A Novel Choquet Integral Composition Forecasting Model Based on M-Density 175 

1 1

1 1ˆˆ
N N

t t
t t

y f dg
N N μα β

= =

= −∑ ∑∫ , ˆ yf

ff

S

S
β =  (34) 

then ˆˆˆ , 1,2,...,t ty f dg t Nμα β= + =∫ is called the Choquet integral regression 

composition forecasting estimator of ty , and this model is also called the Choquet 

integral regression composition forecasting model with respect to μ -measure. 

 
Theorem 5. If a λ-measure is a standard fuzzy measure then Choquet integral 
regression composition forecasting model with respect to λ-measure is just a linear 
combination forecasting model. 

4 Experiments and Results 

A real data of the grain production with 3 kinds of forecasted values of the time series 
model, the exponential smoothing model and GM(1,1) forecasting model, 
respectively, in Jilin during 1952 to 2007 was obtained from the Table 1. in the paper 
of Zhang, Wang and Gao [2]. For evaluating the proposed new density based 
composition forecasting model, an experiment with the above-mentioned data by 
using sequential mean square error was conducted. 

We arrange the first 50 years grain production and their 3 kinds of forecasted 
values as the training set and the rest data as the forecasting set. And the following N-
density and M-density of all fuzzy measures were used 

N-density:             { }0.3331, 0.3343, 0.3326  (35) 

M-density:            { }0.2770, 0.3813, 0.3417  (36) 

The performances of Choquet integral composition forecasting model with 
extensional L-measure, L-measure, λ-measure and P-measure, respectively, a ridge 
regression composition forecasting model and a multiple linear regression 
composition forecasting model and the traditional linear weighted composition 
forecasting model were compared. The result is listed in Table 1. 

Table 1. SMSEs of 2 densities for 6 composition forecasting models 

Composition forecasting Models 
SMSE 

N-density M-density 

Choquet integral regression 

LE-measure 13939.84 13398.29 

L-measure 14147.83 13751.60 

λ-measure 21576.38 19831.86 

P-measure 16734.88 16465.98 
Ridge regression 18041.92 
Multiple linear regression 24438.29 
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Table 1 shows that the M-density based Choquet integral composition forecasting 
model with respect to LE-measure outperforms other composition forecasting models. 
Furthermore, for each fuzzy measure, including the LE-measure, L-measure, λ-
measure and P-measure, the M-density based Choquet integral composition 
forecasting model is better than the N-density based. 

5 Conclusion 

In this paper, a new density, M-density, was proposed. Based on M-density, a novel 
composition forecasting model was also proposed. For comparing the forecasting 
efficiency of this new density with the well-known density, N-density, a real data 
experiment was conducted. The performances of Choquet integral composition 
forecasting model with extensional L-measure, λ-measure and P-measure, by using M-
density and N-density, respectively, a ridge regression composition forecasting model 
and a multiple linear regression composition forecasting model and the traditional linear 
weighted composition forecasting model were compared. Experimental result showed 
that for each fuzzy measure, including the LE-measure, L-measure, λ-measure and P-
measure, the M-density based Choquet integral composition forecasting model is better 
than the N-density based, and the M-density based Choquet integral composition 
forecasting model outperforms all of other composition forecasting models. 

Acknowledgment. This paper is partially supported by the grant of National Science 
Council of Taiwan Government (NSC 100-2511-S-468-001). 
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Abstract. This paper presents the design of an intelligent cart system to be used 
in a typical airport. The intelligent cart system consists of a set of mobile 
software agents to control the cart and provides a novel method for alignment. 
If the carts gather and align themselves automatically after being used, it is 
beneficial for human workers who have to collect them manually. To avoid 
excessive energy consumption through the collection of the carts, in the 
previous study, we have used ant colony optimization (ACO) and a clustering 
method based on the algorithm. In the current study, we have extended the 
ACO algorithm to use the vector values of the scattered carts in the field instead 
of mere location. We constructed a simulator that performs ant colony 
clustering using vector similarity. Waiting time and route to the destination of 
each cart are made based on the cluster created this way. These routes and 
waiting times are conveyed by the agent to each cart, while making them in 
rough lines. Because the carts are clustered by the similarity of vectors, we have 
observed that several groups have appeared to be aligned. The effectiveness of 
the system is demonstrated by constructing a simulator and evaluating the 
results. 

Keywords: Mobile software agent, Autonomous system, Ant colony 
optimization, Ant colony clustering, Simulation. 

1 Introduction 

When we pass through terminals of an airport, we often see carts scattered in the 
walkway and laborers manually collecting them one by one. It is a laborious task and 
not a fascinating job. It would be much easier if carts were roughly gathered in any 
way before the laborers begin to collect them. Multi-robot systems have made rapid 
progress in various fields, and the core technologies of multi-robots systems are now 
easily available [1]. Therefore, it is possible to make each cart have minimum 
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intelligence, making each cart an autonomous robot. We realize that for such a system 
cost is a significant issue and we address one of those costs, the power source. A big 
powerful battery is heavy and expensive; therefore such intelligent cart systems with 
small batteries are desirable. Thus energy saving is an important issue in such a 
system [2]. 

We use mobile agents to drive the carts that are placed in various locations to the 
quasi-optimal destinations. So, through Ant Colony Optimization (ACO) with a 
simulation, we choose the method of determining the destination of each cart. 
Because clustering with the ACO's position can be determined from the optimal set 
using ant agents that exist only on the simulator [3]. Earlier studies have succeeded in 
making some beautiful groups [4] [5]. However, because we collected carts this way 
it looks overindulgent, and a good alignment is hard. So we decided to do a better 
alignment of the carts at the same time of their collection. In the improved method, 
Ant Colony Clustering (ACC) has been used to calculate the best pheromone set 
position, by making a degree of similarity in the vector; we should be able to align the 
orientation of the cart in a cluster. 

The structure of the balance of this paper is as follows. In the second section, we 
describe the background. In the third section, we describe the agent system that 
performs the arrangement of the intelligent carts. The agent system consists of several 
static and mobile agents. The static agents interact with the users and compute the 
ACC algorithm, and other mobile agents gather the initial positions of the carts and 
distribute the assembly positions. The fourth section describes the simulation field, 
and the initial coordinates and directions of the scattered carts in the field. The fifth 
section describes the ant colony clustering (ACO) that uses vector value of each cart 
has. The algorithm draws the carts that have similar vector values so that carts that are 
roughly facing the same direction get together. The sixth section describes the 
simulator and demonstrates the effectiveness of our algorithm through numerical 
experiments. Finally, in the seventh section we summarize the work and discuss 
future research directions. 

2 Background 

Kambayashi and Takimoto have proposed a framework for controlling intelligent 
multiple robots using higher-order mobile agents [1][2]. The framework helps users to 
construct intelligent robot control software by migration of mobile agents. Since the 
migrating agents are higher-order, the control software can be hierarchically 
assembled while they are running. Dynamically extending control software by the 
migration of mobile agents enables them to make base control software relatively 
simple, and to add functionalities one by one as they know the working environment. 
Thus they do not have to make the intelligent robot smart from the beginning or make 
the robot learn by itself. They can send intelligence later as new agents. Even though 
they demonstrate the usefulness of the dynamic extension of the robot control 
software by using the higher-order mobile agents, such higher-order property is not 
necessary in our setting. They have implemented a team of cooperative search robots 
to show the effectiveness of their framework, and demonstrated that their framework 
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contributes to energy saving of multiple robots [2]. They have achieved significant 
saving of energy.  

Deneubourg has formulated the biology inspired behavioral algorithm that 
simulates the ant corps gathering and brood sorting behaviors [6]. Lumer has 
improved Deneubourg’s model and proposed a new simulation model that is called 
Ant Colony Clustering [7]. His method could cluster similar objects into a few 
groups. Kambayashi et al have improved Lumer's model and proposed a multi-robot 
control by using ACC [4]. This method does not cluster similar objects but cluster 
nearby objects by using pheromone. Kambayashi et al have designed an intelligent 
cart system based on the proposed method [8]. As mentioned above, previous studies 
could collect mobile robots roughly using ACC. In this paper, we try to align the 
mobile robots while collecting them. 

3 System Model 

Our system model consists of carts and a few kinds of static and mobile software 
agents. All the controls for the mobile carts as well as ACC computation performed in 
the host computer are achieved through the static and mobile agents. They are: 1) user 
interface agent (UIA), 2) operation agents (OA), 3) position collecting agent (PCA), 
4) clustering simulation agent (CSA), and 5) driving agents (DA). All the software 
agents except UIA and CSA are mobile agents. A mobile agent traverses carts 
scattered in the field one by one to collect their coordinates. After receiving  
the assembly positions computed by a static agent, many mobile agents migrate to the 
carts and drive them to the assembly positions. Fig. 1 shows the interactions of the 
cooperative agents to control an intelligent cart. The followings are details of each 
agent: 
 
1) User Interface Agent (UIA): The user interface agent (UIA) is a static agent that 

resides on the host computer and interacts with the user. It is expected to 
coordinate the entire agent system. When the user creates this agent with a list of 
IP addresses of the intelligent carts, UIA creates PCA and passes the list to it. 

2) Operation Agent (OA): Each cart has at least one operation agent (OA). It has the 
task that the cart on which it resides is supposed to perform. Each intelligent cart 
has its own OA. Currently all operation agents (OA) have a function for collision 
avoidance and a function to sense RFID tags embedded in the floor carpet to 
detect its precise coordinates in the field. 

3) Position Collecting Agent (PCA): A distinct agent called position collecting 
agent (PCA) traverses carts scattered in the field one by one and collects their 
coordinates. PCA is created and dispatched by UIA. Upon returning to the host 
computer, it hands the collected coordinates to the clustering simulation agent 
(CSA) for ACC. 

4) Clustering Simulation Agent (CSA): The host computer houses the static 
clustering simulation agent (CSA). This agent actually performs the ACC 
algorithm by using the coordinates collected by PCA as the initial positions, and 
produces the quasi-optimal assembly positions of the carts, and then performs yet  
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Fig. 1. Cooperative agents to control an intelligent cart 

another simulation to produce instructions each cart follows to reach its assigned 
goal position. Upon terminating the simulation and producing the procedures for 
all the intelligent carts, CSA creates a number of driving agents (DA). 

5) Driving Agent (DA): The quasi-optimal arrangement coordinates, as well as 
procedures to reach them, produced by the CSA are delivered by driving agents 
(DA). One driving agent is created for each intelligent cart, and it contains the set 
of procedures for the cart. The DA drives its intelligent cart to the designated 
assembly position. DA is the intelligent part of the intelligent cart. 

 
OA detects the current coordinate of the cart on which it resides. Each cart has its own 
IP address and UIA hands in the list of the IP addresses to PCA. First, PCA migrates 
to an arbitrary cart and starts hopping between them one by one. It communicates 
locally with OA, and writes the coordinates of the cart into its own local data area. 
When PCA gets all the coordinates of the carts, it returns to host computer. Upon 
returning to the host computer, PCA creates CSA and hands in the coordinate data to 
CSA which computes the ACC algorithm. 

The current implementation employs RFID (Radio Frequency Identification) to get 
precise coordinates [9]. We set RFID tags in a regular grid shape under the floor 
carpet tiles. The tags we chose have a small range so that the position-collecting agent 
can obtain fairly precise coordinates from the tags. Also, the cart has a basic collision 
avoidance mechanism using infrared sensors. 

CSA is the other static agent and its sole role is ACC computation. When CSA 
receives the coordinate data of all the carts, it translates the coordinates into 
coordinates for simulation, and then performs the clustering. When CSA finishes the 
computation and produces a set of assembly positions, it then creates the set of 
procedures for autonomous cart movements.  

Then CSA creates DA that conveys the set of procedures to the intelligent carts as 
many. Each DA receives its destination IP address from PCA, and the set of 
procedures for the destination cart, and then migrates to the destination cart. Each DA 
has a set of driving procedures that drives its assigned cart to the destination, while it 
avoids collision. OA has the basic collision detection and avoidance procedures, and 
DA has task-specific collision avoidance procedures. 



 Aggregating Multiple Robots with Serialization 181 

 

 

 

Fig. 2. Simulation Field 

4 Initial Coordinates and Directions 

The purpose of this study is to assemble robot carts scattered in a field into several 
short lines. In order to achieve this task, we have developed an extended ACO 
algorithm to collect robot carts that have similar vector values, i.e. facing the similar 
directions. In order to develop and validate our algorithm, we have developed a 
simulator. In this and the following sections concentrate the extended ACO algorithm 
we have developed through the simulator.  Since the idea is general, we henceforth 
use “object” instead of “cart.” 

Simulation field is the n × n grid of two-dimensional grid (Fig. 2). Since the edge 
of the field is surrounded by walls so that ants and artificial objects do not go out of 
the field. The initial position vectors of the objects in the simulator are determined 
randomly each time the simulator starts. The number of objects and field size of the 
simulator can be configured by the user.  

5 Extended Ant Colony Clustering 

ACO is a swarm intelligence-based method and a multi-agent system that exploits 
artificial stigmergy for the solution of combinatorial optimization problems. Ant 
colony clustering (ACC) is an ACO specialized for clustering objects. The idea is 
inspired by the collective behaviors of ants, and Deneubourg formulated an algorithm 
that simulates the ant corps gathering and brood sorting behaviors [6].  
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In traditional systems ACO, artificial ants that are able to follow the same path of 
other artificial ants leave pheromone signal. Our extended ACO system uses 
pheromone as the similarity of vector values. Pheromone is generated from objects, 
diffused into the surroundings of the objects. The farther away from the object, the 
weaker the property becomes (Fig. 3).  

Artificial ants are moving in random directions every eight discrete time, and they 
pick up the weak vector objects. In addition, an artificial ant has an object, if the 
vector of a nearby object that has high similarity with the object, the artificial ant has 
a habit of putting objects there. When an artificial ant had placed an object, the object 
vector is synthesized with vectors of surrounding objects into one vector. 

Artificial ant behavior in the ACC of this study is determined by the equation  
(1), (2), (3). 

Equation (1), an artificial ant has discovers an object i, the ant determines whether 
the expression suggests to pick up the object or not. Kp  is the size of the norm that 
forms the cluster. f (i) is the magnitude of the norm of object i found. The norm is the 
magnitude of the vector. When an artificial ant has discovered the value of the norm 
of the object, it compares the Kp . If Kp  is less than the norm of the object the 
artificial ant found, it pick up the object. 

Equation 2, when the newly discovered object j an artificial ant has an object i, is 
an expression determines whether the ant places the object i. Vs  is a constant for the 
determination of similarity. cos (i, j) represents the similarity of objects i and j. If an 
artificial ant finds a new object and that has an object, artificial ants compares  
the similarity of vector object and found object. If the value Vs  exceeds the 
predetermined degree of similarity obtained at this time, the ant put the object. 

Equation (3) is used when a determination is made in Equation (2) is used to 
compute the similarity between an object and a vector i of j. This value is represented 
by 0 and 1. We let vanishingly low affinity be 0 and we let high affinity be 1. <x, y> 
expresses the dot product of y and x, and | | x | | is the norm of x. In determining 
whether to place the object in Equation 2 is obtained by this similarity.  

When creating a group of several objects with similar vectors, our goal is to move 
each cart the shortest distance to generate a cluster. In order to achieve this goal, the 
artificial ants have the following regulatory action. 
 
1. An artificial ant finds a cluster of objects and the cluster has more than a certain 

norm, the artificial ant avoids picking up an object from the cluster. This number 
can be updated. 

2. An artificial ant with an object cannot find a cluster with the strength of the 
norm, it moves randomly. Direction of movement of artificial ants that time is 
affected by the vector of the object it has. 

3. An artificial ant with an object cannot find any cluster within a certain walking 
distance; it put the object back into the current position and starts the search 
again. 
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Fig. 3. Distribution of pheromone 
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Based on the above rules, artificial ants are aligned to form a cluster of objects with 
similar vector values the same as the phase 1 so that the ants need not to carry them 
for a long distance. In order to implement the phase 1, the system locks the objects 
with the norm above a certain feature so that any ants do not pick them up. Once 
clustering is emerging, to update the size of the norm to be fixed so that artificial ants 
can bring what were previously fixed. This is the rule to form a cluster with a larger 
norm. 

Features of 2, if an artificial ant cannot sense pheromone around it, it attempts to 
discover pheromone by moving at random to one of the 8 squares around it. 
Consideration of the costs incurred when changing the orientation of the cart, and 
then to move forward toward the object as possible vectors (Fig. 4). 

Feature of the 3 is the ability to reset the movement of artificial ants become too 
expensive to move. The travel distance of each object is limited. This is intended to 
eliminate the energy loss caused by unnecessary movement. Once the object is moved 
to the left to right to find a cluster with a similar vector, it is loss energy. In order to 
prevent such a situation, this feature is essential. 

Several large clusters with the same vector values should emerge by repeating the 
above rules eventually.  
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Fig. 4. Examples of artificial ants advancing towards the object vector 

6 Flow of the Simulation and Experimental Results 

In this section, we report the results of the experiments we have conducted through 
the simulator. Simulator is started with randomly placed objects in the field. The 
number of artificial ants is determined by the user. Each artificial ant checks 
pheromones around it at the every discrete time step to receive an order to commence. 
Artificial ants, based on the value of this pheromone, find the object, pick it up, take 
action and place it. Clusters of objects are formed based on the similarity of the vector 
values. The newly formed cluster synthesizes pheromones of the object to form a 
larger cluster. These clusters will update the value of the norm so that no artificial 
ants picked up the objects that form a cluster. The simulator repeats this procedure 
until the target number of clusters is formed. 

When a certain number of clusters are formed, the simulator will start another 
simulation. This simulation is for calculating the set position and movement path as 
well as waiting timing of each object. Each object will move one square at each step 
by the shortest route to their meeting place. If the object tries to move the position 
where another object is, it waits to avoid a collision. Each object on the display leaves 
a trajectory when it moves in the simulator so that the user of simulator can see how 
the objects have moved at a glance. 

The simulator evaluates the simulation results by using the sum of the distances of 
objects and the number of clusters and the similarity of the vectors in the cluster. The 
less the number of clusters and the sum of the distances, the higher it rates. If the 
similarity of the vector is closest to 1 rated high. Objects belonging to each cluster 
must lower the sum of the distances and also cluster similarity is high. The vector 
value formed by clustering with the similarity affects behavioral characteristics of 
ants with objects.  

In this experiment, the field size was 100 × 100, is there was 100 objects and 100 
artificial ants. Experiment was set up this way (Fig. 5). 

Approximately 70% of the objects within each cluster are in the same direction. 
The resulted clusters generated by the similarity of vector values show the 
experiments are succeeded. Also, the cost of forming clusters of objects with similar 
vector values is not different from that of without vector values. We can say that the 
moving cost is successfully suppressed (Table 1). The experiments suggest that our 
method is useful. 
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Fig. 5. Simulation Results 

Table 1. Comparison of this study and previous research 

Old New 

No C_No Cost AveCost No C_No Cost AveCost 

1 10 934 8.50 1 9 1029 9.22 

2 11 929 8.18 2 8 1077 9.88 

3 10 905 8.60 3 12 881 8.17 

4 8 1046 9.63 4 7 1099 11.00 

5 11 907 7.73 5 11 916 7.73 

Ave 10 944.2 8.53 Ave 9.4 1000.4 9.20 

7 Summary 

This paper present an algorithm to make clusters of objects based on the similarity of 
the vector values of objects. The algorithm is an extension of the ant colony 
optimization. This algorithm is to be used in a framework for controlling the robot 
carts used in an airport. Since the similarity is the vector value, the robots in the 
formed clusters must tend to have similar directions, i.e. facing the same direction. 
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This feature must greatly reduce the manual labor work, when it is implemented in 
real environment. 

We have constructed a simulator to demonstrate the effectiveness of our algorithm. 
Approximately 70% of the objects within each cluster are facing in the same 
direction. The resulted clusters that are generated by the vector is said to have 
succeeded. We are re-implanting the algorithm to adjust the detection range of the 
pheromone and pheromone concentration ratio so that more precise alignment can be 
achieved.  

As the next step, we plan not only to align the direction of the robots but also to 
serialize the formed robots so that we can provide more benefits to the cart collection. 
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Abstract. Fuzzy ontology are often more useful than non-fuzzy ontologies in 
knowledge modeling owing to the possibility for representing the incomplete-
ness and uncertainty. In this paper we present an approach to fuzzification on 
the instance level of ontology using multi-value and multi-attribute structure. A 
consensus-based method for fuzzy ontology integration is proposed.  

1 Introduction 

In an integration process most often one of the following aspects is realized: 

• Several objects are merged to give a new object best representing them (merging 
aspect) 

• Several objects create a “union” acting as a whole (alignment aspect) 
• Several objects are corresponded with each other (mapping aspect). 

These aspects are most important and most popular in integration processes of infor-
mation systems.  

In the knowledge management field, an integration task most often refers to a set 
of elements of knowledge with the same kind of semantic structures, the aim of which 
is based on determining an element best representing the given. The kinds of struc-
tures mean, for example relational, hierarchical, logical etc. The words “best 
representing” mentioned above refer to the merging aspect and mean the following 
criteria for integration: 

• All data included in the objects to be integrated should be included in the result 
of integration. Owing to this criterion all pieces of information included in the 
component elements will appear in the integration result. 

• All inconsistencies of elements to be integrated should be resolved. It often hap-
pens that referring to the same subject different elements contain inconsistent 
data. Such situation is called an inconsistency. The integration result should not 
contain inconsistency, that is integrity constraints should be fulfilled. 

                                                           
* This work was partially supported by Vietnam National Foundation for Science and Technology 

Development (NAFOSTED) under grant number 102.01-2011.10 (2011-2013) and by Polish 
Ministry of Science and Higher Education under grant no. N N519 407437 (2009-2012).  
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Integration tasks are very often realized for database integration or knowledge  
integration processes. Ontology integration is a special case of the second case. On-
tologies have well-defined structure and it is assumed that the result of ontology inte-
gration is also an ontology. Therefore, the first and second criteria are most popular.  

It seems that satisfying the first criterion is simple since one can creating a new on-
tology making the sum of all sets of concepts, relations and axioms from component 
ontologies. However, it is not always possible because of the following reasons: 

• Occurrence of all elements in the integration result may contain inconsistency in 
the sense that some of the component ontologies may be in conflict and this con-
flict will be moved to the integration result. 

• Including all elements in the integration result may cause conflicts of the rela-
tions between ontology concepts. 

Satisfying the second criterion is based on solving conflicts, for example, by using 
consensus methods [15]. 

Similarly like for non-fuzzy ontologies [14], conflicts between fuzzy ontologies 
may also be considered on the following levels: 

• Conflicts on concept level: The same concept has different structures in different 
ontologies. 

• Conflicts on relation level: The relations between the same concepts are different 
in different ontologies. 

• Conflicts on instance level: The same instance has different descriptions in dif-
ferent concepts or ontologies. 

The subject of this paper is working out algorithms for ontology integration on instance 
level. In the next section we present the structure of ontology on instance level and the 
definition of integration. In Section 3 a model for fuzzy instance integration using multi-
value and multi-attribute approach is included. Section 4 includes a set of postulates for 
integration. In Section 5 an algorithm for fuzzy ontology integration on instance level are 
presented and finally in Section 6 a brief overview of related works is included. 

2 Multi-value and Multi-attribute Structure for Fuzzy 
Ontology Representation 

2.1 Definition of Fuzzy Ontology 

The basis for determining an ontology is a real world (A, V) where A is a finite set of 
attributes describing the domain and V – the domain of A, that is V is a set of attribute 
values, and V = ∪ a∈AVa (where Va is the domain of attribute a). In the previous work 
[16] we have presented the following definition of fuzzy (A,V)-based ontology: 

Fuzzy ontology = (C, R, Z) 
where:  

- C is the finite set of concepts. A concept of a fuzzy ontology is defined as a triple: 

concept = (c, Ac, Vc, fc)  
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where c is the unique name of the concept, Ac ⊆ A is a set of attributes describing the 

concept and Vc ⊆ V is the attributes’ domain: Vc =
cAa∈
∪ Va and fc is a fuzzy function: 

fc: Ac → [0,1] 

representing the degrees to which concept c is described by attributes from set Ac.  
Triple (Ac, Vc, fc) is called the fuzzy structure of concept c.  

- R is a set of fuzzy relations between concepts, R = {R1, R2,…, Rm} where  

Ri ⊆ C × C × (0, 1]  

for i = 1, 2,…,m. A relation is then a set of pairs of concepts with a weight represent-
ing the degree to which the relationship should be. We assume that within a relation 
Ri in an ontology a relationship can appear between two concepts only with one value 
of weight, that is if (c, c′, v) ∈ Ri and (c, c′, v′) ∈ Ri then v = v′. 

- Z is a set of constraints representing conditions on concepts and their relation-
ships. In this paper we do not deal with them. 

Note that in the above definitions there is no reference to fuzzy aspect of instances. 
It turned out that even in a non-fuzzy ontology where the knowledge about concepts 
and their relations are complete and certain, there may appear some problem with 
classifying instances to concepts because, for example, some attribute values for an 
instances may be incomplete or unknown. For solving this problem, it seems that the 
multi-value structure is very useful. 

Here we will present a concept for representing the uncertainty and incompleteness 
of instance description by means of a multi-value and multi-attribute structure. 

Each attribute a ∈ A has a domain as a set Va of elementary values. A value of 

attribute a may be a subset of Va as well as some element of Va. Set aV2 is called the 
super domain of attribute a. For B ⊆ A let’s denote 

VB = ∪ b∈B Vb and B2  = ∪ b∈B 
bV2 .  

Definition 1. A fuzzy instance of a concept c is described by the attributes from set Ac 

with values from set XV
2 (for X = Ac) and is defined as a pair: 

instance = (i, v)  

where i is the unique identifier of the instance in world (A, V) and v is the value of the 
instance and is a tuple of type Ac and can be presented as a function:  

v: Ac → 
Ac

2  

such that v(a) ∈ aV2  for all a ∈ Ac.  

Value v is also called a description of the instance within a concept. We can note that 
an attribute value in an instance is not a single value, but a set of values. This is be-
cause it is not certain which value is proper for the attribute. Owing to this, the fuzzi-
ness can be represented. Note that in this case the fuzziness of attribute values is not  
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represented by a number, but by a set of values. The interpretation is that the proper 
value of an attribute in an instance is an element of the set, it is not known which one. 

For fuzzy instances the Instance Integration Condition (IIC) should be satisfied. 
That is the descriptions of the same instance in different concepts should be consis-
tent. However, the same instance may belong to different concepts and may have 
different descriptions. The following condition should be satisfied: 

Let instance i belong simultaneously to concept c with description (i, v) and to concept 
c′ with description (i, v′). If Ac ∩ Ac′ ≠ ∅ then there should be v(a) ∩ v′(a) ≠ ∅ for each  
a ∈ Ac ∩ Ac′. 

2.2 A Multi-value and Multi-attribute Structure for Fuzzy Instance  
Representation 

For a real world (A, V) we define the following notions [12]. Let B ⊆ A. 

• A complex tuple (or tuple for short) of type B is a function  

r: B → BV2  

such that r(a) ⊆ Va for all a ∈ B. Instead of r(a) we will write ra and a tuple of type 
B will be written as rB.  
A tuple r of type B may be written as a set: 

r = {(a, ra): a ∈ B}. 

• An elementary tuple of type B is a function  

r: B → VB 

such that r(a) ∈ Va for all a ∈ B. If Va = ∅ then r(a) = ε, where symbol ε represents 
a special value used for case when the domain is empty.  
The set of all elementary tuples of type B is denoted by E-TU(B).  
An elementary tuple r of type B may also be written as a set: 

r = {(a, ra): a ∈ B}. 

• By symbol φ we denote the set of all empty tuples, i.e. whose all values are empty. 
By symbol φE we denote the set of all empty elementary tuples, i.e. whose all val-
ues are equal ε. 

• By symbol θ we denote the set of all partly empty tuples, i.e. in which at least one 
value is empty. Expression r∈θ will mean that in tuple r at least one attribute value 
is empty and expression r∉θ will mean that in tuple r all attribute values are not 
empty. Of course we have φ ⊂ θ. By symbol θE we denote the set of all partly emp-
ty elementary tuples. 

• The sum of two tuples r and r' of type B is a tuple r" of type B such that r"a = ra ∪ 
r'a  for each a ∈ B. This operation is written as 

r" = r ∪ r'. 

More generally, a sum of two tuples r and r' of types B and 'B , respectively, is a 
tuple r" of type "B  = B ∪ 'B  such that  
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• The product of two tuples r and r' of type B is also a tuple r" of type B such that  
r"a = ra ∩ r'a for each t ∈ B. This operation is written as 

r" = r ∩ r'. 

More generally, a product of two tuples r and r' of types B and 'B , respectively, 
is a tuple r" of type "B  = B ∩ 'B  such that r"a = ra ∩ r'a for each a ∈ B ∩ 'B . 
This operation is written as: 

r" = r ∩ r'. 

• Let r ∈ TU(B) and r'∈ TU(B) where B ⊆ 'B , we say that tuple r is included in 
tuple r', if and only if ra ⊆ r'a for each a ∈ B. This relation is written as 

r ≺  r'. 

Now we deal with the way for measuring the distance between attribute values in 
complex tuples. A distance is measured between two values of the same attribute. 

Let a ∈ A be an attribute, as the distance function for values of attribute a we un-
derstand a function: 

  da : aV2  × aV2  → [0, 1]. 

We assume that Va is a finite set, and let card(Va) = N. In [12] there have been defined 
two kinds of distance functions. They are the following: 

A. Functions Minimizing Transformation Costs 

The general idea of this kind of distance functions is relied on determining the dis-
tance between two sets as the minimal cost needed for transforming one set into the 
other. A set X is transformed into a set Y by means of such operations as Adding, Re-
moving and Transformation, which are used for elements of set X to obtain set. The 
following cost functions have been defined: 

• Function EAR representing the cost for adding (or removing) of an elementary 
value to (or from) a set; 

• Function ET  representing the cost for transformation of one elementary value in-
to another. 

Definition 2. By distance function minimizing the transformation cost we understand 
the following function: 

  δa: aV2  × aV2  → [0,1] 

which for a pair of sets X, Y ⊆ Va assigns a number  
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where T(X,Y) represents the minimal cost needed for transforming set X into set Y. 

B. Functions Reflecting Element Contribution in The Distance 

This kind of functions is based on determining the value of contribution of each  
element of set Va in the distance between two subsets of this set. Of course, the con-
tribution of an element depends on the sets between which the distance is measured.  

Let a ∈ A, we define the following 3−argument contribution function: 

  Sa: aV2  × aV2  × Va  →  [0, 1] 

such that value Sa(X,Y,z) represents the contribution of element z in the distance be-
tween two sets X and Y.  

The distance between two sets should now be defined as the sum of contributions 
of elementary values referring to these sets, by means of the following function: 

ρa: aV2  × aV2  → [0,1]. 

Definition 3. For any sets X, Y ⊆ Va their distance ρa(X,Y) is equal to 

ρa(X,Y) = ∑ ∈− aVz a zYXS
N

N
),,(  

12
. 

Owing to the above defined functions one can define a function d between tuples as a 
combination of them. 

3 Problem of Fuzzy Instance Integration 

We mention that the inconsistency on instance level is based on the fact that the same 
instance is described differently in different concepts from different ontologies. This 
is because of the fuzzy feature of instance descriptions. We have assumed that within 
an ontology the Instance Integration Condition must be satisfied. 

For integration of ontologies on instance level consensus methods seem to be very 
useful. Different criteria, structures of data and algorithms for consensus choice have 
been worked out [9], [10]. Here we assume that we have to deal with a set of versions 
of the same instance. A version of an instance (i, x) can be represented by the value x. 
The task is to determine a version which best represents the given versions. 

For this kind of consistency the consensus problem can be defined as follows: 

Given a set of instance descriptions  
                      X = {(i, v1),…, (i, vn)}  
where vi is a tuple of type Ai ⊆ A, that is  vi: Ai → Vi  for i = 1,…, n and  
Vi = ∪

iAa∈ Va  one should find a description (i, v) of some type, which best 

represents the given values. 
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As shown in [12], it has turned out that in this case the best criterion for determin-
ing value v is the following: 
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and d is a distance function between tuples. 

Algorithms for determining consensus for the above problem can be found in [12]. 
These algorithms are dependent on the structure of attribute values. The value v which 
is determined by one of these algorithms can be assumed to be the value of instance i 
in the final ontology. 

In many cases integration task is not based on consensus determining. As shown 
above, consensus calculation is most often based on resolution of an optimization 
problem. However, note that optimization is only one of possible conditions for inte-
gration result. As presented in the next section, we define several criteria for instance 
description integration. These criteria represent some intuitive and rational require-
ments for determining a description proper for an instance which have different de-
scriptions in different in ontologies, or in the same ontology, but in different concepts. 
We define the problem of instance descriptions integration as follows: 

Given a set of instance descriptions 

 X = {ti ∈ TU(Ti): Ti ⊆ A for i = 1, 2,…, n} 

one should determine a tuple t* of type T* ⊆ A which best represents the given 
tuples. 

Tuple t* is called an integration of instance descriptions. Notice that the integration 
problem is different from a consensus problem in that there is no assumption that the 
tuples representing the agent knowledge states are of the same type, as is in the consensus 
problem [13].  

4 Postulates for Fuzzy Instance Integration 

In order to integrate different versions of the same instance, we propose some criteria. 
These criteria are used in order to verify the fulfillment of minimal requirements for 
the integration process. Similarly as in work [12] here we define the following criteria 
for fuzzy instance integration: 

C1. Instance Closure: 
Tuple t* should be included in the sum of given tuples, that is  

t*  ≺  ∪
n

i
it

1=
 

C2. Instance Consistency  
The common part of the given tuples should be included in tuple r*, that is  
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C3. Instance Superiority  
 If sets of attributes Ti  (i = 1,2,…,n) are disjoint with each other then 
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 restricted to attributes from set T*. 

C4. Maximal similarity  
Let da be a distance function values of attribute a ∈ A then the difference between 
integration t* and the profile elements should be minimal in the sense that for 
each a ∈ T* the sum 

∑ ∈ aZr a rtd ),*(  

where  

Za = {ria: ria is definite, i = 1, 2,…, n} 
should be minimal. 

5 Algorithms for Fuzzy Instance Integration 

Below we present an algorithm for instance integration which satisfies criteria C1, C2, 
C3 and C4. The idea of this algorithm is based on determining consensus for each of 
attributes and next completing their values for creating the integration. 

Algorithm 

Input: Set of n descriptions of an instance: 

X = {ri ∈ TU(Ti): Ti ⊆ A for i = 1, 2,…, n} 
and distance functions da for attributes a ∈ A. 

Output: Tuple t* of type T* ⊆ A which is the integration of tuples from X  being the 
proper description of the instance. 

Procedure: 

BEGIN 

1. Set A = ∪
n

i
iT

1=
; 

2. For each a ∈ A determine a set with repetitions 

Xa = {tia: ti ∈ X for i = 1, 2,…, n};  
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3. For each a ∈ A using distance function da determine a value va ⊆ Va such 
that  
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4. Create tuple t* consisting of values va for all a ∈ A; 
END. 

The most important step in the above algorithm is step 3 which for each attribute 
determines its integration satisfying criterion C4. The integration problem of this type 
has been formulated and analyzed in work [12]. In that work a set of postulates for 
integration has been defined, and algorithms for its determining have been worked 
out.  

We can prove that the integration determined by this algorithm satisfies all criteria 
C1, C2, C3 and C4. The computational complexity of this algorithm is O(n2). 

6 Related Works 

The main problem of ontology integration is often formulated as follows: For given 
ontologies O1, …, On one should determine one ontology which best represents them. 
In this way we have to deal with ontology merging. For integrating traditional (non-
fuzzy) ontologies many works have been done, among others in [4]-[7], [17], [18]. 
The main contributions of these works are based on methods for matching concepts 
and their relations. The number of works concerned with integrating ontologies on 
instance level is not large. Many authors do not treat instances as a part of ontology. 

Fuzzy ontology conception is younger and there are not many works on this  
subject. The same fact is for fuzzy ontology integration. For this kind of ontologies 
one can distinguish two groups of works. In the first of them the authors proposed 
logical-based approaches, in which they tried to couple both fuzzy and distributed 
features using description and fuzzy logics [3], [8]. They worked out several discrete 
tableau algorithms to achieve reasoning within this new logical system. In the second 
group the authors proposed a fuzzy ontology generation framework in which a 
concept descriptor is represented by means of fuzzy relation which encodes the 
degree of a property value using a fuzzy membership function. The fuzzy ontology 
integration is based on identifying the most likely location of particular concepts in 
ontologies to be merged. In [1], [2] the authors proposed an approach to manage  
imprecise and classic information in databases represented by fuzzy ontology.  

Generally in the literature there are missing clear criteria for ontology integration. 
Most often proposed algorithms refer to concrete ontologies and their justification is 
rather intuitive than formal. The reason is that the semantics of concepts and their 
relations are not clearly defined, but rather based on default values. 

In this paper we propose to use consensus theory to fuzzy ontology integration on 
instance level. The advantages of this approach are based on the fact that consensus 
methods are very useful in processing many kinds of inconsistencies which very often 
appear in integration tasks. Besides, consensus methods possess well-defined criteria. 
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As it is well known, ontologies even describing the same real world often contain 
many inconsistencies because they have been created for different aims. Using con-
sensus methods for integrating fuzzy ontologies is novel since, to the best knowledge 
of the authors, this approach is missing in the literature. For non-fuzzy ontology inte-
gration consensus methods have been used successfully [11], [19]. 

7 Conclusions 

In this paper a method for integrating fuzzy instances is proposed. The structure for 
fuzzy instance is not based on traditional real number degrees of instance membership 
to classes, but on the possibility of representing the uncertain and incomplete aspect 
by using the multi-value structure. Future works should concern implementing the 
proposed algorithm and verifying the method for real ontologies. 
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Abstract. The research and development of various autonomous robots have 
been conducted for seeking methods of making multiple robots cooperate 
efficiently. In this paper we report an experiment to control multiple robots by 
using a set of mobile agents. Our previous study succeeded in making 
autonomous robots roughly gather by using ACC (Ant Colony Clustering), 
while suppressing energy consumption. The robots that are gathered are in 
arbitrary shapes. It is easier for human laborer to collect then if some of them 
form lines. We have studied to make the robots, which are roughly gathered by 
using ACC, form short lines. In this paper, we propose the line forming 
technique of the autonomous robots to achieve the above-mentioned purpose. 
We have constructed a simulator to show the movements of many robots based 
on the data collected from a few real robots. The results of the simulation 
demonstrate the effectiveness of the technique. 

Keywords: Autonomous robots, Multiple-robots, Multi-agent system, 
Intelligent robot control, RFID.  

1 Introduction 

When we pass through terminals of an airport, we often see carts scattered in the 
walkway and laborers manually collecting them one by one. It is a laborious task and 
not a fascinating job. It would be much easier if carts were roughly gathered in any 
way before the laborers begin to collect them. Multi-robot systems have made rapid 
progress in various fields, and the core technologies of multi-robots systems are now 
easily available [5]. Therefore, it is possible to make each cart have minimum 
intelligence, making each cart an autonomous robot. We realize that for such a system 
cost is a significant issue and we address one of those costs, the power source. A big 
powerful battery is heavy and expensive; therefore such intelligent cart systems with 
small batteries are desirable. Thus energy saving is an important issue in such a 
system [4]. Travelers pick up carts at designated points and leave them arbitrary 
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places. It is desirable that intelligent carts (intelligent robots) draw themselves 
together automatically. A simple implementation would be to give each cart a 
designated assembly point to which it automatically returns when it is free. It is easy 
to implement, but some carts would have to travel a long way back to their own 
assembly point, even though they are located close to other assembly points. It 
consumes too much unnecessary energy. In order to ameliorate the situation, we 
employ mobile software agents to locate carts scattered in a field, e.g. an airport, and 
make them autonomously determine their moving behavior using a clustering 
algorithm based on ant colony optimization (ACO). ACO is a swarm intelligence-
based method and a multi-agent system that exploits artificial stigmergy for the 
solution of combinatorial optimization problems. Preliminary experiments yield a 
favorable result. Ant colony clustering (ACC) is an ACO specialized for clustering 
objects. The idea is inspired by the collective behaviors of ants, and Deneubourg 
formulated an algorithm that simulates the ant corps gathering and brood sorting 
behaviors [1].  

We previously proposed the ACC approach using mobile software agents. Quasi-
optimal carts collection is achieved through the repetitions of the three phases. The first 
phase collects the positions of carts. One mobile agent issued from the host computer 
visits scattered carts one by one and collects the positions of them. The precise 
coordinates and orientation of each cart are determined by sensing RFID (Radio 
Frequency Identification) tags under the floor carpet. Upon the return of the position 
collecting agent, the second phase begins wherein another agent, the simulation agent, 
performs the ACC algorithm and produces the quasi-optimal gathering positions for 
the carts. The simulation agent is a static agent that resides in the host computer. In the 
third phase, a number of mobile agents are issued from the host computer. Each mobile 
agent migrates to a designated cart, and drives the cart to the assigned quasi-optimal 
position that is calculated in the second phase. One step of the collection task consists 
of these three phases, and each step contributes the collection. After many steps, the 
collection task should be achieved. Once the quasi-optimal gathering positions are 
calculated, the simulator performs another simulation that imitates all the behaviors of 
all the carts, and produces the procedure that each cart follows. The procedure has each 
route and waiting timing for each cart should trace. Since the precise route and waiting 
timing for each cart is calculated, the driving agent on each cart has all the knowledge 
to drive its cart to the tentative goal point.  

As described above, the cart robot was able to roughly gather the scattered in a field. 
Even though cart collecting clustering methods have been intensively researched, simple 
clusters of carts are not very helpful for manual laborers [7] [8]. They not only collect 
carts but also they have to arrange them in lines. For implementing a practical system, 
lining up collected carts is essential. Therefore, in this paper we discuss how to make 
collected cart robots be arranged into chunks of short lines. Through experiments, both in 
real robots and in a simulator, we demonstrate the method we propose is useful for the 
autonomous robots forming lines. 

The structure of the balance of this paper is as follows. In the second section, we 
describe the background. In the third section, we describe the agent system that 
performs the arrangement of the intelligent carts. The agent system consists of several 
static and mobile agents. The static agents interact with the users and compute the 
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ACC algorithm, and other mobile agents gather the initial positions of the carts and 
distribute the assembly positions. The fourth section describes how the collected cart 
robots arrange themselves into lines. Through experiments, both in real robots and in 
a simulator, we demonstrate the method we propose is useful for the autonomous 
robots forming lines. The fifth section describes the simulator and demonstrates the 
feasibility of our intelligent cart gathering system. In the section, we report the results 
we have obtained from the experiments on the simulator. Finally, in the sixth section 
we summarize the work and discuss future research directions. 

2 Background 

Kambayashi and Takimoto have proposed a framework for controlling intelligent 
multiple robots using higher-order mobile agents [4][5]. The framework helps users to 
construct intelligent robot control software by migration of mobile agents. Since the 
migrating agents are higher-order, the control software can be hierarchically 
assembled while they are running. Dynamically extending control software by the 
migration of mobile agents enables them to make base control software relatively 
simple, and to add functionalities one by one as they know the working environment. 
Thus they do not have to make the intelligent robot smart from the beginning or make 
the robot learn by itself. They can send intelligence later as new agents. Even though 
they demonstrate the usefulness of the dynamic extension of the robot control 
software by using the higher-order mobile agents, such higher-order property is not 
necessary in our setting. They have implemented a team of cooperative search robots 
to show the effectiveness of their framework, and demonstrated that their framework 
contributes to energy saving of multiple robots [4]. They have achieved significant 
saving of energy.  

Deneubourg has formulated the biology inspired behavioral algorithm that 
simulates the ant corps gathering and brood sorting behaviors [1]. Lumer has 
improved Deneubourg's model and proposed a new simulation model that is called 
Ant Colony Clustering [6]. His method could cluster similar objects into a few 
groups. Kambayashi et al have improved Lumer's model and proposed a multi-robot 
control by using ACC [2]. This method does not cluster similar objects but cluster 
nearby objects by using pheromone. Kambayashi et al have designed an intelligent 
cart system based on the proposed method [3]. As mentioned above, previous studies 
could collect mobile robots roughly using ACC. In this paper, we present a technique 
to form a series of short lines after collecting mobile robots. 

3 System Model 

Our system model consists of carts and a few kinds of static and mobile software 
agents. All the controls for the mobile carts as well as ACC computation performed in 
the host computer are achieved through the static and mobile agents. They are: 1) user 
interface agent (UIA), 2) operation agents (OA), 3) position collecting agent (PCA), 
4) clustering simulation agent (CSA), and 5) driving agents (DA). All the software  
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Fig. 1. Cooperative agents to control an intelligent cart 

agents except UIA and CSA are mobile agents. A mobile agent traverses carts scattered 
in the field one by one to collect their coordinates. After receiving the assembly positions 
computed by a static agent, many mobile agents migrate to the carts and drive them to the 
assembly positions. Fig. 1 shows the interactions of the cooperative agents to control an 
intelligent cart. The followings are details of each agent: 

1)  User Interface Agent (UIA): The user interface agent (UIA) is a static agent that 
resides on the host computer and interacts with the user. It is expected to 
coordinate the entire agent system. When the user creates this agent with a list 
of IP addresses of the intelligent carts, UIA creates PCA and passes the list to it.  

2)  Operation Agent (OA): Each cart has at least one operation agent (OA). It has 
the task that the cart on which it resides is supposed to perform. Each intelligent 
cart has its own OA. Currently all operation agents (OA) have a function for 
collision avoidance and a function to sense RFID tags embedded in the floor 
carpet to detect its precise coordinates in the field. 

3)  Position Collecting Agent (PCA): A distinct agent called position collecting agent 
(PCA) traverses carts scattered in the field one by one and collects their 
coordinates. PCA is created and dispatched by UIA. Upon returning to the host 
computer, it hands the collected coordinates to the clustering simulation agent 
(CSA) for ACC. 

4)  Clustering Simulation Agent (CSA): The host computer houses the static clustering 
simulation agent (CSA). This agent actually performs the ACC algorithm by using 
the coordinates collected by PCA as the initial positions, and produces the quasi-
optimal assembly positions of the carts, and then performs yet another simulation 
to produce instructions each cart follows to reach its assigned goal position. Upon 
terminating the simulation and producing the procedures for all the intelligent 
carts, CSA creates a number of driving agents (DA). 

5) Driving Agent (DA): The quasi-optimal arrangement coordinates, as well as 
procedures to reach them, produced by the CSA are delivered by driving agents 
(DA). One driving agent is created for each intelligent cart, and it contains the 
set of procedures for the cart. The DA drives its intelligent cart to the designated 
assembly position. DA is the intelligent part of the intelligent cart. 

OA detects the current coordinate of the cart on which it resides. Each cart has its own 
IP address and UIA hands in the list of the IP addresses to PCA. First, PCA migrates 
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to an arbitrary cart and starts hopping between them one by one. It communicates 
locally with OA, and writes the coordinates of the cart into its own local data area. 
When PCA gets all the coordinates of the carts, it returns to host computer. Upon 
returning to the host computer, PCA creates CSA and hands in the coordinate data to 
CSA which computes the ACC algorithm. 

The current implementation employs RFID (Radio Frequency Identification) to get 
precise coordinates [9]. We set RFID tags in a regular grid shape under the floor 
carpet tiles. The tags we chose have a small range so that the position-collecting agent 
can obtain fairly precise coordinates from the tags. Also, the cart has a basic collision 
avoidance mechanism using infrared sensors. 

CSA is the other static agent and its sole role is ACC computation. When CSA 
receives the coordinate data of all the carts, it translates the coordinates into 
coordinates for simulation, and then performs the clustering. When CSA finishes the 
computation and produces a set of assembly positions, it then creates the set of 
procedures for autonomous cart movements.  

Then CSA creates DA that conveys the set of procedures to the intelligent carts as 
many. Each DA receives its destination IP address from PCA, and the set of 
procedures for the destination cart, and then migrates to the destination cart. Each DA 
has a set of driving procedures that drives its assigned cart to the destination, while it 
avoids collision. OA has the basic collision detection and avoidance procedures, and 
DA has task-specific collision avoidance procedures. 

4 Forming Lines 

As shown in Fig. 2, we have successfully collected robots at quasi-optimal positions 
from scattered robots in the field using ACC. Simple clusters of robots are not very 
helpful for practical purpose. We need to arrange them in order by some ways. 

In this section, we discuss how to make collected cart robots be arranged into 
chunks of short lines. The Alignment method we are proposing consists of two major 
phases. In order to achieve line-forming, we extend DA so that they can interact with 
DAs in nearby neighbor robots. In the first phase, nearby robots with similar 
directions arrange themselves in short lines. In the second phase, isolated robot 
attempt to adhere to already formed lined robots. This phase should make all the 
robots form into groups. We describe the two phases in detail below.  

 

 

                              

Fig. 2. The simulated gathering positions Fig.  



 Making Autonomous Robots Form Lines 203 

 

1. The First Phase 
In the first phase, each of two nearby robots get together to form a short lined cluster 
as shown in Fig. 3. They become the core of serialized clusters. This is also done 
through agent migrations. In order to achieve this migration, we extended DA’s 
functionalities as well as we added small cheap web camera to each robot as follows. 
Each robot has a color board so that when another robot happens to be nearby and 
faces similar direction, it can recognize the board. The web camera we set is cheap 
and short sighted, but is appropriate enough for our purpose. 

(1) When a robot A finds robot B through Web camera, it means robot B is close 
and has similar direction, and the DA on the robot A create a clone of it and send it to 
robot B. 

(2) When the dispatched agent arrives at the robot B, it overrides the DA on robot 
B and start to drive it. The dispatched agent drives the robot B to adjust the location 
and angle so that the robot B is exactly on the line the same as the robot A’s direction 
and it faces the same direction as the robot A, so that the robot A can adhere to the 
robot B as it simply forwards. When the adjustment is done the agent moves back to 
the robot A to inform it is ready. 

(3) Robot A forwards to the back of B, and adheres to it. 

If a robot cannot find any colleagues nearby, it just remains in the place without 
changing the direction or the position. 

2. The Second Phase 
The second phase tries to sweep the isolated robots and put them into some lines 
formed in the first phase. Between the first phase and the second phase, the PCA 
itinerates once again, and collects all the positions of the robots so that each isolated 
robot can know where the closest formed line is. Upon understanding the position of 
the line it is supposed to adhere, the DA on an isolated robot drives its robot toward 
the position, and when it comes close enough to it, it repeats the same behavior as the 
first phase as shown in Fig. 4. Here robot A is the isolated robot. 

(1) The DA on the robot A drives the robot to adjust the location and angle so that 
the robot B is exactly on the line the same as the robot B’s direction and it faces the 
same direction as the robot B, so that the robot B can adhere to the robot A as it 
simply forwards. When the adjustment is done the agent create a clone of it and sends 
to the robot B to inform it is ready. 

 

Fig. 3. The first behavior 
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Fig. 4. The second behavior 

(2) When the cloned agent arrives at the robot B, it overrides the DA on robot B 
and start to drive it. This time, a combination of location information as well as 
information from the web camera is used to achieve the task as is in the first phase. 
Since the cloned agent comes from the robot A, it knows the color of the board of the 
robot A and forwarding to the robot and makes it adhere to the robot A is 
straightforward. 

(3) Since robot B is the head of a lined robots, e.g. robots B, C, and D form a line 
as a group, we need to make all of them go forward. This is done through the 
dispatched agent’s migration as shown in Fig. 4. For example, in Fig. 4, after the 
agent drives the robot B to the back of the robot A, it migrate to the robot C, and then 
robot D. When it finds there are no more robots to drive, it simply kills itself. 

Fig. 5 shows the experiment for the first phase by using two real robots. 

5 Experiments 

We have conducted two kinds of experiments to demonstrate our framework for the 
intelligent robot carts is feasible. The first one is to check whether two relatively close 
robots can form a line. As shown in Fig. 5, this is achieved successfully. Since the 
task is mainly depends of the web camera. They need to be real close. But it should be 
alright. Considering the cart application, the system should require cheap web 
cameras. Isolated remaining robot can be assembled in the second phase. 
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Fig. 5. The actual alignment 

For the second phase, we have built a simulator. As shown in Fig. 6, the field is  
50 × 50 square grid. The number placed of robots is 50. The robots’ initial positions 
are randomly determined. As shown in Fig. 6, quit a few of the robots get together to 
form short lines. Even though they are far from the perfect, forming several short 
lines is one big leap from randomly assembled clusters in the previous work.  

 

Fig. 6. Simulation behavior results 
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0 45 90 135 180 225 270 315 360   0 45 90 135 180 225 270 315 360  

Fig. 7. Scatter plot of the direction in which alignment before and after alignment 

In order to numerically evaluate our achievement, we have measured the variance. 
Fig. 7 shows a scatter plot of the direction of robots before and after alignment. As the 
before-alignment figure (left hand side) shows all the robots are facing completely 
random. It shows even distribution. On the other hand, as the after-alignment figure 
(right hand side) shows there are some strong biases. We can conclude that certain 
number of robots successfully form lines. We believe that more elaborate algorithm 
certainly sorts robots more clearly, and we are certain we are on the right track.  

6 Summary 

This paper shows a framework for controlling the robots, which are connected to a 
communication network, to move into groups. The framework for the ACC to the 
mobile robot in scattered field will be set to an optimal position on the field, followed 
by fine alignment is performed. Through experiments we have demonstrated that our 
algorithm makes the robots assembled into some short lines. Considering cart 
application, making scattered robots into several short lines is a big leap toward a 
practical system. Shintani et al conduct similar research project [10]. They mainly use 
good web camera to get coordinates of other robots, and two kinds of mobile agents 
namely pheromone agents and driving agent. They actually achieve more elaborate 
system to serialize robots, but use more expensive equipment. Our approach, i.e. 
using cheap equipment, we believe more practical. The experiments we have 
conducted for a large number of robots are through simulator not actual robots. The 
simulator, however, shows good results, and actually we have conducted another 
project that is building real intelligent shopping carts that follow the users [11]. We 
can combine those achievements into one big project so that we can build a practical 
intelligent cart robot for assisting both the users and the collecting laborers. 
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Abstract. This paper presents a design and evaluates the performance
of an efficient charging scheduler for electric vehicles, aiming at reducing
the peak load of a fast charging station while meeting the time con-
straint of all charging requests. Upon the task model consist of actuation
time, operation length, deadline, and a consumption profile, the proposed
scheduler fills the allocation table, by which the power controller turns
on or off the electric connection switch to the vehicle on each time slot
boundary. For the sake of combining the time-efficiency of heuristic-based
approaches and the iterative evolution of genetic algorithms, the initial
population is decided by a heuristic which selects necessary time slots
having the lowest power load until the previous task allocation. Then,
the regular genetic operations further improve the schedule, additionally
creating a new chromosome only from the valid range. The performance
measurement result obtained from a prototype implementation shows
that our scheme can reduce the peak load for the given charging task
sets by up to 4.9 %, compared with conventional schemes.

Keywords: smart grid, electric vehicle charging, genetic algorithm,
initial population, peak load reduction.

1 Introduction

Built on top of advanced information and two-way digital communication tech-
nologies, the smart grid cannot just intelligently deliver electricity but also man-
age power facilities taking advantage of real-time information exchange and
interaction between providers and consumers [1]. Meanwhile, electric vehicles,
or EVs in short, are new and important targets for the smart grid to manage, as
they require the use of batteries having high energy-storage capacity as well as
bringing large electric load for their charging [2]. EVs are indispensably forced to
be equipped with an electronic interface for grid connection to allow controlled
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energy exchanges. Even though many researches are trying to improve the driv-
ing range while cutting down the charging time, EVs still need to be charged
more often and it takes at least tens of minutes [3]. Accordingly, it is neces-
sary to build a nationwide charging infrastructure which embraces fast charging
stations, battery swapping stations, and individual charging points for slower
charging [2].

For the large scale deployment of EVs, the smart grid can have a centralized
management architecture and also local control entities working in administra-
tive units such as a building or a charging station. EV penetration will put
increased pressure on peaking unit not having any charging control strategy [4].
Moreover, some grids are likely to build additional generation capacity to catch
up with the increased power demand resulted from concentrated EV charging.
To cope with this problem, a grid unit can run demand management programs,
which are becoming more important to meet the customer requirement as well as
to achieve system goals like peak load reduction, power cost saving, and energy
efficiency. Demand response schemes can shed or shift peak load according to
the load type, mainly by scheduling the given charging tasks [1]. Moreover, via
the global network connection, they can further consider price signal change and
current load condition.

The scheduling problem for charging tasks is quite similar to process schedul-
ing in the real-time operating system, as each charging operation can be modeled
as tasks having execution time, start time, and a deadline [5]. The difference lies
in that charging tasks can run in parallel as long as the total power does not
exceed the provisioned capacity. Task scheduling is in most cases a complex
time-consuming problem sensitive to the number of tasks. It is difficult to solve
by conventional optimization schemes, and their severe execution time makes
them impractical in the real system. For such a problem, genetic algorithms can
provide efficient search techniques based on principles of natural selection and
genetics. Specifically, the convergence and performance of them are inherently
affected by the initial generation, especially when the solution space is large and
complex [6]. If the initial population has better quality, the genetic algorithm is
more likely to yield a better result.

Moreover, heuristic-based approaches also gain computational performance
possibly at the cost of accuracy, mainly taking advantage of empirical intelli-
gence. Provided that the heuristic is fast and efficient enough, it is possible to
make their solutions included in the initial population and run a genetic al-
gorithm to further improve the quality of feasible solutions. This strategy can
combine the time-efficiency of heuristic-based approaches and the iterative evo-
lutions of genetic algorithms. Based on this motivation, this paper designs an
efficient charging task scheduler for EVs, aiming at reducing the peak load in a
charging station and thus remedying the problem of power demand concentra-
tion in a specific time interval. Here, a fast heuristic is available by our previous
work [7], which finds reasonable solutions with the polynomial time complexity
for the number of charging tasks.
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This paper is organized as follows: After issuing the problem in Section 1,
Section 2 introduces the background and related work. Section 3 explains the
target system architecture and designs a charging task scheduler. After perfor-
mance measurement results are demonstrated and discussed in Section 4, Section
5 summarizes and concludes the paper with a brief introduction of future work.

2 Background and Related Work

As the large deployment of EVs is commonly expected for energy efficiency
and pollution reduction, the management of a power load induced by their con-
centrated charging is a major concern in the smart grid [8]. In this aspect, [2]
presents a conceptual framework to successfully integrate EVs into electric power
systems. Focusing on slow charging, the framework covers the grid technical op-
eration and the electricity market environment, while their simulation study
discovers that the importance of unit-level power control. In addition, [4] deals
with the development of a demand response model for residential customers
facing EV penetration to study the impact of customer responses to different
pricing policies on the distribution-level load shapes. The analysis is conducted
based on charging profiles, charging strategies, and EV penetration scenarios. It
addresses that the time-of-use rate can be properly designed to reduce the peak
demand for the large deployment of EVs.

In genetic algorithms, the initial population is sometimes seeded with some of
those feasible solutions or partial solutions of the problem. However, the initial
population selection itself is a complete algorithm or heuristic for the given opti-
mization problem. [9] takes into account search space, fitness function, diversity,
problem difficulty, selection pressure, and the number of individuals in deciding
the initial population. The authors assert that the more diverse the initial pop-
ulation is, the greater the possibility to find a better solution. The diversity is
measured 1) at the gene level via the Grefenstette bias formula and uncertainty
entropy, 2) at the chromosome level via hamming distance and neighborhood-
ness, and 3) at the population level via the center of mess, respectively. This
scheme suggests a metric in randomly generated genes within a population. It
is expected that the computation time needed in calculating diversity and the
initial population can be rewarded by the quality of solution, reduced number
of iterations, and the like.

3 Charging Scheduler Design

3.1 System Model

In our service scenario shown in Figure 1, a driver tries to make a reservation
at a charging station via a vehicular network specifying its requirement details,
while he or she is driving. Each requirement consists of vehicle type, estimated
arrival time, the desired service completion time (deadline), charging amount,
and so on. A request can be issued also via the on-site connection to the charging
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facility. Receiving the request, the scheduler prepares the power load profile of
the vehicle type from the well-known vehicle information database. The load
profile, or interchangeably consumption profile, contains the power consumption
dynamics along the time axis for specific EV charging. Then, the station checks
whether it can meet the requirement of the new request without violating the
constraints of already admitted requests. The result is delivered back to the
vehicle, and the driver may accept the schedule, attempt a renegotiation, or
choose another station. The accuracy of load profile is critical to the correct
schedule generation, but we assume that sufficiently accurate profile is available
to focus on the scheduling scheme [4].

From the vehicle-side viewpoint, entering the station, the vehicle is assigned
and plugged to a charger as shown in Figure 1. The controller connects or dis-
connects power to each vehicle according to the schedule generated by either a
scheduler within a charging station or a remote charging server running in the
Internet. Nowadays, a high-capacity server in the cloud can provide computing
power to time-intensive applications. The SAE J1772 series define the standard
for electric connectors and their charging system architecture, including physi-
cal, electrical, communication protocol, and performance requirement [10]. Our
scheduler can work with this standard as a core service for electric vehicles. It
must be mentioned that the interaction between the scheduler and EVs can be
performed through the specific vehicle network, such as cellular networks, ve-
hicle ad hoc networks, or a combination of them under the control of vehicle
telematics system.

Cost plan

Scheduler

Controller

On/Off Switch Layer

requestnetwork

Global on−arrival

Line
Power

Power contract

Fig. 1. Charging station model

3.2 Task Model

Each charging operation can be modeled as a task. Task Ti can be described
with the tuple of < Ai, Di, Ui >. Ai is the activation time of Ti, Di is the dead-
line, and Ui denotes the operation length, which corresponds to the length of the
load profile entry. Ai is the estimated arrival time of the vehicle including small
margin. It’s true that the estimation cannot be always accurate, but modern
telematics technologies reduce the prediction error through current traffic infor-
mation and an efficient path finding algorithm. If an EV arrives earlier than Ai,
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it can wait with its charging interface connected to the jack. Here, we assume
that available jacks and waiting space are enough to accommodate all arriving
vehicles. Even if an EV doesn’t arrive within Ai, the scheduler can generate a
new allocation promptly if the computation time is not severe.

For a task, the power consumption behavior can vary according to the charging
stage, remaining amount, vehicle type, and the like. The power consumption
profile is practical for characterizing the consumption dynamics along the battery
charging stage. This profile is the basic information in generating a charging
schedule. In the profile, the power demand is aligned to the fixed-size time slot,
during which the power consumption is constant considering the availability
of automatic voltage regulation [11]. The slot length can be also affected by
power charging dynamics. The length of a time slot can be tuned according to
the system requirement on the schedule granularity and the computing time,
and likely coincides with the time unit generally used in the real-time price
signal. The charging operation can start only at the slot boundary for scheduling
efficiency.

3.3 Initial Population Selection

The scheduling process is to fill an M × N allocation table, where M is the
number of slots and N is the number of EVs to charge. The size of M , namely, the
scheduling window, depends on the charging station policy on advance booking.
The policy selects the value of M so as to cover many task deadlines. Anyway,
we set M to 20, and if the slot size is 10 minutes, the scheduling window will
be 200 minutes. The allocation procedure fills the allocation table from the first
row, each row being associated with a task. Basically, the procedure can create
the search space for all feasible allocations. For a single charging task, there can
be (Di−Ai)CUi allocations in its row. It imposes an intolerable computation delay
when M or N gets large. To overcome this problem, our basic strategy looks into
the allocation up to Ti−1 and takes Ui slots having the smallest assigned power
out of Di − Ai slots for Ti [12]. Considering O(1) space complexity, we have a
lot of margin to further investigate another allocation.

However, the basic allocation is sensitive to the allocation order for the given
set, namely, which task to allocate first. In addition, especially for the first task,
all slots are not assigned yet. It is impossible to decide which one is better.
The allocation procedure would assign slots without intermission if no other
restriction is given. It narrows selectable options for the next tasks. To give more
flexibility to the subsequent task allocation, our procedure randomly selects for
tie-breaks. According to how many first tasks to randomly allocate, there can be
more than one allocation for a single order. Even though this procedure increases
the search space complexity several times but it still remains in O(1) with time
complexity of O(N2) added. Now, we consider the allocation order according to
deadline, length, and per-slot power requirement. That is, our scheme sorts the
given task set according to those criteria, applies the basic strategy to each of
the corresponding orders, and finds the best schedule among them.
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First, the slack is defined as the difference between the deadline and the
last start time to meet the time constraint. The larger the slack, the task has
more options in its schedule generation. As for ordering by slack, tasks having
fewer options are placed first. Then, those tasks having relatively more options
are more likely to find slots having less power consumption. Next, the task hav-
ing longer operation length fills more table entries. If smaller-length tasks are
allocated first, the longer tasks will smooth the peak. Last, we can order the task
according to the weight, or per-slot power demand. The weight for a task is the
average power demand during its operation time. If tasks demanding more power
meet at the same time slot, the peak will get too large. To avoid this situation,
our scheme allocates those tasks first, as the next allocation can distribute the
power-intensive slots. While [7] selects the best one out of those allocations, this
paper makes all of them included in the initial population of a genetic algorithm.
The rest of population is filled randomly as usual.

3.4 Genetic Operations

In genetic algorithms, with the initial population consist of feasible solutions,
they iteratively run genetic operations such as reproduction, mutation, and
crossover to improve the quality of solutions. Each evolutionary step generates
a population of candidate solutions and evaluates the population according to a
fitness function to select the best solution and mate to form the next generation.
Over a number of generations, good traits dominate the population, resulting in
an increase in the quality of solutions. It must be mentioned that the genetic al-
gorithm process can possibly run for years and does not find any better solution
than it did in the first part of the process.

In the charging task scheduling problem, a chromosome corresponds to a single
feasible schedule, and is represented by a fixed-length string of an integer-valued
vector. The charging task can be started, suspended, and resumed at a slot
boundary. Each value element indicates an allocation map for a task. For Ti, Ui

slots must be selected out of slots from Ai to Di. Suppose that Di−Ai is 5 and
Ui is 3. This is the same example as in our previous work [13]. There can be 5C3

feasible allocation maps for this task from (0, 0, 1, 1, 1) to (1, 1, 1, 0, 0), where
1 means that charging is performed at the corresponding slot. 1 → 0 transition
denotes suspension, while 0→ 1 transition denotes resumption of charging. The
decimal equivalent of this binary map will be a vector element of a chromosome.
If the vector element is 11, namely, its map is (0, 1, 0, 1, 1), the profile entry
of the task is (2, 3, 4), and Ai is 15, it will be mapped to (0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 2, 0, 3, 4). Likewise, an allocation vector can be converted
into the corresponding allocation table. For each allocation, the scheduler can
calculate the per-slot power requirement and the peak load to evaluate fitness.

The iteration consists of selection and reproduction. Selection is a method
that picks parents according to the fitness function. The Roulette Wheel selec-
tion gives more chances to chromosomes having better fitness values for mating.
Reproduction, or crossover, is the process taking two parents and producing
a child with the hope that the child will be a better solution. This operation
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randomly selects a pair of two crossover points and swaps the substrings from
each parent. Reproduction may generate a same chromosome as the existing
ones in the population. It is meaningless to have multiple instances of a single
schedule. So, they will be replaced by new random ones. Additionally, mutation
exchanges two elements in a chromosome. However, each element has a different
permissible range, so the mutation must be prohibited. The charging scheduler
is subject to time constraint. But, this constraint can be always met, as the
scheduler selects the allocation vector only within the valid range.

4 Performance Measurement

This section implements the proposed allocation method using Visual C++ 6.0,
making it run on the platform equipped with Intel Core2 Duo CPU, 3.0 GB
memory, and Windows Vista operating system. M is set to 20, so if a single
time unit is 10 min, the total scheduling window will be 200 min. For a task,
the start time is selected randomly between 0 and M − 1, while the operation
length exponentially distributes. A task will be discarded and replaced if the
finish time, namely, the sum of start time and the operation length, exceeds M .
In addition, the power level for each time slot ranges from 1 through 5. The
power scale is not explicitly specified in this experiment, as it is a relative-value
term. For each parameter setting, 50 tasks are generated, and the results are
averaged.

For performance comparison, we select 3 policies. First, the Smallest alloca-
tion is our heuristic [7], which is actually the best of the initial population in
the proposed scheme. Second, the Genetic allocation runs general genetic oper-
ations iteratively with the initial population randomly set. Third, the Random
allocation generates feasible schedules using the random numbers during the
approximately same time interval needed to execute the proposed scheme. It
randomly selects Ui out Di − Ai slots. The Random selection works quite well
as the candidate allocation is selected only within the valid range for each set.
Particularly, if the difference between Ui and Di−Ai is small for some tasks and
the number of tasks is small, this scheme can be sometimes efficient. After all, for
fair comparison, the same task set is given to the 4 schemes in each parameter
setting.

The first experiment measures the peak load reduction according to the num-
ber of tasks. In Genetic and proposed schemes, the population size is set to 60
and the number of iterations is set to 1,000. The operation length and the slack
of a task exponentially distribute with the average of 5.0 and 2.0, respectively,
while the number of tasks ranges from 5 to 20. Figure 2 plots the peak load for
each allocation scheme. Random, Smallest, and Genetic schemes show almost
same performance, while the proposed scheme reduces peak load by up to 4.9 %
for 20 task case. When there are less than 10 tasks, the Random scheme yields a
little bit better result than Genetic and Smallest schemes, as it can try a lot of
allocations benefiting from its simplicity. However, beyond 10 tasks, the others
are better.
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Fig. 2. Effect of the number of tasks Fig. 3. Effect of iterations

The next experiment measures the effect of the number of iterations and
the result is exhibited in Figure 3. Here, other parameters are the same as the
previous experiment, but the number of tasks is fixed to 15. The Smallest scheme
is not affected by the number of iterations. This scheme is uncomparably fast, but
it shows almost the same performance as Genetic and Random schemes. The
proposed scheme, basically outperforming others by about 3.5 %, can further
reduce the peak load by 1.5 % by the extended iterations, namely from 500 to
3,000, while the Genetic scheme by 0.5% and the Random scheme by 0.3%. In
our observation, most task sets reaches stable peak loads before 200 iterations,
and are scarcely further improved.
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In addition, Figure 4 plots the effect of population size to the peak load. The
Smallest scheme shows the poorest performance, while our scheme improves the
peak load by about 3.4 % over the whole range. The peak load largely decreases
according to the increase of the population size except when it is 100. It can result
from an extraordinary peak load in some task sets. Anyway, Figure 4 finds out
that the effect of population size is not so significant in vehicle charging schedule.
Moreover, Figure 5 shows the peak load when the slack changes from 2.0 to 5.0
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slots. The larger the slack, the more flexible schedule we can get. For the given
slack range, our scheme gets 2.6 % reduction in the peak load, while the others
get 3.0 %, 2.9 %, and 2.5 %. 4 schemes show almost the same peak load change
pattern.

Finally, how many ordered allocations to insert to the initial population,
namely, combination ratio, is an additional performance parameter. Figure 6
plots the result. When the combination ratio is 0, the proposed scheme is identi-
cal to the Genetic scheme, as the initial population is selected purely randomly.
Additionally, the Smallest scheme will be the same as the uncoordinated alloca-
tion, which allocates the operation as soon as the task is ready without permit-
ting preemption. Except when the combination ratio is 0, the proposed scheme
does not change much, just slightly reducing the peak load. For all range, the
proposed scheme outperforms others by about 2.6 %. The chromosome not the
best in the heuristic can contribute to improving the quality of next generations.
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5 Conclusions

This paper has designed an efficient EV charging scheduler which combines the
time-efficiency of heuristic-based approaches and the evolutionary iteration of
genetic algorithms. It selects the initial population of a genetic algorithm from
a time-efficient heuristic and then regular genetic operations are applied. The
scheduler is aiming at reducing the peak power consumption in a charging sta-
tion while meeting the time constraint of all charging tasks. By this scheduler,
the concentrated charging problem can be relieved for the large deployment of
EVs while a charging station can provide a reservation service to EVs, which can
make a routing plan according to the interaction with charging stations. The per-
formance measurement result obtained from a prototype implementation shows
that our scheme outperforms Random, Genetic, Smallest schemes, reducing the
peak load for the given charging task sets by up to 4.9 %. As future work, we
are going to design an EV telematics framework which includes an efficient path
planning scheme capable of integrating a charging schedule.
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Abstract. A motor control model based on reinforcement learning (RL) is 
proposed here. The model is inspired by organizational principles of the 
cerebral cortex, specifically on cortical maps and functional hierarchy in 
sensory and motor areas of the brain. Self-Organizing Maps (SOM) have 
proven to be useful in modeling cortical topological maps. The SOM maps the 
input space in response to the real-valued state information, and a second SOM 
is used to represent the action space. We use the Q-learning algorithm with a 
neighborhood update function, and an SOM for Q-function to avoid 
representing very large number of states or continuous action space in a large 
tabular form. The final model can map a continuous input space to a continuous 
action space. 

Keywords: Reinforcement learning, Self-Organizing Maps, Q-learning, 
Unsupervised learning. 

1 Introduction 

Machine Learning can be generally classified as supervised, unsupervised and 
reinforcement learning (RL). Supervised learning requires clear input and output form 
for comparison, and the goal is to construct a mapping from one to the other. 
Unsupervised learning has no concept of mapping, and only process input data to find 
out the potential classification. In contrast, RL uses a scalar reward signal to evaluate 
input-output pairs and through trial and error to optimize the selected action for each 
input. RL can be considered as an intermediary between supervised and unsupervised 
learning. This learning method is most suitable for resolving an optimal input-output 
mapping without prior knowledge. These three learning paradigms are often 
combined to solve problem such as auto-associative multi-layer perceptron [1] and 
SRV units [2]. 

Q-learning is a reinforcement learning technique relied on learning an action-value 
function that gives the expected utility of taking a given action in a given state and 
following by a fixed policy thereafter. One of the strengths of Q-learning is ability of 
comparing the expected utility of the available actions without requiring a model of 
the environment. Q-learning is an iterative, incremental and interactive algorithm with 
simple update rule for Q-value, easy implementation and clear representation. 
Computational features in Q-learning seem to make neural networks a natural 
implementation choice for RL applications [3]. To combine RL theory with the 
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generalization offered by connectionism has been shown to provide very encouraging 
practical applications [4]. This article specifically addresses on the problem of 
representation and generalization of continuous action spaces in RL problem. 

2 Reinforcement Learning 

RL theory has provided an exhaustive framework for solving Markov decision 
problems. The target of problem is to maximize a scalar reward signal on the state 
transitions when the fundamental model dynamics are unknown. These methods are 
classified as Temporal Difference (TD) learning, and Q-learning is one of the most 
powerful methods. 

As explained by the two pioneers of reinforcement learning, Richard S. Sutton and 
Andrew G. Barto, in their Reinforcement Learning book (1998): Reinforcement 
Learning is best understood by stating the problem that we want to solve [5]. The 
problem is learning to achieve a goal solely from interaction with the environment. 
The decision maker or learning element of RL is called an agent. The interactions 
between agent and environment are depicted in 

Fig. 1. The agent selects actions and the environment reacts, changes the state and 
provides rewards to the agent indicating the degree of goodness of the action made by 
the agent. The mission of agent is to maximize the rewards received with training and 
errors. 

To evaluate the goodness of a selected action within a definite state, a value 
function , ,  is defined which maps state-action pairs to a numerical 
value. While interacting with the environment, the agent must update this function to 
reflect how well the actions chosen progress based on the rewards received in the 
environment. How to update the values of the state-action pairs is pivotal issue of the 
RL [6]. 

 

Fig. 1. Agent-Environment Interaction: the agent selects actions at each time step. The environment 
updates the state and defines a numerical reward. 
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2.1 Q-Learning 

Q-learning behaves as follows: an agent tries an action at a particular state, and then 
evaluates its consequences in terms of the received reward immediately after taking 
an action [7]. 

Q-learning requires a value table as in Fig. 2, where each entry represents the 
maximum expected reward from the corresponding state-action pair. The entries of 
the table are called as Q-values, and optimization is then a simple matter of selecting 
the action at each time-step with the highest Q-value for the current state. The only 
requirement for convergence comes from constantly updating all state-action pairs. Q-
learning can be divided into following steps: 

 
1. observe current state  
2. select and perform action  
3. observe the next state  
4. receive an immediate reward  
5. update the ,  values using a learning factor according to the rule: 
 , , , ,  (1) 

 

 

Fig. 2. Q-table: each table entry contains the predicted-Q value for each state-action pair 

3 The Self-Organising Map 

The Self-Organising Map (SOM) was first conceived by Kohonen in 1982. Kohonen 
describes the SOM as an “ordered, nonlinear, smooth mapping of high-dimensional 
input data manifolds onto the elements of a regular, low-dimensional array” [8]. It has 
recursive nature, and during each recursive step, only a subset of models is re-
organized. In Fig. 3, we present a schematic for a 2-dimensional SOM. 
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A weight vector , , … ,  is associated with unit , where  is the 
dimensionality of the input data. The target is to find a suitable set of weights for each 
unit so that the network models the distribution of the input data in the input space. In 
many cases, the input data has lower dimensional representation then the input data 
dimensionality. In these cases, the SOM can be used as a dimension reduction 
technique. 

 

Fig. 3. 2-dimensional array of neurons conform to an SOM. The shaded circle denotes the 
neighborhood of the winning neuron. 

The unit with the shortest Euclidean distance from input vector  is considered as 
the winner because of characterizing the current input most closely. The weights of 
the winner unit are immediately updated towards the input: 
 , (2) 

 
where  is the learning rate. Neighbors of the winner unit are also processed using 
similar formula except the modification term is further multiplied by a decay 
parameter according to the distance of those neighbors from the winner. 

The weights of the map are initialized to random values. The above operation is 
iterated for each input vector in the dataset, and effectively results in a competition 
between different regions of the input space for units on the map. Compact regions of 
the input space will attract more units than sparse ones. Neighborhood learning also 
promotes topology preservation such that units closed to each other in the topology of 
the input space will end up to be closed to each other in the weight space. 

4 The Model 

The problem can be considered as searching for an optimal mapping from a 
continuous input space to a continuous action space. An optimal mapping means 
maximizing the expected total reward within each possible state. The model uses an 
SOM to quantize a continuous input space into a discrete representation. The SOM 

Input 

Winning 
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maps input data in response to the real-valued state information, and the index of each 
unit is interpreted as a discrete state in the Q-table. A second SOM is the same as 
above and used to represent the action space, with each unit of this second map 
corresponding to a discrete action in the Q-table. 

The first SOM is called input map, inhabits in the state space and attempts to 
represent the input space at the highest resolution in the most active regions. The 
second SOM is called action map, which inhabits in the action space. The second 
SOM must be explored by trial and error to discover the highest reward for the 
whole range of observed inputs. The following algorithm is used to achieve this 
exploration: for any real-valued state vector, the unit of the input map with smallest 
Euclidean distance from that state vector is identified as the winner; next, one of the 
units of the action map is selected according to the Q-learning criterion—i.e. the 
one with the highest Q-value for the current state if exploiting, and a random action 
if exploring. This winning action unit is used as the basis for the real-valued action. 
We can get the action weight vector as the proposed action. The proposed action is 
then perturbed by random noise and becomes perturbed action for the actual output. 
If the reward received with the perturbed action is better than the estimated 
expected return associated with the winning state–action pair, then the exploration 
in the action map appears to be successful, so the action map is updated towards the 
perturbed action. Otherwise, no learning takes place in the action map. In any case, 
the Q-value of the winning state–action pair is updated towards the actual one-step 
corrected return. 

The algorithm can be interpreted as standard Q-learning with the discrete states 
and the discrete actions. Besides the topology preserving nature of the SOM, a 
simple amendment to expedite the algorithm is not only to update the Q-value of 
the winning state-action pair, but to update every state–action pair towards this 
value proportional to the product of the two neighborhood functions (of the input 
and action maps). We call this neighborhood Q-learning [9]. The complete 
algorithm is summarized as below for the case of a 2-dimensional input space and a 
2-dimensional action space: 

 
1. Present an input vector, , to the system, and identify the winner in the input 

map, . 
2. Identify a unit in the action map,  

.
One with best Q-value for state,      with probability 1
Random action                                     with probability         

3. Identify the proposed action as the weights of unit , , . 
4. Independently perturb each element of the proposed action by a small 

random noise to yield a new perturbed action: 
  , 1,1 , 1,1  
 

5. Output the perturbed action vector , . 
6. Receive a reward  from the environment. 
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7. If , ,  , then the perturbed action appears to be 
an improvement over the existed action, so update the action map towards 
the perturbed action, , , according to the usual SOM update rule: 
 , ,, ,  

 for all action units . 
8. Update all Q-values towards the corrected return proportionally to the Q-

learning rate and the product of the two neighborhoods (neighborhood Q-
learning): 
 , , , , , ,  
           , ,  
 
for all state units , and actions units . 

9. Update the input map towards vector  according to the usual SOM update 
rule: 
 , ,, ,  

 for all state units . 
10. Return to 1. 
 

where  is the state immediately after ,  is the learning rate of the action map, 
 is the learning rate of the input map,  is the Q-learning rate,  is the th 

weight of the th unit of the action map (  are the weights of the input map), 1,1  yields a random number selected uniformly from the range 1,1 , 
 controls the amount of exploration in the action space, and , ,  is the 

value of the neighbourhood function of the input map at unit  given winning unit  
and a neighborhood size  (similar for  only for the action map). A simple linear 
neighborhood is used so that , , max 0,1 / 1  where  is 
the distance between units  and  in the topology of the map. All these parameters 
must be set empirically and annealed together throughout learning. The model is 
illustrated in Fig. 4. 

5 Experiments 

In this experiment, the control problem requires a mapping learned from a continuous 
2-dimensional state space to a continuous 2-dimensional action space. In Fig. 5, a goal 
is generated at random on the circle shown, and the coordinates of the goal are 
provided as input to the learning agent. The agent must output an adequate set of joint 
angles so that the tip of the arm touches the goal. After an action is taken, reward is 
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immediate and is simply the negative of the distance between the tip of the arm and 
the goal. As shown in Fig. 6, the main task of agent is to learn a mapping from goal 
space to arm space. Note that this is not supervised learning because the reward does 
not contain direction information to the agent. 

 

Fig. 4. The proposed learning model applied Q-learning and SOM for continuous inputs and 
outputs 

Table 1 shows the set of empirical parameters used to achieve the results in Fig. 7. 
Performance depends crucially on the annealing speed for exploration and plasticity. 
There are trade-offs between fast convergence of exploratory noise and sufficient 
exploration for adequate search of the action space. The graph shown is for the fastest 
annealing schedule which can significantly affect the final mean performance. Fig. 8 
shows the input and action maps after learning on a typical trial. The input map has 
responded to the input distribution of goal positions, and the action map, through a 
process of trial and error, has also learned to represent those actions which offer 
optimal solutions to the states represented in the input map. The strategy which 
mapping input units to action units is indicated by the shading. It is obvious that 
topology is preserved not only in the two maps, but also in the Q-table. The 
performance graph from Fig. suggests that the action units indeed occupy higher 
rewarded regions of the action space for the whole range of inputs. 

Outputs 

Input SOM 

 

Action SOM 

Q-table 

Q-value 

Add Noise Reward 

Learn? 

   Inputs
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Fig. 5. A simulation with two-joint arm residing inside the unit square. The base of the arm is 
fixed at (0.5, 0), and the position of the end point of the arm is defined by the lengths of the two 
arm segments (L1 and L2), and two relative angles,  and , are measured in radians and 
restricted to the range , . Note that  is given relative to the ‘x-axis’. 

 

Fig. 6. The task is to learn a mapping from goal space to joint-angle space using an immediate 
reward signal. The outputs of the agent are  and . Note that these are not angles to move 
through, but angles to move to.  and  uniquely describe the arm configuration. 

Table 1. Empirical parameters for the proposed model’s application to the multi-joint arm 
problem. Initially, all Q-values are set to zero and all action SOM weights are generated 
uniformly within the range , , and input SOM weights in the range [0,1].  is the time-
step in which a single cycle of the algorithm is performed. 

Parameter Value 
Input map size 50  1 units 
Action map size 50  1 units 
Input map neighborhood size,  10  
Action map neighborhood size,  10  
Q-learning rate,    
Discount factor,  0 
Learning rate of input map,    

L1 

L2

Goal

 

 

Agent 
Goal position 

Arm angles 

Error signal 
 (-dist.) 
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Table 1. (continued) 

Learning rate of action map,    
Probability of Q-learning exploration,    
Max. exploration distance around action unit,  

Annealing schedule,  1 1   

 

Fig. 7. Average reward against time using the parameters of Table 1. Each data point is 
averaged over the last 1000 time-steps for each trial, and the plot shows the mean of these data 
points over 20 independent trials. 

 

Fig. 8. Input map plotted in input space after learning on a typical trial. Units are shaded 
according to the action unit with the highest Q-value for that input unit. Action map plotted in 
action space after learning on a typical trial. Each angle is normalized to the range [0,1] (from 
the range , ). Units are shaded according to their topological index in the action map. 

 InputSOM 
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6 Conclusion 

A model has been presented for representation and generalization in model-less RL. 
The proposed model is based on the SOM and one-step Q-learning which provides 
several desirable properties: real-valued states and actions are adapted dynamically; a 
real-valued and potentially delayed reward signal is accommodated. The core of the 
model is RL theory which is adhered to an explicit notion of estimated expected 
return. The model has both an efficient learning and action selection phase, and as 
long as the nature of the desired state–action mapping is unknown beforehand. The 
topology preserving property of the SOM has also been shown to be able to add 
useful constraints under constrained tasks, and to expedite learning through the 
application of neighborhood Q-learning. 

The drawbacks of this model are the theoretical possibility that arbitrarily poor 
actions could be observed by the system given a sufficiently malicious reward function, 
and the inherent scalability issues resulting from the fact that the representation uses 
local parameters. Distributed models may offer a solution to the scalability issue, but 
these models have been shown to introduce their own problems pertaining to flexibility, 
stability, and robustness in the face of unpredictably distributed training data. Smith 
(2001, Chapter 9) [10] suggest to combine local and distributed models may be of future 
interest to the kinds of applications considered here. 
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Abstract. Facial feature extraction plays an important step in automated visual 
interpretation and human face recognition. Detecting facial feature is a crucial 
role in a wide variety of application such as human computer interface, facial 
animation and face recognition, etc. The major objective of this paper is to 
review the recent developments on the methods of facial feature extraction. 
This study summaries different method for feature point extraction and their 
applications on face image identification and highlight the performance 
regarding these methods. The major goal of the paper is to provide a summary 
reference source for the researchers involved in facial feature extraction. 

Keywords: Eye detection, face detection, face recognition, image processing, 
Gabor Wavelet Transform. 

1 Introduction 

Detection of facial features is a major concern in a wide variety of applications such 
as human computer interaction, facial animation, facial expression, face recognition, 
and face image database management. Detecting facial features is a pivotal step in 
these applications. Facial feature extraction is nothing but identifying exact location 
of different features on face which include detection of eyes, brows, mouth, nose, chin 
etc. Human being is able to recognize almost a thousand of faces in one’s whole life 
and distinguish faces without any difficulty. Nevertheless, facial features extraction is 
difficult representation in computer programs because it requires differentiation 
among human faces which vary subtly from each. Moreover, building an identifying 
index enabling all features to be physically applied to the problem is not a simple 
task.  
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Analyzing and identifying facial features events are laborious when the methods 
adopted are primarily based on visual inspection. Accordingly, a method that can 
automatic classify facial features in an image must be developed. 

Several novel and particularly successful object and object category detection and 
recognition methods based on image features, local descriptions of object appearance, 
have recently been proposed. Most of the research and development activities in face 
detection and identification known as the biometric authentication. In the recent 
researches to these topics the focus of interest has changed from the image 
recognition techniques toward the feature distinguish. 

Many researches developed various methods for extraction and recognition of 
facial features on gray and color images. The studies on facial feature extraction 
continue to develop high accuracy, reduced complexity, high efficiency and less 
computational time approach. 

2 Performance-Driven Facial Animation 

Performance-driven facial animation (PDFA) is based on the performer for the facial 
expressions. PDFA use sensing devices in a virtual character to reconstruct facial 
expressions. Williams [1] proposed a prototype, can be divided into two main steps: 
feature tracking and 3D model construction. This method capture the performer's 
facial feature points and mapped into the corresponding points of the face. And then, 
after each movement for the performers do a track, and change the corresponding 
model. Therefore, the method based on the cyclic process is also known as feature 
retargeting. In the process of capturing the action, it is need to apply noise filter 
between frames, such as band-pass filter.  

The prototype PDFA is slightly restricted during the process of capturing features 
in some periods of performance in the film. It cannot capture motion vectors form the 
role for mapping to the new virtual character directly to replicate the same action. It 
must be built a new one for duplication. In addition the movement between the frame 
coherence is lack of intelligent systems for analysis these changes. It is necessary to 
manually modify and fill for continuity. Also, the mapping of corresponding points 
cannot directly use the context before and after the action.  

Khanam and Mufti [2] utilized the fuzzy system and MPEG-4 feature points to 
estimate the location of and employed open source software Xface to produce facial 
animation. The fuzzy system design a membership function based the gap value of 
each feature point locating in a different frame, and use fuzzy set of feature points to 
design fuzzy rules for determining the respective expression. Finally, this approach is 
according to the corresponding results to the animation, and enhances coherence 
between frames to making more natural animation, the process shown in Fig. 1, the 
results shown in Fig. 2.  

Cosker et al. proposed the combination of expressions from multiple samples to 
generate a new expression image, such as selecting the mouth expression from face  
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image A and the forehead expression of face image B to generate the new expression 
in C and then applying to the objective model [3]. Fragments of information about 
these features can be stored in a database for future use, diagram shown in Fig. 3. This 
method applied principal component analysis to create feature vectors, and use active 
appearance model as a fragment of the contour features to meet the shapes with 
different characteristics. Figure 4 shows the images on selection of characteristics by 
active appearance model. 

 

Fig. 1. The flowchart of fuzzy system for PDFA [2] 



 Facial Feature Extraction and Applications: A Review 231 

 

 

Fig. 2. The results of estimating action by using the fuzzy system [2] 

 

 

Fig. 3. Multiple expression image generating system [3] 
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Fig. 4. The images on selection of characteristics by active appearance model [3] 

3 Color Segmentation 

Color segmentation is based on the unique color and background color information to 
separate images. Jiang, Yao and Jiang proposed the color detection method using skin 
probability map to set the probability threshold to cut the color and non-color area 
with very high true acceptance rate, but the false acceptance rate is also high[4]. 
Therefore, in order to reduce the false acceptance rate, color segmentation is joined 
the texture filter based on the Gabor wavelet transform-based to acquisition the 
texture feature. Although the use of texture filter reduces the false acceptance rate 
while it also reduces the rate of identification. In order to improve the rate of 
identification, using morphological markers in the control of the marker-controlled 
watershed segmentation analyze the previous texture image to calculate the mean 
deviation and standard deviation, and a preset threshold. And more, if the mean 
deviation and standard deviation smaller than the threshold value, the skin region can 
be determined. The process is roughly divided into three phases: SPM color filter, 
texture filter and mark-controlled watershed segmentation, as display in Fig. 5.  

 

Fig. 5. The flow chart of color segmentation [4] 
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Phung, Bouzerdoum and Chai [5] utilized four classifiers to assess the accuracy of 
color segmentation based on four common image processing color spaces, i.e. RGB, 
HSV, YCbCr, CIE-Lab. 1) Piecewise linear decision boundary classifiers observe the 
distribution of image pixel color values and set a fixed color range. In this category of 
classifiers, skin and non-skin colors are separated using a piecewise linear decision 
boundary. 2) Bayesian classifier with the histogram technique applied the decision 
rule to consider a color pixel as a skin pixel. The decision rule is based on the a priori 
probabilities of skin and non-skin and various classification costs and is associated 
with a threshold determined empirically. The class-conditional pdfs can be estimated 
using histogram or parametric density estimation techniques. 3) Gaussian Classifiers. 
The class-conditional pdf of skin colors is approximated by a parametric functional 
form, which is usually chosen to be a unimodal Gaussian [6,7] or a mixture of 
Gaussians [8,9]. In the Gaussian Classifiers, A color pixel x is considered as a skin 
pixel when a threshold is smaller than the squared Mahalanobis distance. 4) The 
multilayer perceptron (MLP) is a feed-forward neural network that has been used 
extensively in classification and regression. A comprehensive introduction to the 
MLP can be found in [10]. Compared to the piecewise linear or the unimodal 
Gaussian classifiers, the MLP is capable of producing more complex decision 
boundaries. 

The classification rates (CR) of the tested classifiers are shown in Table 1. The 
Bayesian and MLP classifiers were found to have very similar performance. The 
Bayesian classifier had a maximum CR of 89.79 percent, whereas the MLP classifier 
had a maximum CR of 89.49 percent. Both classifiers performed consistently better 
than the Gaussian classifiers and the piecewise linear classifiers. The classification 
rates (CRs) at selected points on the ROC curves are shown in Table 2. We observe 
that, at the histogram size of 256 bins per channel, the classification performance was 
almost the same for the four color spaces tested, RGB, HSV, YCbCr, and CIE-Lab. 
As our results show, such an expansion leads to more false detection of skin colors 
and reduces the effectiveness of skin segmentation as an attention-focus step in object 
detection tasks. Using lighting compensation techniques such as the one proposed by 
Hsu et al. [11] is probably a better approach to coping with extreme or biased 
lightings in skin detection. 

Table 1. Classification Rates (CRs) of Skin Color Pixel Classifiers [5] 

Classifier 
ID 

CbCr- 
fixed 

HS- 
fixed 

GT 
plane-

set 

Baye- 
sian 

2DG- 
pos 

3DG- 
pos 

3DG- 
pos/neg 

3D- 
GM 

MLP 

FDR=10% FDR= 
29.09 
CR= 
75.64 

FDR= 
19.48 
CR= 
78.38 

FDR= 
18.77 
CR= 
82.00 

88.75 82.37 85.27 88.01 85.23 88.46 
FDR=15% 86.17 81.07 83.45 85.57 83.63 85.97 
FDR=20% 82.97 78.85 80.84 82.47 81.29 82.84 

CRmax 89.79 82.67 85.57 88.92 85.76 89.49 
99％ 

conf. Int. 
of CRmax 

[75.58 
75.70 

[78.32 
78.44] 

[81.94 
82.06] 

[89.74 
89.84] 

[82.61 
82.73] 

[85.52 
85.62] 

[88.87 
88.97] 

[85.71 
85.81] 

[89.44 
89.54] 
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Table 2. Classification Rates (CRs) of Eight Color Representations (Histogram Size = 256 Bins 
per Channel) [5] 

 All channels Only Chrominance Channels 

Color 
Representation 

RGB HSV YCbCr CIE-Lab rg HS CbCr ab 

FDR = 10% 88.75 88.76 88.46 88.47 84.93 85.46 86.56 84.51 
FDR = 15% 86.17 86.19 85.97 85.97 83.92 84.14 84.77 83.45 
FDR = 20% 82.97 82.98 82.85 82.83 81.65 81.91 82.11 81.33 

CRmax 89.79 89.80 89.41 89.43 84.95 85.58 86.75 84.52 
99％ conf. 
Int. of CRmax 

[89.74 
89.84] 

[89.75 
89.85] 

[89.36 
89.46] 

[89.38 
89.48] 

[84.90 
85.00] 

[85.53 
85.63] 

[86.70 
86.80] 

[84.47 
84.57] 

4 Feature Detection 

Feature detection employs a particular description to distinguish or retrieve the 
information of interest within images or blocks, such as edges, corners, colors, etc., 
for the establishment of the corresponding characteristic value (e.g. eigenvalue) of 
information in order to facilitate general search. Then the connective step is to adopt 
the appropriate image classifier to identify the existence of the same characteristics 
among images or the features of value in the approximate range of information. These 
steps are known as the feature extraction. Feature detection in the spatial domain and 
frequency domain is with different methods used facial features on the detection and 
capture in the relevant literature for the introduction in the following. 

Spatial domain is the image coordinate space. The pixel value at each coordinate is the 
intensity of the point. The applications on the spatial domain in practice around this area 
are almost the computing of image pixels [12]. Song et al. [13] proposed to distinguish 
the expression on the face wrinkles caused by changes in image intensity based on skin 
deformation parameters as the face recognition features. Figure 6 shows the recognizing 
facial expression on the eight regions (patch) defined by the MPEG-4 feature points 
where the cross marks represent the feature points of the FAP. Lines connected to each 
area using image ratio features to calculate the eigenvalues of each region to estimate the 
skin deformation parameters. Image ratio features can affect the accuracy of detection on 
handling images due to changes in light characteristics. The affecting of light conditions 
has always been an important issue mostly on the feature detection applications [14]. 

Figure 7 is an example of using the image ratio features where (a) and (c) are the 
expression and nature face images, respectively and the blocks of the same region is 
characterized by (b). The identifications of the image can base on comparing different 
images with the image ratio features. 

 

Fig. 6. The facial expression on the eight patch defined by MPEG-4[14] 
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Fig. 7. The image ratio features [14] 

Figure 8 shows the results of the recognition rate on the SDP, FAP and mixed 
approach. Figure 9 exhibits the recognition rate profiting from the using FAP and 
mixed features. The experimented results display the characteristics of the overall 
recognition rate of SDP with a noticeable improvement. 

 

Fig. 8. Comparison of the recognition rate of the SDP, FAP and comprehensive approaches [13] 

 

Fig. 9. The recognition rate profiting from the FAP and comprehensive approaches in contrast 
with SDA approach [13] 

In contrast to the spatial domain, the image is treated as a period function in 
frequency domain. The image is represented by frequency and phase angle through 
Fourier transform. Ilonen et al. proposed the multi-resolution Gabor feature for 
various detection applications on facial images, such as the recognition on face, 
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license plate to extract the characteristics of the objective images [15]. Gabor filter 
feature is captured by Gabor filter and designed as an image processing operator, 
called the simple Gabor feature. In order to be able to handle more complex problems, 
such as looking at the characteristics of low-contrast images, Gabor filter is integrated 
with multi-resolution space for forming a more efficient operator. Gabor filter 
translates the pixel information of the image into different frequency band. The low 
frequency of the image represents slowly changing information. In general, it is the 
gray image areas, such as the tone of similar background. 

As to the high frequency band, the high frequency of the image illustrates the rapid 
changes in information. Usually, it is the area with high changes of the image, such as 
the details of information objects, edges or the noise of image [10,12]. For two-
dimensional Gabor filter image processing is the Gaussian low-pass filter represented 
in the form of complex plane [10, 15, 16]. Figure 10 illustrates the extracting features 
and position on the face and license plate by using the Gabor filter. As to the optimal 
parameter adjustment and effectiveness in its mathematical proof can be seen in 
[15,16]. 

 

Fig. 10. The extracting features and position on the face and license plate by using the Gabor 
filter 

5 Image Registration 

Image Registration is from different viewpoints and at different time, and/or different 
sensors on the same picture according to their geometric relationship or the 
calibration model by overlapping the multiple images for Image fusion [7]. Image 
registration is usually applied to Image analysis such as comparing the characteristics 
of information to observe the characteristic changes on different images for estimating 
the possible change direction. Image registration is divided into base Image and 
reference Image (input Image and sensed image) for further process.  
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Image registration is widely used in remote sensing, medical imaging, computer 
vision etc. There is not a comprehensive method for image registration because the 
image source and target features are quite extensive and with various senses. In 
general, it is need to establish a specific mode of image registration for different 
geometric changes, noise filtering, and calibration accuracy. The majority of the 
registration methods consists of the following four steps, feature detection, feature 
matching, transform model estimation as well as image resampling and 
transformation to synthesis the new image by overlap the reference image and the 
sensed image.  

Figure 11 presents the four steps of image registration: top row—feature detection 
(corners were used as the features in this case). Middle row—feature matching by 
invariant descriptors (the corresponding pairs are marked by numbers). Bottom left—
transform model estimation exploiting the established correspondence. Bottom right—
image resampling and transformation using appropriate interpolation technique. 

 

Fig. 11. The four steps of image registration [7] 
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6 Conclusions 

This paper presents different methods for feature point extraction and highlights their 
performance. Various applications on feature point extraction are also summarized in 
this study to provide a guide reference source for the researchers involved in facial 
feature extraction and their applications. 

References 

1. Williams, L.: Performance-Driven Facial Animation. ACM SIGGRAPH Computer 
Graphics 24(4), 235–242 (1990) 

2. Khanam, A., Mufti, M.: Intelligent Expression Blending for Performance Driven Facial 
Animation. IEEE Transactions on Consumer Electronics 53(2), 578–583 (2007) 

3. Cosker, D., Borkett, R., Marshall, D., Rosin, P.L.: Towards Automatic Performance-
Driven Animation between Multiple Types of Facial Model. IET Computer Vision 2(3), 
129–141 (2008) 

4. Jiang, Z., Yao, M., Jiang, W.: Skin Detection Using Color, Texture and Space Information. 
In: Proc. of the Fourth International Conf. on Fuzzy Systems and Knowledge Discovery 
(FSKD 2007), August 24-27, vol. 3, pp. 366–370 (2007) 

5. Phung, S.L., Bouzerdoum, A., Chai, D.: Skin Segmentation Using Color Pixel 
Classification: Analysis and Comparison. IEEE Transactions on Pattern Analysis and 
Machine Intelligence 27(1), 148–154 (2005) 

6. Yang, J., Waibel, A.: A Real-Time Face Tracker. In: Proc. IEEE Workshop Applications 
of Computer Vision, pp. 142–147 (December 1996) 

7. Menser, B., Wien, M.: Segmentation and Tracking of Facial Regions in Color Image 
Sequences. In: SPIE Visual Comm. and Image Processing, vol. 4067, pp. 731–740 (June 2000) 

8. Greenspan, H., Goldberger, J., Eshet, I.: Mixture Model for Face Color Modeling and 
Segmentation. Pattern Recognition Letters 22, 1525–1536 (2001) 

9. Yang, M.-H., Ahuja, N.: Gaussian Mixture Model for Human Skin Color and Its 
Applications in Image and Video Databases. In: SPIE Storage and Retrieval for Image and 
Video Databases, vol. 3656, pp. 45–466 (January 1999) 

10. Theodoridis, S., Koutroumbas, K.: Pattern Recognition, 4th edn. Academic Press, 
Burlington (2009) 

11. Hsu, R.L., Abdel-Mottaleb, M., Jain, A.K.: Face Detection in Color Images. IEEE 
Transactions on Pattern Analysis and Machine Intelligence 24(5), 696–706 (2002) 

12. Gonzalez, R.C., Woods, R.E.: Digital Image Processing, 2nd edn. Prentice Hall, New 
Jersey (2002) 

13. Song, M., Tao, D., Liu, Z., Li, X., Zhou, M.: Image Ratio Features for Facial Expression 
Recognition Application. IEEE Transactions on Systems, Man, and Cybernetics – Part B: 
Cybernetics 40(3), 779–788 (2010) 

14. Mitra, S., Acharya, T.: Gesture Recognition: A Survey. IEEE Transactions on Systems, 
Man, and Cybernetics – Part C: Applications and Reviews 37(3), 311–324 (2007) 

15. Ilonen, J., Kamarainen, J.K., Paalanen, P., Hamouz, M., Kittler, J., Kälviäinen, H.: Image 
Feature Localization by Multiple Hypothesis Testing of Gabor Features. IEEE 
Transactions on Image Processing 17(3), 311–325 (2008) 

16. Ilonen, J., Kamarainen, J.K., Kälviäinen, H.: Efficient Computation of Gabor Features, 
Research Rep. 100, Dept. Inf. Technol., Lappeenranta Univ. Technol., Finland (2005) 



 

J.-S. Pan, S.-M. Chen, N.T. Nguyen (Eds.): ACIIDS 2012, Part I, LNAI 7196, pp. 239–245, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

An Intelligent Infant Location System Based on RFID 

Shou-Hsiung Cheng 

Department of Information Management,  
Chienkuo Technology University, Changhua 500, Taiwan 

shcheng@ctu.edu.tw 

Abstract. This study proposes a straightforward and efficient infant location 
system to reduce the potential risks of the theft and misuse hold. The system 
can recognize without difficulty different locations of newborn babies which 
are attached wristband active RFID tags. The system can accurately recognizes 
the locations of newborn babies by using decision tree classifiers after the 
active RFID readers has received different intensity of electromagnetic waves 
transmitted by active RFID tags. 

Keywords: infant location system, RFID, decision tree. 

1 Introduction 

As the characteristics of newborn babies are similar and the lack of expression of 
ability, often cause of neonatal injury due to human negligence or error identified. 
Infancy is the most vulnerable stage, a variety of injuries can cause permanent 
sequelae or death. How to enhance the identification of newborns and to prevent 
misuse hold are the important projects in neonatal care. Infant hearthcare with RFID 

discarding the traditional paper job is becoming more and more common as hospitals 
in today’s competitive environment. Wristband active RFID tags can be attached to 
infants shortly after birth.  

In recent years, Radio Frequency Identification (RFID) technology has been 
widely accepted in hospitals to track and locate newborn babies. Hightower [1] was 
the first to use RFID technology to build the indoor positioning system. He uses RSS 
measurements and proposed SpotON system to estimate the distance between a target 
tag and at least three readers and then applies trilateration on the estimated distances. 
Lionel [2] proposed the LANDMARC method based on RFID to build indoor 
positioning system. LANDMARC system have a greater read range and response 
capability of the active sensor tags compared to SpotON. Wang et al. [3] propose a 3-
D  positioning scheme, namely passive scheme, which relies on a deployment of tags 
and readers with different power levels on the floor and the ceiling of an indoor space 
and uses the Simplex optimization algorithm for estimating the location of multiple 
tags. Stelzer et al. [4] uses reference tags to synchronize the readers. Then, TDOA 
principles and TOA measurements relative to the reference tags and the target tag are 
used to estimate the location of the target tag. Bekkali et al. [5] collected RSS 
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measure-ments from reference tags to build a probabilistic radio map of the area and 
then, the Kalman filtering technique is iteratively applied to estimate the target’s 
location. 

The goal of this paper is proposes a straightforward and efficient infant location 
system to reduce the potential risks of the theft and misuse hold. The system can 
recognize without difficulty different locations of newborn babies which are attached 
wristband active RFID tags. 

2 Infant Location System Architecture 

Figure 1 shows a configuration of the intelligent infant location system based on 
active RFID. The main purpose of the RFID newborn location system is to achieve 
real-time tracking newborn position. In order to build the network systems combined 
RFID and wireless Wi-Fi systems in the whole neonatal hospital, we chose the RFID 
readers and tags with the frequency of 2.45GHz. 

Every RFID tags will transmit the various intensity of electromagnetic wave.  
The RFID Reader will send the various information packets of every RFID tags 
through the network to the back-end Server to filter. However, the information 
received from RFID Reader is not all available, which mingles lots of incomplete 
signals and noise, etc. Therefore, the information packets should be filtered to remove 
unnecessary records. According to collected information packets, filter server will 
filter out the signal which is too low, loses some data or is invalid. The remaining 
information packets will be saved in database. The remaining information packets 
will be used by the location classifier as experimental data in order to recognize the 
locations of active RFID tags. The feature and specification of active RFID reader are 
summarized as table1. The feature and specification of active RFID tag are 
summarized as table2. 

 
 Fig. 1. System Architecture of Infant Location System 
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Table 1. Feature and Specification of active rfid reader 

Feature 
Support 316 RF channels 
Support anti-collision 
Support buzzer alarm 
LED Multi-LED visual indication 
Baud Rate 2,400 bps ~ 115,200 bps 
UID: Tag’s identification number 
Support RSSI values 0-255 and RSSI values are inverse proportion 
Specification 
Frequency 2.45GHz 
Modulation FSK 
Distance 100 m 
Power Consumption 3.0 mm 
Transmission power 10dBm 
Receiver sensitivity -103dBm 
Iinterface Support USB / RS232 / RS422 / RS485 / TCPIP 
Dimension 107W x 138H x 30D (mm) 

Software 
Provide WinXP / VISTA / Win7 / WinCE / Linux SDK library 
for software development. 

Table 2. Feature and Specification of active rfid tag 

Feature 
Wristband design. 
Call button: Emergency reporting / Signal transmission. 
Remote ON/OFF Tag. 
Wireless tag programming. 
Two colors LED visual indication: Generally, the emitting signal will glitter green; when it's low battery 
or detect light sensor, it will glitter red sight.
Built-in light sensor for tamper proof. 
 
Buzzer：Remote active beep or click active beep. 
 

Specification 
Frequency 2.45GHz 
Modulation FSK 
Distance 100 m  
Power Consumption 3.0 mm 
Transmission power 10dBm 
Receiver sensitivity -103dBm 

Battery life 3 years(when the transmission number is 10 for each day)，5 
years in standby mode. 

The remaining information packets include too many information such as index of 
RFID tag, index of RFID reader, date and time, signal intensity, etc. However, only 
the signal intensities are considered in this study to recognize the locations of active 
RFID tags. The signal intensities are transformed to RSSI values and the RSSI values 
are saved in database. 
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3 Location Algorithm 

Because the signal of RFID is susceptible to environmental factors such as signal 
refraction, scattering, multi-path effects, etc in indoor environments, it causes the 
signal strength RSSI values received by the RFID readers change up or down. 
Moreover, sometimes those medical equipments may have a strong blocking effect to 
radio signals. These uncertain environmental factors can lead to the accuracy of the 
neonatal positioning system is not good.  

To recognize the locations of active RFID tags, a machine learning techniques are 
used. In this study, the decision tree-based classifier is developed to decide the 
correct RFID tags position.  

ID3 decision tree algorithm is one of the earliest use, whose main core is to use a 
recursive form to cut training data. In each time generating node, some subsets of the 
training input tests will be drawn out to obtain the volume of information coming as a 
test. After selection, it will yield the greatest amount of value of information obtained as 
a branch node, selecting the next branch node in accordance with its recursively moves 
until the training data for each part of a classification fall into one category or meet a 
condition of satisfaction. C4.5 is the ID3 extension of the method which improved the 
ID3 excessive subset that contains only a small number of data issues, with handling 
continuous values-based property, noise processing, and having both pruning tree ability.  
C4.5 decision tree in each node use information obtained on the volume to select test 
attribute, to select the information obtained with the highest volume (or maximum 
entropy compression) of the property as the current test attribute node. 

Let A be an attribute with k outcomes that partition the training set S into k sub-

sets Sj (j = 1,..., k). Suppose there are m classes, denoted { }mccC ,,1= , and  

n

n
p i

i = represents the proportion of instances in S belonging to class ic , where 

Sn =  and in  is the number of instances in S belonging to ic . The selection 
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The information measure after considering the partition of S obtained by taking into 
account the k outcomes of an attribute A is given by: 
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The information gain for an attribute A relative to the training set S is defined as follows: 

),()(),( ASInfoSInfoASGain −=                       (3) 

The Gain(S, A) is called attribute selection criterion. It computes the difference 
between the entropies before and after the partition, the largest difference corresponds 
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to the best attribute. Information gain has the drawback to favour attributes with a 
large number of attribute values over those with a small number. To avoid this 
drawback, the information gain is replaced by a ratio called gain ratio: 
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ASGR
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k

1j
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log

S
-

A)Gain(S,
),(

∑
=

=

                           (4) 

Consequently, the largest gain ratio corresponds to the best attribute. 
In this study, C5.0 is adapted to generate decision tree and to produce the result. 

C4.5 algorithm is a continuation framework. Unlike C4.5, C5.0 provide orders which 
are the most popular set of rules in many applications. The classification conditions 
expressed in the form of rules one by one, which increase the classified readability.  
C5.0 can deal with the future or nominal values of the various of information. The 
results can easily be understood. The difference between C5.0 and C4.5 is that C5.0 
can handle many more data types such as date, time, time stamp, sequence type of 
discrete data, etc.  

4 Experimental Environment 

The equipment used in this study included three RFID readers, six newborn babies 
attached wristband active RFID tags, for each connected network devices to the filter 
server of signal packet. Experimental environment is 3.0 meters * 3.0 meters as shown in 
Figure 2. Figure 2 also shows that experimental region is divided into nine regional grids. 

 
 
 

 

Fig. 2. Experimental environment 
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5 Numerical Results 

Every active RFID tags send an electromagnetic wave per second. The intensity of 
electromagnetic waves transmitted by active RFID tags is transformed to the RSSI 
value. Each reader support RSSI values 0-255. The reading range and RSSI are inverse 
proportion. The number of experimental records is 300, including 75% of experimental 
records as training data and 25% of experimental records as training data, in this study. 
The experimental accuracies of RFID Tags locations are shown in Table 3.  

Table 3. Experimental Accuracy  

 Baby 1 Baby 2 Baby 3 Baby 4 Baby 5 Baby 6 

Number of training 
records 

225 225 225 225 225 225 

Number of test records 75 75 75 75 75 75 

Accuracy in training phase 100% 100% 100% 100% 100% 100% 

Accuracy in test phase 
99% 100% 100% 100% 100% 100% 

6 Conclusion 

This paper presents an intelligent infrant location system based on active RFID in 
conjunction with decision tree-based classifier. From the experimental results 
obtained in this study, some conclusions can be summarized as follows: 

(1.) The experimental results show that the proposed infrant location system can 
accurately recognizes the locations of newborn babies. 

(2.) The method presented in the study is straightforward, simple and valuable for 
practical applications. 
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Abstract. This study proposes a straightforward and efficient intelligently 
remote infant monitoring system to reduce the potential risks of the theft, 
misuse hold and abnormal body temperature. The system can accurately 
recognizes the locations of newborn babies by using neural network classifiers 
after the active RFID readers has received different intensity of electromagnetic 
waves transmitted by active RFID tags. The newborn babies of temperature 
anomalies also can be diagnosed by the body temperature sensors and the 
proposed infant monitoring system. The remote infant monitoring system 
improved infant care and safety, reduced systems and human-based errors and 
enabled fast communicating with the clinical staff and families. This system can 
be used for infants at home or in a hospital nursery room.  

Keywords: infant monitoring system, RFID, neural networks classifiers. 

1 Introduction 

As the characteristics of newborn babies are similar and the lack of expression ability, 
it often lead to neonatal injury due to human negligence or error identified. Infancy is 
the most vulnerable stage, a variety of injuries can cause permanent sequelae or death. 
How to enhance the identification of newborns and to prevent misuse hold are the 
important projects in neonatal care. Infant hearthcare with RFID discarding the 
traditional paper job is becoming more and more urgent need as hospitals in today’s 
competitive environment.  

A highly concerning healthcare application is real-time tracking and location of 
medical assets. Swedberg [1] proposed a patient-and employee-tracking system based on 
active 433MHz RFID technology is currently being tested at Massachusetts General 
Hospital. The pilot gathers information regarding patient flow and bottlenecks with the 
expected outcome of gaining a better understanding of how the clinical system behaves. 
It will potentially reveal aspects such as how long a patient sat alone in an examining 
room or whether the medical personnel spent the proper time with the patient. 
Chowdhury et al. [2] were patients are assigned a RFID wristband for identification 
purposes, but their approach does not take advantage of storage capabilities of RFID 
devices. The unique identification code provided by the wristband is only used as a 
‘‘license plate’’ and all related data is stored and recovered in a backend server as in 
traditional non-RFID patient management systems. 
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In recent years, Radio Frequency Identification (RFID) technology has been widely 
accepted in hospitals to track and locate newborn babies. RFID positioning systems 
can be broadly divided into two classes: tag and reader localization, depending on the 
RFID component type of the target. In tag localization schemes, readers and possibly 
tags are deployed as reference points within the area of interest and a positioning 
technique is applied for estimating the location of a tag. Hightower [3] was the first to 
use RFID technology to build the indoor positioning system. He uses RSS 
measurements and proposed SpotON system to estimate the distance between a target 
tag and at least three readers and then applies trilateration on the estimated distances. 
Lionel [4] proposed the LANDMARC method based on RFID to build indoor 
positioning system. LANDMARC system have a greater read range and response 
capability of the active sensor tags compared to SpotON. Wang et al. [5] propose a 3-D 
positioning scheme, namely passive scheme, which relies on a deployment of tags and 
readers with different power levels on the floor and the ceiling of an indoor space and 
uses the Simplex optimization algorithm for estimating the location of multiple tags. 
On the other hand, in tag localization schemes, usually passive or active tags with 
known coordinates and possibly readers are deployed as reference points and their IDs 
are associated with their location information. Lee et al. [6] proposed passive tags are 
arranged on the floor at known locations in square pattern. The reader acquires all 
readable tag locations and estimates its location and orientation by using weighted 
average method and Hough transform, respectively. Yamano et al. [7] utilize the 
received signal strength to determine the reader’s position by using machine learning 
technique. In the training phase, the reader acquires the RSS from every tag in various 
locations in order to build a support vector machine. Xu et al. [8] proposed a Bayesian 
approach to predict the position of a moving object.    

This study proposes a straightforward and efficient remote infant monitoring system to 
reduce the potential risks of the theft, misuse hold and abnormal body temperature. Not 
only the proposed monitoring location system can recognize different babies but also can 
track the locations of newborn babies by using active RFID tags. Further, the proposed 
infant monitoring system can send off warning signals when the theft, misuse hold and 
abnormal body temperature of the babies are occurred. The remote infant monitoring 
system enable fast communicating with the clinical staff and families by the mobile 
devices such as notebook, tablet PC, and smart phone. 

2 Intelligently Remote Infant Monitoring System Architecture 

Figure 1 shows a configuration of the intelligent infant location system based on 
active RFID. In order to care the newborn, the newborn in the baby room will be 
attached wristband active RFID tags as shown in Figure 2 by the nurses. The main 
purpose of the RFID newborn positioning system is to achieve real-time tracking 
newborn position and newborn body temperature. Through this newborn monitoring 
system, doctors, nurses and parents of newborn babies can always check the location 
to prevent the risk of theft, misuse hold neonatal and abnormal body temperature by 
the mobile devices such as notebook, tablet PC, and smart phone. When abnormal 
conditions of newborns are occurred, the nursing staff will control the abnormal 
situation immediately and they will handle responsibly after receipt of warning. 
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Fig. 1. System Architecture of the Intelligent Remote Infant Monitoring System 

 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 2. Wristband Active RFID Tags 

In order to build the network systems combined RFID and wireless Wi-Fi systems in 
the whole neonatal hospital, we chose the RFID readers and tags with the frequency of 
2.45GHz. Every RFID tags will transmit the various intensity of electromagnetic wave. 
The RFID Reader will send the various information packets of every RFID tags through 
the network to the back-end Server to filter. However, the information received from 
RFID Reader is not all available, which mingles lots of incomplete signals and noise, etc. 
Therefore, the information packets should be filtered to remove unnecessary records. 
According to collected information packets, filter server will filter out the signal which is 
too low, loses some data or is invalid. The remaining information packets will be saved 
in database. The remaining information packets will be used by the location classifier as 
experimental data in order to recognize the locations of active RFID tags. The feature and 
specification of active RFID reader are summarized as table1. The feature and 
specification of active RFID tag are summarized as table2. The wristband active RFID 
tag are built in two thermal sensors for continuously monitoring the temperature of 
infants. One thermal sensor detects the skin temperature. The other detects the ambient 
temperature. 
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Table 1. Feature and Specification of active rfid reader 

Feature 
Support 316 RF channels 
Support anti-collision 
Support buzzer alarm 
LED Multi-LED visual indication 
Baud Rate 2,400 bps ~ 115,200 bps 
UID: Tag’s identification number 
T1: Ambient temperature sensor  
T2: Skin temperature sensor  
Note: T1 / T2 / SENSOR use for anti-tamper capability. 
Support RSSI values 0-255 and RSSI values are inverse proportion 
RSSI: Received Signal Strength Indication (0-255). Reading range and RSSI are inverse proportion. 
 

Specification 
Frequency 2.45GHz 
Modulation FSK 
Distance 100 m 
Power Consumption 3.0 mm 
Transmission power 10dBm 
Receiver sensitivity -103dBm 
Iinterface Support USB / RS232 / RS422 / RS485 / TCPIP 
Dimension 107W x 138H x 30D (mm)

Software 
Provide WinXP / VISTA / Win7 / WinCE / Linux SDK library 
for software development. 

 

Table 2. Feature and Specification of active rfid tag 

Feature 
Wristband design. 
Call button: Emergency reporting / Signal transmission. 
Remote ON/OFF Tag. 
Wireless tag programming. 
Two colors LED visual indication: Generally, the emitting signal will glitter green; when it's low battery 
or detect light sensor, it will glitter red sight.
Built-in two thermal sensors for continuously monitoring the temperature of infants. One thermal sensor 
detects the skin temperature. The other detects the ambient temperature. 
 
Built-in light sensor for tamper proof. 
 
Buzzer：Remote active beep or click active beep. 
 

Specification 
Frequency 2.45GHz 
Modulation FSK 
Distance 100 m  
Power Consumption 3.0 mm 
Transmission power 10dBm 
Receiver sensitivity -103dBm 

Battery life 3 years(when the transmission number is 10 for each day)，5 
years in standby mode. 
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The remaining information packets include too many information such as index of 
RFID tag, index of RFID reader, date and time, signal intensity, ambient temperature , 
and skin temperature etc. However, only the signal intensities are considered in this 
study to recognize the locations of active RFID tags. The signal intensities are 
transformed to RSSI values and the RSSI values are saved in database. The ambient 
temperature and skin temperature are collected and saved in database. The proposed 
remote infant monitoring system can send off warning signals when the theft, misuse 
hold and abnormal body temperature of the babies are occurred. The remote infant 
monitoring system enable fast communicating with the clinical staff and families by 
the mobile devices such as notebook, tablet PC, and smart phone. 

3 Location Algorithm 

Because the signal of RFID is susceptible to environmental factors such as signal 
refraction, scattering, multi-path effects, etc in indoor environments, it causes the 
signal strength RSSI values received by the RFID readers change up or down. 
Moreover, sometimes those medical equipments may have a strong blocking effect to 
radio signals. These uncertain environmental factors can lead to the accuracy of the 
neonatal positioning system is not good.  

To recognize the locations of active RFID tags, a machine learning techniques are 
used. In this study, the neural network classifier is developed to decide the correct 
RFID tags position. The basic element of a artificial neural network is a neuron. This 
is a simple virtual device that accepts many inputs, sums them, applies a nonlinear 
transfer function, and generates the result, either as a model prediction or as input to 
other neurons. A neural network is a structure of many such neurons connected in a 
systematic way. The neurons in such networks are arranged in layers. Normally, there 
is one layer for input neurons, one or more layers of the hidden layers, and one layer 
for output neurons. Each layer is fully interconnected to the preceding layer and the 
following layer. The neurons are connected by links,  each link has a numerical 
weight associated with it, which determine the weights are the basic means of long-
term memory in artificial neural network. A neural networks learns through repeated 
adjustments of these weights. 

In this study, a radial basis function network is selected. It consists of three layers: 
an input layer, a receptor layer, and an output layer. The input and output layers are 
similar to those of a multilayer perceptron. However, the hidden or receptor layer 
consists of neurons that represent clusters of input patterns, similar to the clusters in a 
k-means model. These clusters are based on radial basis functions. The connections 
between the input neurons and the receptor weights are trained in essentially the same 
manner as a k-means model. Particularly, the receptor weights are trained with only 
the input fields; the output fields are ignored for the first phase of training. Only after 
the receptor weights are optimized to find clusters in the input data are the 
connections between the receptors and the output neurons trained to generate 
predictions. Each receptor neuron has a radial basis function associated with it. The 
basis function used in the study is a multidimensional Gaussian function, 
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where id  is the distance from cluster center i, and  iσ is a scale parameter 

describing the size of the radial basis function for cluster i.  

The scale parameter iσ  is calculated based on the distances of the two closest 

clusters, 2
21 dd +

, where 1d  is the distance between the cluster center and the 

center of the closest other cluster, and 2d is the distance to the next closest cluster 

center. Thus, clusters that are close to other clusters will have a small receptive field, 
while those that are far from other clusters will have a larger receptive field. 

During output weight training, records are presented to the network as with a 
multilayer perceptron. The receptor neurons compute their activation as a function of 
their radial basis function size and the user-specified overlapping value h. The 
activation for receptor neuron j is calculated as 

=
h

cr

j
je
2

2

σ2σ                                       (1) 

where r is the vector of record inputs and c is the cluster center vector. The output 
neurons are fully interconnected with the receptor or hidden neurons. The receptor 
neurons pass on their activation values, which are weighted and summed by the 
output neuron,  

∑
j

jjkk aWO =                                    (2) 

The output weights jkW  are trained in a manner similar to the training of a two-layer 

back-propagation network. The weights are initialized to small random values in the 

range 001.0≤≤001.0- ijw  , and then they are updated at each cycle p by the 

formula 

( ) ( )pwpwpw jkjkjk Δ)1-( +=                       (3) 

The change value is calculated as 

( ) ( ) ( )1-αΔ-ηΔ pwaOrpw jkikkjk +=                 (4) 

which is analogous to the formula used in the back-propagation method.  

4 Experimental Environment 

The equipment used in this study included three RFID readers, nine active RFID tags 
with same specification and feature, for each connected network devices to the filter 
server of signal packet. Experimental environment is 3.0 meters * 3.0 meters as shown in 
Figure 2. Figure 2 also shows that experimental region is divided into four regional grids. 
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Fig. 3. Experimental environment 

5 Numerical Results 

Every active RFID tags send an electromagnetic wave per second. The intensity of 
electromagnetic waves transmitted by active RFID tags is transformed to the RSSI 
value. Each reader support RSSI values 0-255. The reading range and RSSI are 
inverse proportion. The number of experimental records is 500, including 75% of 

experimental records as training data and 25% of experimental records as training data, 
in this study. The experimental accuracies of RFID Tags locations are shown in  
Table 3. The Screen of intelligently remote infant monitoring system is shown in 
Figure 4. 

Table 3. Experimental Accuracy  

 Baby 1 Baby 2 Baby 3 Baby 4 

Number of training 
records 

375 375 375 375 

Number of test records 125 125 125 125 

Accuracy in training phase 100% 100% 100% 100% 

Accuracy in test phase 100% 100% 100% 100% 
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Fig. 4. The Screen of Intelligently Remote Infant Monitoring System 

This paper presents an intelligently remote infant monitoring system based on 
active RFID in conjunction with neural networks. From the experimental results 
obtained in this study, some conclusions can be summarized as follows: 

(1.) The experimental results show that the proposed remote infant monitoring system 
can accurately recognizes the locations of newborn babies. 

(2.) The remote infant monitoring system presented in the study is straightforward, 
simple and valuable for practical applications. 
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Abstract. At present, Radio Frequency Identification (RFID) technology has 
been widely accepted in hospitals to monitoring newborn babies.This study 
proposes a straightforward and efficient infant monitoring system to reduce the 
potential risks of the theft, misuse hold and abnormal body temperature. The 
system can recognize without difficulty different locations of newborn babies 
which are attached wristband active RFID tags. The system can accurately 
recognizes the locations of newborn babies by using Bayesian network 
classifier after the active RFID readers has received different intensity of 
electromagnetic waves transmitted by active RFID tags. The infant monitoring 
system also can detect temperature anomalies of newborn babies real time by 
the body temperature sensors.  

Keywords: infant monitoring system, RFID, Bayesian network classifier. 

1 Introduction 

Because newborn babies are often difficult to distinguish and the ability of expression 
is lack, it often cause of neonatal injury due to human negligence or error identified. 
Infancy is the most vulnerable stage, a variety of injuries can cause permanent 
sequelae or death. The staff  is  complex  and  the flow of people is very large in 
neonatal hospital. How to enhance the identification of newborns and to prevent 
misuse hold and to monitor the physiological status of newborn babies are the 
important projects in neonatal care. It is becoming more and more important at 
hospitals to establish an infant monitoring system using RFID in today’s competitive 
environment.  

In recent years, high expectations for the integration of RFID in healthcare 
scenaios have emerged. However, In spite of recent reasearch interest in the 
healthcare enviroment, RFID adoption is still in its infancy and a larger number of 
experience need to be collected. As a consequence of Severe Acute Respiratory 
Syndrome(SARS) where 37 patients died and part of the medical personnel was also 
infected the Ministry of Economic Affairsin Taiwan granted research funds to support 
the implementation of RFID in healthcare. Tzeng et al. [1] has been presented the 
experience of five early adopters hospitals. Authors conclude that future empirical 
research will be helpful invalidating their propositions requiring a bigger number of 
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experiences collected and studied. However they consider RFID useful in enhancing 
patient care and analyzing workload of medical staff.  Holzinger et al. [2] proposed 
an experience of tracking elderly patients suffering from dementia was also tested in 
the Albert Schweitzer II Hospital with the purpose of providing real-time location and 
an alert system if a patient goes beyond his expected location. Medical personnel 
provided positive feedback, but patients themselves reacted negatively to the idea of 
surveillance. 

At present, Radio Frequency Identification (RFID) technology has been widely 
accepted in hospitals to track and locate newborn babies. RFID positioning systems 
can be broadly divided into two classes: tag and reader localization, depending on the 
RFID component type of the target. In tag localization schemes, readers and possibly 
tags are deployed as reference points within the area of interest and a positioning 
technique is applied for estimating the location of a tag. Hightower [3] was the first to 
use RFID technology to build the indoor positioning system. He uses RSS 
measurements and proposed SpotON system to estimate the distance between a target 
tag and at least three readers and then applies trilateration on the estimated distances. 
Lionel [4] proposed the LANDMARC method based on RFID to build indoor 
positioning system. LANDMARC system have a greater read range and response 
capability of the active sensor tags compared to SpotON. On the other hand, in tag 
localization schemes, usually passive or active tags with known coordinates and 
possibly readers are deployed as reference points and their IDs are associated with 
their location information. Lee et al. [5] proposed passive tags are arranged on the 
floor at known locations in square pattern. The reader acquires all readable tag 
locations and estimates its location and orientation by using weighted average method 
and Hough transform, respectively. Han et al. [6] arrange tags in triangular pattern so 
that the distance in x-direction is reduced. They show that the maximum estimation 
error is reduced about 18% from the error inthe square pattern.  

This study proposes a straightforward and efficient infant monitoring system to 
reduce the potential risks of the theft, misuse hold and abnormal body temperature. 
Not only the proposed monitoring location system can recognize different babies but 
also can track the locations of newborn babies by using active RFID tags. Further, the 
proposed infant monitoring system can send off warning signals when the theft, 
misuse hold and abnormal body temperature of the babies are occurred.  

2 The Architecture of the Intelligent Infant Monitoring System 

Figure 1 shows a configuration of the intelligent infant location system based on 
active RFID. In order to care the newborn, the newborn in the baby room will be 
attached wristband active RFID tags as shown in Figure 2 by the nurses. The main 
purpose of the RFID newborn monitoring system is to achieve real-time tracking 
newborn position and newborn body temperature.  

Wristband active RFID tags can be issued to every newborn babies at registration, 
and then it can be used to identify patients during the entire hospitalization period. It 
can also be used to store newborn baby important data (such as name, patient ID, drug 
allergies, drugs that the patient is on today, blood group, and so on) in order to 
dynamically inform staff before critical situation. The encoded data of wristband 
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RFID tags can be read through bed linens, while newborn babies are sleeping without 
disturbing them. RFID technology provides a method to transmit and receive data 
from a newborn baby to health service provider/medical professionals without human 
intervention (i.e., wireless communication). It is an automated data-capture 
technology that can be used to identify, track, and store patient information 
electronically contained on RFID wristband smart tag. Although, medical 
professionals/consultants can access/update patient’s record remotely via Wi-Fi 
connection using mobile devices such as Personal Digital Assistant (PDA), laptops 
and other mobile devices. Wi-Fi, the wireless local area networks (WLAN) that 
allows healthcare provider (e.g., hospitals) to deploy a network more quickly, at lower 
cost, and with greater flexibility than a wired system. 

Every RFID tags will transmit the various intensity of electromagnetic wave. The 
RFID Reader will send the various information packets of every RFID tags through the 
network to the back-end Server to filter. However, the information received from RFID 
Reader is not all available, which mingles lots of incomplete signals and noise, etc. 
Therefore, the information packets should be filtered to remove unnecessary records. 
According to collected information packets, filter server will filter out the signal which is 
too low, loses some data or is invalid. The remaining information packets will be saved 
in database. The remaining information packets will be used by the location classifier as 
experimental data in order to recognize the locations of active RFID tags. When 
abnormal conditions of newborns are occurred, the nursing staff will control the 
abnormal situation immediately and they will handle responsibly after receipt of warning. 

 

Fig. 1. System Architecture of Intelligent Infant Monitoring System 

 
 
 
 
 
 
 

 

Fig. 2. Wristband Active RFID Tags 
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Table 1. Feature and Specification of active rfid reader 

Feature 
Support 316 RF channels 
Support anti-collision 
Support buzzer alarm 
LED Multi-LED visual indication 
Baud Rate 2,400 bps ~ 115,200 bps 
UID: Tag’s identification number 
T1: Ambient temperature sensor  
T2: Skin temperature sensor  
Note: T1 / T2 / SENSOR use for anti-tamper capability. 
Support RSSI values 0-255 and RSSI values are inverse proportion 
RSSI: Received Signal Strength Indication (0-255). Reading range and RSSI are inverse proportion. 
 
Specification 
Frequency 2.45GHz 
Modulation FSK 
Distance 100 m 
Power Consumption 3.0 mm 
Transmission power 10dBm 
Receiver sensitivity -103dBm 
Iinterface Support USB / RS232 / RS422 / RS485 / TCPIP 
Dimension 107W x 138H x 30D (mm) 

Software 
Provide WinXP / VISTA / Win7 / WinCE / Linux SDK library 
for software development. 

 

Table 2. Feature and Specification of active rfid tag 

Feature 
Wristband design. 
Call button: Emergency reporting / Signal transmission. 
Remote ON/OFF Tag. 
Wireless tag programming. 
Two colors LED visual indication: Generally, the emitting signal will glitter green; when it's low battery 
or detect light sensor, it will glitter red sight.
Built-in two thermal sensors for continuously monitoring the temperature of infants. One thermal sensor 
detects the skin temperature. The other detects the ambient temperature. 
 
Built-in light sensor for tamper proof. 
 
Buzzer：Remote active beep or click active beep. 
 

Specification 
Frequency 2.45GHz 
Modulation FSK 
Distance 100 m  
Power Consumption 3.0 mm 
Transmission power 10dBm 
Receiver sensitivity -103dBm 

Battery life 3 years(when the transmission number is 10 for each day)，5 
years in standby mode. 
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The remaining information packets include too many information such as index of 
RFID tag, index of RFID reader, date and time, signal intensity, ambient temperature, 
and skin temperature etc. However, only the signal intensities are considered in this 
study to recognize the locations of active RFID tags. The signal intensities are 
transformed to RSSI values and the RSSI values are saved in database. The ambient 
temperature and skin temperature are collected and saved in database. The proposed 
infant monitoring system can send off warning signals to nursing station when the 
theft, misuse hold and abnormal body temperature of the babies are occurred. The 
infant monitoring system also can detect temperature anomalies of newborn babies 
real time by the body temperature sensors. 

3 The Algorithms of Positioning Newborn Babies 

Because the signal of RFID is susceptible to environmental factors such as signal 
refraction, scattering, multi-path effects, etc in indoor environments, it causes the 
signal strength RSSI values received by the RFID readers change up or down. 
Moreover, sometimes those medical equipments may have a strong blocking effect to 
radio signals. These uncertain environmental factors can lead to the accuracy of the 
neonatal positioning system is not good.  

To recognize the locations of active RFID tags, a machine learning techniques are 
used. In this study, the Naïve Bayesian network classifier is considered to decide the 
correct RFID tags position. The tree augmented Naïve Bayesian networks algorithm 
is considered to classify the position of active RFID tags in this study. This algorithm 
creates a simple Bayesian network model. This model is an improvement over the 
naïve Bayesian model as it allows for each predictor to depend on another predictor in 
addition to the target attribute. Its main advantages are its classification accuracy and 
favorable performance compared with general Bayesian network models. Not only it 
is simply but also it imposes much restriction on the dependency structure uncovered 
among its nodes. The Bayesian network classifier is a simple classification method, 
which classifies a case 
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TAN Structure Learning 
We use a maximum weighted spanning tree method to construct a tree Bayesian 
network. This method associates a weight to each edge corresponding to the mutual 
information between the two variables. When the weight matrix is created, the 
algorithm gives an undirected tree that can be oriented with the choice of a root. 

The mutual information of two nodes is defined as 
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We replace the mutual information between two predictors with the conditional 
mutualinformation between two predictors given the target. It is defined as 
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TAN Parameter Learning 
Let be the cardinality of . Let denote the cardinality of the parent set of , that is, the 
number of different values to which the parent of can be instantiated. So it can be 
calculated as . Note implies . We use to denote the number of records in D for which 
takes its jth value. We use to denote the number of records in D for which take its jth 
value and for which takes its kth value. 

Maximum Likelihood Estimation 

The closed form solution for the parameters and that maximize the log likelihood 

score is  

ij

ijk
ijK

Y

i

N

N
Y

N

N
Y i

=

=

∧

∧

θ

θ

 

( )∑
=

−+⋅−=
n

i
ri YqrK

1

1||1
 

TAN Posterior Estimation 
Assume that Dirichlet prior distributions are specified for the set of parameters as well 
as for each of the sets. Let  and denote corresponding Dirichlet distribution 
parameters such that and. Upon observing the dataset D, we obtain Dirichlet posterior 
distributions with the following sets of parameters: 
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The posterior estimation is always used for model updating. 
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4 Experimental Environment 

The equipment used in this study included three RFID readers, nine active RFID tags 
with same specification and feature, for each connected network devices to the filter 
server of signal packet. Experimental environment is 3.0 meters * 3.0 meters as 
shown in Figure 2. Figure 2 also shows that experimental region is divided into three 
regional grids. 

 

Fig. 3. Experimental environment 

5 Numerical Results 

Every active RFID tags send an electromagnetic wave per second. The intensity of 
electromagnetic waves transmitted by active RFID tags is transformed to the RSSI 
value. Each reader support RSSI values 0-255. The reading range and RSSI are 
inverse proportion. The number of experimental records is 400, including 75% of 

experimental records as training data and 25% of experimental records as training data, 
in this study. The experimental accuracies of RFID Tags locations are shown in Table 
3. The screen of intelligent infant monitoring system is shown in Fugure 4. 

Table 3. Experimental Accuracy  

 Baby 1 Baby 2 Baby 3 

Number of training 
records 

300 300 300 

Number of test records 100 100 100 

Accuracy in training phase 100% 100% 100% 

Accuracy in test phase 100% 100% 100% 
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Fig. 4. The Screen of Intelligent Remote Infant Monitoring System 

6 Conclusion 

This paper presents an intelligent infant monitoring system based on active RFID in 
conjunction with Bayesian network classifier. From the experimental results obtained 
in this study, some conclusions can be summarized as follows: 

(1.) The experimental results show that the proposed infant monitoring system can 
accurately recognizes the locations of newborn babies. 

(2.) The infant monitoring system also can detect temperature anomalies of newborn 
babies real time by the body temperature sensors. 

(3.) The infant monitoring system presented in the study is straightforward, simple 
and valuable for practical applications. 
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Abstract. The purpose of this study is to present a fuzzy diagnosing machine 
fault to support the developing machine diagnosis system. The fuzzy evaluation 
is used to process the problems of which the fault causes and the symptoms are 
dealing with the uncertainty environment. In this study, we propose two 
propositions to treat the machine diagnosis fault.  

Keywords: Fuzzy inference, Fault diagnosis, Membership grade. 

1 Introduction 

Though the mature manufacturing technology of machine is developed, to handle 
machine fault states in real time is still very important. If machines give the fault, 
manufacturers have to spend a lot of time to find and eliminate the breakdown. If 
there is an accurate machine fault diagnosis system, the decision makers may improve 
ability of production and reduce defective rate.  

Machine fault diagnosis is not only a traditional maintenance problem but also is 
an important issue. There are many papers investigating these topics. Tse et al. [1] 
designed for use in vibration-based machine fault diagnosis. Fong and Hui [2] 
described an intelligent data mining technique that combines neural network and rule-
based reasoning with case-based reasoning to mine information from the customer 
service database for online machine fault diagnosis. Liu and Liu [3] presented an 
efficient expert system for machine fault diagnosis to improve the efficiency of the 
diagnostic process. Zeng and Wang [4] investigated the feasibility of employing fuzzy 
sets theory in an integrated machine-fault diagnostic system. Son et al. [5] presented a 
novel research using smart sensor systems for machine fault diagnosis. Kurek and 
Osowski [6] presented an automatic computerized system for the diagnosis of the 
rotor bars of the induction electrical motor by applying the support vector machine. 
Based on [10-12], in this study, we propose two propositions to treat the machine 
diagnosis fault. 

Section 2 is Preliminaries. The proposed diagnosing machine fault method is in 
Section 3. The example implementation is in Section 4. Finally, we make the 
conclusion in Section 5.  
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2 Preliminaries 

For the proposed algorithm, all pertinent definitions of fuzzy sets are given below  
[7-12]. 

Definition 2.1. Triangular Fuzzy Numbers: Let ),,(
~

rqpA = , p<q<r, be a fuzzy set 

on R . It is called a triangular fuzzy number, if its membership function is 
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If r=q, p=q, then A
~

 is ),,( qqq . We call it the fuzzy point q~  at q. 

Proposition 2.1. Let ),,(
~

1111 rqpA = and ),,(
~

2222 rqpA =  be two triangular 

fuzzy numbers, and k>0, then, we have 
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We can easily show the Proposition 2.1 by extension principle.  

Definition 2.2. Fuzzy relation: Let RYX ⊆,  be universal sets, then  

 

}),()),(),,{((
~

~ YXyxyxyxR
R

×⊆= μ                    (4) 

 
is called a fuzzy relation on .YX ×  

3 The Proposed Method 

The observation of machines working in the normal state or at faulty conditions 
allows us to point out some typical symptoms indicating the fault causes. These 
symptoms let us create a diagnostic model of the machine, responsible for early 
estimation of the technical fault causes of the machine. 

Let },,,{ 21 PSSSS …=  be the set of one machine with fault symptoms, and 

{ }qFFFF ,,, 21 …=  be the set of fault causes. Also, we let }...,,,{ 21 rMMMM =  be 

the crisp universal set of machines.  
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Step 1: Let H
~

be the fuzzy relation on the set M of machines and the set S of 
symptoms as in Eq. (5).  
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Step 2: Let R
~

 be the fuzzy relation on the set S of machine with fault symptoms 
and the set F of fault causes as in Eq. (6). 
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Step 3: By Eq. (5) and Eq. (6), the fuzzy relation B
~

on the set M of machines and 
the set F of fault causes can be inferred by means of the compositional rule of 
inference as in Eq. (7). 
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Normalize tvb  in Eq. (8), we let 
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Then, we have 
 

10 ≤< tvB  and 1
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for t=1, 2, …, r. 

Step 4: From Eq. (9), we have the fuzzy inferred diagnosis of the machine tM  

as follows: 
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Eq. (11) shows that tvB  is the membership grade of the fault cause jF  for the 

machine tM , i.e., tvB  is the fault grade of the jF  for the machine tM . 

Then, we have the following Proposition 3.1: 
Proposition 3.1. By the fuzzy compositional rule of inference, we have 

   (
01 ) The optimal diagnosis based on the maximal membership grade: 

    We let  
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then the machine tM  is diagnosed fault cause )(tsF , for t=1, 2, …, r. 

(
02 ) By the probability distribution principle: 

For the machine tM , (t=1, 2, …, r), the probability of the fault cause vF  is 

tvB , for v=1, 2, …, q. 

   Now, we consider the new machine *M , ( *M M∉ ). Let the fuzzy set 
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Normalize kC  in Eq. (14), we let  
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for k=1, 2, …, q. Then, we have the following Proposition 3.2: 

 

Proposition 3.2. For the new machine *M , let )...,,,(
~

21 paaaA = , 10 ≤≤ ja , 

j=1, 2, …, p, be the fuzzy relation on machine *M and the set S of fault symptoms. 
Then, we have  

 (
01 ) By the maximal membership grade: 

    We let  
 

k
qk
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then the machine *M  is diagnosed fault cause mF . 

(
02 ) By the probability distribution principle: 

For the machine *M , the probability of the fault cause kF  is kD , for k=1, 

2, …, q. 

4 Numeric Example  

If we have },,,{ 4321 SSSSS =  the set of one machine with fault symptoms, and 

{ }321 ,, FFFF =  be the set of fault causes as the following data in Table 1: 

Table 1. The data of iS and jF  

   
1F  2F  3F  

1S  0.4 0.35 0.25 

2S  0.41 0.27 0.32 

3S  0.35 0.4 0.25 

4S  0.36 0.29 0.35 

If )2.0,1.0,4.0,3.0(
~ =A is given by the decision maker, then by Proposition 

3.2, we have 1D =0.391, 2D =0.311, 3D =0.298.  
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(
01 ) By the maximal membership grade, the machine *M  is diagnosed fault 

cause 1F . 

(
02 ) By the probability distribution principle, the probability of the fault cause 1F  is 

0.391, 2F  is 0.311 and 3F  is 0.298. 

5 Conclusion 

In this study, we present a fuzzy diagnosing machine fault model. We use the fuzzy 
compositional rule inference to present two propositions to treat the machine 
diagnosis fault. 
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Abstract. We focus on a potential capability of Exploitation-oriented
Learning (XoL) in non-Markov multi-agent environments. XoL has some
degree of rationality in non-Markov environments and is also confirmed
the effectiveness by computer simulations. Penalty Avoiding Rational
Policy Making algorithm (PARP) that is one of XoL methods was planed
to learn a penalty avoiding policy. PARP is improved to save memories
and to cope with uncertainties, that is called Improved PARP. Though
the effectiveness of Improved PARP has been confirmed on computer
simulations, there is no result in real world environment. In this paper, we
show the effectiveness of Improved PARP in real world environment using
a keepaway task that is a testbed of multi-agent soccer environment.

Keywords: Reinforcement Learning, Exploitaion-oritented Learning,
Keepaway Task, Soccer Robot.

1 Introduction

Reinforcement learning (RL)[14] is a kind of machine learning[6,4]. It aims to
adapt an agent to a given environment with a reward and a penalty. Traditional
RL systems are mainly based on the Dynamic Programming (DP). They can get
an optimum policy that maximizes an expected discounted reward in Markov
Decision Processes (MDPs). We know Temporal Difference learning [14] and Q-
learning [14] as a kind of the DP-based RL systems. They are very attractive
since they are able to guarantee the optimality in MDPs. We know that Partially
Observable Markov Decision Processes (POMDPs) classes are wider than MDPs.
If we apply the DP-based RL systems to POMDPs, we will face some limitation.
Hence, a heuristic eligibility trace is often used to treat a POMDP. We know
TD(λ) [14] Sarsa(λ) [14] and Actor-Critic [3] as such kinds of RL systems.

The DP-based RL system aims to optimize its behavior under given reward
and penalty values. However, it is difficult to design these values appropriately for
the purpose of us. If we set inappropiate values, the agent may learn unexpected
behavior [9]. We know the Inverse Reinforcement Learning (IRL) [12,1] as a
method related to the design problem of reward and penalty values.

J.-S. Pan, S.-M. Chen, N.T. Nguyen (Eds.): ACIIDS 2012, Part I, LNAI 7196, pp. 270–280, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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On the other hand, we are interested in the approach where a reward and
a penalty are treated independently. As examples of RL systems in the envi-
ronment where the number of types of a reward is one, we know the rationality
theorem of Profit Sharing (PS) [7], the Rational Policy Making algorithm (RPM)
[8] and so on. Furthermore, we know the Penalty Avoiding Rational Policy Mak-
ing algorithm (PARP) [9] and Improved PARP [15] as examples of RL systems
that are able to treat a penalty, too. We call these systems Expolitation-oriented
Learning (XoL) [11].

XoL have several features: (1) Though traditional RL systems require appro-
priate reward and penalty values, XoL only requires the degree of importance
among them. In general, it is easier than designing their values. (2) They can
learn more quickly since they trace successful experiences very strongly. (3) They
are not suitable for pursuing an optimum policy. The optimum policy can be
acquired with multi-start method [8] but it needs to reset all memories to get a
better policy. (4) They are effective on the classes beyond MDPs since they are
a Bellman-free method [14] that do not depend on DP.

We are interested in XoL since we require quick learning and/or learning
in the class wider than MDPs. Especially, we focus on Improved PARP whose
effectiveness has been confirmed on computer simulations [15,5]. However there
is no result in real world environment. In this paper, we show the effectiveness
of Improved PARP in real world environment using Keepaway task [13] that is
a testbed of multiagent soccer environment.

2 The Domain

2.1 Notations

Consider an agent in some unknown environment. For each discrete time step,
after the agent senses the environment as a pair of a discrete attribute and its
value, it selects an action from some discrete actions and executes it. In usual
DP-based RL systems and PS, a scalar weight, that indicates the importance of
a rule, is assigned to each rule. The environment provides a reward or a penalty
to the agent as a result of some sequence of actions.

We term the sequence of rules selected between the rewards as an episode.
Consider a part of an episode where the sensory input of the first selection rule
and the sensory output of the last selection rule are the same although both rules
are different. We term it a detour. The rules on a detour may not contribute
to obtain a reward. We term a rule irrational if and only if it always exists on
detours in any episodes. Otherwise, the rule is termed rational. We term a rule
a penalty rule if and only if it gets a penalty or the state transit to a penalty
state in which there are penalty or irrational rules only.

The function that maps sensory inputs to actions is termed a policy. The policy
that maximizes the expected reward per an action is termed as an optimum
policy. We term a policy rational if and only if the expected reward per an
action is positive.We term a rational policy a penalty avoiding rational policy if
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and only if it has no penalty rule. Furthermore, the policy that outputs just one
action for each sensory input is termed a deterministic policy.

2.2 The Penalty Avoiding Rational Policy Making Algorithm

We know the Penalty Avoiding Rational Policy Making algorithm (PARP) as
XoL that can make a penalty avoiding rational policy. To avoid all penalties,
PARP suppresses all penalty rules in the current rule sets with the Penalty Rule
Judgment algorithm (PRJ) in Fig. 2. After suppressing all penalty rules, it aims
to make a deterministic rational policy by PS, RPM and so on.

end.

begin

Put the mark in the rule that has been got a penalty directly

procedure The Penalty Rule Judgement (PRJ)

do
    Put the mark on the following state ; 

there is no rational rule   or   there is no rule that can     
        move the state to any non-marked states.

Put the mark in the following rule ;
there are marks in the states that can be transited by it.

while (there is a new mark on some state)

Fig. 1. The Penalty Rule Judgment algorithm (PRJ); We can regard the marked rule as
a penalty rule. We can find all penalty rules in the current rule set through continuing
PRJ.

Furthermore, PARP avoids a penalty stochastically if there is no deterministic
rational policy. It is realized by selecting the rule whose penalty level is the least
in all penalty levels at the same sensory input. The penalty level is estimated
by the transition probability to a penalty state of each rule. If we can continue
to select only rational rules, we will be able to get a penalty avoiding rational
policy. On the other hand. if we have to refer to the penalty level, we will get a
policy that has a possibility to get a penalty.

PARP uses PRJ but it has to memorize all rules that have been experienced
and descendant states that have been transited by their rules to find a penalty
rule. It requires O(MN2) memories where N and M are the number of types of
a sensory input and an action. Furthermore, PARP requires the same order of
memories to suppress all penalties stochastically. In applying PRJ to large-scale
problems, we are confronted with the curse of dimensionality.

2.3 Improved PARP

Improved PARP can find a penalty rule by O(MN) memories where PRJ is
applied only to the episode that ends with penalty.
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Furthermore, penalty rule rate of a rule is introduced to estimate the transition
probability to a penalty state when the rule is applied. This parameter is used to
cope with the uncertainty of the state transition. Penalty rule rate PL(xa)(0 ≤
PL(xa) ≤ 1.0) of rule “xa” is given by the following equation,

PL(xa) =
Np(xa)

N(xa)
, (1)

where Np(xa) is the number of times which was judged as a penalty rule by PRJ,
and N(xa) is the number of times which was chosen untill then. If PL(xa) is
getting closer to 1, the rule “xa” has higher possibility of receiving penalty. Con-
versely, if PL(xa) closes to 0, the selected action will seldom receive a penalty.

Now, let γ be threshold of the penalty rule rate, then rules are classified as
follows:

rule xa =

{
penalty rule (if PL(xa) > γ)

non penalty rule (otherwise)
(2)

This means that large γ will reduce the number of penalty rules and increase
the number of applicable rules in the state.

3 Keepaway Task

3.1 Basic Setting

In the Robocup soccer Keepaway environment [13] studied as a multiagent con-
secutive task benchmark,a keeper agent tries to keep a ball as long as possible
without being stolen by the opponent agent called a taker, requiring cooperative
behavior among keeper agents.

Though there are several researches [2,15] that use the keepaway simulator
provided by the paper [13], we execute an experiment in real world environment
using small robots. We use 3 keepers and a taker. This 3-vs-1 keepaway task
occupies a 230 [cm] × 230 [cm] playing field (Fig. 2). The ball-holding keeper is
K1 and the other keepers K2 and K3 based on whichever is closer to K1. The
three keepers are initially located as shown in Fig. 2 where positions of K1, K2

and K3 are (0,-150), (-100,-150) and (100,150). The taker T1 and the ball are
located at (0,150) and (0,-100) initially. Only keepers are learning agents and
learn their policies.

3.2 State Variables

The state variables are composed of angular relationships between K1 and K2,
between K1 and K3, between K1 and the ball, and between K1 and T1 as shown
in Fig.3. Furthermore, six distance labels among K1 and the other keepers are
added to the state variables as shown in Table. 1 where label ”1” means that
K2 is the closest to K1, and T1 is the farthest. We have 44 × 6 = 1536 states.
Only the keeper that holds the ball receives state variables.
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Fig. 2. Initial positions

1

2 3

4

40[deg]
0[deg]0[

de
g]

Fig. 3. Direction labels

Table 1. Distance labels

label
1 2 3 4 5 6

K2 1 1 2 3 2 3
K3 2 3 1 1 3 2
T1 3 2 3 2 1 1

Fig. 4. Agent action roulette

3.3 Actions

Following five macro actions are defined:

Stop(): stay at the current location.
Dribble(α): dribble in the direction α.
Kick(α): kick in the direction α.
Go Ball(): turn to the ball and moves one step.
Go Left(): turn by 45 degrees to the left and move one step.
Go Right(): turn by 45 degrees to the right and move one step.

α is selected from the set {ahead, left, right} where “ahead” means the front
direction and “left” or “right” is 45 degrees to the left or right. Dribble() and
Kick() are achieved by pushing the ball forward, but the pushing strenght of
Dribble() is one third of Kick().

K1, the ball keeper, selects the action by two stages as shown in Fig. 4.
K1 selects an action from the set { Stop(), Dribble(), Kick() }. It is decided
with Roullet1 where the maximum weights of { Dribble(ahead), Dribble(Left),
Dribble(Right) } and { Kick(ahead), Kick(Left), Kick(Right) } are assigned to
the weights of Dribble() and Kick(), respectively. If the selected action is one of
Dribble() or Kick(), the detail action is decided with another roulette (Roullet2).
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Table 2. Combinations of Colors
for Robots

K1 blue+red

K2 yellow+pink

K3 blue+pink

T1 yellow+red

Table 3. RGB Parameter of Each Color

Color R G B

orange 110− 255 50− 140 0− 65

blue 0− 40 0− 70 45− 200

yellow 150− 255 130− 255 20− 170

red 110− 255 50− 140 0− 64

pink 95− 255 45− 120 60− 150

K2 and K3 selects an action from the set { Stop(), Go Ball(), Go Left(),
GoRight() } randomly. T1 always uses ”Go Ball().” Each agent selects an action
in the order of K1, K2, K3 and T1. If one action has been completed, the next
agent selects and executes an action.

4 The Soccer Robot System

We have developed a soccer robot system (Fig.5) to evaluate impoved PARP.
It has the decision making subsystem and the image processing subsystem. The
former is to decide an action and the latter is to process images from camera. It
can adapt on the reguration of Robo Cup Small Size Robot League except for
the field size.
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Fig. 5. Soccer Robot System Fig. 6. Soccer Robot Robo-E

4.1 Soccer Robot

We use three robots called Robo-E (Fig.6). It has 12 LED sensors. They are
used to escape from clashing with a wall or other robots.

Each robot has different markers each other to distinguish each robot. We
show the combinations of colors for robots in Table.2.
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Fig. 7. Positions of Robots and a Ball

Fig. 8. Orientation of a Robot

4.2 Host System

The host system is consturcted by two computers, that is, Host and Image
Processing (IP) PCs. IP and Host PCs are connected by TCP/IP each other.
We use UDP (User Datagram Protocol) as the protocol on IP.

Host PC is to decide an action. We have impremented Improved PARP on
Host PC. On the other hand, IP PC calculates positions of robots and a ball.
Their images are given by the camera (SONY XC-003). The camera is mounted
at the top of the field to get global vision. We use machine vision tool HALCON
with its Hdevelop programming environment to get robots and a ball positions.

4.3 Position and Orientation

The positions of each robots are calculated with markers (blue, yellow, red and
pink) and their body color (black). We use RGB parameter in the Table.3 to
distinguish each color.
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The position of the robot is at the center of gravity of two markers : (Xrobot,
Yrobot) in Fig.7(a). The position of a ball is at the center of ball marker (orange):
(Xball, Yball) in Fig.7(b).

The orientation of the robot is calculated by the center of gravity of two
markers (Fig.8). Let the coordinate of the center of gravity of center marker
be (Xcenter, Ycenter) and another one be (Xoutside, Youtsde), we can get the
angle θ by θ = atan2(dy, dx) (−180◦ < θ < 180◦) where dx = xoutside − xcenter

and dy = youtside − ycenter .

5 Real World Experimentation

5.1 Setting

We perform the experiments according to the method described in previous
sections. The sampling time is 150[msec]. One experiment is continued unitl 150
trials where a robot selects an action 150 times. We execute 5 experiments with
different random seeds.

5.2 Reward and Penalty

The initial weight value of each rule is set to 10.0. If the pass from K1 to either
K2 or K3 is successful, reward 100.0 is given. The reward is shared among rules
in the episode with discount rate 0.8.

The experiment ends, if Taker T1 steals the ball or the ball goes out of the
playing field. Dribble(α) and Kick(α) require to move behind the ball to kick the
ball. If agent K1 cannot move there, the experiment also ends. In these cases,
penalty is given to the last rule and PRJ algorithm is activated. All Np(xa)s in
Eq.1 of marked rule “xa”s are increased by one. We set γ = 0.6.

5.3 Results

Fig.9 shows the number of successful passes every 10 trials for 5 experiments
plotted againt the number of trials. Fig.10 is the average number of successful
passes of the 5 experiments of Fig.9.

In the case of 1©, K1 learned “Kick(right),“ that is the best action as de-
scribed later, within 30 trials. In 2©, the agent learned “Kick(right)“ and “Drib-
ble(right)“ at the same time; this resulted in a little inferior performance. In
3©, K1 learned “Kick(left)“ at first and the agent learned “Kick(right)“ af-
ter “Kick(left)“ was classified as a penalty rule. In 4©, K1 could not learn
“Kick(right)“ within 150 trials since the agent failed to get enough reward. In 5©,
K1 could learn “Kick(right)“ within 30 trials, but “Kick(right)“ was classified
as a penalty rule since the action often failed due to the uncertainty.
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Fig. 9. The number of successful passes each 5 experiment

Fig. 10. The average number of successful passes

5.4 Discussion

We can recognize the effect of learning with a penalty from Fig.10. Namely, since
“Kick(ahead)“ is more likely to fail, it was regarded as a penalty rule in the early
trials and the rule was removed from the candidates of the action to accelerate
the learning speed.

In all experimants, “Kick(right)“, “Kick(left)“ or “Dribble(ahead)“ were
learned with almost same probability in the initial state. “Kick(right)“ is better
than “Kick(left)“ since there is a slope such that “Kick(right)“ is preferred in
our environment. On the other hand, “Dribble(ahead)“ is helpful to avoid the
taker. Therefore, to learn “Kick(right)“ in the early trials is very profitable for
the agents.

1© is the best result. 2© and 3© are reasonable results, too. But 4© and 5©
failed to learn in 150 trials. 4© was occured since it was difficult for the agent to
get enough reward in 150 trials. On the other hand, if we use larger γ, we would
be able to avoid the case of 5©

PARP required more trials than Improved PARP in our previous computer
simulations [15,5]. It could not improve the number of successful passes within
150 trials on this task, too.
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6 Conclusion

We focused on a potential capability of Exploitation-oriented Learning (XoL) in
non-Markov multi-agent environments. Penalty Avoiding Rational Policy Mak-
ing algorithm (PARP) that is one of XoL methods was planed to learn a penalty
avoiding policy. PARP is improved to save memories and to cope with uncertain-
ties, and is called Improved PARP. In this paper, we have shown the effectiveness
of Improved PARP in real world environment using a keepaway task that is a
testbed of multiagent soccer environment.

In the future, we will treat continuous sensory inputs and actions directly [10].
Furthermore, we will apply our method to our real biped robot [5].
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Abstract. The similarity search problem in streaming time series has become a 
hot research topic since such data arise in so many applications of various areas. 
In this problem, the fact that data streams are updated continuously as new data 
arrive in real time is a challenge due to expensive dimensionality reduction 
recomputation and index update costs. In this paper, adopting the same ideas of 
a delayed update policy and an incremental computation from IDC index 
(Incremental Discrete Fourier Transform (DFT) Computation – Index) we 
propose a new approach for similarity search in streaming time series by using 
MP_C as dimensionality reduction method with the support of Skyline index. 
Our experiments show that our proposed approach for similarity search in 
streaming time series is more efficient than the IDC-Index in terms of pruning 
power, normalized CPU cost and recomputation and update time.  

1 Introduction 

A streaming time series (STS) is a real-value sequence C = c1, c2, …, where new 
values are continuously added at the end of the sequence C as time progresses. 
Because a STS includes a great number of values, similarity is measured with the W 
last values of the streams (W is the length of a sliding window).  

The similarity search problem in STS has become a hot research topic due to its 
importance in many applications of various areas such as earthquake forecast, internet 
traffic examination, moving object examination, financial market analysis, and 
anomaly detection ([2],[5],[6]). The challenge in these applications is that STS comes 
continuously in real time, i.e., time series data are frequently updated. Methods that 
are used to perform similarity search on archived time series in the past may not work 
efficiently in streaming scenarios because the update and recomputation costs in STS 
are significant. Therefore one needs an efficient and effective method for similarity 
search in this time series data type. 

In [5] and [6], Kontaki et al. proposed an index structure, IDC-Index (Incremental 
DFT Computation – Index), which can be used for the similarity search in STS. The 
IDC-Index is based on a multi-dimensional index structure, R*-tree, improved with a 
delayed update policy and an incremental calculation of DFT. This approach is used in 
order to reduce update and re-computation costs in STS similarity search. However, the 
effect of using IDC-Index is not high due to using R*-tree as index structure and DFT as 
dimensionality reduction method. In order to enhance the efficiency of similarity search 
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in STS we propose a new approach which uses MP_C, as dimensional reduction method 
and Skyline index as multidimensional index structure. 

In the proposed approach, while using the same idea of a delayed update strategy 
and an incremental calculation for feature extraction, we can show that our new 
method for time series dimensionality reduction, MP_C, with the support of Skyline 
index can provide a more efficient similarity search in STS than IDC-Index in terms 
of pruning power, normalized CPU cost and recomputation and update time. 

2 Preliminaries 

2.1 Index Structures 

The popular multidimensional index structures are R-tree and its variants ([1], [3]). In a 
multidimensional index structure (e.g., R-tree or R*-tree), each node is associated with 
a minimum bounding rectangle (MBR). A MBR at a node is the minimum bounding 
box of the MBRs of its child nodes. A potential weakness in the method using MBR is 
that MBRs in index nodes can overlap. Overlapping rectangles could have negative 
effect on the search performance. Besides, another problem in the method using MBR 
is that summarizing data in MBRs, the sequence nature of time series is not captured. 

Skyline Index, another elegant paradigm for indexing time series data which uses 
another kind of minimum bounding regions, is proposed by Li et al., 2004 [9]. 
Skyline Index adopts new Skyline Bounding Regions (SBR) to approximate and 
represent a group of time series data according to their collective shape. An SBR is 
defined in the same time-value space where time series data are defined. Therefore, 
SBRs can capture the sequential nature of time series. SBRs allow us to define a 
distance function that tightly lower-bounds the distance between a query and a group 
of time series data. SBRs are free of internal overlaps. Hence using the same amount 
of space in an index node, SBR defined a better bounding region. For k-nearest-
neighbor (KNN) queries, Skyline index approach can be coupled with some well-
known dimensionality reduction technique such as APCA and improve its 
performance by up to a factor of 3 ([9]).   

2.2 Similarity Search in Streaming Time Series 

Many solution approaches have been proposed for similarity query in streaming time 
series lately. In [4] Gao and Wang, 2002, proposed a method based on a prediction for 
similarity search in STS. In this case, time series data are static and the query is 
changes over time. The authors solve the problem by using Fast Fourier Transform 
(FFT) to find out the cross correlations between the query and time series. The 
Euclidean distance between the query and each time series is calculated based on the 
predicted values. When the actual query is incoming the prediction error and the 
predicted distances are used to discard false alarms.  

In [8], Liu et al., 2003, proposed a model for processing STS based on an index 
structure that can adapt to the change in the length of data objects. In this work, the 
VA-stream and VA+-stream index structures are used to query k-nearest neighbors. 
These methods partition the data space into 2b cells, where b is defined by user. They 
distribute different number of bits for each dimension so that the total of these bits is 
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equal to b. Each cell contains a bit sequence of length b which is an approximation of 
the data points falling into this cell. When a new value arrives a bit reallocation is 
performed in order to adjust the structure. 

To perform similarity search over high speed time series streams, Lian et al. ([7]), 
2007, proposed an approach which based on a multi-scaled segment mean (MSM) as 
a dimensionality reduction method. MSM representation can be incrementally 
computed with low cost and helps to limit false alarms and avoid false dismissals. 

In [5] and [6], Kontaki et al. proposed an index structure, IDC-Index (Incremental 
DFT Computation – Index), which is used for the similarity search problem in STS. 
The IDC-Index is based on a multi-dimensional index structure, R*-tree, improved 
with a delayed update policy and an incremental calculation of DFT. These authors 
solved ε-range and k-NN search problems in which both query and time series data 
are dynamic. In this work, the approach will be used as a baseline to compare with 
our approach because we also adopt the same idea of a delayed update strategy and an 
incremental calculation as in IDC-Index approach. In the next section, we will have a 
brief description of this approach. 

2.3 IDC-Index 

In this approach, DFT method is used for extracting features of streaming time series 
and R*-tree, based on MBR is used as a multi-dimensional index structure for 
efficient similarity search. To overcome the difficulties incurred by the streaming 
environment, these authors used an incremental calculation of DFT in order to avoid 
re-calculation every time a new value arrives and a delayed update policy in order to 
avoid updating R*-tree continuously.  

The incremental calculation of DFT is compute by the following formula ([6]): 

 

where, S = (S(0), S(1), …, S(W-1)) is streaming time series of length W, DFT0(S), 
DFT1(S), …, DFTW-1(S) are Fourier coefficients of S, T= (T(1), T(2), …, T(W)) is a new 
sequence when a new value arrives, where S(i) = T(i), for 1≤ i ≤ W-1 and T(W) is a 
new value. 

The delayed update strategy is performed as follows. When a new value arrives, a 
new sequence is created. If the distance between the old DFT vector and the new DFT 
vector is greater than a given threshold Δ (the threshold Δ is used to direct the updates) 
then the R*-tree is updated. Otherwise, no update is carried out. Kontaki et al. [5] have 
already proved that if the query threshold ε is expanded by Δ in the non-leaf nodes of 
R*-tree then similarity searches lead no false dismissals. 

3 MP_C Representation 

MP_C – Compression and Clipping 

Given a time series C and a query Q, without loss of generality, we assume C and Q 
are n units long. C is divided into segments. Some points in each segment are chosen. 
To reduce space consumption, the chosen points are transformed into a sequence of 
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bits, where 1 represents above the segment average and 0 represents below, i.e., if μ  
is the mean of segment C, then 

 
 
 
 

The mean of each segment and the bit sequence are recorded as segment features. 
We can choose some points in each segment with different algorithms in time 

order. For example, in order to choose l points we can extract the first or the last l 
points of each segment and so on. For the simplicity and the ability of recording the 
approximate shape of the sequence, in our method, we use the following simple 
algorithm: (1) dividing each segment into sub-segments, and (2) choosing the middle 
point of each sub-segment. Fig. 1 shows the intuition behind this technique, with   l = 
6. In this case, the sequence of bit 010111 and the μ value are recorded. 

 
 

 

 

 

 

 

Fig. 1. An illustration of IPIP method 

Similarity Measure Defined for MP_C 

In order to guarantee no false dismissals we must produce a distance measure in the 
reduced space, DMP_C which is less than or equal to the distance measure in the 
original space. 

Definition 1(MP_C Similarity Measure). Given a query Q and a time series C (of 
length n) in raw data. Both C and Q are divided into N segments (N << n). Suppose 
each segment has the length of w. Let C’ be an MP_C representation of C. The 
distance measure between Q and C’ in MP_C space, DMP_C(Q, C’), is computed as 
follows.  

_ 1 2( , ') ( , ') ( , ')MP CD Q C D Q C D Q C= +                                            (1) 
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where  
qµi is the mean value of the i-th segment in Q, cµi is the mean value of the i-th 

segment in C, bci is binary representation of ci. d(qi, bci) is computed by the following 
formula: 
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qi’ is defined as qi’= qi – qµk,  where qi belongs to the kth segment in Q. 

Lemma 1. If D(Q, C) is the Euclidean distance between query Q and time series C, 
then DMP_C(Q, C’)  ≤ D(Q, C). 

The proof of Lemma 1 can be seen in our previous paper [10]. 

4 A Skyline Index for MP_C 

In traditional multidimensional index such as R*-tree, minimum bounding rectangles 
(MBRs) are used to group time series data which are mapped into points in a low 
dimensional feature-space. If a MBR is defined in the two-dimensional space in 
which a time series data exists, the overlap between MBRs will be large. So by using 
the ideas from Skyline index, we can represent more accurately the collective shape 
of a group of time series data with tighter bounding regions. To attain this aim, we use 
MP_C bounding regions (MP_C_BRs) for bounding a group of time series data. 

Definition 2 (MP_C Bounding Region). Given a group C’ consisting of k MP_C 
sequences in a N-dimensional feature space. The MP_C_BR R of C’, is defined as  

R = (C’max, C’min) 

where  C’max = {c’1max, c’2max,…,c’Nmax}, C’min = {c’1min, c’2min,…,c’Nmin} 
and, for 1 ≤ i ≤ N, c’imax = max{c’i1, …, c’ik} and c’imin = min{c’i1, …, c’ik} 
where c’ij is the ith mean value of the jth MP_C sequence in C’. 

Figure 2 illustrates an example of MP_C_BR. In this example, BCi is a bit 
sequence of time series Ci and the number of middle points in each segment is one. 

Once the Skyline Index for MP_C has been built, we have to define the distance 
function Dregion(Q, R) of the query Q from the MP_C_BR R associated with a node in 
the index structure such that it satisfies the group lower-bound condition Dregion(Q, R) ≤ 
D(Q, C), for any time series C in the MP_C_BR R. The proof of this group lower-
bound condition is given in our previous work [10]. 

We can index the MP_C representation of time series data by first building a 
Skyline index which based on a spatial index structure such as R*-tree [1]. Each leaf 
node in the R*-tree-based Skyline index contains an MP_C sequence and a pointer 

if (qi’ > 0 and bci = 0) 
or  

(qi’ ≤ 0 and bci = 1) 

otherwise 
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refer to an original time series data in the database. The MP_C_BR associated with a 
non-leaf node is the smallest bounding region that spatially contains the MP_C_BRs 
associated with its immediate children. 
 
 
 
 
 
 
 

 

Fig. 2. An example of MP_C_BR. (a)Two time series C1, C2 and their approximate MP_C 
representations in four dimensional space. (b) The MP_C_BR of two MP_C sequences C’1 and 
C’2. C’max = {c’11, c’21, c’32, c’42} and C’min = {c’12, c’22, c’31, c’41} 

Two searching problems which we apply in our experiments are ε-range search and 
KNN search algorithms.  

5 Similarity Search in Streaming Time Series Based on MP_C 
and  Skyline Index 

In STS new data values arrive continuously and the number of STS in the database 
may be very large. When a new value arrives, MP_C approximation for this time 
series must be recomputed using the last W values of this time series. Therefore, the 
costs in feature extraction recomputation may be high. Besides, the multi-dimensional 
index structure must be updated every time a new value for a streaming time series 
arrives. It may lead to a high overhead due to continuous deletions and insertions in 
the index structure. In order to reduce these costs we apply an incremental 
computation of MP_C method and a delayed update strategy. 

• The Incremental Computation of MP_C Method 

Let C = (c0, c1, …, cn-1) is the last sequence of length n of a streaming time series. 
Suppose C is divided into N segments. The N segment mean values and the middle 
points of each segment which are transformed into a bit sequence are recorded as 
features of sequence. Let C’ = (c’0, c’1, …, c’N-1) and a bit sequence bc are the 
representation of C in MP_C space. When a new value cn arrives we get a new 
sequence S = (s1,s2, …,sn), where ci = si, i = 1,.., n-1 and sn (sn = cn) is a new value. 
The MP_C sequence S’= (s’0, s’1, …, s’N-1)  of S is computed by the previous MP_C 
approximation of C. This incremental calculation of MP_C method is calculated by 
the following formula: 
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In order to perform the incremental calculation of MP_C method, the last computed 
MP_C sequences of all streaming time series must be stored. 

• The Delayed Update Strategy in Skyline Index 

According to the delayed update strategy, to prevent a continuous update of STS in 
Skyline index when a new value arrives, an update threshold T is used to direct the 
number of updates. To mitigate the cost of update, there is an additional link from time 
series to a corresponding leaf node in Skyline index. Thank to these “stream to leaf” 
links, the update can be performed faster from a leaf node to the root.  

Suppose C is a STS and C1= (cn-w+1, … , cn) is last sequence of length w of C, where 
cn is the last value of C. Let C’1 be a MP_C representation of C1. When a new value, 
cn+1, arrives, we get a new sequence C2= (cn-w+2, … , cn+1) and C’2, a MP_C 
representation of C2, is calculated by the incremental computation based on C’1. 
Suppose that MP_C sequence C’1 is the last sequence which is updated into Skyline 
index corresponding to C1. If the distance between the new MP_C representation C’2 
and the old MP_C approximation C’1 is less than or equal to the update threshold T 
(DMP_C(C’1, C’2) ≤ T), C’2 is not updated into Skyline index but it is recorded as the 
most recent MP_C approximation of the streaming time series C which is used to 
compute incrementally a new MP_C when a new value arrives.  

Let C3= (cn-w+3, …, cn+2) be a new sequence when another new value, cn+2, arrives 
and C’3, a MP_C representation of C3, is calculated incrementally based on C’2. C’3 is 
recorded as the most recent MP_C approximation instead of C’2. If the distance 
DMP_C(C’1, C’3) > T, Skyline index is updated by replacing C’1 with C’3 in the leaf node 
and all MP_C_BRs on the path from this leaf node to the root are recomputed. 
Otherwise, no action is done in the index structure. 

⎩
⎨
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=
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if mpi > μi

otherwise 
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In brief, we need both the previously calculated MP_C sequence and the last 
recorded MP_C sequence. The former is used for the incremental calculation of the 
new MP_C representation and the latter is used for making a decision whether a MP_C 
sequence is updated in the index structure or not. Besides, to mitigate further the cost 
of update, there is an additional link from time series to its corresponding leaf node in 
Skyline index. 

6 Experimental Results 

In this section we report the experimental results on similarity search in streaming 
time series based on MP_C and Skyline index. We compare our proposed technique 
MP_C using Skyline index  (MP_C + Skyline) to the previous approach IDC-Index 
based on R*-tree. We perform all tests over different reduction ratios and datasets of 
different lengths. We consider a length of 1024 to be the longest query. Time series 
datasets for experiments come from various sources publicly available through the 
Internet and are organized into two separate datasets. The two datasets are Stock-data 
(37MB - over two million points), Consumer-data (27MB). In order to have an 
acceptable number of streams, new ones are created by rearranging values of the real 
streams. The comparison between our proposed approach and IDC-Index is based on 
the pruning power and the implemented system. Besides, we also compare the index 
building time, the incremental calculation and the delayed update time of MP_C+ 
Skyline to that of IDC-Index. In our experiments, the parameters are set: the query 
distance  ε = 10 and the threshold T = 5. For brevity, we just show the experimental 
results on one dataset (Consumer-data). 

Pruning Power. In order to compare the effectiveness of two dimensionality reduction 
techniques, we need to compare their pruning powers. Pruning power P is the fraction of 
the database that must be examined before we can guarantee that an ε-match to a query 
has been found. This ratio is based on the number of times we cannot perform similarity 
search on the transformed data and have to check directly on the original data to find 
nearest match. 

 

 
 
 

Figure 3 shows the experimental results of P. In the charts of Figure 3, the 
horizontal axis represents the value of reduction ratios and the vertical axis represents 
the pruning power. When the value of P becomes smaller, approaching to 0, the 
querying method is more effective. Based on these experimental results, we can 
observe that the pruning power of MP_C+ Skyline is better than that of IDC-Index.  

Notice that pruning power of a time series dimensionality reduction method is 
independent of the used index structure. 

Implemented System. We also need to compare MP_C + Skyline to IDC-Index in 
terms of implemented systems. The implemented system experiment is evaluated on 

Number of sequences that must be examined 
Number of sequences in database P= 
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the normalized CPU cost which is the fraction of the average CPU time to perform a 
query using the index to the average CPU time required to perform a sequential 
search. The normalized CPU cost of a sequential search is 1.0. 

 

Fig. 3. The pruning powers on Consumer data, tested over a range of reduction ratios (8-128) 
and query lengths (1024 (a), 512 (b)) 

The experiments have been performed over a range of query lengths (256-1024), 
values of reduction ratios (8-128) and a range of data sizes (10000-30000 sequences). 
For brevity, we show just two typical results. Figure 4 shows the experiment results 
with a fixed query length 1024. 

Between the two competing techniques, in similarity search the MP_C + Skyline 
index performs faster than IDC-Index based on R*-tree.  

 
 
 
 
 
 
 
 

 

Fig. 4. CPU cost of MP_C using Skyline index and IDC-Index on Consumer data, tested over 
(a) a range of reduction ratios. (b) a range of data sizes. 

 
 
 
 
 
 
 
 

Fig. 5. (a) Index building time and (b) Incremental computing and updating time of MP_C + 
Skyline and IDC-Index on Consumer data 
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Building and Updating the Index. We also compare MP_C + Skyline to IDC-Index 
in terms of the time taken to build the index and the time taken to perform the 
incremental computation and the delayed update strategy.  The experimental results in 
Figure 5 show that the index building time and the incremental computation plus 
update time of MP_C + Skyline is lower than that of IDC-Index. 

7 Conclusions 

We showed that our proposed technique MP_C with the support of Skyline index can 
be used for the similarity search in streaming time series data. Our approach adopts 
the same idea of IDC-Index which is based on a incremental computation and a 
delayed update policy. Experimental results demonstrate that our MP_C method with 
the support of Skyline index is better than IDC-Index in terms of pruning power and 
normalized CPU cost. Besides, the index building time along with the incremental 
computation and update time of MP_C using Skyline index can be faster than IDC-
Index based on R*-tree. The limitation in our experiment is that we have not yet 
adapted the index update rate according to application requirements. 

In future, we plan to investigate how to keep the threshold T up-to-date as streams 
evolve with time according to the desirable update frequency. We expect that such 
threshold could allow number of updates performed to the index which guarantees 
efficiency.   
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Abstract. In this paper, a hybrid decision forest is constructed by dou-
ble randomization of the original training set. In this decision forest,
each individual base decision tree classifiers are incorporated with an
additional classifier model, the Logitboosted decision stump. In the first
randomization, the resamples to train the decision trees are extracted;
in the second randomization, second set of resamples are generated from
the out-of-bag samples of the first set of resamples. The boosted decision
stumps are constructed on the second resamples. These extra resamples
along with the resamples on which the base tree classifiers are trained,
approximates the original training set. In this way we are utilizing the
full training set to construct a hybrid decision forest with larger fea-
ture space. We have applied this hybrid decision forest in two real world
applications; a) classifying credit scores, and b) short term extreme rain-
fall forecast. The performance of the hybrid decision forest in these two
problems are compared with some well known machine learning meth-
ods. Overall results suggest that the new hybrid decision forest is capable
of yielding commendable predictive performance.

Keywords: double randomization, decision forest, real logit boosting,
credit classification, extreme rainfall prediction.

1 Introduction

The application of collective decision making is prevalent in many research do-
mains, as it often results in a more robust conclusion than any single decision
maker could have made alone. In recent decades, the efforts to automate the com-
bination of expert decisions have been studied extensively [18]. The combination
of multiple classifiers is known as classification ensembles. The fundamental prin-
ciple is to construct several individual classifiers, and combine them in order to
reach a decision (classification) that is more accurate than the individual clas-
sifiers [20]. In this way, ensembles improve the generalization performance. Due
to this, researchers from several fields including statistical data mining [11], and
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pattern recognition [15] seriously explore the theory and the use of ensemble
methodology.

In this paper, a hybrid ensemble method has been proposed, which is com-
posed with two popular classifier ensemble schemes, bagging [1] and adaboost
[9] (the most popular) of the Boosting family [21]. The proposed hybrid decision
forest ensemble method is motivated by the, “main ideas” of double bagging en-
semble [13]. In the novel hybrid decision forest, predictions from simple decision
trees and a boosting type ensemble are aggregated. In bootstrapping, approxi-
mately 1

3 of the observations of the original training set are left out (defined as,
out-of-bag sample (OOBS) by Breiman [2]). In this ensemble, these OOBS are
utilized as a separate training set for the adaboost ensemble. The real adaboost
[10] is efficient in discarding the course information generated in the adaboost.M1
algorithm [9]. In real adaboost, the predicted labels are transformed into class
posteriori probabilities of the outcomes into real valued scale. We have incorpo-
rated the binomial log likelihood loss function or the logit loss [10], instead of
the exponential loss function of the original adaboost algorithm. The class prob-
abilities of real logitboost with decision stump are utilized to enlarge the feature
space of the component base decision tree classifiers of the decision forest. In
this way, the decision forest is composed of the usual component decision trees
but trained on real logitboost module.

The underlying motivations behind the proposed ensemble are described briefly
in the following: a) the double randomization will increase the sparsity of the
common instances in each resample to train the decision tree and logitboosted
decision stumps. In this way the diversity of the ensemble will increase and af-
ter aggregation the variance of the decision tree will be reduced also. b) the
adaBoost is highly preferred for 2-class problems, so we have utilized it as the
additional classifier model. The exponential loss function of adaboost is non-
robust, so the logit loss function (logitboosting) is used, which is robust against
noisy problems. In addition to these, it will reduce the bias associated with the
construction of the forest; as this type of decision forest incur bias when con-
structed. The rest of the paper organized as: in Section 2, we have discussed
briefly about the constitutional steps of the new decision forest, emphasizing on
the real logitboost. In Section 3, we have described the two real world problems
handled in this paper with the description of the experiment and discussion of
the results of both the problems. This is followed by the Conclusion of the paper.

2 DRFLogitBoost: A Double Randomized Decision
Forest Incorporated with LogitBoosted Decision
Stumps

In this section, we briefly discuss about the construction of the new decision for-
est. When a decision tree is adopted as the base learning algorithm, only splits
that are parallel to the feature axes are taken into account even though the de-
cision tree is non-parametric and can be quickly trained. Considering that other
general splits such as linear ones may produce more accurate trees, a “Double
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Input:

– L : training set
– X : the predictors in the training dataset
– B: number of classifier in the ensemble
– {ω1, . . . , ωc}: the set of class labels
– ρ: small resampling ratio
– x: a data point to be classified

Output: ω: class label for x.

Procedure Double Randomized Decision Forest Incorporated with LogitBoosted Deci-
sion Stumps ()

1. For b = 1, . . . , B

(a) L (b) ← Resample of size ρ from L .

(b) X (b) denote the matrix of predictors x
(b)
1 , . . . , x

(b)
N from L(b).

(c) L (2b) ← Resample from the out-of-bag sample L (−b) (of size 1-ρ).
(d) RealLBoost(b) ← A real LogitBoost model constructed on L (2b).
(e) CP (b) ← A matrix with the columns are the class probability of the classes,

after training RealLBoost(b) on L(b)

(f) C
(b)
comb ← (L(b) ∪ CP (b)) : Construct the combined classifier

(g) TCP (b) ← x’s class posteriori probability generated by RealLBoost(b).

(h) cbj(x, TCP (b)) ← The probability assigned by the classifier C
(b)
comb that x comes

from the class ωj .

EndFor
2. Calculate the confidence for each class ωj , by the “average” combination rule:

μj(x) =
1

B

B∑

b=1

cbj((x, TCP (b))), j = 1, . . . , c.

3. ω ← Class label with the largest confidence.
4. Return ω

Fig. 1. Generic Framework of DRFLogitBoost

Bagging” method was proposed by Hothorn and Lausen [13] to construct en-
semble classifiers. In double bagging framework the out-of-bag sample is used
to train an additional classifier model to integrate the outputs with the base
learning model.

Bagging type ensemble methods reduce the prediction variance by a smooth-
ing operation but without much effect on the bias of the base model. In other
words, it is equivalent to say that the bagging type ensemble method with smaller
resamples will have poor effect in reducing the bias; but will reduce the variance
more than the usual bootstrap sample (size same as the original training set).
Though the constitutional steps of this new decision forest is similar to bagging
but this is trained on an enlarged feature space. This entails an enhanced rep-
resentational power for each of the base decision tree, which will lower the bias
of the decision forest when combined. Moreover the real logitboost module will
produce low biased estimates of class probabilities, which will in a sense increase
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the efficiency of the additional features for each base tree classifier and hence
will increase the prediction accuracy of the decision forest all together.

In our framework each OOBS is randomized once more to construct an real
logitboost and then the that real logitboost is applied back to the bootstrap
sample to extract the CPP , then all the CPP s of the real logitboost are stored
in the matrix CPP and are used as the additional features with the original
feature X as [X CPP ] which is an r × p(c + 1), where p is number of features,
c is number of classes in Dl. The detailed steps of the proposed method for
constructing an decision forest ensemble is described in Fig. 1

– Input:
a. X: Training set of size N .
b. C: A classifier, here decision stump.
c. T : Number of classifiers to construct.
d. w: Vector of weights for the observations in X.
e. x: Test instance for classification.

Transform the class labels to 0 and 1. Define this as y∗

1. Initialization
Initialize the weights for each observations in the training set as 1

N
.

Also set initial probability p0 = 0.5
let a committee function F (x) = 0.

2. Additive Regression Modeling
Step 1a. Compute the working response and weights using the probability
estimate and class labels as

zt(i) =
y∗ − η(pt−1(Xi))

η(pt−1(Xi))(1− η(pt−1(Xi)))

wt(i) = η(pt−1(Xi))(1− η(pt−1(Xi))

where

η(p) = log

(
p

1− p

)
; p ∈ [0, 1]

Step 1b. Fit a regression stump by weighted least square, using these response
and weights.
Step 1c. Update F (Xi) by the regression stump.
update the class probability estimate by 1

1+exp (−2F (Xi))

which is the binomial log-likelihood loss function.
Step 1d. Update the classifier output.
Depending on how many classifier we want to construct, iterate Step 1.

3. Combining the classifiers
Step 2. Combine the classifiers using the weighted majority voting rule.

Algorithm 1. Real LogitBoosting for 2-class
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2.1 Real LogitBoosting (Real LogitBoost)

The adaboost algorithm [9] has been shown empirically to improve classification
accuracy. But it produces at each stage, as output the object’s predicted label.
This coarse information may hinder the efficiency of the algorithm in finding
an optimal classification model. To overcome this deficiency, in Friedman et.
al [10] proposed an algorithm called Real adaboost. This algorithm outputs a
real-valued prediction rather than class labels at each stage of boosting. and
the class probability estimate is converted using the half-log ratio to a real val-
ued scale. This value is then used to represent an observation’s contribution
to the final overall model. Another boosting algorithm developed by Friedman
et. al [10], called the LogitBoosting (logitboost from now on) fits an additive lo-
gistic regression model by stage-wise optimization of the binomial log-likelihood
is more robust in noisy problems where the misclassification risk is substantial. In
this paper we have incorporated the real adaboost with binomial log-likelihood
loss function, and hence the name, Real LogitBoosting. In addition to this, we
have used the decision stumps as the base classifier in the logitboost framework.
The pseudo-code of real logitboost algorithm is given in Algorithm 1.

3 Problem Setup and Discussion of the Experimental
Results

In this section, we have described the two real world problems and later pre-
sented the results with the discussion. In both the problems we have employed
DRFLogitBoost with 0.30 small resampling ratio and 50 iterations. We have kept
the same iterations for all other ensemble methods in this paper to maintain the
same magnitude between the algorithms.

3.1 Problem 1: Credit Score Classification

An important issue in financial decision-making is to predict, timely and cor-
rectly, business failure e.g. bankruptcy prediction and credit scoring. The credit
scoring models permit to discriminate between good credit group and bad credit
group. The benefits obtained developing a reliable credit scoring system are [24]:

1. reducing the cost of credit analysis;
2. enabling faster decision;
3. insuring credit collections and diminishing possible risk.

The dataset description is given in Table 1. All these datasets are available at
[8].

Experiment Setup Description. We have compared the performance of the
hybrid decision forest with several best performing and latest machine learn-
ing ensemble classifier methods relevant to credit score classification and bi-
nary classification task. We have used, a) random subspace method with neural
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Table 1. Description of the 3 Data used in this paper

Dataset Objects Classes Features

Australian Credit 690 2 16
German-credit 1000 2 20

Australian Credit 690 2 15

network (RSM-NN) [17], b) rotation forest (RotF) [19], c) generalized additive
model ensemble (GAMens) [4], d) random subspace generalized additive model
(GAMrsm) [4] and e) bagged generalized additive model (GAMbag) [4]. We have
performed 20 repetitions of 3-CV to compute the following metrics:

1. Area under the Receiver Operating Characteristic Curve (AUC)[6]:
The Receiver Operating Characteristic curve is a two-dimensional measure of
classification performance that plots the True Positive rate against the False
Positive rate. In the machine learning literature it is well known that AUC
is one of the best method for comparing classifiers in two-class problems [7].

2. Type I Error [24]: number of patterns that belong to the bad credit group
incorrectly classified into the good credit group.

3. Type II Error [24]: number of patterns that belong to the good credit
group incorrectly classified into the bad credit group.

In each table for each row (dataset) the best performing method is marked bold.
For each table we have performed the comparison of the proposed ensemble
method with other classifier methods by two-tailed Wilcoxon Sign Rank test1.
The significance level is 95%. In all the tables, the method which is significantly
worse than the proposed method is marked by a “•” and the method which is
significantly better than the proposed method is marked by a “◦”.

Discussion of the Results. In Table 2, we have given the AUC values of the
ensemble methods stated above. The highest AUC values are marked in bold for
each dataset. We see from the table that the new decision forest outperformed
most of the methods in two of the datasets (in Australian and Japanese credit
data), where as, in German credit data, it is outperformed by the RSM-NN
ensemble method.

Table 2. AUC values of the competing algorithms

Dataset DRFLogitBoost RSM-NN RotF GAMens GAMrsm GAMbag

Australian Credit 0.9408 0.9338 0.9207 • 0.9126 • 0.9154 • 0.9107 •
German-credit 0.7761 0.7847 0.7591 0.7713 0.7729 0.7563 •
Australian Credit 0.9314 0.9285 0.9215 0.9178 • 0.9224 0.9006 •
• Significantly worse than DRFLogitBoost at significance level = 95%
◦ Significantly better than DRFLogitBoost at significance level = 95%

1 For comparing type-I and type-II error in the credit classification task, one sided
alternative is employed.
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In Table 3, the type-I error values of the ensemble methods are presented. The
lowest values are marked in bold for each dataset. It is apparent that, the new
ensemble method is not the best performer in the case of lower type-I error. The
new decision forest produced lower type-I values than some of the methods in all
the datasets. It should be noted that, the type-I values of other methods except
the new ensemble method are not consistent. But the new ensemble method
has lower type-I error in two datasets and lowest type-I error in one dataset.
Considering this, it can be advised that the new ensemble method is better than
other methods.

Table 3. Type-I error values of the competing algorithms

Dataset DRFLogitBoost RSM-NN RotF GAMens GAMrsm GAMbag

Australian Credit 10.47 8.20 ◦ 15.80 • 13.10 • 9.60 16.86 •
German-credit 52.72 66.20 • 53.60 52.91 60.20 • 73.08 •
Australian Credit 11.76 11.60 12.00 14.10 • 11.60 15.12 •
• Significantly worse than DRFLogitBoost at significance level = 95%
◦ Significantly better than DRFLogitBoost at significance level = 95%

Table 4, represents the type-II error values of the ensemble methods stated
above. The best (lowest) values are marked in bold for each dataset. We see
from the table, the same pattern of performance of the methods; that is the
new decision forest has lower type-II values in two datasets and lowest in one
dataset and not any single method produce lower type-II error values for all the
datasets. Considering this, the new decision forest can be regarded as a better
method than other methods.

Table 4. Type-II error values of the competing algorithms

Dataset DRFLogitBoost RSM-NN RotF GAMens GAMrsm GAMbag

Australian Credit 11.26 17.00 • 11.20 12.00 13.62 14.56 •
German-credit 11.49 15.20 • 19.78 • 12.91 11.32 23.11 •
Australian Credit 11.80 11.89 13.64 12.99 14.80 • 16.42 •
• Significantly worse than DRFLogitBoost at significance level = 95%
◦ Significantly better than DRFLogitBoost at significance level = 95%

3.2 Problem 2: Short Term Extreme Rainfall Forecast Problem

In this section, we describe the experimental set-up of short term extreme
categorical rainfall forecast problem. We have taken the rainfall updates of
Fukuoka city of Japan, and compared the forecasting accuracy of the new en-
semble with other renowned relevant data-mining techniques : a) LogitBoosting
(LB)[5], b) Random Forest (RF) [3], c) Least Square Support Vector Machine
(LSSVM)[14].
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Dataset Description. In this paper, we have used a dataset containing rainfall
records averaged over several weather stations around Fukuoka city of Japan.
The dataset contains rainfall update from 1985 to 2009. The available data
provides us measures the amount of rainfall (in mm) in a day. In this problem,
our aim is to forecast whether or not it will not extreme the next day. We have
reconstructed the data using embedding technique. The input variables are the
lagged rainfall values of the next day rainfall.

We but we do the next transformation to have a categorical output based on
the accumulated rainfall in a day; the categorization is done as follows:

Rainfall amount Category
0 mm–1 mm 1
2 mm–50 mm 2
50 mm > 3

The first category can also be defined as ‘no rain’ category and the last category
can be defined as ‘extreme rainfall’ category. In this paper we are interested to
perform the binary forecast of ‘extreme rainfall’ against the ‘normal rain’ event.
This is done by defining category 1 and 2 together as ‘normal rain’ event and
category 3 is defined as ‘extreme rainfall’ event. We define this forecast problem
as ‘Extreme rainfall forecast problem. As the probability of such high amount
of rainfall is rear, this forecast problem is about forecasting a rear event. In
addition to these the dataset is scaled and normalized before use. We also log
transformed all the predictors. We have used linear scaling computed using the
training set, to scale the time series. The scaling step is essential to get the time
series in a suitable range, between -1, and 1.

Description of Experimental Setup. We have conducted this experiment in
two phases, a) Training phase, b) Out of sample (Test) phase. For this purpose,
we have partitioned our data in two equal parts, training set and test set. The
training period is from 1985 to 1997 and the test phase is from 1998 to 2009.

This is a binary forecast problem, so for forecast verification the usual eval-
uation metrics are not enough. We have utilized some useful statistics available
from signal detection theory which are now frequently used in the climatology
[16]. In this article, Mason has provided a universal framework for evaluating
the joint probability distribution of forecasts and observations. The computed
metrics are fraction correct (FC), hit rate (H), false rate (F) and false alarm
ratio (FAR), odds ratio (OR) [23].

In addition to these metrics, specifically for rare event forecasting, the usual
metrics (FC, H, F, FAR) can be misleading. Mainly because these measures are
heavily influenced by the frequency of the climatological events, so inference on
extreme events based on these measures will be rather biased. Stephenson in
[23], for verification of rare event forecasting (also extreme event), proposed to
use Bias, OR (Odds Ratio), PSS (Pierce Skill Score) and ORSS (Odds ratio
skill score). Recently Stepehnson et.al [22] proposed a measure EDS (Extreme
Dependency Score) and Hogan in [12] proposed SEDS (Extreme Dependency
Score), these two measures are till now quite robust for verification of the rare
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event forecast. In addition to these we have also computed the AUC (Area
under the ROC curve) of models for both the problems. As we know higher
AUC is desirable for binary prediction problem and this measure is now used
more frequently than accuracy in binary prediction problems.

Discussion of the Results. In Table 5, we have presented the values of the
metrics of the prediction algorithms for the extreme rainfall forecasting. The
best values of each metric for each of the methods are marked bold (here best
is relative to the behaviour of the metrics). It is worth notable that the new
decision forest has best skill scores in terms of the forecast verification measures
(PSS, EDS) and better values than most other methods for ORSS and SEDS.
Also the AUC of the new ensemble is far better than other methods.

Table 5. Metric values of the methods in test phase

Metrics DRFLogitBoost LB RF LSSVM

FC 0.8980 0.9162 0.8897 0.8932

H 0.5000 0.5271 0.5312 0.3543

F 0.0083 0.0056 0.0282 0.0468

FAR 0.5361 0.4167 0.2277 0.5287

Bias 1.540 0.7429 0.7768 0.7411

OR 11.011 16.182 11.763 10.704

ORSS 0.8334 0.8836 0.8433 0.8291

PSS 0.4167 0.2777 0.3193 0.2935

EDS 0.6332 0.3891 0.3882 0.3568

SEDS 0.4198 0.388 0.4651 0.4459

AUC 0.8160 0.5389 0.6596 0.6468

4 Conclusion

In this paper, a new hybrid decision forest is proposed. The decision forest is
incorporated with small bootstrap sample aggregation and real logitboosted de-
cision stumps. The decision forest is benefited from the enlarged feature space
produced by logitboosted decision stumps for each decision tree during the small
bootstrap aggregation. For the performance examination of the new decision
forest, it is applied in two real world problems; credit score classification and
extreme rainfall forecast. For the performance check, it is compared with some
very well known machine learning algorithms available. In the credit classifi-
cation problem, it is most accurate in classifying the credits and consistent in
differentiating between good credits as good and bad credits as bad. The re-
sults of the extreme rainfall prediction suggest that the new decision forest has
capability to efficiently perform the categorical rainfall forecasting task.
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Abstract. In the paper three learning and inference ordering approaches
in the method for structured output classification are presented. As it
was previously presented by authors, classification of single element in
output structure can be performed by generalization of input attributes
as well as already partially classified output elements [9]. The paper
addresses crucial problem of how to order elements in the structured
learning process to get greater final accuracy. The learning is performed
by means of ensemble, boosting classification method adapted to struc-
tured prediction - AdaBoostSeq algorithm. Authors present several or-
dering heuristics for score function application in order to obtain better
structured output classification accuracy.

Keywords: Structured Output Prediction, Classifier Ensembles,
Multiple Classifier Systems, Boosting.

1 Introduction

A growing interest in the structured output prediction has been observed re-
cently. Machine learning algorithms dealing with structured output prediction
problems are able to generalize in a set of training input-output pairs but the
input or the output (sometimes both of them) are more complex in comparison
with traditional data types. Usually structured prediction works with output
space containing complex structure like sequences, trees or graphs. Combined
applicability and generality of learning in complex spaces result in a number of
significant theoretical and practical challenges.

Considering the standard classification or regression problems, they discover
the mapping to output space that is either real-valued or a value from a small,
unstructured set of labels. On the other hand structured output prediction de-
picts the output space that might contain a structure rich in information which
can be utilized in the learning process. Due to the profile of structured output
prediction it requires in some cases an optimization or search mechanism over
complete output space which makes the problem non-trivial.

There exists a variety of structured output prediction problems, e.g. protein
function classification, semantic classification of images or text categorization.
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The structured output prediction (classification) methods solving abovemen-
tioned problems might be designed on the basis of two distinct approaches. The
former utilizes a priori known information about the structure, e.g. makes use
of sequential structure and the algorithm tries to benefit from relations between
predecessors and consequent. The latter does not assume any shape of output
structure and attempts to perform prediction on the pure data.

2 Related Work

The most obvious and directly arising method for structured output prediction is
a probabilistic model jointly considering the input and output variables. There
exist many examples of such probabilistic models for a variety of inputs and
outputs, e.g. probabilistic graphical models or stochastic context free grammars.
Given an input, the predicted output might be determined as the result of max-
imization of the posteriori probability, namely the technique of maximum poste-
riori estimation. In such approaches, the learning is to model the joint input and
output data distribution. However, it is well known that this approach of first
modelling the distribution and subsequently using maximum a posteriori esti-
mation for prediction is indirect and might be suboptimal. Therefore, the other,
direct discriminative approach might be more appropriate. Such a discriminative
learning algorithms perform a prediction on the basis of scoring function opti-
mization over the output space. Recently presented and studied discriminative
learning algorithms include Max-margin Markov Nets that consider the struc-
tured output prediction problem as a quadratic programming problem [12], a bit
more flexible approach that is an alternative adjustment of logistic regression to
the structured outputs called Conditional Random Fields [10], Structured Per-
ceptron [1] that has minimal requirements on the output space shape and is easy
to implement, Support Vector Machine for Interdependent and Structured Out-
puts (SVMSTRUCT ) [14], which applies variety of loss functions and an example
of adaptation of the popular back-propagation algorithm - BPMLL [15] where a
new error function takes multiple targets into account.

Another approach to structured prediction, LaSO, presented in [2] proposes
a framework for predicting structured outputs by learning as search optimiza-
tion. LaSO allows to reduce the requirement appearing in likelihood- or margin-
based algorithms that output structure needs to be computed from the set of
all possible structures. As an extension to that approach, SEARN algorithm [3]
assumes transformation of structured prediction problems into binary prediction
problems to which a standard binary classifier can be applied.

Based on similar assumption another example of structured output algorithm
is an extension of the original AdaBoost algorithm to structured prediction. It is
the AdaBoostSeq algorithm proposed by authors in [7] and utilized in this paper
within experimental studies.

Summarizing, both presented approaches, the generative modelling and the
discriminative learning algorithms make use of some scoring function to score
each element of the output space. In the case of methods that work in space of
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partial outputs the order of score function calculation of output space elements is
important and may determine the overall accuracy. Therefore appropriate output
space learning order is required in order to provide best possible generalization.

3 Structured Output Learning Using AdaBoostSeq
Algorithm

In the paper the application of AdaBoostSeq algorithm for structured output
prediction is concerned. It is described briefly in this section.

According to the proposal from [3], it is assumed that the structured output
classification problem is a cost-sensitive classification problem, where each classi-
fication output yi represents an output structure and is coded as a variable-length
vector. The ith data instance is represented by a sequence of T values (T -length
sequence): yi=(y1i , y2i , . . ., yTi ) and yμi ∈ C, where C is a finite set of classes. Addi-
tionally, each structure’s element y

μj

i may be correlated with other elements yμk

i ,
j �= k. Such factorization states the profile of the structure. In AdaBoostSeq algo-
rithm, the modification of the cost function was proposed as well as the new mech-
anism of learning based on partial output was introduced. AdaBoostSeq algorithm
is originally based on the most popular boosting algorithm, AdaBoost [4,13].

The algorithm requires additional assumption that the structured output clas-
sification is a binary classification with yμi ∈ {−1, 1}, for i = 1, 2, . . . , N and
μ = 1, 2, . . . , T , where N is the number of data instances. T is the length of
the sequence, i.e. the number of elements in the structure. The general goal of
the method is to construct T optimally designed linear combinations of K base
classifiers of form F (x):

∀μ = 1, 2, . . . , T Fμ(x) =

K∑
k=1

αμ
kΦ(x,Θμ

k ) (1)

where: Fμ(x) is the combined, final meta classifier for the μth sequence item
(structure element); Φ(x,Θμ

k ) represents the kth base classifier, performing ac-
cording to its Θμ

k parameters and returning a binary class label for each instance
x; αμ

k is the weight associated to the kth classifier.
Values of the unknown parameters (αμ

k and Θμ
k ) are obtained from mini-

mization of prediction error for each μth sequence element for all K classifiers
using stage-wise suboptimal method[13]. The actual sequence-loss balancing cost
function J is defined as:

J(αμ, Θμ) =

N∑
i=1

exp(−yμi (ξFμ
m−1(xi) + (1 − ξ)yμi R̂

μ
m(xi) + αμΦ(xi, Θ

μ))) (2)

where: R̂μ
m(xi) is an impact function denoting the influence on prediction accord-

ing to the quality of preceding sequence labels predictions; ξ is the parameter
that allows controlling the influence of impact function in weights composition,
ξ ∈ 〈0, 1〉.
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The proposed R̂μ
m(xi) impact function is composed as following:

R̂μ
m(xi) =

m−1∑
j=1

αμ
jR

μ(xi) (3)

Rμ(xi) =

∑μ
l=1 y

l
i

F l(xi)∑
K
k=1 αl

k

μ
(4)

where: Rμ(xi) is the auxiliary function that denotes the average coincidence be-
tween prediction result F l(xi) and the actual value yli weighted with the weights
αl
k associated to the kth base classifiers for all sequence items achieved so far

(from 1 to μ) with respect to the value of μ.
The impact function R̂μ

m(xi), introduced in Equation 3 and 4, measures the
correctness of prediction for all preceding labels l = 1, . . . , μ in the sequence.
This function is utilized in the cost function and it provides the smaller error
deviation for the whole sequence. The greater compliance between prediction
and the real value, the higher the function value.

The presented above brief explanation lead to the AdaBoostSeq algorithm
for sequence prediction and may be found as full version in [8]. Overall, the
AdaBoostSeq algorithm performs the learning of structured output in sequential
manner, step by step for each of the structured output elements and results
obtained in the previous steps are utilized as an additional input for the following
elements. Therefore, the order of elements (the order of learning) may have
significant impact on the overall classification accuracy.

As the complete overview over the space of all possible ordering solutions is
exponentially complex there should be a method providing reasonable ordering
in acceptable time. In order to provide the ordering of the learning steps three
approaches formalized as a heuristics in the searching process are proposed.

4 Ordering Heuristics for AdaBoostSeq Algorithm

Searching for the appropriate order of learning steps might be presented as a tree
searching problem. In such representation nodes denote particular elements from
the output structure. Each level of the tree indicates the appropriate position
in the learning order, e.g. the first level of the tree indicates the first position
in the learning sequence, whereas each next level corresponds to the following
positions in the learning sequence. An example of search tree for structure of
four elements is presented in Figure 1 (dashed lines denote example learning
order - 2, 3, 4, 1).

The complete overview of the whole tree is highly complex and therefore it is
required a less complex method providing approximate, good solution. In order
to provide such mechanism, at each of non-leading-to-leaf nodes, the decision of
which branch to explore next should be taken. Three heuristics, providing such
decisions in the searching process are proposed below.
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Fig. 1. An example of search tree for structure of four elements composing the learning
order for the AdaBoostSeq algorithm

The firsts proposed heuristic (H1) is constructed on the basis of classification
error minimization. The heuristic determine which output element should be
taken in the next step of learning process. It is done by assessment of the classi-
fication error for all remaining elements in the structured output. The element
that is classified with the smallest error is taken as next in ordering. Therefore

in the structured output of n elements it is needed to perform n2+n
2 − 1 eval-

uations to propose the ordering. For instance if we consider structured output
classification of ten elements the heuristics will require ten error evaluations to
determine the first element in the learning order. The second element will be
chosen from nine and so on, up to the tenth element, together 54 evaluations.

The second proposed heuristic (H2) provides similarly the decision of explo-
ration on the basis of minimum classification error. The output element that
should be taken in the next step of learning process is obtained by accessing the
classification error obtained in the second level descendant node. For instance,
discovering the element to be chosen on the level 1 (first element in the learning
sequence), the heuristic accedes all descendant nodes (level 2) and compute the
classification error using input attributes enriched with the first chosen output
element. The element at level 1 is chosen when it provides learning ability result-
ing in the smallest average error for all descendants (at level 2). The heuristics

computing the output structure of n elements requires to perform n3−n
3 − 1

evaluations to propose the ordering.
The third heuristic (H3) is realized likewise the second one (H2), but the deci-

sion of the node to be chosen as the next learning element is taken by computing
average classification accuracy for the pair of elements: parent(ascendant) and
child (descendant). The node which has minimal average classification error with

any of its descendant nodes is chosen then. This heuristics requires n3

3 + n2

2 + n
6−1

evaluations for the structure of n elements to provide an ordering.

5 Experiments and Results

The main objective of the performed experiments was to evaluate the classifica-
tion accuracy of the AdaBoostSeq algorithm driven by various learning ordering
of output elements. The method was examined according to Hamming Loss and
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Classification Accuracy for six distinct datasets. Some standard evaluation mea-
sures from the previous work have been used in the experiments. The utilized
measures are calculated based on the differences of the actual and the predicted
sets of labels (classes) over all cases xi in the test set. The first measure is
Hamming Loss HL, which was proposed in [11] and is defined as:

HL =
1

N

N∑
i=1

Yi�F (xi)

|Yi| (5)

where: N is the total number of cases xi in the test set; Yi denotes actual (real)
labels (classes) in the sequence, i.e. entire structure corresponding to instance
xi; F (xi) is a sequence of labels predicted by classifier and � stands for the
symmetric difference of two vectors, which is the vector-theoretic equivalent of
the exclusive disjunction in Boolean logic.

Fig. 2. Hamming Loss error of examined ordering methods (Best - ordering with the
smallest Hamming Loss error, H1, H2, H3 - proposed heuristics, Random - random
ordering)

The second evaluation measure utilized in the experiments is Classification
Accuracy CA [5], defined as follows:

CA =
1

N

N∑
i=1

I(Yi = F (xi)) (6)

where: I(true) = 1 and I(false) = 0,
Measure CA is a very strict evaluation measure as it requires the predicted

sequence of labels to be an exact match of the true set of labels.
The main attention in the experiment was concentrated on the evaluation of

three proposed heuristics deriving distinct ordering schemes compared to the
best possible learning order (obtained in complete overview of ordering permu-
tations) and the random one (obtained randomly from uniform distribution).
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The performance of the analysed methods was evaluated using 10-fold cross-
validation and the evaluation measures from Equation 5 and Equation 6.

The experiments were carried out on six distinct, real datasets from the same
application domain of debt portfolio pattern recognition [6]. Datasets represent
the problem of aggregated prediction of sequential repayment values over time for
a set of claims. The structured output for each debt (case) is composed of a vector
of binary indicator denoting whether at a certain period of time it was repaid at
a certain level. The output to be predicted is provided for all consecutive periods
of time the case was repaid. For the purpose of the experiment, the output was
limited to only six elements. The number of cases in the datasets varied from
1,703 to 6,818, while the number of initial, numeric input attributes was the
same: 25. Note that the number of input attributes refers only classification
for the first element in the sequence; for the others, outputs of the preceding
elements are added to their input.

Fig. 3. Classification Accuracy of examined ordering methods (Best - ordering with
the best classification accuracy, H1, H2, H3 - proposed heuristics, Random - random
ordering)

The results of Hamming Loss and Classification Accuracy are presented in
Table 1, Figure 2 and 3. Its relative values, with respect to the best possible
order (Best), i.e. (x−Best)/Best · 100%, are depicted in Table 2.

As it was discovered by preliminary experimentation the average differences
between the worst possible and the best possible results depending on the learn-
ing order are about 30% (for HL) and 14% (for CA). This is the margin, within
which proposed heuristic methods can be searched. The heuristic method H1
provided the ordering resulting in usually better than other ordering methods
(H2, H3, Random). In particular, this heuristic approach usually gains in both
CA and HL compared to the other orderings and appears to be a rational solu-
tion as it has the lowest complexity.
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Table 1. Results obtained in the experiments, where orderings denote: Best - ordering
with the best classification accuracy, H1, H2, H3 - proposed heuristics, Random -
random ordering; HL - Hamming Loss, CA - Classification Accuracy

Ordering method
Best H1 H2 H3 Random

Dataset HL CA HL CA HL CA HL CA HL CA

1 0.046 0.801 0.051 0.772 0.054 0.7692 0.0547 0.7608 0.054 0.767

2 0.083 0.725 0.097 0.680 0.0995 0.6762 0.1024 0.6806 0.097 0.686

3 0.080 0.776 0.091 0.733 0.0942 0.7375 0.0907 0.7535 0.096 0.734

4 0.123 0.607 0.135 0.576 0.1447 0.5327 0.1356 0.5791 0.139 0.562

5 0.121 0.500 0.135 0.451 0.1301 0.4653 0.131 0.4648 0.133 0.461

6 0.124 0.583 0.147 0.556 0.1481 0.5205 0.1536 0.4912 0.151 0.519

Average 0.096 0.665 0.109 0.628 0.112 0.617 0.111 0.622 0.112 0.621

Table 2. Average relative errors in comparison with the best ordering, in percentage
(0 denotes the same accuracy like obtained with the best ordering), the orderings are:
Best - ordering with the best classification accuracy, H1, H2, H3 - proposed heuristics,
Random - random ordering; HL - Hamming Loss, CA - Classification Accuracy

Ordering method
H1 H2 H3 Random

Dataset HL CA HL CA HL CA HL CA

1 10,66% 3,54% 15,47% 3,93% 16,77% 4,97% 16,10% 4,25%

2 14,16% 6,27% 16,47% 6,76% 19,39% 6,16% 13,60% 5,47%

3 10,90% 5,47% 14,83% 4,93% 11,11% 2,87% 16,72% 5,34%

4 8,60% 5,15% 15,09% 12,28% 8,80% 4,64% 11,26% 7,38%

5 10,40% 9,78% 6,71% 6,94% 7,40% 7,04% 8,68% 7,86%

6 15,22% 4,69% 16,09% 10,75% 19,81% 15,77% 18,02% 11,04%

Average 11,72% 5,61% 13,88% 7,28% 13,50% 6,56% 13,75% 6,60%

6 Conclusions

The problem considered in the paper concerns discovering appropriate learning
order in the structured output prediction. It was based on AdaBoostSeq algo-
rithm that assumes that labels of the already classified output elements are used
as additional input features for the next elements. Since the elements in the
sequence may be correlated, the order of learning may influence accuracy of the
entire classification. According to experiments’ results, the margin between the
worst and the best order may be even several dozen of percent for Hamming Loss
measure and for Classification Accuracy. Moreover, three proposed heuristics,
each of distinct complexity, showed the ability to result in better than random
learning order. Overall, the H1 heuristic method proposed in the paper appears
to be a reasonable direction to find the learning order providing better results
than the other simple orders. It is at the same time much less computationally
expensive than checking all possible orders to find the best one.
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Further research will be focused on extended studies on the properties of pro-
posed heuristics as well as development of some other heuristic ordering methods.
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Abstract. In this paper the prototype of an e-learning system that incorporates 
learning style is described. This system with a personalized courseware was 
used to conduct an experiment. The e-learning system collected information 
about a student during the registration process. Next, a user was assigned to an 
experimental or a control group. Depending on the previous classification the 
student was offered a learning scenario suited to individual learner’s prefe-
rences or a universal learning scenario. The research was devoted to measure 
students’ learning results from both groups. Significantly higher results were 
obtained by learners whose user profiles were taken into consideration during 
the determination of the learning scenario. 

1 Introduction 

Intelligent tutoring systems also called e-learning systems or systems for distance educa-
tion are very popular among teachers and students. Those systems allow a teacher to save 
time because once  prepared educational materials could be used many times by many 
students and prepared tests do not need laborious assessment. Moreover, it is possible to 
work out learning material in an interesting way by applying various multimedia tech-
niques. Students are allowed to learn at any convenient time and place using e-learning 
systems. Furthermore, intelligent tutoring systems increase the learning effectiveness: 
users achieve better learning results in a shorter time.  

In order to keep the intelligent tutoring systems interesting they require further devel-
opment and detailed analysis. It is also needed to conduct a research on influence of the 
applied didactic methods on effectiveness of the learning process. Moreover, the imple-
mented and prepared systems should be evaluated by users. It is one of the most impor-
tant step of a system design which is very often omitted. So far there are not enough 
works containing information about quality of designed e-learning systems confirmed by 
experimental research or it is not possible to generalize conclusions because they concern 
only systems which have been tested.  

In this work we want to introduce the results of experiments which prove the hypo-
thesis that it is possible to increase the effectiveness of intelligent tutoring systems by 
taking into consideration the user profile in determination of the learning scenario. 
                                                           
* This research was financially supported by Polish Ministry of Science and Higher Education 

under the grant N N519 407437. 
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By the learning scenario we mean the order and the presentation form of an educa-
tional material proposed to a student by the e-learning system. The formal definition 
of the learning scenario can be found in [8], [11],[12].  It is intuitively true that  
students are interested and more motivated if they learn using intelligent tutoring 
systems where the learning materials and tests are suitable for studentsÊ preferences, 
needs, interests or current knowledge level. Our research confirms the efficiency of  
e-learning systems with personalization of the learning process. In addition, we check 
the influence of personalization of the learning process according to age. 

We designed and implemented a prototype of an e-learning system which was used 
to conduct an experiment. The prototype of the e-learning system is a simplification 
of an intelligent tutoring system proposed in author’s previous work.  The author 
designed the model of the intelligent tutoring system which offers an individual learn-
ing process on each step. After the registration process the student is classified to a 
group of similar users based on a set of attributes selected by an expert as a criterion 
of the classification. The opening learning scenario for a new learner is determined 
based on finished scenarios of students who belong to the same class as the new one. 
For this task the algorithms using the consensus theory are worked out [8], [12], [13]. 
After each lesson the user has to pass a computer adaptive test where each question is 
selected based on the current student's knowledge level [10]. If the student achieves a 
sufficient test score (more than 50%) he continues learning according to the previous-
ly selected learning scenario. Otherwise, it is a signal for the system that the opening 
learning scenario should be modified. The author proposed two methods which have 
been described in [9], [11], [12] and [13]. The learning process is finished if all  
lessons from the learning scenario are taught. 

In the next Section an overview of  previous researches concerning assessment of 
methods applied in various intelligent tutoring systems is presented. Section 3 de-
scribes the concept of an experiment with a short description of the implemented  
e-learning system prototype. Section 4 shows the results of an experiment with  
appropriate conclusions. Finally, general conclusions and future work are described.  

2 Related Works 

The evaluation of intelligent tutoring systems is an important but often neglected 
stage of an e-learning system development. In many works it is possible to find for-
mal system models for distance education without an experimental proof of efficiency 
of those system. Sometimes researches are limited to a system which has been tested 
and conclusions are not general or the results are not statistically significant. 

System ELM-ART [18] is one of the first and adaptive web-based system where 
various methods are applied. In ELM-ART knowledge is represented by means of the 
multi-layered overlay model which supports adaptation in the system. System offers 
individual curriculum sequencing and adaptive annotation of links. Additionally, the 
system supports adaptive testing and stores student’s preferences which are used to 
create a learning environment suitable for user’s needs. System ELM-ART was  
evaluated only in comparison to previous version of this system called ELM-PE. 
Moreover, the research was conducted on a small population (less than 30). Tests 
showed that system ELM-ART is better than ELM-PE. 
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EFit [6] is a system which provides highly individualized instructions and teaching 
environment adapted to learner’s knowledge and learning capabilities. Authors  
presented a study carried out with 194 children at a German lower secondary school. 
The results showed that, compared to a non-treatment control group, children im-
proved their arithmetic performance if they learned using eFit.  

In Shikshak [4] knowledge is represented as a tree or a topic dependency graph. 
Student model stores the performance of a learner represented by a fuzzified value 
and some additional information. Shikshak plans the individual teaching method 
based on user’s performance level and selects the type of material (such as explana-
tion based, visual based, instructional) as suited to the learning style of a particular 
student using fuzzy rules. The study based on Shikshak system were conducted on a 
small population (only thirty three students). The results demonstrated an overall 4% 
improvement in performance while teaching using Shikshak in comparison with the 
performance of teaching in traditional classrooms. Additionally, authors presented 
some inherent features of the system. The received results concerned only tested  
system. 

SEDHI [17] classifies the students according to profiles (defined based on a statis-
tical study of the course user and usage data) and adapts the navigation using the 
techniques of link hiding and link annotation. The evaluation of the prototype allowed 
only to demonstrate the appropriateness of applied methods but results were not  
binding because only five students took part in the experiment.  

DEPTHS [7] is another intelligent tutoring system which generates teaching plans 
and adaptive presentation of the teaching material. DEPTHS also supports adaptive 
presentation and adaptive navigation. In this system knowledge is organized in a de-
pendency graph. The student model stores and updates data about user’s performance 
within a specific subject domain. The efficiency of DEPHTS was evaluated by 42 
students. The first assessment relied on measuring the learner’s satisfaction level. 
Students reported that the system had helped them to learn and provided many useful 
information, feedback messages and advice for further work. Authors demonstrated 
that students who learned with DEPTHS performed better than students who learned 
in the traditional way. Finally, the experiment found that the proposed student model 
did not reflect the realistic students’ knowledge. 

System WELSA [16] tries to identify students’ learning preferences and based on 
worked out adaptation rules offers students individualized courses.  Authors of 
WELSA involve 64 undergraduate students in an experiment. Users could follow two 
courses (in the Computer Science area): one adaptive and one non-adaptive. The ob-
tained results show that the matched adaptation approach increased the efficiency of 
the learning process with a lower amount of time needed for studying and a lower 
number of hits on learning resources.  

More general studies are presented in [3]. System AnimalWatch [3] offers prob-
lems and tasks customized to student’s proficiency level and adaptively focuses on 
the areas that each student needs to practice most. Authors of this system present re-
searches involved pre and post test comparison. Results indicated that students im-
proved from pre to post test after working with AnimalWatch. Improvement was 
greatest for students with the weakest initial math skills who were also most likely to 
use the multimedia lessons and worked examples. Authors studied over 400 students 
attending schools in Los Angeles who used AnimalWatch.  
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Pillay and Wilss [15] pointed out that students achieve better results if the material 
was matched to individuals’ preferred cognitive style. Students tended to perform 
better (66%) than those who received mismatched instruction (62%).  The small 
sample size (only 26 students) and the uneven distribution over the cognitive styles 
prevented the computation of any statistically significant analyses. 

Another study was carried out by Kwok and Jones [14]. Authors found that stu-
dents at the extremes of the learning style spectrum needed guidance in selecting an 
appropriate navigation method and it helped raise their interest in the material. 

In paper [1] the results of 3 experiments were introduced. The studies demonstrated 
that both introverts and extroverts had benefits from adaptive e-learning systems but 
extroverted learners would benefit even more from using those systems. The sample size 
of the experiments (less than 40) could not guarantee the validity of the interpretations. 

The experiment conducted as a part of this study is most similar to experiment de-
scribed in paper [2] where authors used the Felder-Solomon Learning Style Question-
naire to measure the learning style preferences of students. The obtained results show that 
all students achieved significantly higher scores while browsing session matched to their 
learning style. However, in our research we examined bigger population (more than 21 
people) and learning material was prepared for all learning styles (not only global and 
sequential). Additionally, we investigate the influence of personalization of the learning 
process according to age. 

3 The Concept of an Experiment 

In our researches we want to show that students achieve better learning results if the 
learning process is personalized to student’s preferences and needs. For this job the 
prototype of an e-learning system was implemented. The intelligent tutoring system 
was prepared based on content management system Joomla and its plug-in VirtueMart 
(with several custom modifications). The e-lessons were created using HTML and 
CSS and tests were created using Hot Potatoes. The results of experiment were stored 
in MySQL database.  

Users who take part in the experiment provide information about themselves in the 
first step. The system collects information about student’s e-mail, login, password, 
age, sex, educational level, learning style according to FelderÊs and SilvermanÊs 
theory [5] and if they have a driving license. Users could be assigned to two groups: a 
control group and an experimental group based on sex, educational level, age and 
possession of a driving license. Both groups should have similar distribution of wom-
en, man, young people, old people, middle-age people, educated people, uneducated 
people, with and without a driving license. If a student is assigned to a control group 
he is offered a universal learning scenario the same as other students in that group. 
The universal learning scenario is a combination of dedicated learning scenarios and 
is composed of some pictures, text, films, tasks etc. If the user is classified to an expe-
rimental group he is presented with educational materials suitable for his learning 
style. The learning scenarios the most appropriate for each studentÊs learning style  
were designed based on the teaching guidelines found in the literature. After detailed 
analysis of learning styles, 11 learning scenarios were distinguished which differ from 
each other in lessons’ order and presentation methods. Students described as global 
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were proposed the learning scenario with an additional presentation at the beginning, 
which contains the big picture and the learning material is organized from general 
ideas to details. Sequential students were presented the material logically ordered 
from details to general ideas. The learning scenario for visual students contained more 
pictures, flows, charts etc. Verbal students got more out of words. Active learners 
were offered more tests and practical tasks [5]. The author implemented, within the 
prototype of e-learning system, the rules for tailoring the learning scenario to the  
student’s characteristic.  

For all users the learning material is about intersections, roadway signs related to in-
tersections and right-of-way laws. After learning, the user has to pass a test within 10 
minutes. The test consists of 10 questions chosen randomly from a question bank consist-
ing of 30 items. After solving the test the learner is presented with a test score in percen-
tage. If the student fails the test (more than 50% of wrong answers) for the first time he is 
offered the same learning scenario once again. After the second failure the system choos-
es the learning scenario with students achieving the best results. If the test score is still 
unsatisfactory the experiment is finished without a successful graduation.  

4 The Results of Experiment 

The research was conducted using the prototype of an e-learning system described in 
Section 3. In our experiment there were 297 participants. In this group 123 persons 
did not have any driving licenses which makes it highly probable that they have 
learned the presented learning material for the first time. The aim of our research was 
to verify the hypothesis that students who are offered the personalized learning  
material (from the experimental group) achieve better results than students who are 
presented the universal learning scenario (from the control group). The results of the 
described experiment are presented in Figure 1. 

 

Hypothesis 1. The mean test scores of experimental and control groups for students 
without driving licenses satisfies the following assumption: contexsH μμ =:0 or  

alternative assumption: contexsH μμ >:1 .  
 

Proof. Firstly, we check the normality of the distribution of analyzed features using 
the Shapiro-Wilk test. For both groups (experimental and control) we can conclude 
the normality of distribution of analyzed features ( 9516.0exp =W > 951.0)55,05.0( =W  

and 962.0=contW > 956.0)67,05.0( =W ) and next, we use the parametric test. There 

is no information considering standard deviation and sizes of groups are different but 
large ( 120≥+ contexs nn ) that is why for testing the null hypothesis the statistic  

follow normal distribution )1,0(N is assumed: 
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where: exsμ - average score value for the experimental group, contμ  - average score 

value for the control group, exsS - estimated standard deviation of the sample for the 

experimental group, contS - estimated standard deviation of the sample for the control 

group, exsn -size of the experimental group, contn -size of the control group. The 

tested statistical value equal:  
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The significance level of 0.05 is assumed. The confidence interval equals ),64.1[ +∞ . 

The tested statistical value belongs to the confidence interval ),64.1[ +∞∈u , that is 

why the null hypothesis is rejected and the alternative hypothesis is assumed. 
We can estimate the difference between the average test scores of experimental and 

control group. Let us determine the following confidence interval: 
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Fig. 1. The mean test scores for different groups 
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Conclusion 1. The mean test score of the experimental group is greater than the 
mean score of the control group in case that students have no driving licenses.  Stu-
dents who were offered the personalized learning scenario achieve better learning 
results by more than 7.182% and less than 7.976% than students who were proposed 
the universal learning scenario. 
 
Hypothesis 2. The mean test scores of experimental and control groups for students 
with driving licenses satisfies the following assumption: contexsH μμ =:0 or alterna-

tive assumption: contexsH μμ >:1 . 
 
Proof. For both groups (experimental and control) we cannot reject the hypothesis 
about the normality of distribution of analyzed features (the Shapiro-Wilk test: 

9713.0exp =W > 963.0)92,05.0( =W  and 965.0=contW > 961.0)82,05.0( =W ). As it 

was done before we calculate the statistic (2):  
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The significance level of 0.05 is assumed. We have ),64.1[ +∞∉u , that is why the 

null hypothesis cannot be rejected. 
 
Conclusion 2. The mean test score of experimental and control groups are not signif-
icantly different in case that students have a driving license.   
 
Additionally, we investigate how the personalization of learning material influence 
the efficiency of learning process according to age. The results are presented in  
Figure 2 only for people who did not a have driving license.  
 
Hypothesis 3. The mean test scores of experimental and control groups for users 
under age of 18 satisfies the following assumption: contexsH μμ =:0 or alternative  

assumption: contexsH μμ >:1 . 

 
Proof. Firstly, we verify the normality of the distribution of analyzed features by 
using the Shapiro-Wilk test. For both groups (experimental and control) we can  
accept the normality of the distribution of analyzed features 
( 9764.0exp =W > 887.0)16,05.0( =W  and 9188.0=contW > 916.0)24,05.0( =W ).  

There is no information considering the standard deviation and sizes of groups are 
also different. We need to check the equality of the standard deviation using  
F-Snedecor test. We obtain 586.1=F . For 05.0=α the tested statistical value does 
not belong to the confidence interval ),47.2[ +∞ (two-tailed test), so we cannot reject 

the hypothesis that the standard deviation of two samples are equal. For testing the 
null hypothesis the t-Student test is assumed: 
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The statistic is equal to: 
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The significance level of 0.05 is assumed. The tested statistical value belongs to the 
confidence interval ),686.1[ +∞∈t , that is why the null hypothesis is rejected and the 

alternative hypothesis is assumed.  

 

 

Fig. 2. The mean test scores according age 

Conclusion 3. The mean test score of the experimental group is greater than the 
mean score of the control group in case that users are underage. 

 
Hypothesis 4. The mean test scores of experimental and control groups for users over 
age of 18 satisfies the following assumption: contexsH μμ =:0 or the alternative  

assumption: contexsH μμ >:1 . 
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Proof. In both groups (experimental and control) we cannot reject the hypothesis about 
the normality of the distribution of analyzed features (the Shapiro-Wilk test: 

9438.0exp =W > 939.0)39,05.0( =W  and 949.0=contW > 943.0)43,05.0( =W ). As it 

was done before we check the equality of the standard deviation using the F-Snedecor 
test. We obtain 349.1=F . For 05.0=α the tested statistical value does not belong to 
the confidence interval ),88.1[ +∞ (two-tailed test), so we cannot reject the hypothesis 

that the standard deviation of two samples are equal. Next, we calculate the statistic (3): 
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For the significance level equal to 0.05  we obtain the following confidence interval: 
),664.1[ +∞ . The tested statistical value does not belong to the confidence interval 

),664.1[ +∞∉t , that is why the null hypothesis cannot be rejected.  

Conclusion 4. The mean test score of experimental and control groups are not  
significantly different in case that students are adults. 

5 Conclusion and Further Work 

The personalization of the learning scenario increases the effectiveness of the learning 
process: the mean test score of the experimental group is greater than the mean test 
score of the control group. That conclusion is only true for students who are probably 
presented with the learning material for the first time. Users who have learned the 
material before do not use the proposed material but solve the tests based on the pre-
viously acquired knowledge. Taking into account student’s preferences and the  
learning style improves the learning results by more than 7.182% and less than 
7.976%. Furthermore, the personalization have the statistically significant influence 
on the improvement of the learning result in case that users are underage. 

The results of the conducted research should be used by creators of intelligent tu-
toring systems. The designed e-learning systems should be able to offer an education-
al material suitable for user’s learning style, knowledge, interests, abilities etc. and the 
individualized learning process on each step.  

In the further work we are planning to collect and work out more experimental re-
sults. We want to show an influence of the personalization of the learning process 
according to sex and education level. We want to investigate which  learning  
scenario was the most popular and which was giving the best results.  
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Abstract. In the age of rapidly increasing volumes of data, human experts have 
come to the urgent need to extract useful information from the huge amount of 
data. Knowldege discovery in databases has obtained much attention for 
researches and applications in business and in science. In this paper, we present 
a neuro-fuzzy approach using complex fuzzy sets (CFSs) for the problem of 
knowledge discovery. A CFS is an advanced fuzzy set, whose membership is 
complex-valued and characterized by an amplitude function and a phase 
function. The application of CFSs to the proposed complex neuro-fuzzy system 
(CNFS) can increase the functional mapping ability to find missing data for 
knowledge discovery. Moreover, we devise a hybrid learning algorithm to 
evolve the CNFS for modeling accuracy, combining the artificial bee colony 
algorithm and the recursive least squares estimator method. The proposed 
approach to knowledge discovery is tested through experimentation, whose 
results are compared with those by other approaches. The experimental results 
indicate that the proposed approach outperforms the compared approaches.  

Keywords: complex fuzzy set (CFS), complex neuro-fuzzy system (CNFS), 
knowledge discovery, artificial bee colony (ABC), recursive least squares 
estimator (RLSE).  

1 Introduction 

In the era of the modern information world, data have been accumulating 
exponentially in various forms. We now have been facing the urgent need to develop 
new theories and tools to extract useful information from data automatically and 
effectively. If it is understandable and interpretable by human beings, information can 
be turned into knowledge. For knowledge discovery and system modeling, several 
artificial intelligence (AI) based approaches have been presented, where fuzzy logic, 
neural networks, and neuro-fuzzy systems (NFSs) have been playing significantly 
important roles for modeling and applications. In general, fuzzy-system-based 
approaches have the advantage of representing knowledge in the form of If-Then 
rules, which are transparent to human beings. In contrast, neural-network-based 
approaches are with the merit of adaptability. The hybrid of fuzzy and neural models 
has been obtaining the popularity in the community of research, although each of  
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AI-based approaches still has its own important feature in the perspective of research. 
Zhang et al. [1] used granular neural networks for data fusion and knowledge 
discovery. Fayyad et al. [2] presented a good overview for knowledge discovery, 
where the various methods of data mining provide just a single step for the whole 
process of information discovery. Castellano et al. [3] presented a neuro-fuzzy 
modeling framework for knowledge discovery. Qin et al. [4] proposed a kernel-based 
imputation to deal with missing data in knowledge discovery. In [5], Zhang et al. 
presented a fuzzy modeling approach for training data selection and multi-object 
optimization. In [6], Rezaee and Zarandi developed a data-driven TSK fuzzy 
approach for fuzzy modeling. Juang [7] presented the design of recurrent neural 
network using a hybrid method, which uses genetic algorithm and particle swarm 
optimization for modeling. Kurban and Beşdok [8] investigated several training 
methods for a RBF neural network in the application of terrain classification. 
Boskovitz and Guterman [9] used a neuro-fuzzy system for image segmentation and 
edge detection. Cpałka [10] designed a neuro-fuzzy classification system. Jang [11] 
presented the famous adaptive neural-network-based fuzzy inference system 
(ANFIS), which molds the hybrid of a neural network and a fuzzy inference system, 
for system modeling and forecasting. Scherer in [12] used a neuro-fuzzy system for 
nonlinear modeling. In general, neural fuzzy systems [13] are excellent tools for 
modeling and for knowledge discovery. Qin and Yang [14] studied a neuro-fuzzy 
method for image noise cancellation. In [15], Zounemat-Kermani and Teshnehlab 
presented a neuro-fuzzy approach to time series forecasting. 

In this paper, we present a framework called the complex neuro-fuzzy system (CNFS) 
for knowledge discovery. A CNFS is a neuro-fuzzy based system whose kernel is 
composed of fuzzy If-Then rules which are characterized by complex fuzzy sets (CFSs). 
Ramot at al. [16] proposed the theory of CFS. A CFS is an advanced fuzzy set whose 
membership degree is complex-valued and characterized by an amplitude function and a 
phase function in the unit disc of the complex plane. The property of complex 
membership state of a CFS indeed makes difference from a traditional type-1 fuzzy set, 
whose membership degree is defined normally in the real-valued unit interval of [0, 1]. 
The application of CFSs [17]-[19] to the design of adaptive systems can increase their 
adaptability for learning, so that the functional mapping capability of the adaptive 
systems can be augmented. For this motivation, we proposed the CNFS approach using 
CFSs for the process of knowledge discovery. For knowledge discovery, the goal of the 
study is that with the proposed CNFS approach we try to represent numerical-linguistic 
records [1] by rules. In the perspective of If-Then rules, we apply the proposed CNFS 
models to create a framework of knowledge discovery, which can transform these 
numerical-linguistic records into fuzzy If-Then rules. And, in the principle of divide-and-
conquer, the parameters of CNFS are imaginatively separated into two groups: the 
premise parameters and the consequent parameters. For the parameter learning of CNFS, 
we devise a hybrid ABC-RLSE learning method, which integrates the famous artificial 
bee colony (ABC) algorithm [20]-[22] and the well-known recursive least squares 
estimator (RLSE) method [13]. The ABC-RLSE algorithm is applied to evolve the 
parameters of CNFS, in the way that the ABC is used to update the premise parameters 
and the RLSE is used to update the consequent parameters. The ABC-RLSE can achieve 
fast training for the proposed approach to the application of knowledge discovery.  
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We arrange the rest of the paper in the following. In Section 2, we present the 
knowledge discovery framework. In Section 3, the proposed CNFS and the ABC-RLSE 
learning method for knowledge discovery are specified. In Section 4, Experimentation is 
conducted to test the proposed approach for knowledge discovery. The experimental 
results are compared to other approaches. Finally, the paper is concluded. 

2 Framework for Knowledge Discovery 

In this paper, for knowledge discovery, we adopt and improve the framework in [1]. 
The improved framework has three parts, including the feature extraction for 
numerical-linguistic records from a dataset, the CNFS modeling with the extracted 
records, and the linguistic records output. The framework is shown in Fig. 1.  

 

Fig. 1. CNFS-based framework for knowledge discovery 

(A) Feature Extraction. The block of feature extraction for numerical-linguistic 
records, shown in Fig. 1, is used to extract feature for each datum. By the concept of 
trapezoidal feature vector in [1], we can have a feature vector (w, w/10, w/2, w/2) for 
a datum w. For example, in Fig. 1, there are two inputs, x and y, to the block of feature 
extraction. For the first input, x, the trapezoidal feature vector is denoted as (x(a1), 
x(b1), x(c1), x(d1))= (x, x/10, x/2, x/2). Similarly, the feature vector for the second 
input, y, is denoted as (y(a2), y(b2), y(c2), y(d2))= (y, y/10, y/2, y/2).  

(B) CNFS Modeling. As shown in Fig. 1, the block of CNFS modeling consists of 
four CNFS models, each of which is composed of a set of fuzzy If-Then rules. For the 
first CNFS (denoted as CNFS1), the first components of the feature vectors for x and 
y, which are the x(a1) and the y(a2), are used as two inputs to CNFS1, whose output is 
then used as the first component of the feature vector for z. Similar operations can be 
applied to the others {CNFSi, i=2,3,4}. The goal for the block of CNFS modeling is to 
produce a feature vector for z, which is the output of the system for knowledge  
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discovery. To optimize these CNFS models, the ABC-RLSE hybrid learning method 
is applied. The optimization is based on the measure of root mean square error 
(RMSE). Note that the details for theory of CNFS and the ABC-RLSE learning 
method are specified later in the following section.  

(C) Linguistic Record Output. The block of linguistic record output has two subparts. 
One is to generate the linguistic record z, and the other is to produce the feature 
vector, denoted as (a,b,c,d), for z. 

3 Methodology 

Based on the concept of CFS, the membership function of a CFS is complex-valued 
and characterized within the unit disc of the complex plan. The general form for the 
complex-valued membership function of a CFS is given below.  exp                                 Re Im                                                    cos A sin , 

(1) 

where  is the membership function; √ 1; A denotes the CFS; h is the 
input base variable; is the amplitude function; is the phase function. We 
devise a Gaussian complex fuzzy set (GCFS) for the design of the premises of CNFS. 
The general form of a GCFS is characterized below. GCFS , , exp exp , (2) 

where √ 1;  and  are the mean and the spread of the GCFS, respectively. 
Suppose that we have a CNFS that consists of K first-order Takagi-Sugeno (T-S) 

fuzzy rules, given as follows. Rule  IF is  and is and is                               Then ∑ , 

(3) 

for i =1,2,...,K, where i is the index for the ith fuzzy rule; M is the number of inputs; xj is 

the jth input linguistic variable for j=1,2,…,M; hj is the jth input base variable;  

is the jth premise, which is defined by a GCFS in (2);  is the nominal output; { , 
j=0,1,…,M} are consequent parameters. The complex fuzzy inference process can be cast 
into a neural-net structure to become a CNFS with six layers, specified below.  

Layer 0: This layer receives the inputs and transmits them to Layer 1. The input 
vector at time t is given as follows. 
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t t T. (4) 

Layer 1: This layer is called the complex fuzzy-set layer, which is used to calculate 
complex membership degrees of GCFSs. Layer 2: This layer is called the firing-
strength layer. The firing strength of the ith rule is calculated and defined as fellow.  ∏ exp … , (5) 

where  and …  are the amplitude function and the phase function of the 

firing strength of the ith rule. Layer 3: This layer is used for the normalization of the 
firing strengths. The normalized firing strength for the ith rule is given as follows. 

 ∑ ∏ exp …∑ ∏ exp … . (6) 

Layer 4: The layer is called the consequent layer. The normalized consequent of the 
ith rule is represented as follows.     0 ∑ 1 , 

                 
∏ exp 1 …1

∑ ∏ exp 1 …11 ∑ . 
(7) 

Layer 5: This layer is called the output layer. The normalized consequents from 
Layer 4 are congregated into the layer to produce the CNFS output, given as follows.  ∑ ∑ . (8) 

The complex-valued output of the CNFS can be expressed as follows. 

R I | |cos | |sin , (9) 

where ξRe(t) is the real part of the output, and ξIm (t) is the imaginary part. Based on 
(8), the CNFS can be viewed as a complex-valued function, expressed as follows. F , FR , FI , , (10) 

where FRe(.) is the real part of the CNFS output; FIm(.) is the imaginary part; H(t) is 
the input vector to the CNFS; W denotes the parameter set of the CNFS, including the 
premise parameters and the consequent parameters, denoted as WIf and WThen, 
respectively. 

I T . (11) 
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For the training of the proposed CNFS, we apply the ABC-RLSE hybrid learning 
method, where WIf and WThen are updated by the ABC and RLSE, respectively, in a 
hybrid way. 

The artificial bee colony (ABC) algorithm is an optimization method which 
simulates the nectar-searching behavior by bees. Basically, the bees of a bee colony 
can be separated into three groups: the employed bees (EBs), the onlooker bees 
(OBs), and the scout bees (SBs). The EBs perform their job by flying to the food 
sources and bringing back food to the colony. Moreover, these EBs reveal the 
locations of food sources to the OBs by dancing. With the dancing information, each 
of the OBs selects a food source to go. The selection of a food source is dependent on 
the nectar amount of each food source. For the SBs, they fly randomly to look for new 
food sources. Note that the nectar amount of each food source corresponds to a fitness 
value for a specific optimization problem and the food source location represents a 
candidate solution to the optimization problem. For the ABC algorithm, assume there 
are S food sources. The location of the ith food source is expressed as Xi=[ xi1, xi2, …, 
xiQ] for i=1,2,…,S. In the ABC algorithm, the location of the ith food source is 
updated by the following equation. 1 , (12) 

for i=1,2,…,S and j=1,2,…,Q, where xij(t) is the jth dimensional coordinate of the ith 
food source at iteration t, k is a random integer in the set of {1,2,…,S} with the 
constraint of i≠k, and φij is a value between [-1, 1]. An onlooker bee goes to the 
vicinity of Xi with the probability given below. 

∑ , (13) 

where .  is the fitness function. In the ABC, if the fitness of a food source is 
not improved further through a predetermined number of cycles, called limit, then that 
food source is assumed to be abandoned. The operation of the ABC is specified in 
steps. Step 1: initialize the locations of bees. Step 2: send employed bees to food 
sources and compute their fitness values. Step 3: send onlooker bees to the food 
sources, according to (13), and then compute their fitness values. Step 4: send scout 
bees for other food sources to help find better food source as possible. Step 5: update 
the locations of food sources and save the best one so far. Step 6: if any termination 
condition is met, stop; otherwise increase the iteration index and go back to Step 2 to 
continue the procedure. 

The recursive least squares estimator (RLSE) is a recursive method for the problem 
of least squares estimation (LSE). The model of LSE is given below. 

, (14) 

where y is the target; u is the input to model; {fi(u), i=1,2,..,m} are known functions of 
u; {θi , i=1,2,…,m} are unknown parameters to be estimated; ε is the model error. 
Note that the parameters {θi, i=1,2,…,m} can be viewed as the consequent parameters 
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of the proposed CNFS. The observed samples are collected to be used as training data 
for the proposed CNFS. The training data (TD) is denoted as follows. TD , , 1,2, … , , (15) 

where (ui, yi) is the ith data pair in the form of (input, target). With (15), the LSE 
model can be expressed in matrix form, y=Aθ+ε, where  … T ;    … T;  … T; A is the matrix which is formed by the known 
functions {fi(uj), i=1,2,..,m} for j=1,2,…,N.  

The optimal estimation for θ can be calculated using the following RLSE equations 
recursively. 

, (16) 

, (17) 

for k = 0,1,2,…,(N-1), where θk is the estimator at the kth iteration; T ,  is 
the (k+1)th row of [A, y]. To implement the RLSE, we initialize θ0 with the zero 
vector and P0=αI, where α is a large positive number and I is the identity matrix. 

4 Experimentation 

The target of this experiment is to find the unknown records and represents the 
unknown records by IF-Then rules. We use the trapezoidal feature vector to represent 
a linguistic record [1]. Suppose we have a data set for (x, y, z) that includes numerical 
and linguistic data, as shown in Table 1, in which x and y are the two variables for 
inputs; z is the variable for output linguistic record;  denotes a input linguistic 
record, meaning it is around the value d; “?” denotes that the output linguistic record 
is missing. For the linguistic record of x, there is a feature vector by (x(a1), x(b1), 
x(c1), x(d1)). Similarly, for the linguistic record of y, there is a feature vector by 
(y(a2), y(b2), y(c2), y(d2)). For the record of z, a multiplication z= xy is implied, 
whose feature vector for linguistic representation is represented by (a, b, c, d). There 
are nine fuzzy If-Then rules to represent these known records, shown in the Table 2. 

Table 1. Known and unknown numerical-linguistic records 

 y 

x 

 1 1.5 2 2.5 3 1 1 ? 2 ? 3 
1.5 ? ? ? ? ? 2 2 ? 4 ? 6 2.5 ? ? ? ? ? 3 3 ? 6 ? 9 

: linguistic record around a numerical value d. 
? : unknown record. 
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Table 2. Nine fuzzy rules of known linguistic records 

x, (x(a1), x(b1), x(c1), x(d1)) y, (y(a2), y(b2), y(c2), y(d2)) z = xy, (a, b, c, d) 
around 1, (1, 0.1, 0.5, 0.5) around 1, (1, 0.1, 0.5, 0.5) around 1, (1, 0.1, 0.5, 0.5) 
around 1, (1, 0.1, 0.5, 0.5) around 2, (2, 0.2, 1.0, 1.0) around 2, (2, 0.2, 1.0, 1.0) 
around 1, (1, 0.1, 0.5, 0.5) around 3, (3, 0.3, 1.5, 1.5) around 3, (3, 0.3, 1.5, 1.5) 
around 2, (2, 0.2, 1.0, 1.0) around 1, (1, 0.1, 0.5, 0.5) around 2, (2, 0.2, 1.0, 1.0) 
around 2, (2, 0.2, 1.0, 1.0) around 2, (2, 0.2, 1.0, 1.0) around 4, (4, 0.4, 2.0, 2.0) 
around 2, (2, 0.2, 1.0, 1.0) around 3, (3, 0.3, 1.5, 1.5) around 6, (6, 0.6, 3.0, 3.0) 
around 3, (3, 0.3, 1.5, 1.5) around 1, (1, 0.1, 0.5, 0.5) around 3, (3, 0.3, 1.5, 1.5) 
around 3, (3, 0.3, 1.5, 1.5) around 2, (2, 0.2, 1.0, 1.0) around 6, (6, 0.6, 3.0, 3.0) 
around 3, (3, 0.3, 1.5, 1.5) around 3, (3, 0.3, 1.5, 1.5) around 9, (9, 0.9, 4.5, 4.5) 

In order to discover the 16 unknown linguistic records for z in Table 1, we use four 
CNFS models to discover their feature vectors. The framework of knowledge 
discovery is shown in Fig. 1. The feature vectors of the known (x, y, z) linguistic 
record pairs are used as the training data for the four CNFS models, for which the 
ABC-RLSE method is applied for the training purpose. The settings for the ABC-
RLSE method are shown in Table 3. 

Table 3. Settings of the ABC-RLSE method 

Settings of ABC Settings of RLSE 
Bee colony dimensions 20 Number of consequent parameters 75 
Bee colony size 4 θ 75×1 
Scout bee 1 Α 108 
Maximal iterations 200 I (identity matrix) 75×1 

After learning, the CNFS models can generate feature vectors for the sixteen 
unknown linguistic records, respectively, as shown in Table 4. The discovered 
linguistic records are represented by If-Then rules, as shown in Table 5. The results 
are compared to other approaches. Performance comparison in the measure of average 
absolute error (ABE) [1] is given in Table 6. 

Table 4. New linguistic records discovered by the proposed approach 

 1 1.5 2 2.5 3 1 1 1.4940 2 2.5067 3 1.5 1.4888 2.2241 2.9770 3.7311 4.4649 2 2 2.9880 4 5.0136 6 2.5 2.5114 3.7523 5.0235 6.2969 7.5359 3 3 4.4818 6 7.5207 9 
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Table 5. New 16 rules discovered by the proposed approach 

x y z, (a, b, c, d) 
around 1 around 1.5 around 1.4940, (1.4940, 0.1499, 0.7498, 0.7542) 
around 1 2.5 around 2.5067, (2.5067, 0.2500, 1.2501, 1.2409) 

1.5 around 1 around 1.4888, (1.4888, 0.1499, 0.7489, 0.7482) 
1.5 around 1.5 around 2.2241, (2.2241, 0.2249, 1.1231, 1.1288) 
1.5 around 2 around 2.9970, (2.9970, 0.3000, 1.4978, 1.4965) 
1.5 2.5 around 3.7311, (3.7311, 0.3750, 1.8724, 1.8570) 
1.5 around 3 around 4.4649, (4.4649, 0.4500, 2.2467, 2.2448) 

around 2 around 1.5 around 2.9880, (2.9880, 0.2999, 1.4997, 1.5085) 
around 2 2.5 around 5.0136, (5.0136, 0.5000, 2.5002, 2.4819) 

around 2.5 around 1 around 2.5114, (2.5114, 0.2500, 1.2511, 1.2521) 
around 2.5 around 1.5 around 3.7523, (3.7523, 0.3750, 1.8764, 1.8888) 
around 2.5 around 2 around 5.0235, (5.0235, 0.4999, 2.5023, 2.5043) 
around 2.5 2.5 around 6.2969, (6.2969, 0.6249, 3.1282, 3.1079) 
around 2.5 around 3 around 7.5359, (7.5359, 0.7499, 3.7535, 3.7564) 

around 3 around 1.5 around 4.4818, (4.4818, 0.4500, 2.2496, 2.2626) 
around 3 2.5 around 7.5207, (7.5207, 0.7499, 3.7503, 3.7231) 

Table 6. Performance comparison 

 ABE 
Method Training phase Testing phase 
CGNN [1] 0.0001 0.303 
FGNN [1] 0.0001 0.224 
Proposed 5.58×10-8 0.0194 

5 Conclusion 

The complex neuro-fuzzy system (CNFS) based approach using complex fuzzy sets 
for knowledge discovery has been presented. The ABC-RLSE hybrid learning method 
has been devised for training the proposed CNFS models in the framework of 
knowledge discovery. Through experimentation, the proposed approach has shown 
excellent performance in finding missing data for knowledge discovery. The 
experimental results indicate that our proposed approach outperforms the compared 
methods in performance comparison. 
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Abstract. In the past, the MFFP-tree algorithm was proposed to handle the 
quantitative database for efficiently mining the complete fuzzy frequent 
itemsets. In this paper, we propose an integrated MFFP (called iMFFP)-tree 
algorithm for merging several individual MFFP trees into an integrated one. It 
can help derive global fuzzy rules among distributed databases, thus allowing 
managers to make more sophisticated decisions. Experimental results also 
showed the performance of the proposed approach. 

Keywords: iMFFP tree, integration, fuzzy data mining, quantitative database, 
distributed database. 

1 Introduction 

Depending on the variety of knowledge desired, data mining approaches can be 
divided into association rules [1, 3], classification [10, 18], clustering [12, 13], and 
sequential patterns [2, 17], among others. Among them, mining association rules from 
databases is especially common in data mining research [5, 6, 16]. Many algorithms 
were used for processing the whole database to find the desired information. In real-
world applications, however, a parent company may own multiple branches, and each 
branch has its own local database. The manager in a parent company needs to make a 
decision for the entire company from the collected databases in different branches. 
Thus, it is important to efficiently integrate many different databases to make a usable 
decision. 

In the past, Lan and Qiu proposed a novel parallel algorithm called PFPT algorithm 
[14]. It merged several FP trees into an integrated one, thus avoiding the FP-growth 
mining approach to generate a huge number of intermediate results. In this paper, we 
extend the PFPT algorithm and propose a MFFP-tree merging algorithm for 
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integrating different databases into one, forming an integrated MFFP (called iMFFP) 
tree. The iMFFP tree inherits the property of a MFFP tree for handing quantitative 
databases in fuzzy data mining.  

The remainder of this paper is organized as follows. The related work is described 
in section 2. The proposed algorithm for integrating multiple MFFP trees is stated in 
section 3. An example to illustrate the propsoed algorithm is mentioned in section 4. 
Experimental results are given in section 5. Conclusions are provided in section 6. 

2 Review of Related Work 

In this section, some related researches are briefly reviewed. They consist of the fuzzy 
data mining approaches and the frequent pattern tree. 

2.1 Fuzzy Data Mining Approaches 

In recent years, fuzzy set theory [19] has been used frequently in intelligent systems 
because of its simplicity and similarity to human reasoning. Kuok et al. proposed a 
fuzzy mining approach for handling numerical data in databases and deriving fuzzy 
association rules [11]. Hong et al. proposed fuzzy mining algorithms for discovering 
fuzzy rules from quantitative transaction data [8]. Papadimitriou et al. proposed an 
approach based on FP-trees for finding fuzzy association rules [15]. In addition, Hong 
et al. also proposed the multiple fuzzy frequent pattern tree algorithm [9] to 
efficiently mine complete fuzzy frequent itemsets from quantitative databases, which 
extended the FP-tree mining process for constructing its suitable tree structures. 

2.2 The Frequent Pattern Trees 

Frequent pattern mining is one of the most important research issues in data mining. 
The initial algorithm for mining association rules was given by Agrawal et al. [1] in 
the form of Apriori algorithm which is based on level-wise candidate set generation 
and test methodology. However, because the size of the database can be very large, it 
is very costly to repeatedly scan the database to count supports for candidate itemsets. 
The limitations of the Apriori algorithm are overcome by an innovative approach; the 
frequent pattern (FP) tree structure and the FP-growth algorithm by Han et al. [7].  
Their approach can efficiently mine frequent itemsets without the generation of 
candidate itemsets, and it scans the original transaction database only twice. The 
mining algorithm consists of two phases; the first constructs an FP-tree structure and 
the second recursively mines the frequent itemsets from the structure. After the FP-
growth algorithm is then executed, the frequent itemsets with a given support would 
be derived from the FP-tree structure. 

3 The Proposed Integrated Multiple Fuzzy FP-tree Algorithm 

In this section, details of the proposed MFFP-tree merging algorithm are described 
below. 
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The integrated MFFP-tree algorithm: 
INPUT: Multiple quantitative databases DBk, each of them consisting of n 

transactions, a set of membership functions, and a predefined minimum 
support threshold s.  

OUTPUT: An integrated MFFP (iMFFP) tree. 
STEP 1: Transform quantitative value vij of each item Ij in the i-th transaction of each 

database DBk into a fuzzy set fij represented as (fij1/Rj1 + fij2/Rj2 + …+ fijh/Rjh) 
using the given membership functions, where h is the number of fuzzy 
regions for Ij, Rjl is the l-th fuzzy region of Ij, hl ≤≤1 , and fijl is vij’s fuzzy 
membership value in region Rjl. Note that fijl/Rjl means that the membership 
value of region Rjl is fijl.  

STEP 2: Calculate the scalar cardinality countjl of each fuzzy region Rjl in the 
transactions for all DBk as:  

 
 

 STEP 3: Check whether the value countjl of the fuzzy region Rjl is larger than or 
equal to the predefined minimum count sn× . If the count of a fuzzy 
region Rjl is equal to or greater than minimum count, it can be treated as a 
fuzzy frequent itemset and put it in the set of L1. That is:  

L1 = {Rjl | countjl> sn× , mj ≤≤1 }. 
STEP 4: Build the sub-MFFP tree of each DBk ( Nk ≤≤1 ), which only keeps the 

fuzzy regions existing in L1.  
STEP 5: Find all leaf nodes of sub-MFFP tree of DBk initially for integrating the 

extracted branches into sub-MFFP tree of DBk+1 as an integrated MFFP tree. 
Trace all leaf nodes in the path from bottom to top to extract the node Rjl 
with the satisfied count forming a branch until it reaches the root node of 
sub-MFFPk tree, two cases may exist:  
Substep 5-1: If the parent-node at level (t-1) of the currently processed 

node Rjl has only one child-node at level t of the currently 
processed node Rjl, node Rjl with its count at level (t-1) is then 
directly extracted to form a pre-integrated node in the branch. 

Substep 5-2: Otherwise, set the count of the currently processed node Rjl at 
level (t-1) the same as its child-node at level t in the branch. 
Extract it to form a pre-integrated node in the branch. 

STEP 6: Merge the extracted branches in STEP 5 to form an integrated MFFP 
(iMFFP) tree. The following two cases may exist.  
Substep 6-1: If a fuzzy region Rjl in a transaction is at the corresponding 

branch of iMFFP tree, add the fuzzy value fijl of Rjl in the 
processed transaction to the node of Rjl in the branch. 

Substep 6-2: Otherwise, add a node of Rjl at the end of the corresponding 
branch, set the count of the node as the fuzzy value fijl of Rjl, 
and connect the node of Rjl in the last branch with the current 
node as a sequence. 

STEP 7: Repeat the STEPs 4 to 6 until all DBk have be integrated into one iMFFP 
tree.  

.
1
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STEP 8: Build an indexed Header_Table by keeping fuzzy frequent itemsets in 
STEP 3. Insert a node-link from the entry of Rjl in the Header_Table to the 
first branch of node Rjl. 

4 An Illustrative Example 

Assume that there are two quantitative databases DB1 and DB2 which shown in Table 
1, and the minimum support threshold s is set to 30%. Both of each consisted of 4 
transactions and 5 items, denoted {A} to {E}. 

Table 1. Two quantitative databases 

TID Item Database 
1 (A:5) (B:2) (C:5) DB1 
2 (A:3) (C:10) (D:2) (E:2) DB1 
3 (A:5) (B:2) (C:8) (E:6) DB1 
4 (C:9) (D:3) DB1 
5 (A:5) (C:10) (D:2) (E:9) DB2 
6 (A:8) (B:2) (C:3) DB2 
7 (B:3) (C:9) DB2 
8 (A:7) (C:9) (D:3) DB2 

Assume that the fuzzy membership functions are the same for all items shown in 
Figure 1. In this example, amounts are represented by three fuzzy regions: {Low}, 
{Middle}, and {High}. Thus, three fuzzy membership values are produced for each 
item in a transaction according to the predefined membership functions. 

0 1 6 11 Amount
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Fig. 1. The used membership functions 

STEPs 1 to 3: The quantitative values of the items in the transactions are represented 
as fuzzy sets using the membership functions. The scalar cardinality of each fuzzy 
region in the transactions of two databases is calculated as the count value and be 
checked against the specified minimum count, which is (8×0.3) (= 2.4) to find fuzzy 
frequent 1-itemsets. The results are shown in Table 2. 
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Table 2. Counts of fuzzy regions 

Fuzzy region Count 
A.Middle 4.2 

B.Low 3.0 
C.Middle 3.4 
C.High 3.8 
D.Low 2.8 

STEP 4: The sub-MFFP tree for two different quantitative databases are respectively 
built. The results of two trees are respectively shown in Figures 2 and 3. 
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1.6
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1.4
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1.4
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C.Middle
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0.4

C.Middle
0.4

 

Fig. 2. The sub-MFFP tree of DB1 
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0.4

 

Fig. 3. The sub-MFFP tree of DB2 

STEP 5: The leaf nodes of MFFP-tree in DB1 are then traced one by one. In this 
example, three branches can be desired from these leaf nodes. Figure 4 shows the 
result of the three branches. 
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A.Middle
1.6

B.Low
1.6

C.Middle
1.4

C.High
0.4

C.High
0.4

D.Low
0.4

A.Middle
0.4

C.Middle
0.2

C.High
1.0

D.Low
1.0

C.Middle
0.4

 

Fig. 4. Three branches of the currently sub-MFFP tree 

STEP 6: Insert the three branches of the sub-MFFP tree of DB1 into the iMFFP tree. 
Note that the sub-MFFP tree of DB2 is considered as the initial iMFFP-tree in this 
example.  

STEPs 7 & 8: After the step 6 is executed, two sub-MFFP trees are then merged 
together. Since no sub-MFFP trees should be merged, we create the Header_Table 
and insert node-links from the entry of a fuzzy region in the Header_Table to the first 
branch of that fuzzy region. The final iMFFP-tree has thus been constructed. The final 
results are shown in Figure 5. 

{root}

A.Middle
3.2

C.High
1.4

D.Low
1.4

C.Middle
0.6

B.Low
1.4

A.Middle
0.6

C.High
0.6

C.Middle
0.4

C.Middle
0.4

B.Low
1.6

C.Middle
1.4

C.High
1.4

C.High
1.4

D.Low
1.4

A.Middle
0.4

C.Middle
0.2

C.Middle
0.4

Header_Table

Item Count

A.Middle 4.2

B.Low 3.0

C.Middle 3.4

C.High 3.8

D.Low 2.8

 

Fig. 5. The final iMFFP-tree 

5 Experimental Results 

The experiments were performed on a real dataset called CONNECT [4]. It was 
divided into 2 and 5 sub-databases for constructing 2 and 5 sub-MFFP trees. The 
execution time of the proposed iMFFP-tree algorithm and the PFPTC algorithm [14] 
was compared in different minimum support thresholds. The results are shown in 
Figure 6.  
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It is obvious to see that the proposed algorithm had a better performance than the 
PFPTC algorithm both in the two or five sub-databases for integration. 

 

Fig. 6. The comparisons of execution times 

6 Conclusions 

In real-world applications, the information from several branches can be integrated 
into efficient rules for a parent industry to make correct decision. Thus, we propose 
the integrating MFFP-tree (iMFFP-tree) algorithm for merging several sub-MFFP 
trees into one. The branches in the sub-MFFP tree are efficiently extracted to integrate 
the other sub-MFFP trees in a sequence, thus forming an integrated MFFP tree for 
decision making. Experimental results also show that the proposed iMFFP-tree 
algorithm has a better performance than the PFPTC algorithm. 
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Abstract. We consider a special class of codes, namely ω-codes related
to infinite word which had been studied by many authors. Until now, the
best algorithm to test whether a regular language X is an ω-code has
time complexity O(n3), where n is the size of the transition monoid of
the minimal automaton recognizing X. In this paper, with any monoid
M saturating X (the transition monoid above is only a special case), we
propose a new test and establish a quadratic testing algorithm with time
complexity O(n2) to verify if X is an ω-code, where n is Card(M).

Keywords: infinitary, quadratic algorithm, infinite word, finite monoid,
omega-code.

1 Preliminaries

The notion of infinitary codes has been considered in [10,9]. In the class of codes
of finite words, a subclass of ω-codes has been studied in many works [7,6,4,1]
which showed its role in development of languages of finite and infinite words.
Until now, as shown in a deep survey on tests for ω-codes conducted by Augros
and Litovsky [1], the best testing algorithm for ω-codes has time complexity
O(n3), where n is the size of the transition monoid of the minimal automaton
recognizing the input language. In Section 2 of our paper, a new technique based
on finite graphs to establish a test for ω-codes is presented. As a consequence,
we obtain an effective testing algorithm for ω-codes with time complexity O(n2)
which is the main result of the paper and it is presented in Section 3.

In the following, we recall some notions (for more details, we refer to [3,5]).
Let A be a finite alphabet. As usual, A∗ is the free monoid generated by A whose
elements are called finite words, Aω is the set of all infinite words. An infinitary
language can include both finite and infinite words, the largest A∞ = A∗ ∪ Aω .
The empty word is denoted by ε and A+ = A∗−{ε}. The length |w| of the word
w = a1a2 · · · an with ai ∈ A is n. By convention |ε| = 0. A subset of A∗ is called
a language while a subset of Aω is an ω-language. For any language X ⊆ A∗, we
denote by X∗ the submonoid of A∗ generated by X , X+ = X∗ − {ε} and Xω

the ω-language

J.-S. Pan, S.-M. Chen, N.T. Nguyen (Eds.): ACIIDS 2012, Part I, LNAI 7196, pp. 338–347, 2012.
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Xω = {w ∈ Aω | w = u1u2 · · · withui ∈ X}.
A factorization of a word w in X+ (respectively in Xω) is a finite sequence (resp.
an infinite sequence) {u1, u2, . . . , un} (resp. {u1, u2, . . .}) of words of X such that
w = u1u2 · · ·un, n ≥ 1 (resp. w = u1u2 · · ·). A language X ⊆ A+ is a code (resp.
an ω-code) if every word w in A∗ (resp. in Aω) has at most one factorization on
X .

Let M be a monoid. For S, T ⊆M , we define left quotients and right quotients
of S by T as follows

T−1S = {u ∈M | ∃t ∈ T, t.u ∈ S},
ST−1 = {u ∈M | ∃t ∈ t, u.t ∈ S}.

The notations u−1S, Su−1 will be used when T = {u} is singleton. For any
u, v ∈M , we write uv instead of u.v whenever M = A∗.

Given X ⊆ A∗, we say that X is saturated by a monoid morphism ϕ : A∗ →M
if there exists B ⊆M such that X = ϕ−1(B) and in that case, we also say that
M saturates X and X is given by this tuple (ϕ,M,B). In case X is regular, M
can be chosen by the transition monoid of the minimal automaton recognizing
X , or by the syntactic monoid MX . We say that k = Card(MX) is the index of
the syntactic congruence of X , briefly k is the index of X or X of index k.

The following result is well-known for regular languages.

Lemma 1. Let X ⊆ A∗ be a language. The following conditions are equivalent:
(i) X is regular.

(ii) X is recognized by a finite automaton (or X is recognizable).
(iii) X is saturated by a morphism from A∗ onto a finite monoid M .

Since X is a code if and only if X∗ is a free monoid, the code properties of X can
be verified on the submonoid generated by X . The following basic properties that
can be checked by definition, provide us tools to establish an effective algorithm
to test whether a regular language of finite words is an ω-code or not.

Lemma 2. Let h : A∗ →M be a surjective monoid morphism saturating X,Y .
Suppose X = h−1(K), Y = h−1(L), h(X+) = T for some K,L, T ⊆ M , then
X ∪ Y = h−1(K ∪ L), X ∩ Y = h−1(K ∩ L), X − Y = h−1(K − L), X−1Y =
h−1(K−1L), XY −1 = h−1(KL−1), and (X+)−1Y = h−1(T−1L).

Proof. By assumption X = h−1(K), Y = h−1(L), using basic property of
mapping we directly obtain X ∪ Y = h−1(K ∪ L), X ∩ Y = h−1(K ∩ L),
X − Y = h−1(K − L), X−1Y = h−1(K−1L), XY −1 = h−1(KL−1).

To prove (X+)−1Y = h−1(T−1L), since h(X+) = T and X = h−1(K), we
have K+ = T .

Now, for all w ∈ (X+)−1Y , there exist x1, x2, . . . , xn ∈ X, y ∈ Y such that
x1x2 · · ·xnw = y. This implies h(x1).h(x2) · · ·h(xn).h(w) = h(y) ∈ L. Since
h(xi) ∈ K then h(w) ∈ (K+)−1L. Thus w ∈ h−1(T−1L).

Conversely, let w ∈ h−1(T−1L), we have
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h(w) ∈ T−1L = (K+)−1L⇔ ∃α ∈ K+ : α.h(w) ∈ L.

Now α ∈ K+ implies α = α1.α2 · · ·αp, αi ∈ K, i = 1, . . . , p. Since h is sur-
jective and X = h−1(K), then there exist xi ∈ X, i = 1, . . . , p such that
αi = h(xi). We have α = h(x1x2 · · ·xp), then α.h(w) = h(x1x2 · · ·xpw). This
implies x1x2 · · ·xpw ∈ h−1(L) = Y and we have w ∈ (X+)−1Y . ��
By Lemma 2, the following corollary is obvious

Corollary 1. Let X,Y ⊆ A∗ be regular languages, and let P be a finite monoid,
and h : A∗ → P be a surjective monoid morphism. If X and Y are saturated by
h, then h saturates all L ∈ A(X,Y ), where A(X,Y ) is the class of languages
obtained from X,Y by taking a finite number of boolean operations and formation
of left and right quotients.

Proposition 1. Let X,Y ⊆ A∗ be regular languages, and f : A∗ → M and
g : A∗ → N be monoid morphisms, f saturates X and g saturates Y . Let h :
A∗ → P ⊆ M × N be the surjective monoid morphism given by: ∀a ∈ A∗,
h(a) = (f(a), g(a)) and P is the submonoid of M ×N generated by the set of all
elements h(a), a ∈ A. Then h saturates both X and Y .

Example 1. (i) Let ϕ : A∗ → M be a monoid morphism saturating X,X ⊆
A∗, A �= ∅, and let Y = {ε}. Consider Z2 = {0, 1} as the monoid of integers
modulo 2 with the unit 1. Obviously, Y = {ε} is saturated by the monoid
morphism g : A∗ → Z2, which is defined by: g(ε) = 1 and for all a ∈ A,
g(a) = 0. It is easy checked that both X and Y = {ε} are saturated by the
surjective monoid morphism h : A∗ → P ⊆ M × Z2 defined by: ∀a ∈ A∗,
h(a) = (ϕ(a), 0), 1P = h(ε) = (1M , 1).

(ii) In the case Y = {ε}, a more simple method for constructing a surjective
morphism saturating both X and Y can be presented as follows

Extend M to new monoid M1 = M ∪ {1} where 1 /∈ M as the new unit of
M1 by extra conditions (1.x = x.1 = x, ∀x ∈M1).

Define h′ : A∗ →M1 by h′(a) = ϕ(a), ∀a ∈ A but h′(ε) = 1.
From h′ : A∗ → M1 we define the surjective morphism h1 : A∗ → P =

h′(A)∗ ⊆M1 which is induced from h′: h1(a) = h′(a), ∀a ∈ A, h1(ε) = h′(ε) = 1.

2 Testing Rational ω-Codes

2.1 A Language Algorithm

In this section, we recall a test for ω-codes proposed in [1].
Given a language X ⊆ A+, we consider a sequence of sets Vi defined

recursively as follows

V1 = (X+)−1X − {ε}, Vi+1 = (ViX
∗)−1X, i ≥ 1. (1)

Then, we have the following theorem that gives a criterion for ω-codes.
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Theorem 1 ([1]). Let X ⊆ A+ be a regular language and let Vi (i ≥ 1) be
defined in (1). Then, X is an ω-code if and only if there exists i ≥ 1 such that
Vi = ∅.

Remark 1. The correctness of the test is deduced from Theorem 1, but we remark
that the proof of Theorem 1 in [1] should be improved with the use of lemmata
and propositions.

We deduce the following direct result

Corollary 2. Let X ⊆ A+ and let Vi (i ≥ 1) be defined in (2). If ε ∈ Vi for
some i ≥ 1 then X is not an ω-code.

Example 2. Let A = {a, b}.
For X = {aa, baa, ba}, we have V1 = V2 = · · · = {a}. This implies Vi �= ∅ for

all i ≥ 1, thus X is not an ω-code.
For Y = {a, b}, we have V1 = ∅, thus Y is an ω-code.

2.2 An Algorithm Basing on Monoids

Given a regular language X ⊆ A∗, then by Proposition 1, X is saturated by
a surjective morphism h from A∗ onto a finite monoid P . As shown in [1], by
using monoid approach, one can build an O(n3) algorithm to test whether X is
an ω-code, where n is the size of the transition monoid of the minimal automaton
recognizing X . In this section, with n is the size of any monoid P saturating
X , we establish a quadratic algorithm to test whether X is an ω-code or not.
In Theorem 2 below, we show that verifying whether X is an ω-code reduces to
verifying whether there exists a special cycle in P .

Definition 1. Let X ⊆ A+ be a regular language and let h : A∗ → P be a
surjective monoid morphism saturating both Y = {ε} and X, where P is finite,
X = h−1(K), Y = h−1(L), L = {1P}, S = K∗, T = K+ with K,L ⊆ P . A rho-
cycle in P is a sequence e1, e2, . . . , ej such that e1, e2, . . . , ej−1 are all distinct,
but ej = ei, j > i with

e1 ∈ T−1K − L, ei+1 ∈ (ei.S)−1K, i ≥ 1. (2)

Then, we have the following results

Lemma 3. Let X ⊆ A+ be a regular language and let h : A∗ → P be a surjective
monoid morphism saturating both Y = {ε} and X, where P is finite, X =
h−1(K), Y = h−1(L), L = {1P}, S = K∗, T = K+ with K,L ⊆ P . Let Vi (i ≥ 1)
be defined in (1) and let e1, e2, . . . , ej = ei, j > i be a rho-cycle in P . Then, we
have h−1(en) ⊆ Vn for all n ≥ 1.

Proof. The proof is proceeded by induction on n.
For n = 1. First, let α ∈ h−1(e1), then h(α) = e1 ∈ T−1K − L. We have
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h(α) ∈ T−1K − L = (K+)−1K − {1P} ⇔ (∃p ∈ K+, k ∈ K : h(α) ∈
p−1k, h(α) �= 1P ⇔ k = p.h(α), h(α) �= 1P ).

Now p ∈ K+ implies that that p = k1.k2. · · · .kλ, ki ∈ K, i = 1, . . . , λ. Since h
is surjective and X = h−1(K), then there exist x ∈ X such that k = h(x) and
yi ∈ X such that ki = h(yi), i = 1, . . . , λ. Thus, we have

h(x) = h(y1).h(y2). · · · .h(yλ).h(α) = h(y1y2 · · · yλα) ∈ K,h(α) �= 1P .

This implies u = y1y2 · · · yλα ∈ h−1(K) = X . Thus α = (y1y2 · · · yλ)−1u ∈
(X+)−1X . Since h(α) �= 1P , then α �= ε. Hence α ∈ (X+)−1X − {ε} = V1.

Hence the assertion holds for n = 1.
Suppose now it is true for some n > 1, we prove it remains true for n + 1.

First, let α ∈ h−1(en+1) and let γ ∈ h−1(en), then h(α) ∈ (en.S)−1K. We have

h(α) = en+1 ∈ (en.S)−1K ⇔ (∃p ∈ K∗, k ∈ K : h(α) ∈ (en.p)−1k ⇔ k =
en.p.h(α)).

This implies h(x) = h(γy1y2 · · · yλα) ∈ K with x ∈ X and y1, y2, . . . , yλ ∈ X ,
λ ≥ 0. We have u = γy1y2 · · · yλα ∈ X . By assumption, γ ∈ h−1(en) ⊆ Vn.
Hence α = (γy1y2 · · · yλ)−1u ∈ (VnX

∗)−1X = Vn+1.
Therefore, the assertion holds for all n ≥ 1. ��

Then, we have the following theorem that gives a criterion for ω-codes.

Theorem 2. Let X ⊆ A+ be a regular language and let h : A∗ → P be a
surjective monoid morphism saturating both Y = {ε} and X, where P is finite,
X = h−1(K), Y = h−1(L), L = {1P}, S = K∗, T = K+ with K,L ⊆ P . Let
Vi (i ≥ 1) be defined in (1). Then, X is not an ω-code if and only if there exists
a rho-cycle e1, e2, . . . , ej = ei, j > i in P .

Proof. (⇒) Suppose that X is not an ω-code, then by Theorem 1, Vi �= ∅ for
all i. Let N = Card(P ) + 1, then the exists a sequence v1, v2, . . . , vN−1, vN with
v1 ∈ V1, vi+1 ∈ (viX

∗)−1X , N > i ≥ 1. Indeed, we construct this sequence as
follows. First, since VN �= ∅, we can always pick out vN ∈ VN = (VN−1X

∗)−1X .
Next, we have

vN ∈ (VN−1X
∗)−1X ⇔ (∃x ∈ X∗, vN−1 ∈ VN−1, x1 ∈ X : vN = (vN−1x)−1x1 ∈

(vN−1X
∗)−1X).

Thus we can always pick out vN−1 ∈ VN−1 such that vN ∈ (vN−1X
∗)−1X . We

apply this argument until we obtain v1.
Now, let ei ∈ h(vi) we show that there exists a rho-cycle e1, e2, . . . , ej =

ei, j > i in P . First, let e1 ∈ h(v1). We have

v1 ∈ V1 ⇔ (∃x1x2 · · ·xλ ∈ X+, x ∈ X,λ ≥ 1, x ∈ X : x1x2 · · ·xλv1 = x, v1 �= ε).

Since h is surjective, and X = h−1(K) then there exist k1, k2, . . . , kλ ∈ K
such that ki = h(xi), λ ≥ i ≥ 1 and k ∈ K such that k = h(x). Thus, we have
k1.k2. · · · .kλ.e1 = k ∈ K, e1 �= 1P . Hence e1 ∈ (k1.k2. · · · .kλ)−1k ⊆ (K+)−1

K − L.
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Next, let e2 ∈ h(v2), there exist x1, x2, . . . , xλ, x ∈ X and k1, k2, . . . , kλ, k ∈
K, λ ≥ 0 such that ki = h(xi), k = h(x) and e1.k1.k2. · · · .kλ.e2 = k ∈ K.
Therefore e2 ∈ (e1.k1.k2. · · · .kλ)−1k ⊆ (e1.S)−1K.

We apply this argument until we obtain eN .
If e1, e2, . . . , eN are all distinct then the number of different ei’s exceeds

Card(P ). Thus, there exist i < j ≤ N such that ej = ei. Therefore P has a
rho-cycle e1, e2, . . . , ej = ei, j > i.

(⇐) Suppose that P has a rho-cycle e1, e2, . . . , ej = ei, j > i. Now we put an
arrow ei → ei+1 if ei+1 ∈ (ei.S)−1K. Then, by assumption, we have a path

e1 → e2 → · · · → ei → ei+1 → · · · → ej

We have ei+1 ∈ (ei.S)−1K = (ej .S)−1K since ej = ei. Thus, we have a path

e1 → e2 → · · · → ei → ei+1 → · · · → ej → ei+1 (3)

which implies an infinite path

e1 → e2 → · · · → ei → ei+1 → · · · → ej → ei+1 → · · ·
Thus, there exists an infinite sequence e1, e2, . . . , ej = ei, ej+1 = ei+1, . . . Then,
by Lemma 3, ∅ �= h−1(ei) ⊆ Vi, ∀i ≥ 1. We deduce that Vi �= ∅ for all i ≥ 1.
This implies that X is not an ω-code.

The proof is completed. ��

2.3 A Graph Algorithm

In this section, our main consideration is a graph algorithm for testing of ω-
codes. From the monoid P and K,S ⊆ P defined in Section 2.2, we construct a
coloured directed graph G = (V,E) as follows. Firstly, E = ∅. Let V = P and
E is updated by

If m ∈ e.S, then we add a red arrow e
red−→ m into E.

If a.b ∈ K or equivalently b ∈ a−1K, then we add a blue arrow a
blue−→ b

into E.

We have the fact

e
red−→ m

blue−→ e′ ⇔ (m ∈ e.S ∧m.e′ ∈ K)⇔ e′ ∈ (e.S)−1K. (4)

Now for each path mentioned in (3)

e1 → e2 → · · · → ei → ei+1 → · · · → ej → ei+1

can be extended to a path in G

e1
red−→ m1

blue−→ e2
red−→ · · · blue−→ ei+1

red−→ · · · blue−→ ej
red−→ mj

blue−→ ei+1.

Then, as a consequence of Theorem 2, the following theorem is obvious

Theorem 3. Let X ⊆ A+ be a regular language and G = (V,E) be defined
as above. Then, X is not an ω-code if and only if there exists a rho-cycle
e1, e2, . . . , ej = ei, j > i in G.
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3 A Quadratic Algorithm for Testing of ω-Codes

At first, by considering a path

e1 → e2 → · · · → ei → ei+1 → · · · → ej

and using the cycle detection algorithm on G [2,8], it seems that we can obtain a
simple algorithm to test for ω-codes. But unfortunately, adding arrows ei → ei+1

by condition (ei → ei+1 if ei+1 ∈ (ei.S)−1K) can lead to an algorithm running
in O(n3) time, which is not better than the one in [1]. To avoid this, by a trick
expanding G to a new graph G′ so that we can apply the algorithm [2,8] to
obtain a quadratic algorithm for testing of ω-codes.

We can assume the input of this algorithm as a tuple (ϕ,M,B), with ϕ :
A∗ → M is a monoid morphism saturating X , M is a finite monoid, B ⊆
M, X = ϕ−1(B), and the claim for the algorithm is the answer whether or not
X is an ω-code and suppose that Card(A) is a constant.

Lemma 4. Let M be monoid, Card(M) = n, then there exists an algorithm to
find K∗,K+ for any K ⊆M , with time complexity O(n2).

Proof. Indeed, we have K+ = K∗.K,

K∗ =

{
K+ if 1M ∈ K+

K+ ∪ 1M otherwise.

Now, for presentation of K,T = K+, S = K∗ as subsets of M , we use some
arrays of n elements. For every e ∈M , we present

flagK(e) = 1⇔ e ∈ K,
flagS(e) = 1⇔ e ∈ S,
flagT (e) = 1⇔ e ∈ T .

Step 0: Initiation, for all e ∈ M we set flagK(e) = flagS(e) = flagT (e) = 0.
The time and space complexity for this step is O(n).
Step 1 (Update the array flagK): For every e ∈ K, set flagK(e) = 1. The time
complexity for this step is O(n).
Step 2: We need to define a table T for presentation of the binary operation on
M : for every e, f ∈ M , e.f = m if and only if T (e, f) = m. This step can be
completed in time and space complexity O(n2).
Step 3: Constructing a directed graph G = (V,E). At first, V = M,E = ∅ and
E is updated by

for x ∈M do
for f ∈M do

if e �= f and T (f, x) = e then
add f −→ e into E;

Hence, Step 3 can be done in time and space complexity O(n2).
Step 4 (Update the array flagT ): It is easy to see that for every m ∈M ,
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m ∈ K+ ⇔ m ∈ 1M .K+ ⇔ (∃e1, e2, . . . , el ∈M : e1 ∈ 1M .K, e2 ∈ e1.K, e3 ∈
e2.K, · · · ,m = el ∈ el−1.K),

or equivalently, there exists a path starting from 1M and ending at m in G. Using
the Dijkstra algorithm, we can construct a subprocedure visit(1M ) with time
complexity O(n2) to update the array flagT (i.e. flagT (m) = 1⇔ m ∈ T ).
Step 5 (Update the array flagS): Two cases happen

If 1M ∈ K+, or equivalently, flagT (1M) = 1 then set flagS(e) =
flagT (e) for any e ∈M .

Otherwise, 1M /∈ K+, then set flagS(e) = flagT (e) for any 1M �= e ∈M
and flagS(1M) = 1. This step has time complexity O(n).

Hence, totally, the time and space complexity for the whole 5 steps is O(n2).
This completes the proof. ��
Remark 2. As a direct consequence of Lemma 4, from a given monoid morphism
h : A∗ →M which saturates a regular language X ⊆ A∗, Card(M) = n, we can
define P = K∗ from K = h(A) with time complexity O(n2). Use this P , we can
define a surjective morphism h′ : A∗ → P which also saturates X .

Theorem 4. Let X ⊆ A+ and let h : A∗ → P be a surjective monoid morphism
saturating X. There exists an algorithm with time complexity O(n2) to determine
whether there exists any rho-cycle in P.

Proof. Indeed, we can assume X is given by a tuple (h,K, P ) with h−1(K) = X .
Step 1 (constructing G).

From P,K, we can construct S = K∗, T = K+ with the time complexity
O(n2) by using Lemma 4.

Use S, T,K, P , we define a graph G = (V,E), with V = P×I where I = {1, 2},
and E is constructed by the following procedure

for e ∈ P do
for s ∈ P do

if s ∈ S (or equivalently flagS(s) == 1) then

add the arrow ((e, 1)
red−→ (e.s, 2)) to E;

for m ∈ P do
for e ∈ P do

if m.e ∈ K (or equivalently flagK(m.e) == 1) then

add the arrow ((m, 2)
blue−→ (e, 1)) to E

if m.e ∈ K and m ∈ T and e �= 1P then
start(e, 1) = 1;

Note that we present start(e, 1) = 1 for the condition e ∈ T−1K − L where the
start is an array of n elements in P .

Hence, constructing G requires time O(n2).
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Step 2 (detecting a rho-cycle in P is equivalent to detecting a rho-cycle in G)

boolean containsCycle(Graph g)
for each vertex v in g do

v.mark = WHITE;
for each vertex v in g do

if v.mark == WHITE and start(v, 1) == 1 then
if visit(g, v) then
return TRUE;

return FALSE;

boolean visit(Graph g, Vertex v)
v.mark = GREY;
for each edge (v, u) in g do

if u.mark == GREY and u.index == 1 then
return TRUE;

else if u.mark == WHITE then
if visit(g, u) then
return TRUE;

v.mark = BLACK;
return FALSE;

Note that we use the notation u.index = 1 to denote (u, 1) ∈ V .
Let us remark that the algorithm presented in Step 2 is called coloured depth

first search (DFS) algorithm whose time complexity is O(Card(V ) + Card(E))
[2,8]. We have Card(V ) = 2.Card(P ) ≤ 2.(Card(M) + 1) = 2n + 2, Card(E) ≤
(2n + 2)2. Hence, Step 2 can be completed in O(n2). ��

Algorithm 1. (The test for ω-codes in regular case)

Input: A regular language X ⊆ A+ is given by a tuple (ϕ,M,B),
with ϕ : A∗ →M, M is a finite monoid, B ⊆M, X = ϕ−1(B).

Output: “YES” if X is an ω-code, “NO” otherwise.
Step 1: From the tuple (ϕ,M,B), construct a surjective monoid morphism

h : A∗ → P ⊆M1 saturating both X and Y = {ε}
(by the method in Example 1 (ii))

Step 2: Calculate K = P ∩B which satisfies h−1(K) = X.
Step 3: Calculate T = K+, S = K∗.
Step 4: From P,K, S, T construct a directed graph G with the set of vertices is

P × I by the method mentioned in the proof of Theorem 4 (Step 1).
Step 5: Determine whether there exists a rho-cycle in G

If there exist some rho-cycles in G then
Return “NO”;

Else
Return “YES”;
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Details and Complexity of the Algorithm

1) In Step 1, by using Lemma 4, as in Example 1 (ii), the time complexity is
O(n2) to define two arrays flagP, f lagB.

2) In Step 2, calculating K requires a time complexity O(n) by conditions:
flagK(x) = 1 if and only if flagP (x) = 1 and flagB(x) = 1 for any x ∈M1.

3) In Step 3, calculating T = K+ and S = K∗ as subsets of P require a time
complexity O(n2), by Lemma 4.

4) In Step 4 and Step 5, applying Theorem 4, the time complexity for these steps
is O(n2).

As a consequence of Theorems 3 and 4, the main result of this section can be
formulated as follows

Theorem 5. Given as input a tuple (ϕ,M,B), with ϕ : A∗ → M is a monoid
morphism saturating X, M is a finite monoid, B ⊆M, X = ϕ−1(B), Algorithm
1 allows us to decide whether or not X is an ω-code in O(n2) time, where
n = Card(M).
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Abstract. Attribute Oriented Induction method （short for AOI）is one of the 
most important methods of data mining. The input value of AOI contains a 
relational data table and attribute-related concept hierarchies. The output is a 
general feature inducted by the related data. Though it is useful in searching for 
general feature with traditional AOI method, it only can mine the feature from 
the single-value attribute data. If the data is of multiple-value attribute, the 
traditional AOI method is not able to find general knowledge from the data. In 
addition, the AOI algorithm is based on the way of induction to establish the 
concept hierarchies. Different principles of classification or different category 
values produce different concept trees, therefore, affecting the inductive 
conclusion. Based on the issue, this paper proposes a modified AOI algorithm 
combined with a simplified Boolean bit Karnaugh map. It does not need to 
establish the concept tree. It can handle data of multi value and find out the 
general features implied within the attributes. 

Keywords: Attribute Oriented Induction, Multi-Value-Attribute, Boolean bit, 
Karnaugh Map. 

1 Introduction 

Data mining extracts implicit, previously unknown and potentially useful information 
from databases. Many approaches have been proposed to extract information. 
According to the classification scheme proposed in recent surveys (Chen et al., 1996; 
Han and Kamber, 2001), one of the most important ones is the attribute-oriented 
induction (AOI) method. This approach was first introduced in Cai et al. (1990),  
Han etal. (1992), Han et al. (1993). 

The AOI method was developed for knowledge discovery in relational databases. 
The input of the method includes a relation table and a set of concept trees (concept 
hierarchies) associated with the attributes (columns) of the table. The table stores the 
task-relevant data, and the concept trees represent the background knowledge. The 
core of the AOI method is on-line data generalization, which is performed by first 
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examining the data distribution for each attribute in the set of relevant data, 
calculating the corresponding abstraction level that the data in each attribute should 
be generalized to, and then replacing each data tuple with its corresponding 
generalized tuple. The major generalization techniques used in the process include 
attribute-removal, concept-tree climbing, attribute-threshold control, propagation of 
counts and other aggregate values, etc. Finally, the generalized data is expressed in 
the form of a generalized relation from which many kinds of rules can be discovered, 
such as characteristic rules and discrimination rules. For more details, please refer to 
the original papers (Cai et al., 1990; Han et al., 1992; Han et al., 1993). 

Undoubtedly, the AOI method has achieved a great success. Because of its success, 
extensions have been proposed in the following directions: (1) extensions and 
applications based on the basic AOI approach (Han et al., 1993; Han et al., 1998; Lu et 
al., 1993), (2) more efficient methods of AOI (Carter and Hamilton, 1995; Carter and 
Hamilton, 1998; Cheung et al., 2000), (3) more general background knowledge 
(Hamilton et al., 1996; McClean et al., 2000), (4) integrating AOI with other information 
reduction methods (Hu and Cercone, 1996; Shan et al., 1995) and (5) proposing new 
variants of generalized rules (Tsumoto, 2000). (6) proposes a dynamic programming 
algorithm, based on AOI techniques, to find generalized knowledge from an ordered list 
of data(Chen and Shen, 2005). 

AOI related algorithms conduct data induction with the help of concept hierarchies, 
which are needed for each inducted attribute and taken as a prerequisite to apply AOI. 
Concept hierarchies are the main characteristics of AOI and the primary reasons that AOI 
can conduct induction. However, the major characteristics have also become the major 
bumper of AOI applications.  Two problems are rooted on the hierarchies. The first one 
is the scarce availability of creditable concept hierarchies. In many cases, users who need 
to summarize data for huge tables find the application of AOI unrealistic simply because 
the targeted attributes do not have sensible concept hierarchies. The second problem 
stems from the concept hierarchies are that concept hierarchies and associated attributes 
can only hold up to a single value. Unfortunately, many census data which would 
otherwise make very good applications of AOI, store data with multiple-value formats. 
For example, Table 1 shows a census data for several areas which are crime hot spots. 
The table contains the attributes of Area, Marital status, Gender and Education. Except 
Area, the other three attributes store data in set oriented multi-valued format. Each value 
in the set is a pair of <ordinal value, count>, where the ordinal value denotes a banded or 
categorical value which are totally ordered in their sorts; the count is the population in the 
area that are categorized into the corresponding group. For example, {<g1, 30> <g2, 
70>}, in Area1 means that 30 persons in the area is has the gender of g1 and 70 of them 
has the gender of g2.  

However, there are still ways AOI following a number of common shortcomings: 
(1) must have the concept trees, set up the concept trees varies from person to person, 
and finally summed up the rules will be different. In this paper, an algorithm is 
proposed to induct data organized in sets of ordinal and numeric pairs. Furthermore, 
no hierarchies are needed to induct the data. (2) can only deal with single-valued 
property. Unfortunately, a lot of information belong to many multi-value property 
values, such as census data, so the existing AOI response to the above questions, 
especially for multi-valued attribute value data, this paper presents a new AOI 
method, first the value of property 2 element of treatment, and then use Boolean 
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function simplification, combined with Karnaugh Map Simplification of inductive 
methods, and finally re-scanned to identify a broad knowledge of statistics.  

Table 1. 10 crime hot spots (DB) 

Area gender age education 
1 <g1,30><g2,70> <a1,20><a2,30><a3,50> <e1,20><e2,10><e3,40><e4,30> 
2 <g1,45><g2,55> <a1,25><a2,35><a3,40> <e1,15><e2,10><e3,35><e4,30> 
3 <g1,65><g2,35> <a1,35><a2,25><a3,40> <e1,30><e2,40><e3,10><e4,20> 
4 <g1,40><g2,60> <a1,20><a2,40><a3,40> <e1,10><e2,10><e3,40><e4,40> 
5 <g1,35><g2,65> <a1,30><a2,20><a3,50> <e1,25><e2,5><e3,40><e4,30> 
6 <g1,60><g2,40> <a1,25><a2,25><a3,50> <e1,20><e2,15><e3,35><e4,30> 
7 <g1,20><g2,80> <a1,10><a2,40><a3,50> <e1,5><e2,30><e3,35><e4,30> 
8 <g1,70><g2,30> <a1,30><a2,40><a3,30> <e1,10><e2,40><e3,40><e4,10> 
9 <g1,40><g2,60> <a1,20><a2,10><a3,70> <e1,20><e2,20><e3,30><e4,30> 

10 <g1,35><g2,65> <a1,20><a2,30><a3,50> <e1,20><e2,10><e3,40><e4,30> 

g1: the number of male, g2:the number of female, 
a1: the amount of youth, a2: the amount of adult, a3: the amount of elder. 
e1: the number of primary school graduated, e2: the number of high school 
graduated, e3: the number of university graduated, e4: the number of post 
graduated.  

In view of these weaknesses, this paper proposed a new AOI method, In the 
algorithm, a translation procedure is deployed to translate each multi-value into a 
sequence of binary digits. The binary sequences are merged and hence inducted with 
Karnaugh map. The the last attribute value and then the same group of variables can 
be summarized in total by the following rules: 

{<g1,L><g2,H>}{<a1,L><a3,H>}{<e1,L><e3,H><e4,H>}  Y％ 

That is: 
Law and order problems will have the characteristics of Y% is the number of 

female more and more elderly and more than for tertiary education more. 

2 The Data Structure and the Algorithm 

This research aims to answer the limitation of multi-value attribute induction 
approach. Each multi-value attribute contains a set of pairs of ordinal and numeric 
values. The author proposed a method, which transforms each and numeric value into 
a Boolean bit and organize the bits into binary numbers according to the ordinal 
positions. The binary numbers are used to perform induction with the application of   
simplication Karnaugh Map. 

2.1 Composition of Binary Values 

The first step in the stage is to transform each numeric value in the set of ordinal and 
numeric value pair into a Boolean bit, which is equal to the result of comparing the 
corresponding number to the average of the numbers in the set. The second step then 
organizes the bit values into transformed binary numbers by ordering the Boolean bit 
according to corresponding ordinal position in the set. 
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Definition 1 (Data Transformation rules)   
A.  Let o be an ordinal number and n be a numeric value then <o, n> is an 

ordinal-numeric pair. 
B.  If S is a set of ordinal-numeric pairs, <o, n> in S and  
        b = ( n >=  (∑<u,v>∈S V)/|S|) then 
        <o,b> is a ordinal-Boolean pair.  
C.  If {<oi,bi>}, where 1<= i <=n, is a set of n ordinal-Boolean pairs, then 
    b1*2n-1 + b2 *2n-2 …+bn is a transformed binary value.   

For instance, in the first row of the education attribute in Table 1, the original value is 
{<e1,20>, <e2,10>, <e3,40>, <e4,30>}. According to Data Transformation rules, the 
corresponding set of ordinal-Boolean pairs is {<e1, 0>, <e2, 0>, <e3,1>, <e4,1>} and the 
transformed binary value is 0011. Table 2 shows the complete transformation of Table 1.  

Table 2. The Booleans values of 10 crime hot spots (DB) 

TID gender age education 
1 01 001 0011 
2 01 011 0011 
3 10 101 1100 
4 01 011 0011 
5 01 001 0011 
6 10 001 0011 
7 01 011 0111 
8 10 010 0110 
9 01 001 0011 

10 01 001 0011 

2.2 Binary Induction with the Application of Simplification Karnaugh Map 

The induction process employs simplication Karnaugh map to summarize binary 
numbers without relying on induction hierarchies. Alan B. Marcovitz, (2005).  

A Karnaugh map has a square for each ‘1’ or ‘0’ of a Boolean function. One 
variable Karnaugh map has 21 = 2 squares, Two variable Karnaugh map has 22 =4 
squares, Three variable Karnaugh map has 23 = 8 squares, Four variable Karnaugh 
map has 24 = 16 squares etc. shown in Fig. 1. 

 

 

  r0   r1 

r0  r2 
 
r1  r3 

r0  r4 
 
r1  r5 
 
r3  r7 
 
r2  r6 

r0   r4   r12   r8 
 
r1   r5   r13   r9 
 
r3   r7   r15  r11 
 
r2   r6   r14  r10 

 

Fig. 1. Karnaugh map 
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The detailed processes have been illustrated by taking table 2 as an example. As 
shown previous, there are 4 variables in the ‘education’ table. The corresponded 
Karnaugh map is 16,(24), squares table. If we put the e1, e2, e3, e4, as seen in figure 2, 
the counting of 0011 is 7 and 0101,0111,1100 is 1. The result of this transformation 
as illustrated in Fig. 2. 

 

0 0 1 0 

0 1 0 0 

7 1 0 0 

0 0 0 0 

Fig. 2. The results of education attribute transferred to Karnaugh map 

Based on the rule of Karnaugh map, we can take one variable out of the two 
adjacent variables. In Table 2, Education, there are two groups which variable is 
adjacent with each other, (r3, r5) and (r5, r7), and the variable r12 stands alone. The 
expression is indicating as shown follows. 

( ) ( )
( )
( )

1100010111_0

1100010101110011

12573

12,7,5,3,,, 4321

++=
+++=

+++=

=∑
rrrr

rrrrmeeeeF

                         (2) 

Equation (2) reveals that the value ‘0011’ and ‘0111’ will be transferred to ‘0_11’. 
Following similar procedure, the ‘age’ got 3 values whose Karnaugh map can be 

shown in Fig. 3. 

0 0 

5 1 

3 0 

1 0 

Fig. 3. The results of age attribute transferred to Karnaugh map 

After similar simplification process, the result of ‘age’ attribute can be described in 
equation (3).  

             

( ) ( )
( )
( )

0010101_0

001010011001

5231

5,3,2,1,, 321

++=
+++=

+++=

=∑
rrrr

rrrrmaaaF

                        (3) 

Equation (3) reveals that the value ‘001’ and ‘011’ will be transferred to ‘0_1’. 
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It is not necessary to simplify ‘gender’ attribute, since there is only 2 values within it.  

Table 3. The Boolean values of 10 crime hot spots (DB) has been converted into DB’ 

TID gender age education 
1 01 0_1 0_11 
2 01 0_1 0_11 
3 10 101 1100 
4 01 0_1 0_11 
5 01 0_1 0_11 
6 10 0_1 0_11 
7 01 0_1 0_11 
8 10 010 0110 
9 01 0_1 0_11 

10 01 0_1 0_11 

2.3 Stop Condition of the Induction 

In this study, the definition of the “stop condition of the induction algorithm” is by 
way of re-checking the induction results in Table 3. Keep one data of the same 
attribute in the field in the table before re-checking, shown in Table 4. The inductive 
algorithm of attribute “education” and “age” can not be simplified anymore. 
Therefore, the algorithm must be stopped. 

Table 4. The Boolean values of 10 crime hot spots (DB’) 

TID Gender Age Education 
1 01 0 1 0 11 
3 10 101 1100 
6 10 0 1 0 11 
8 10 010 0110 

2.4 Inductive Rule 

Sum up the values in the same column and row, 7 data are found to have the exact 
same value in each field. Then divide the above data by the total number of the data 
which gets an outcome of 70％. This is the inductive degree. The inductive rules are 
shown in Fig. 4. In this case, there is only one rule of high inductive degree. Due to 
the difficulty of interpreting binary values, the expression of the rule is then reduced 
to its symbolic form of raw data. As shown in Fig. 5, 0 means the value lower than the 
number of average threshold represented by L. 1 is the value higher than the number 
of average threshold represented by H. Where “baseline” indicates “do not care”, 
which means interpretation without transformation. 

rule 1 : {01}  {0 1}  {0 11}  70% 

Fig. 4. Rule after induction 
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rule1 : {<g1,L><g2,H>}  {<a1,L><a3,H>}  {<e1,L><e3,H><e4,H>}  70% 

Fig. 5. Rule of easy-to-interpret after induction 

2.5 Simplification Rules of the Modified Karnaugh Map 

Simplification of Boolean algebra Karnaugh map in the most efficient, Karnaugh map 
provides a graphic (box) between the point of view of the relationship, to find two 
adjacent, 4, 8, 16 a group (re-select), you can simplify. 

But the result has been repeated to select the option to repeat the question of 
attribution circle and lead to property value when summed up, the issue of double 
counting, it should be amended to do something. Circle option was to repeat, the 
majority of the combined selection and simplification to four variables Karnaugh map 
as an example, shown in Fi. 6. 

 
0 0 0 0  0 0 0 0 

3 6 4 0 1 4 6 0 

2 5 0 0 2 7 3 0 

0 2 0 0 0 0 0 0 

(a)                                        (b) 

Fig. 6. Modify Karnaugh map simplification rules 

(1) Fig. 6 (a) based on the original Karnaugh map simplification rules, r1, r3, r5, r7 
as a group, r5, r13 a, r7, r6 a, r5 and r7 of which are repeated to select, r1, r3, r5, r7 
total number of (3 +2 +6 +5) = 16, r5, r13 Total Views (6 +4) = 10, r7, r6 total 
number of (5 +2) = 7, in order to avoid repeated induction calculation, so I chose to 
select r1, r3, r5, r7, chosen to give up r6, r13. 

(2)Fig. 6 (b) based on the original Karnaugh map simplification rules, r1, r3, r5, r7 
circle a group of selected, r5, r7, r13, r15 circle a group of selected, but r5, r7 was 
chosen to repeat, so I chose to select the number of larger (4 +7 +6 +3) = 20 of r5, r7, 
r13, r15 for a group, r1, r3 for the other group. 

3 Performance Evaluation 

3.1 Experimental Environment 

In this section, a simulation is performed to empirically evaluate the performance of 
the proposed method. The KMAOI algorithm is implemented in C language and 
tested by using a PC with a P4 2.4G processor and 1024MB main memory under the 
Windows XP operating system. Since the AOI method has a much better time 
complexity than the KMAOI algorithm, the objective of the simulation is not to 
compare the number of times the PC runs, but to test the stability and inductive 
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performance of the algorithm. This paper uses a real case of 2500 data of the 
MovieLens data sets. First, the meaningful attributes are filtered; the description of 
the attributes is shown in Table 5. Then the users’ features on a rating of 4-5 points 
are inducted in zip code units from the questionnaire using the algorithm proposed, 
where the MovieLens data sets were collected by the GroupLens Research Project at 
the Minnesota University.  

The data set consists of: 
* 100,000 ratings (1-5) from 943 users on 1682 movies. 
* Each user rates at least 20 movies. 
* Simple demographic info of the users (age, gender, occupation, zip code). 

The data was collected through the MovieLens web site (movielens.umn.edu) during 
a seven-month period from September 19th to April 22nd in 1998. The data has been 
treated which means that the users who have less than 20 ratings or do not have 
complete demographic information are removed from the data set.  

Table 5. Description of attributes 

Attribute Number of Values Values 

Age 4 
the amount of youth(under 20), adult(21~60), and 
elder(over 61) 

Occupation 4 
the number of engineer, educator, marketing and 
student 

Movie_ type 4 the number of romance, comedy, thriller and action 

3.2 Experimental Results and Performance Evaluation 

(1) Induction Effect 

After the actual algorithm under the circumstances of the absence from the hierarchy 
mechanism and hierarchy trees, the method proposed in this paper can induct the 
number of the data. The data of the tuples with the same value are voted  
respectively, in which the attribute data set of the user with movie rating of 4-5 points 
has be inducted. Then it is divided by the total number of the data. The induction 
degree is shown in table 6. The coverage of the induction summation of rule1, rule2 
and rule 3 is 80.8％. It is obvious that the algorithm proposed has good induction 
ability. In the experiments, rule number 1 has the highest induction degree. It holds 
1568 data out of 2500 for as high as 62.72 percent. The rule No.1 is listed, shown in 
Fig. 7, according to its original data format for a data interpretation.  

Rule 1 : {<a2, H><a3, L>}  {<o1, H><o4, L>}  {<m1, H><m2, L>}  62.72% 

Fig. 7. Easy-to-read inducted rules 
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Table 6. Induction results of the real case 

Age Occupation Movie_Type Count Percentage Rule Number 

_10 1__0 10__ 1568 62.72% (1) 
_10 01__ 10__ 285 11.40% (2) 
_10 1__0 _10_ 167 6.68% (3) 
_10 001_ 10__ 149 5.96% (4) 
_10 1__0 0_1_ 124 4.96% (5) 
_10 _001 10__ 98 3.92% (6) 
_10 01__ _10_ 31 1.24% (7) 
_10 01__ 0_1_ 22 0.88% (8) 
_10 001_ 0_1_ 19 0.76% (9) 
_10 _001 _10_ 16 0.64% (10) 
_10 001_ _10_ 14 0.56% (11) 
_10 _001 0_1_ 7 0.28% (12) 

Interpretation of the rule: among those users rating 4-5 points, 62.72％ of them are 
between 21~60 years of age, and less are older than 61. Most of them are engineers in 
terms of the nature of work, while students are in the minority. They favor romantic 
movies more and comedic ones less. 

(2) Stability 

This paper is an empirical research. The data is divided into units with 300 data in 
each unit. The experiment is tested successively and accumulatively to investigate the 
stability of the inductive ability of the algorithm proposed by the study. The result 
shows that the algorithm has stable inductive ability no matter what size of the data is, 
as shown in Fig. 8.  
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Fig. 8. Induction results of the real case 
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4 Conclusions 

This paper proposes a modified AOI algorithm combining the simplified binary digits 
with Karnaugh Map. It is capable of dealing with data with multi-valued attributes 
without establishing the concept trees and extracting the general features implicit in 
the attributes. 

This research concludes 3 contributions according to the empirical results. First, it 
solves the bottleneck problem of the traditional AOI method. There is no need to 
establish the concept hierarchies and concept trees during the inductive processes thus 
preventing from the heave workload. Second, the traditional AOI method is not able 
to deal with data with multi-valued attributes, while the method proposed by this 
paper can. Third, the data induction has very good inductive ability and stability.  
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Abstract. This paper proposes a new approach by combining the Evolutionary 
Algorithm and Imperialist Competitive Algorithm. This approach tries to 
capture several people involved in community development characteristic. 
People live in different type of communities: Monarchy, Republic and 
Autocracy. People dominion is different in each community. Research work has 
been undertaken to deal with curse of dimensionality and to improve the 
convergence speed and accuracy of the basic ICA and EA algorithms. Common 
benchmark functions and large scale global optimization have been used to 
compare HEICA with ICA, EA, PSO, ABC, SDENS and jDElsgo. HEICA 
indeed has established superiority over the basic algorithms with respect to set 
of functions considered and it can be employed to solve other global 
optimization problems, easily. The results show the efficiency and capabilities 
of the new hybrid algorithm in finding the optimum. Amazingly, its 
performance is about 85% better than others. The performance achieved is quite 
satisfactory and promising.  

Keywords: Evolutionary Algorithm (EA), Imperialist Competitive Algorithm 
(ICA) and a Hybrid Evolutionary Imperialist Competitive Algorithm (HEICA). 

1 Introduction 

Recently there has been considerable amount of attention devoted to bio-inspiration 
and bio-mimicry, for solving computational problems and constructing intelligent 
systems. In the scope of computational intelligence it seems there are at least six main 
domains of intelligence in biological systems and wild life: Swarming, 
Communication and Collaboration, Reproduction and Colonization, Learning and 
Experience, Competition and Evolution [1]. 

Evolutionary algorithms, such as Genetic Algorithm (GA) [2], Simulated 
Annealing (SA), Particle Swarm Optimization (PSO) [3-4] and Ant Colony 
Optimization (ACO) [5] are computer simulation of natural processes such as natural 
evolution and annealing processes in materials.  

The Imperialist Competitive Algorithm (ICA) was proposed by Atashpaz, in 2007 
[6]. ICA is the mathematical model and the computer simulation of human social 
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evolution. It is one of the recent meta-heuristic algorithms based on a socio-
politically, proposed to solve optimization problems [6]. ICA can be thought of as the 
social counterpart of GA because uses imperialism and imperialistic competition, 
socio-political evolution process, as source of inspiration.  

People get together in organized groups or similar close aggregations. In each 
country people try to reach better position in society such as job, religious, economic 
and culture promotion. In other hand, it occurs among different countries. People who 
live together in country work with the leader to be better among other countries. 
Therefore it is a good idea to combine EA and ICA algorithms to increase performance. 
We use EA to imagery a point of view, person and competition between people, and 
ICA to imagery another point of view, country and competition between countries. 

The paper is organized as follows. Section 2, provides a brief literature overview of 
the EA and ICA. In Section 3, some related work is presented.  In Section 4, new 
approach and the motivation of the HEICA is presented. In Section 5, results are 
compared with other algorithms. 

2 Background 

As an alternative to the conventional mathematical approaches, the meta-heuristic 
optimization techniques have been widely utilized and improved to obtain 
engineering optimum design solutions. Many of these methods are created by the 
simulation of the natural processes. Evolutionary Algorithm aims to simulate natural 
selection with survival of fittest in mind. Imperialist Competitive Algorithm simulates 
the social political process of imperialism and imperialistic competition.  

2.1 Imperialist Competitive Algorithm (ICA) 

This algorithm starts by generating a set of candidate random solutions in the search 
space of the optimization problem. The generated random points are called the initial 
population (countries in the world). Countries are divided into two groups: 
imperialists and colonies. The more powerful imperialist, have greater number of 
colonies. The cost function of the optimization problem determines the power of each 
country. Based on their power, some of the best initial countries (the countries with 
the least cost function value), become Imperialists and start taking control of other 
countries (called colonies) and form the initial Empires [6]. 

Three main operators of this algorithm are Assimilation, Revolution and 
Competition. This algorithm uses the assimilation policy. Based on this policy the 
imperialists try to improve the economy, culture and political situations of their 
colonies. This policy makes the colony’s enthusiasm toward the imperialists. 
Assimilation makes the colonies of each empire get closer to the imperialist state in 
the space of socio-political characteristics (optimization search space). Revolution 
brings about sudden random changes in the position of some of the countries in the 
search space. During assimilation and revolution a colony might reach a better 
position and has the chance to take the control of the entire empire and replace the 
current imperialist state of the empire. 
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In competition operator, imperialists attempt to achieve more colonies and the 
colonies start to move toward their imperialists. All the empires try to win and take 
possession of colonies of other empires. The power of an empire depends on the 
power of its imperialist and its colonies. In each step of the algorithm, all the empires 
have a chance to take control of one or more of the colonies of the weakest empire 
based on their power. Thus during the competition the powerful imperialists will be 
improved and the weak ones will be collapsed. After a while, the weaker empires will 
lose all their colonies and their imperialists will transform to the colonies of the other 
empires; at the end, all the weak empires will be collapsed and only one powerful 
empire will be left. All the colonies are randomly divided among the imperialists. 
More powerful imperialists take possession of more colonies [6]. 

Algorithm continues until a stop condition is satisfied such as just one imperialist 
will remain. In this stage the position of imperialist and its colonies will be the same.  

2.2 Evolutionary Algorithm (EA) 

There are many different variants of Evolutionary Algorithms (EAs). The common 
underlying idea behind all these methods is the same. The idea of EA is based on 
survival of fittest and it causes a rise in the fitness of the population in different 
generations. Based on the fitness function some of the better candidates are chosen, 
they are seed the next generation by applying recombination and mutation. Execution 
of these operators leads to a set of new candidates, the offspring. Replacement 
operator replaces new offspring in next generation, based on their fitness. 

3 Related Works 

Abderchiri and Meybodi [7] proposed two algorithms for Solving SAT problems: 
First, a new algorithm that combines ICA and LR. Secondly, a hybrid Hopfield 
network (HNN)-Imperialist Competitive Algorithm (ICA). The proposed algorithm 
(HNNICA) has a good performance for solving SAT problems. 

Vahid Khorani, Farzad Razavi and Ahsan Ghoncheh [8] proposed R-ICA-GA 
(Recursive-ICA-GA) based on the combination of ICA and GA. A new method 
improves the convergence speed and accuracy of the optimization results. They run 
ICA and GA consecutively. Results show that a fast decrease occurs while the 
proposed algorithm switches from ICA to GA. 

Jain and Nigam [9] proposed a hybrid approach by combining the evolutionary 
optimization based GA and socio-political process based colonial competitive 
algorithm (CCA). They used CCA–GA algorithm to tune a PID controller for a real 
time ball and beam system. 

Razavi and others [10] studied the ability of evolutionary Imperialist Competitive 
Algorithm (ICA) to coordinate over current relays. The ICA was compared to the GA. 
The algorithms were compared in terms of the mean convergence speed, mean 
convergence time, convergence reliability, and the tolerance of convergence speed in 
obtaining the absolute optimum point. 
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4 A Hybrid Evolutionary Imperialist Competitive Algorithm 

In this section, combines two algorithms to present a novel hybrid algorithm. The 
pseudo-code of the HEICA is presented in follow:  

Procedure HEICA 
Step 1: Initialization; 

Generate some random people; 
Randomly allocate remain people to others countries; 
Select more powerful leaders as the empires; 

Step 2: Evolutionary Algorithm 
Roulette Wheel Selection; 
Crossover; 
Mutation; 
Replacement; 

Step 3: Imperialist Competitive Algorithm 
People Assimilation; Move the people of each country 
toward their relevant leaders. 
People Revolutionary; 
Countries Assimilation; Move the leaders of each 
country toward their empires and move the people of 
each country as the same as their leaders.  
Countries Revolutionary;  
Imperialistic Competition; Pick the weakest country 
from the weakest empire and give it to the empire 
that has the most likelihood to possess it. 
Elimination; Eliminate the powerless empires.  

Step 4: Terminating Criterion Control; Repeat Steps 2-3 
until a terminating criterion is satisfied. 

4.1 Population 

This algorithm starts by generating a set of candidate random solutions in the search 
space of the optimization problem. The generated random points are called the initial 
population which consists of persons. Persons in this algorithm are the counterpart of 
Chromosomes in GA and Particles in PSO which are array of candidate solutions. In 
human society, groups of people form community and are involved in community 
development.  

4.2 Types of Community 

There are different kinds of community: 

• Republic: A republic is led by representatives of the voters. Each is individually 
chosen for a set period of time. This type community has president. Best of 
people select as candidate and each people vote to their president. The votes 
have been counted and candidate with highest elected. 
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• Autocracy: This type of community does not have leader. The people are free 
and there is no force. They do what they want. 

• Monarchy: A monarchy has a king or queen, who sometimes has absolute 
power. Power is passed along through the family. This type of community has a 
monarch; People should follow her. The powerful person is selected as the 
monarch in each country. Different monarchy countries exist in empires; the 
best monarch of this type of country selects as empire. 

4.3 Initialization 

The algorithm starts with an initial random population called person. Some of the best 
person in the population selected to be the leaders and the rest form the people of 
these countries. Each country has an equal population.  

The total power of a country depends on both the power of the leaders and the 
power of its people. This fact is modeled by defining the total power of a country as 
the power of the leader of the country plus a percentage of mean power of its people. 
The power of the people has an effect on the total power of that country: .  (1) .  is the total power of i-th country. 

Based on monarchy countries power, some of the best initial countries (the 
countries with the least cost function value), become Imperialists and start taking 
control of other countries and form the initial Empires. The best leaders of the 
countries determine the empire of the Empires. We select  of the most powerful 
countries to form the empires. To divide the countries among imperialists 
proportionally, we use the normalized cost of an imperialist by [6]: .   (2) 

is the cost of i-th imperialist and .  is its normalized cost. Having the 
normalized cost of all imperialists, the normalized power of each imperialist is 
defined by [6]: 

. ∑  (3) 

The normalized power of an imperialist is the portion of colonies that should be 
possessed by that imperialist. Then the initial number of countries of an empire will 
be [6]: .  .  (4) .  is the initial number of countries of i-th empire and   is the number 
of all monarchy countries. To divide the countries, for each imperialist we randomly 
choose .  of the monarchy countries and give them to it. These countries along 
with the imperialist will form i-th empire. 
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4.4 Assimilation and Revolution 

After Evolutionary Algorithm operator accomplish, imperialist started to improve 
their countries and countries started to improve their people. HEICA has modeled 
these facts by moving all the countries toward the imperialist and all the people 
toward the leaders: 

• External: External operations are among the countries. Assimilation occurs just 
among monarchy countries of each imperialist they move toward the empires. 
The country moves toward the imperialist it means all the people among these 
countries move in the same way, toward the empires. Just monarchy countries 
have an empire therefore assimilation is toward the empire. Revolution occurs in 
all countries. All the people of one country should move toward the same way 
because revolution is against the empire in monarchy countries. In other 
countries they try to improve their countries therefore they move with each 
other.  

• Internal: Internal operations are among the people of the countries. Assimilation 
occurs in all countries they move toward the leaders. Revolution occurs in all 
countries, people try to get the position.  

5 Evaluation and Experimental Results 

For evaluating performance of the proposed algorithm, the simulation results are 
compared with results of EA, ICA, PSO and ABC [11]. M is mean of best results. 
Performance calculated from Equation 5 as follow for minimum optimization: 100% 1  (5) 

5.1 Benchmark Functions 

Used common benchmark functions are listed in Table 1.The comparison results of 
F1-F10 are shown in Table 2. Best stability and convergence diagrams of different 
functions are shown in Fig. 1 and Fig. 2.  In Table 3, the performance of HEICA 
algorithm is compared with PSO and ABC for high dimensional problem. In Table 4, 
the proposed HEICA algorithm was tested on benchmark functions provided by 
CEC2010 Special Session on Large Scale Global Optimization [12]. HEICA performs 
better than SDENS [13]. HEICA performs better on 1.2E5 and 6E5 FEs and 
jDElsgo[14] performs better on 3E6 FEs. To show the efficiency of HEICA in solving 
different function, logarithmic scale diagram is used. A logarithmic scale is a scale of 
measurement using the logarithm of a physical quantity instead of the quantity itself. 
Since, in this study, the values cover a wide range; logarithmic scale makes it easy to 
compare values. 
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5.2 Discussion 

This paper proposes a novel hybrid approach consisting EA and ICA and its 
performance is evaluated using various test functions. Performance parameter shows 
HEICA perform better optimization than EA, ICA, PSO and ABC in all test functions. 
It shows that hybrid algorithm perform better optimization.  

Table 1. Benchmark function (F1-F10) 

Title Function Range 

F1(Sphere)  5.12 5.12 

F2(Rosenbrock) 100 1  2.048 2.048 

F3(Rastrigin) 10cos 2 10  5.12 5.12 

F4(Griewangk) 1 4000 cos √  600 600 

F5(Schwefel) 418.9829 | |  500 500 

F6 10  10 10 

F7(Schaffer) 0.5 0.51 0.001  100 , 100 

F8(Schwefel 1.2)  100 , 100 

F9(SumSquares)  1 1 

F10(Ackley) 20 . ∑ ∑ 20 30 30 

6 Conclusion and Future Works 

This paper proposed a novel hybrid approach consisting EA (Evolutionary Algorithm) 
and ICA (Imperialist Competitive Algorithm). The efficiency of HEICA is surveyed by 
comparing it evolutionary algorithm through a set of well-known multi-dimensional 
benchmark functions. The simulations indicate that the proposed algorithm has 
outstanding performance in speed of convergence and precision of the solution for 
global optimization, i.e. it has the capability to come up with non-differentiable 
objective functions with a multitude number of local optima in a reasonable time limit. 
We are working on using LEM (Learnable Evaluation Model) to improve results. 
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Table 2. The results achieved by HEICA on F1-F10 

F F1 F2 F3 F4 F5 

D. 10 50 10 30 10 50 10 50 10 50 

Gen. 1000 2000 2000 4000 1000 2000 1000 3000 1000 2000 

Pop. 150 500 250 600 150 400 450 750 150 300 

EA 9.74E-03 5.15E+0 6.50E+00 7.42E+011.27E+007.81E+01 2.41E-02 1.06E-02 8.52E+00 1.58E+03 

ICA 6.04E-04 8.18E-03 8.49E-01 1.11E+01 1.23E-01 2.46E+00 1.77E-03 2.15E-02 9.57E-01 9.59E+01 

PSO 2.30E-35 2.14E-12 1.33E+00 3.32E+011.69E+006.72E+01 5.68E-02 1.00E-02 6.88E+02 7.76E+03 

ABC 7.30E-17 1.14E-15 2.60E-03 5.79E+00 0 5.79-12 1.67E-17 2.22E-17 2.90E-02 3.19E+02 

HEICA 1.36E-39 8.88E-23 3.23E-03 7.06E+00 0 0 0 3.33E-16 1.27E-04 6.36E-04 

PEA(%) 100 100 100 99 100 100 100 100 100 100 

PPSO(%) 100 100 100 97 100 100 100 100 100 100 

PABC(%) 100 100 85 85 - 100 100 -823 100 100 
 

F F6 F7 F8 F9 F10 

D. 10 50 2 10 50 10 50 10 50 

Gen. 1000 2500 1000 1000 1500 1000 2000 1000 2000 

Pop. 150 450 150 150 200 150 500 150 200 

EA 3.63E+05 1.55E+45 2.09E-02 1.09E+01 3.73E+04 1.01E-02 1.12E+02 1.52E+00 6.03E+00 

ICA 1.78E+01 1.20E+28 1.34E-08 1.00E+00 1.19E+02 4.79E-04 9.53E-02 2.74E-01 7.15E-01 

PSO 8.18E-16 2.16E+11 3.45E-04 - - 2.61E-35 7.73E-11 4.26E-15 1.12E-03 

ABC 6.32E-17 3.19E+02 6.88E-06 - - 7.26E-17 1.57E-15 6.93E-15 2.02E-07 

HEICA 5.80E-37 1.11E-01 0 2.79E-39 9.06E-12 5.76E-39 8.77E-23 4.00E-15 6.51E-11 

PEA(%) 100 100 100 100 100 100 100 100 100 

PPSO(%) 100 100 100 - - 100 100 6 100 

PABC(%) 100 100 100 - - 100 100 42 100 

Table 3. Comparing HEICA with ABC and PSO (high dimensions) 

D. Pop. Gen. ABC PSO HEICA PABC(%) PPSO(%) 

F1 
500 600 1500 2.26E+02 3.90E+03 3.83E+01 83 99 

1000 800 2000 1.46E+03 8.00E+03 9.29E-01 100 100 

F2 
500 600 1500 8.44E+03 1.99E+05 4.53E+03 46 98 

1000 800 2000 5.09E+04 4.21E+05 4.03E+03 92 99 

F3 
500 600 1500 1.93E+03 8.59E+03 1.14E+03 41 87 

1000 800 2000 6.05E+03 1.74E+04 5.20E+02 91 97 

F4 
500 600 1500 9.48E+02 5.10E+01 1.23E+00 100 98 

1000 800 2000 4.86E+03 2.98E+02 5.10E+00 100 98 

F9 
500 600 1500 5.23E+05 1.12E+07 7.15E+04 86 99 

1000 800 2000 1.84E+08 9.50E+07 6.60E+03 100 100 

F10 
500 600 1500 1.49E+01 2.09E+01 1.88E+00 87 91 

1000 800 2000 1.77E+01 1.74E+04 4.89E+00 72 100 
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Table 4. The results achieved by HEICA on the test suite 

FEs Algorithm
Shifted 
Elliptic 

Shifted 
Rastrigin 

Single-
group 

Shifted and 
m-rotated 
Elliptic 

Single-group 
Shifted m-

dimensional 
Rosenbrock

-group 

Shifted and 
m-rotated 
Elliptic 

-group 

Shifted and 
m-rotated 
Elliptic 

-group 

Shifted and 
m-rotated 
Ackley 

Shifted 
Schwefel 

1.
2E

5 

PSO 1.26E+10 2.36E+04 4.06E+13 5.51E+08 3.74E+104.31E+104.29E+02 9.92E+11 

SDENS[13]5.01E+09 1.19E+04 5.10E+13 7.71E+08 1.56E+101.84E+104.15E+02 2.61E+11 

jDElsgo[14]3.70E+09 1.09E+04 1.40E+14 2.39E+09 1.64E+102.32E+104.17E+02 7.99E+10 

HEICA 9.76E+08 6.29E+03 4.10E+13 8.07E+09 3.54E+091.36E+104.21E+02 2.67E+10 

    

6E
5 

PSO 5.78E+08 2.36E+04 1.31E+13 1.19E+08 8.82E+091.52E+104.25E+02 1.00E+11 

SDENS 7.87E+06 7.09E+03 1.72E+13 7.41E+07 2.23E+095.14E+094.13E+02 2.69E+08 

jDElsgo 8.99E+04 3.95E+03 1.39E+13 6.82E+07 1.66E+094.10E+092.99E+02 1.01E+06 

HEICA 2.49E+06 5.55E+02 8.42E+12 6.33E+07 9.55E+083.61E+094.13E+02 9.61E+05 

    

3E
6 

PSO 1.99E+07 2.36E+04 5.72E+12 7.16E+07 1.87E+096.45E+094.09E+02 8.55E+09 

SDENS 5.73e–06 2.21E+03 5.11E+12 5.12E+07 5.63E+081.88E+094.08E+02 9.90E+02 

jDElsgo 8.86E-20 1.25E-01 8.06E+10 3.15E+06 3.11E+071.69E+081.44E+02 1.53E+03 

HEICA 3.49E+04 2.62E+00 3.10E+12 5.24E+07 3.00E+081.09E+094.01E+02 3.73E+03 

 
Fig. 1. Convergence diagram of HEICA: (a) F1 (D = 10) (b) F10 (D = 50) 

 
Fig. 2. Best stability diagram of HEICA: (a) F1 (D = 10) (b) F10 (D = 50)  
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Abstract. Since the early 1990s, fMRI has come to dominate the brain
mapping field due to its relatively low invasiveness, absence of radiation
exposure, and relatively wide availability. It is widely used to get a 3-
D map of brain activity, with a spatial resolution of few milliseconds.
We try to employ various machine learning techniques to decode the
cognitive states of a person, based on his brain fMRIs. This is particu-
larly challenging because of the complex nature of brain and numerous
interdependencies in the brain activity. We trained multiple classifiers
for decoding cognitive states and analyzed the results. We also intro-
duced a technique for considerably reducing the large dimensions of the
fMRI data, thereby increasing the classification accuracy. We have com-
pared our results with current state-of-the-art implementations, and a
significant improvement in the performance was observed. We got 90%
accuracy, which is significantly better than the state-of-the-art imple-
mentation. We ran our algorithm on a heterogeneous dataset containing
fMRI scans from multiple persons, and still got an accuracy of 83%, which
is significant since it shows our classifiers were able to identify some ba-
sic abstract underlying neural activity, which are subject-independent,
corresponding to the each cognitive states.

Keywords: machine learning, functional Magnetic Resonance Imag-
ing, high dimensional data, Bayesian classifier, Support Vector Machine,
nearest neighbor, brain image analysis.

1 Introduction

Since the introduction of brain fMRIs, study of human brain and its function-
ing, has received a tremendous boost. fMRIs were significantly better from its
predecessors considering its high resolution, absence of brain radiation exposure
and relatively wide availability. A single fMRI scan would give a brain image
of about 15000 voxels in size. This rich data can be used for several studies
including efforts to decode cognitive state of a person.

In this study, we used various machine learning tools to build several classifiers
that can be used to decode subject’s cognitive states in a particular time interval.
Different stimuli can result the activation of different brain portions. i.e., the
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brain regions getting activated while reading a book would be different from the
regions that get activated while watching a movie. Once we learn this mappings,
we can use them in several fields. These data can be potentially used to diagnose
different medical conditions like Alzheimers disease.

1.1 Problem Statement

Theoretically, if a fMRI scan of sufficiently large resolution is given, one should
be able to predict the exact cognitive state of the subject. However due to the
practical constraints of computation, we restrict ourselves to a much simplified
version of the problem. In this paper, we investigate the possibilities of using
machine learning to determine whether the subject is reading a sentence or is
seeing an image. Even in this restricted version, the problem is very challenging
in a machine learning perspective. The fMRI data is extremely hyper dimen-
sional, typically of the order of 1,00,000 dimensions, while we have only a very
limited number of training samples at our disposal, that too highly noisy. So
clearly, the accuracy of the classifier heavily depends on the dimensionality re-
duction and feature selection techniques that are used. We also describe a new
method for identifying the most important features, reducing the dimensionality
considerably, which in turn increased the accuracy of our system.

1.2 Functional Magnetic Resonance Imaging (fMRI)

In our study, we use Functional MRI or functional Magnetic Resonance Imag-
ing (fMRI)[1] scans as an approximation for the actual neural activities of the
subjects’ brain. FMRI scanners measures the hemodynamic response (change
in blood flow) related to neural activity in the the human brain . When neu-
ral cells are active they increase their consumption of energy from glucose and
switch to less energetically effective, but more rapid anaerobic glycolysis. The
local response to this energy utilization is to increase blood flow to regions of
increased neural activity, which occurs after a delay of approximately 15 sec-
onds. This hemodynamic response rises to a peak over 45 seconds, before falling
back to baseline. This blood oxygen level dependent (BOLD) response is gen-
erally taken as an indicator of neural activity. The temporal response of the
fMRI BOLD signal is smeared over several seconds. Given an impulse of neural
activity, such as the activity in visual cortex in response to a flash of light, the
fMRI BOLD response associated with this impulse of neural activity endures for
many seconds.

2 Related Works

FMRI is a fairly new technology, developed in 1990s and is being heavily used
in medical diagnostics. Little study has been done in using fMRI scans to train
artificial intelligent agents to computationally model the human brain. Almost
all the major work in the field of decoding cognitive states from brain fMRIs have
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been done in the past seven years, by Tom Mitchell and his colleagues at Carnegie
Mellon University [2][3][4]. He and his team collected the star-plus dataset[5],
which is widely used in studies involving fMRI data. We also used this dataset
for training/testing of our classifiers, and used Mitchell’s results as a benchmark
to evaluate our algorithm. Our work is based on the paper by Mitchell et al.[2],
in which they investigated the possibility of building computational models,
that can be used to predict whether a person is seeing a picture or reading a
sentence given his/her brain fMRI scan. They used a variety of dimensionality
reduction techniques based on some simple heuristics, and trained a series of
classifiers including Naive Gaussian Classifier, Support Vector Machines and
Nearest Neighbour classifier. Despite of the hyper dimensionality of the data,
and relatively basic classification techniques, they managed to get impressive
results, considering how complex and interdependent the brain functions really
are. They also trained cross-subject classifiers and still got decent performance.

Apart from Mitchell et al., there has been some efforts in employing machine
learning techniques on data collected using other similar devices that records
brain activity. For example, Blankertz et al. trained classifiers on EEG data
collected from a single subject [6]. Friston et al. had dealt with an exact opposite
problem than ours, where they tried to predict the future values of a voxel based
on its previous states.

The work we present here are based on Mitchell’s works[2][3][4], augmented with
a new technique to reduce the dimensionality resulting in improved accuracy.

3 Dataset and Data Collection Procedure

We used Carnegie Mellon University’s star-plus fMRI dataset[5] for our experi-
ments. This data consists of 6 subjects and about 54 trials per subject. In each
trail, the subject will be shown an image followed by a sentence (or vice versa)
and he/she was asked to decide whether the sentence given accurately describes
the image shown. Meanwhile, brain activities of the subject were continuously
monitored and recorded using fMRIs.

3.1 Procedure

As explained before, the experiment consists of a set of trials, and the data was
partitioned into trials. For some of these intervals, the subject simply rested, or
gazed at a fixation point on the screen. For other trials, the subject was shown
a picture and a sentence, and instructed to press a button to indicate whether
the sentence correctly described the picture. For these trials, the sentence and
picture were presented in sequence, with the picture presented first on half of
the trials, and the sentence presented first on the other half of the trials. Forty
such trials were available for each subject. The timing within each such trial is
as follows:

– The first stimulus (sentence or picture) was presented at the beginning of
the trail (1st image).
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– Four seconds later (9th image) the stimulus was removed, replaced by a
blank screen.

– Four seconds later (17th image) the second stimulus was presented. This
remained on the screen for four seconds, or until the subject pressed the
mouse button, whichever came first.

– A rest period of 15 seconds (30 images) was added after the second stimulus
was removed from the screen. Thus, each trial lasted a total of approximately
27 seconds (approximately 54 images). For further information, please refer
[5].

4 Our Approach

Every classification problem has two phases: Extracting the useful features, and
training classifiers to do the actual classification. The first phase, i.e. feature
selection/dimensionality reduction has a very important role in this particular
project, as we are dealing with data in extremely high dimensions( 150000),
prone to noise. Hence, the accuracy of the classifier is heavily dependent on the
method one uses to reduce the dimension of the data. This is the area where our
approach differs from that of T. M. Mitchell and his team. We were able to come
up with a better algorithm that reduced the dimension of the data considerably,
without sacrificing the separability of the data distribution.

4.1 Dimensionality Reduction/Feature Selection

We used a two level mechanism to reduce the dimension. While the first step
reduces the effect of noisy voxels, second step chooses voxels which are best
suited to distinguish between sentences and pictures.

Step 1: Choosing Most Active Voxels. In first level, we adapted Mitchell’s
method[2] to choose the most active n voxels. This was mainly to reduce the
noise in the voxel data. We divided the fMRI data into three different classes
corresponding to fixation intervals, intervals when an image was shown, and
intervals when a sentence was given. Since during the fixation time, subject was
asked not to think about anything and to stare a blank screen, we considered
all the voxel activities in this interval as background noise. Then we constructed
a distribution per voxel per class (classes being sentence and picture), and did
a t-test on each of this distribution to the background noise distribution, and
choose n voxels which gave maximum t-test values. Since t-test values gives us
the amount by which the two distributions vary from one another, this gave
us voxels whose values vary considerably when an image or sentence is shown,
which can be considered as most active voxels.

Step 2: Choosing Most Differentiating Voxels. Even though now we have
a set of most active voxels from step 1, most of the voxels out of them won’t
be that useful in distiguisihing pictures from sentences. In other words, some
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voxels would respond equally to both pixels and voxles, making them an active
voxel, but still a less attractive option to distinguish pictures from sentences.So,
in this step, discard these voxels, further reducing the number of voxels selected
by step 1. Here also we use a variant of t-testing. As the first step, record the
values of each voxel when a picture is shown and a sentence is given to read.
Now for each voxel, we again created two distribution, one corresponding to its
activity when an image is shown and another corresponding to its activity when
a sentence was given.

The difference between the two distribution of a voxel shows how efficient
is that voxel in differentiating pictures and sentences. If the intersected area is
larger, that means that both the distributions are more similar, making that
voxel less suitable for differentiating pictures and sentences. On other hand, if
the common area is small, that means, that voxel exhibit different response while
seeing a picture than when reading a sentence, making it an excellent choice to
be used in classification. Now, assuming that the distributions follow normal
distribution, the intersected area is directly proportional to their variances and
inversely proportional to the difference of the means of the distributions. So our
objective is to discard those voxels whose t values are very small, where,

t =
|μ1 − μ2|
σ1 + σ2

(1)

So, after this step, we are left with n voxels, which are best suited to differentiate
between pictures and sentences.

4.2 Classification

To do the actual classification, we built three classifiers Gaussian Naive Bayesian
(GNB), Support Vector Machines (SVM) and Nearest Neighbor classifier(KNN)
[7] and trained them using the reduced dimension data obtained by the previous
steps.

To train a support vector machine, we used linear kernel support vector
machine. And for the K- nearest neighbor classifier, we considered Euclidean
distance as a distance metric with k=1, 3,5,7 and 9.

5 Experimental Results

We implemented the system using MATLAB 7.10. and compared previously
published results[2][3][4] with the results obtained by our approach. We found
that our method significantly improves the accuracy over the existing methods.

5.1 Comparison between Mitchell et al.’s Approach vs. Our
Approach

For comparing with Mitchell et. al.’s approach, we trained different classifiers,
one for each subject and took the average accuracy over all the subjects. We
experimented by considering different number of active voxels and chose the one
which gave the best results.
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Table 1. The table shows that augmenting our feature selection method improved the
accuracies of all the classifiers that we trained for

Classifier Mitchell et. al’s results [2] Our Results

GNB 82 86
SVM 89 90
1NN 78 84
3NN 82 84
5NN 82 82

In the above table, there is a comparison between the the results obtained
by Mitchell et al’s method, with the results that we got after enhancing the
algorithm with our new dimensionality reduction technique. From the above
presented data, we can easily observe that our approach is giving significantly
better performance than their approach.

5.2 Effect of Number of Active Voxels on Accuracy of the Classifier

As we noted earlier, the number of voxels that we consider after feature selection
affects the performance of the classifier. The graph given in Fig. 1 shows how
the accuracy of classifiers varies with respect to the number of voxels used for
classification.

Fig. 1. Accuracy vs Number of features: Our observations shows that limiting the
number of features to 250 gives the best results for all the classifiers

5.3 Cross-subjects Classification Results

In the previous section, we compared our results with Mitchell et. al.s[2] results
by taking the average of all the single-subject classifiers. Apart from that, we
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also tried to build a cross-subject classifier. The idea was to train a single model
using multiple subject’s fMRI data, and test the trained model using a new
subject’s dataset. However, there were some practical problems associated with
this approach. Since we don’t have a unified spacial coordinate system to identify
the voxels, it would be extremely difficult to identify which one of the voxels in
subject A corresponds to a given voxel in subject B. Due to the huge resolution
of the fMRI scans, it’s almost impossible to calibrate fMRI scanners to produce
scans in a unique coordinate system.

Table 2. Cross-subjects classification results

Classifier Accuracy

GNB 77.08
SVM 79.86
1NN 81.94
3NN 77.08
5NN 82.64

One workaround for this problem would be, to mix all the subject’s data
together, and then randomly partition them into testing and training sets, so
that both the sets would hopefully contain data from all the subjects. Even
though this doesn’t solve the problem, since both the test and train set contain
data from all the subjects, slight spacial inconsistencies of the voxels would get
averaged out. This is the closest that we can get to a cross-subject testing. Even
with this heuristics, we were able to get impressive results using our algorithm,
on cross-subject datasets. Table 2 summarizes the results we observed.

6 Conclusion

In this paper, we investigated how well machine learning techniques can be used
to decode cognitive states from brain fMRIs. We studied the past researches in
the field, and were able to augment the existing system with a new feature selec-
tion technique, which was able to identify the most relevant voxels that can be
used to distinguish the given cognitive states.We built three different classifiers
(GNB, SVM, KNN) and compared the results with the current state of the art
systems results. The best accuracy that we got for the single-subject dataset was
of 90%, using SVMs. Our algorithm showed surprisingly accurate performance
for multi-subject dataset, implying that the feature selection algorithm that we
used, indeed implicitly managed to identify the parts of the brain, which are
accountable for the given cognitive states.

Since our algorithm is quite general in nature, it can be used to differentiate
between any two cognitive states. For example, it can be used over the star-plus
dataset to analyze “ambiguity” in the sentences. In future,apart from detecting
the cognitive state, this study can be generalized in identifying parts of brain
that are responsible for specific cognitive states.
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Abstract. Finding discriminative motifs has recently received much at-
tention in biomedical field as such motifs allows us to characterize in dis-
tinguishing two different classes of sequences. Although the developed
methods function on labeled data, it is common in biomedical appli-
cations that the quantity of labeled sequences is limited while a large
number of unlabeled sequences is usually available. To overcome this ob-
stacle, this paper presents a proposed semi-supervised learning method
that enables the user to exploit unlabeled sequences to enlarge labeled
sequence set, leading to improvement of the performance in finding dis-
criminative motifs. The comparative experimental evaluation of the pro-
posed semi-supervised learning shows that it can improve considerably
the predictive accuracy of the found motifs.

Keywords: Discriminative motif finding, semi-supervised learning,
self-training technique, hepatitis C virus.

1 Introduction

A sequence motif is generally understood as a nucleotide or amino acid pattern
that is widespread and has a biological significance, commonly as transcrip-
tion factor binding sites (TFBSs). Traditionally, the motif finding problem has
been dominated by generative models using only one sequence class to pro-
duce descriptive motifs of the class. Recently, research focuses on discovering of
discriminative motifs those can be used to distinguish sequences belonging to
two different classes, typically methods using hidden Markov model (HMM) [1],
probabilistic models [2], association mining with domain knowledge [3].

It is common in biomedical applications that the number of labeled sequences
is usually small while a large number of unlabeled sequences is available. Take
the case of our hepatitis study. It is well known that using interferon combined
with ribavirin (IFN/RBV) is currently the standard therapy of hepatitis C virus
(HCV). However, only near a half of the HCV infected individuals achieves
sustained viral response (SVR) by this therapy, and the genetic basis of resis-
tance to antiviral therapy remains unknown [4]. The non-structure protein 5A
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(NS5A protein) in HCV genome is known as the protein most reported to be
implicated in the interferon resistance [5]. However, gathering the biggest re-
source from Los Amalos HCV database [6], we can only have 134 NS5A non-
SVR sequences and 93 SVR sequences to IFN/RBV therapy. In addition, from
Genbank [7] and HVDB [8], we obtained about 5000 NS5A sequences belonging
to genotypes 1a, 1b, 1c, 2a and 2a. In [9], a method for discovering discrimi-
native motifs based on separate-and-conquer strategy that allows us to be able
to detect the DMOPS (discriminative multiple occurrences per sequence) motifs
when the number of labeled sequences is small. When applying the algorithm to
the NS5A data, the results is promising but the predictive accuracy is still less
than 70% on the testing data.

This work aims to enrich the small labeled dataset from a large unlabeled
dataset in order to improve the average accuracy of discriminative discovered
motifs. Our framework use the sequence matching mechanism on unlabeled data
to create new training dataset, and the sequences that contain the most discrimi-
native motif are added in each iteration. These selected sequences with predicted
label are able to help improving the sufficiently and diversity of training dataset,
from then help to find more discriminative motifs.

2 Background

2.1 Discriminative Motif Discovery

Protein motif is particular amino acid sequence that is characteristic of a specific
structure or function of the molecule, and thus it appears more frequently than
it is expected. The identification of these motifs from protein sequences plays an
important role in controlling the cellular localization, can highlight interactive
regions shared among proteins, or regions that are characteristic of a specific
function/structure of molecule [3].

Traditionally, motif finding problem has been dominated by generative models
using only one sequence class to produce descriptive motifs of the class. Recently,
many studies focus on discovering of discriminative motifs that can be used to
distinguish sequences belonging to two different classes [1–3, 9–11]. Discrimi-
native motifs are those occurring more frequently in one set of sequences and
not occur in another set. These motifs can help to classify well a sequence into
certain class or to describe the characteristics of a class.

DMOPS is one of motif models categorized by [2] based on counting the
number of total occurrences of motif in sequences. Because the significant regions
in sequence are generally better preserved, our previous work focused on DMOPS
motifs to detect the relationship between HCV NS5A protein and IFN/RBV
therapy effect. These DMOPS are promising as they present many patterns that
were not known previously.

2.2 DMOPS Motif Finding

In this part, we summarize the main ideas of our DMOPS motif discovery
method, as well as key concepts used in [9].
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Given two sets of positive and negative sequences, we find a minimal set
of DMOPS motifs satisfying two conditions: (1) Complete: each sequence in
positive class, denoted by Pos, contains at least one found motif, (2) Consistent:
found motifs occur in sequences of positive class but do not occur in sequences
in negative class, denoted by Neg.

A subsequence will be a DMOPS motif when it satisfies both α-coverage and
β-discriminant thresholds. Given parameters α (0 < α < 1) and β (0 < β < 1)
a subsequence P is an α-coverage for class positive if

|coverPos(P )|
|Pos| ≥ α,

and is a β-discriminant for class positive if

|coverPos(P )|
|coverS(P )| ≥ β,

where coverPos(P ) is the set of sequences in class positive that each sequence
contains a given subsequence P and coverS(P ) = coverPos(P ) ∪ coverNeg(P ).
If P is both α-coverage and β-discriminant for class positive, we will say P is α,
β-strong for class positive. Similar concepts can be defined for class negative.

Because the number of sequences of class positive and negative is small in
[9], DMOPS motifs that are found from training set are not enough to divide
the dataset separately, and hence, the average accuracy of assessment on test
dataset is achieved 68.8%. This result suggests us to use unlabeled sequences to
search more general DMOPS motifs that can help us distinguish well two sets
of positive and negative sequences and improve the predictive accuracy.

In the next section, we will present our semi-supervised learning framework
and the method to enlarge the number of sequences for small labeled dataset.

3 Semi-Supervised Discriminative Motif Finding

Self-training is one of the most commonly used technique for semi-supervised
learning [12]. In self-training, a classifier is first trained with the small amount
of labeled data. The classifier is then used to classify the unlabeled data. Only
the unlabeled data with their predicted labels having the most confident score
are added to the training dataset. After that, the classifier is re-trained and this
procedure is repeated several times until the convergence is reached.

We develop a semi-supervised learning (SSL) framework based on the idea
of self-training technique to enlarge gradually the core DMOPS motif set. This
framework works under the assumption: if sequences contain the same DMOPS
motifs, they are likely to be of the same class. In other word, the more an
unlabeled sequence contains DMOPS motifs, the more this sequence belongs to
the class of those DMOPS motifs.

3.1 Our Framework

The framework (Figure 1) works as followings: First, from a small set of labeled
sequences, DMOPS motif algorithm searches for discriminative motifs includ-
ing motifs in class positive and negative. Next, these motifs will be used as a
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core set of discriminative motifs to match with unlabeled sequences. When a
matching happens, a rank of an unlabeled sequence will be calculated. After
that, labels are assigned to unlabeled sequences based on their rank. Finally,
the unlabeled sequences with predicted label will be candidates and added to
training dataset for the next iteration. This procedure will be repeated until (1)
the set of sequence candidates is stable or (2) the maximum number of iterations
is achieved.

Fig. 1. A framework of semi-supervised discriminative motif finding

3.2 DMOPS Motif Finding Algorithm

The DMOPS motif finding algorithm is described in Algorithm 1. Given two sets
of positive sequences Pos and negative sequences Neg, algorithm 1 will find a
minimal set of DMOPS motifs satisfying condition Complete and Consistent. In
this algorithm, Motif(Pos,Neg, UL, α, β, γ) is an exhaustive search procedure
that expands a subsequence one position to the left or to the right, starting with
length’s subsequence is 1.

3.3 Motif Matching and Label Assigning Algorithm

We propose a discriminative motif matching method to perform the label assign-
ment for unlabeled sequences based on the argument: discriminative motifs are
properties of a class, and hence, if a sequence fills with discriminative motifs, it
will likely belong to class of these motifs. During matching discriminative motifs
and unlabeled sequences, we have to reject sequences containing both motifs
in class positive and negative to guarantee the consistent condition of DMOPS
motif. In addition to, ranking unlabeled sequences according to the number of
DMOPS motifs that they contain and choosing the highest rank to assign label
can help to confirm that if an unlabeled sequence contains many DMOPS motifs
of a class, its chance to be a member of that class is high.
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Algorithm 1. DMOPS motif finding algorithm [9].

DMOPS Motif (Pos,Neg,mina,minb, γ)

1: MotifSet = φ
2: α, β ← Initialize(Pos,mina,minb)
3: while Pos �= φ & (α, β) �= (mina,minb) do
4: NewMotif ← Motif(Pos,Neg,UL, α, β, γ)
5: if NewMotif �= φ then
6: Pos ← Pos \ Cover+(NewMotif)
7: MotifSet ← MotifSet ∪NewMotif
8: else
9: Reduce(α, β)
10: end if
11: MotifSet ← PostProcess(MotifSet)
12: end while
13: return(MotifSet)

With a motif in class positive or negative, denoted by motif+ or motif−,
a set of unlabeled sequences denoted by U is divided into two parts, one part
contains the motif, the other part does not contain, denoted by U1+/U2+ or
U1−/U2−. With the purpose to search more DMOPS motifs, we perform union
of U1+i /U1−i corresponding to motif+

i /motif−
i , where i = 1..N , N is number

of positive/negative motifs in core motif set.
The motif matching and label assigning algorithm is described in Algorithm 2.

In this algorithm, checkConsistency(U1+, U1−) is a procedure which performs
a consistent condition check and chooseHighestRank(U1+, U1−) performs our
SSL’s assumption.

4 Application to Study NS5A Region of Hepatitis
C Virus and Resistance to IFN/RBV Therapy

4.1 Data

In this study, all sequences are NS5A region of HCV genotype 1b that each
sequence contains 447 amino acids. We used two kind of datasets as follows:

– Labeled dataset: including 28 sequences SVR and 49 sequences non-SVR from
the Los Amalos HCV database [6].

– Unlabeled dataset: including 1437 sequences from HVDB [8] and 168 se-
quences from GenBank [7].

4.2 Experiment

This experiment focuses on validating and comparing the accuracy assessment
of DMOPS motif finding algorithm before and after enlarging labeled dataset.
Therefore we perform 3-fold cross validation five times with parameters are set
as follows:



382 T.N. Le and T.B. Ho

Algorithm 2. Motif matching and label assigning

Input: motif+, motif−, U
Output: U1+, U1−

1: U1+ = φ, U1− = φ
2: for each motif ∈ motif+/motif− do
3: if motif match sequence ∈ U then
4: if sequence ∈ U1+/U1− then
5: increase rank(sequence) by 1
6: else
7: U1+/U1− ← sequence
8: rank(sequence) ← 1
9: end if
10: end if
11: end for
12: checkConsistency(U1+, U1−)
13: chooseHighestRank(U1+, U1−)
14: return(U1+, U1−)

In DMOPS motif finding experiments, the parameters minAlpha, alphaStep,
minBeta, betaStep and maxLength are set to 0.1, 0.05, 0.6, 0,05 and 4, which are
identified in [9] as their most appropriate values, respectively. These parameters
are fixed during the iteration process of SSL.

In motif matching and label assigning experiments, 1437 unlabeled sequences
are used and repeated for each iteration to pick sequence candidates out. The
maximum number of iterations are set to 10 and the parameter to choose the
highest rank of sequence is 1. Because the number of sequences in training set is
small, we consider the case of one match between DMOPS motif and unlabeled
sequence that is enough to assign label for that unlabeled sequence.

Table 1 shows the experiment results of comparing the accuracy of DMOPS
motif finding algorithm before and after performing SSL (about 5% of accuracy is
increased). The second and third columns are the average accuracy of assessment
in testing data. Agl1 is DMOPS motif finding algorithm and Alg1 + Alg2 is
DMOPS motif finding algorithm and SSL. In five times of 3-fold cross validation,
the accuracy of Alg1 + Alg2 is less than the accuracy of Agl1 in one time; and
four remaining times, the accuracy of Alg1 +Alg2 is larger than 70% and larger
than the accuracy of Agl1. This can be explained by the number of DMOPS
motifs that is found during SSL process. In addition, the appearance of new
motifs makes iteration happen more times, leading to DMOPS motifs are more
precise. The accuracy of Alg1 + Alg2 varies quite different because of starting
from the small number of labeled data.
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Table 1. Accuracy of DMOPS algorithm before and after performing SSL

Algorithm Alg1 Alg1+Alg2

The 1st 3-fold 0.77 0.79

The 2nd 3-fold 0.69 0.91
The 3rd 3-fold 0.64 0.73

The 4th 3-fold 0.67 0.48

The 5th 3-fold 0.71 0.84

0.696 0.75

5 Conclusion

We have explored the use of self-training-based semi-supervised learning to en-
large training set of discriminative motif finding problem in case the number
of labeled data is small. The proposed method works in an iterative procedure
to choose the best match sequence candidates among unlabeled sequences. Ex-
periment results show that with more data for training set, the DMOPS motif
finding algorithm can obtain higher accuracy.

In this work, our method was developed based on assumption of containing
the same discriminative motif among sequences. However, there are many cases
that a sequence probably does not contain a discriminative motif but it may
belong to the class of motif. There is reason to think that this sequence has a
similarity in some respect with the sequence containing discriminative motif, for
example gene distance among sequences.
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Abstract. In the paper we consider the two-stage binary classifier based
on Bayes rule. Assuming that both the tree structure and the feature used
at each non-terminal node have been specified, we present the expected
total cost. This cost is considered for two types of loss function. First is
the zero-one loss function and second is the node-dependent fuzzy loss
function. The work focuses on the difference between the expected total
costs for these two cases of loss function in the two-stage binary classifier.
The obtained results are presented on the numerical example.

1 Introduction

The problem of cost-sensitive classification is broadly discussed in literature. The
major costs are the costs of feature measurements (costs of tests) and the costs of
classification errors. The costs of feature measurements are discussed in [10], [11],
[12], [14] other works included the cost of classification errors [1], [8]. In a more
realistic setup, there are good reasons for considering both the costs of feature
measurements and the costs of classification errors. For example, there should
be a balance between the cost of measuring each feature and the contribution of
the test to accurate classification. It often happens that the benefits of further
classification are not worth the costs of feature measurements. This means that
a cost must be assigned to both the tests and the classification errors. In the
works [3], [17], [13], [15] both feature costs and misclassification costs are taken
into account.

The class of the fuzzy-valued loss functions is definitely much wider than the
class of the real-valued ones [6]. This fact reflects the richness of the fuzzy ex-
pected loss approach to describe the consequences of incorrect classification in
contrast with the real-valued approach. For this reason, several studies have pre-
viously developed decision problems in which values assessed to the consequences
of decisions are assumed to be fuzzy [4], [7], [16].

The synthesis of the hierarchical classifier is a complex problem. It involves
specifying the following components:

– decision logic, i.e. hierarchical ordering of classes,
– feature used at each stage of decision,
– decision rules (strategy) of performing the classification.
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In this paper, we consider the costs in two-stage hierarchical classifier. This
means that we will deal only with the presentation of costs for different loss
function, assuming that both the tree skeleton and the feature used at each
non-terminal node have been specified. In our study we consider the zero-one
and node-dependent fuzzy loss functions. We compared the costs in two-stage
hierarchical classifier for these two cases of loss functions.

The content of the work is as follows: Section 2 introduces the necessary
background and describes the hierarchical classifier. In section 3, the recognition
algorithms for two cases of loss function are presented. In section 4, we present
the cost model and the difference between the costs of the two-stage hierarchical
classifier with the zero-one and node-dependent fuzzy loss functions.

2 Decision Problem Statement

Let us consider a pattern recognition problem in which the number of classes
equals 4. Let us assume that the classes are organized in a two-stage binary
decision tree. Let us number all the nodes of the constructed decision-tree with
consecutive numbers of 0, 1, 2, . . . , reserving 0 for the root-node and let us assign
numbers of classes from M = {1, 2, 3, 4} set to terminal nodes so that each one
of them can be labelled with the number of the class connected with that node.
This allows us to introduce the following notation [2]:

– M(n) – the set of numbers of nodes, which distance from the root is n,
n = 0, 1, 2. In particular M(0) = {0},M(N) =M,

– M =

N−1⋃
n=0

M(n) – the set of interior node numbers (non terminal),

– Mi ⊆M(N) – the set of class labels attainable from i-th node (i ∈ M),
– Mi – the set of numbers of immediate descendant nodes (i ∈ M),
– mi – the number of direct predecessor of i-th node (i �= 0).

We will continue to adopt the probabilistic model of the recognition problem, i.e.
we will assume that the class label of the pattern being recognized jN ∈ M(N)
and its observed features x are realizations of a couple of random variables JN

and X . The complete probabilistic information denotes the knowledge of a priori
probabilities of classes:

p(jN ) = P (JN = jN ), jN ∈M(N) (1)

and class-conditional probability density functions:

fjN (x) = f(x/jN ), x ∈ X, jN ∈ M(N) . (2)

Let us
xi ∈ Xi ⊆ Rdi , di ≤ d, i ∈M (3)

denote the vector of features used at i-th node, which have been selected from
vector x.
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Our aim is now to calculate the so-called multistage recognition strategy πN =
{Ψi}i∈M, that is the set of recognition algorithms in the form:

Ψi : Xi →Mi, i ∈ M . (4)

Formula (4) is a decision rule (recognition algorithm) used at i-th node which
maps observation subspace to the set of immediate descendant nodes of i-th
node. Equivalently, decision rule (4) partitions observation subspace Xi into
disjoint decision regions Dk

xi
, k ∈ Mi, so that observation xi is allocated to

node k if ki ∈ Dk
xi

, namely:

Dk
xi

= {xi ∈ Xi : Ψi(xi) = k}, k ∈Mi, i ∈ M. (5)

Let us L(iN , jN ) denote the loss incurred when the object of class jN is assigned
to class iN (iN , jN ∈ M(N)). Our aim is to minimize the mean risk, that is the
mean value of the loss function:

R∗(π∗
N ) = min

Ψin ,ΨiN−1

R(πN ) = min
Ψin ,ΨiN−1

E[L(IN , JN )]. (6)

We will refer to π∗
N strategy as the globally optimal N -stage recognition strategy.

3 The Recognition Algorithm

3.1 Zero-One Loss Function

Let us assume the zero-one loss function:

L(iN , jN ) = I(iN �= jN ). (7)

This loss function assigns loss equal 0 for the correct classification and equal 1
for the incorrect classification.

By putting (7) into (6), we obtain the decision rules for the two-stage decision
tree:

Ψ∗
in(xin) = in+1,∑

jN∈Min+1

q∗(jN/in+1, jN )p(jN )fjN (xin) =

= max
k∈Min

∑
jN∈Mk

q∗(jN/k, jN)p(jN )fjN (xin)

, (8)

where q∗(jN/in+1, jN ) denotes the probability of accurate classification of the
object of class jN at the second stage using π∗

N strategy rules, on condition that
at the first stage in+1 decision has been made.

3.2 Node-Dependent Fuzzy Loss Function

Let us assume now:
L̃(iN , jN ) = L̃w (9)
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where w is the first common predecessor of nodes iN and jN . The fuzzy loss
function defined as above means that the loss depends on the node of the decision
tree at which misclassification has been made. The interpretation of this loss
function is presented in Fig. 1.

0

5 6

21 3 4

~
0L

~
5L

~
6L

Fig. 1. Interpretation of node-dependent fuzzy loss function

By putting (9) into (6), we obtain the optimal (Bayes) strategy whose decision
rules at the first stage are as follows:

Ψ∗
in

(xin) = in+1,

(L̃0 − L̃in+1)p(in+1)fin+1(xin)+

+L̃in+1

∑
jN∈MjN−1

[q∗(jN/in+1, jN )p(jN )fjN (xin)] =

= max
k∈Min

{
(L̃S

0 − L̃k)p(k)fk(xin)+

+L̃k

∑
jN∈Mk

[q∗(jN/k, jN )p(jN )fjN (xin)]
}

, (10)

where q∗(jN/in+1, jN ) denotes the probability of accurate classification of the
object of class jN at the second stage using π∗

N strategy rules, on condition that
at the first stage in+1 decision has been made.

Decision rules at the second stage of classification are like for the single-stage
classifier with zero-one loss function.

4 Cost Model

In the costs model we specify two costs. There are the feature acquisition costs
and the misclassification costs. We assume that the feature acquisition cost for
each internal node is known. It means that i-th node has associated feature
acquisition costs FAC(i). In this case, each feature has an independent cost and
the cost of a set of features is just an additive cost.

Each patch s(k), k ∈ M represents a sequence of ordered feature values and
the final classification. Each path has an associated feature acquisition cost. It
can be computed as follows:
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FAC(s(k)) =
∑

i∈s(k), i/∈M
FAC(i). (11)

Now we present the misclassification cost. Each path has an associated expected
misclassification cost. It can be computed as follows:

EMC(s(k)) =
∑

iN∈M(N)

L(iN , k)
∏

in∈s(k)−{0}
q(in/min , k). (12)

The total costs of a path is the sum of the feature acquisition costs and the
expected misclassification costs:

TC(s(k)) = FAC(s(k)) + EMC(s(k)). (13)

The expected total cost of the globally optimal strategy π∗
N is then the sum of

the total cost of each path, weighted by the probability of the following path:

ETC(π∗
N ) =

M∑
k=1

P (s(k))TC(s(k)). (14)

4.1 Cost for Two-Stage Binary Classifier

For two-stage binary classifier the expected misclassification cost can be pre-
sented as follows:

EMC(s(k)) = L(mk)q(mk/r, k)q(l/mk, k) + L(r)q(n/r, k), (15)

where L(mk) is the loss function for the immediate predecessor of k-th node,
L(r) is the loss function for the root node, q(mk/r, k)) is the probability of
correct classification in the root node r on condition that the correct class is k,
q(l/mk, k) is the probability of error in mk node on condition that the correct
class is k, q(n/mk, k) is the probability of error in root node on condition that
the correct class is k. Additionally l ∈Mmk , l �= k and n ∈ Mr, n �= mk.

For the zero-one loss function the values of L(mk) and L(r) are equal 1. For

the node-dependent fuzzy loss function L(r) = L̃(r) is the loss function in the

root node and L(mk) = L̃(mk) is the loss function on the node of the decision
tree in the second stage.

For the zero-one loss function the expected misclassification cost can be
presented as follows:

EMC01(s(k)) = q(mk/r, k)(1− q(k/mk, k)) + q(n/r, k) =
= q(mk/r, k) + q(n/r, k)− q(mk/r, k)q(k/mk, k) =
= 1− q(mk/r, k)q(k/mk, k).

(16)

For the node-dependent loss function we can assume that the loss function in the
root node (first stage of the decision tree) is larger than at the loss in each node



390 R. Burduk

of the second stage L̃(r) = L̃(r) + a(mk), where a(mk) presents the additional
value of loss in node mk. Such an assumption is quite natural, means that we
make the greater error in classification sooner. For this assumption the expected
misclassification cost for the node-dependent fuzzy loss function can be presented
as follows:

EMCndf (s(k)) = L̃(mk)q(mk/r, k)(1− q(k/mk, k)) + L̃(r)q(n/r, k) =

= L̃(mk)q(mk/r, k) + (L̃(mk) + a(mk))q(n/r, k)−
−L̃(mk)q(mk/r, k)q(k/mk, k) =

= L̃(mk) + a(mk)q(n/r, k)−
−L̃(mk)q(mk/r, k)q(k/mk, k).

(17)

Now we will present the difference between the expected total cost for the zero-
one and the node-dependent loss function. In these two cases the feature acqui-
sition costs are the same. Using equations (16) and (17) the difference in the
expected total cost can be represented as:

ETCndf(π∗
N ) −ETC01(π

∗
N ) =

=
∑M

k=1 P (s(k))(EMCndf (s(k))− EMC01) =

=
∑M

k=1 P (s(k))(L̃(mk)− 1 + a(mk)q(n/r, k)+

+(1− L̃(mk))q(mk/r, k)q(k/mk, k)).

(18)

The obtained result have not simple interpretation. The final result depends
on the defuzzification and comparison of the fuzzy numbers method because in
order to obtain the final result we must perform operations on fuzzy numbers
and then get the result in the domain of real numbers. The obtained results will
be presented in the form of an example.

4.2 Illustrative Example

Let us consider the two-stage binary classifier in Fig. 1. Four classes have identi-
cal a priori probabilities which equal 0.25. Class-conditional probability density
functions of features X0, X5 and X6 are normally distributed in each class with
the following class-conditional probability density functions: f1(x0) = f2(x0) =
f5(x0) = N(2, 1), f3(x0) = f4(x0) = f6(x0) = N(4, 1), f1(x5) = N(3, 2),
f2(x5) = N(7, 2), f3(x6) = N(0, 2), f4(x6) = N(4, 2). The node-dependent fuzzy

loss functions are as follows: L̃0 = L̃(mk) = (1.5, 2, 2.5)T , L̃5 = (1.5, 1.5, 2)T and

L̃6 = (1, 1, 1.5)T . These functions are described by the triangular fuzzy numbers.
The decision regions for the case of the zero-one and the node-dependent fuzzy

loss function are the same and are respectively: D
∗(1)
x5 ⊂ (−∞, 5), D

∗(2)
x5 ⊂ (5,∞),

D
∗(3)
x6 ⊂ (−∞, 2) and D

∗(4)
x6 ⊂ (2,∞). From (8) we obtain the decision region at

the first stage for the zero-one loss function: D
∗(5)
x0 ⊂ (−∞, 3), D

∗(6)
x0 ⊂ (3,∞).

For the node-dependent fuzzy loss function we use the subjective λ-method for
comparing fuzzy risks [5]. Now from (10) we obtain the decision region at the first

stage D
∗(5)
x0 ⊂ (−∞, 2.97), D

∗(6)
x0 ⊂ (2.97,∞) and D

∗(5)
x0 ⊂ (−∞, 2.98), D

∗(6)
x0 ⊂
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(2.98,∞) for λ = 0 and λ = 1 respectively. For the present example the difference
between the expected total cost for the zero-one and the node-dependent loss
function (18) is equal 0.23 and 0.22 for λ = 0 and λ = 1 respectively. For these
calculations deffuzification center of gravity method was used [9].

5 Conclusion

In this paper, we have concentrated on the costs of the two stage binary hier-
archical classifier. In this study we assume that the decision tree is known, that
is, the work does not generate its structure. The study considered two types
of costs, the feature acquisition costs and the misclassification costs. For the
zero-one and the node-dependent fuzzy loss function an expected total cost of
the globally optimal strategy was presented. The work focuses on the difference
between the expected total cost for these two cases of the loss function.

In future work we can consider various defuzzification and comparison of the
fuzzy numbers method in order to obtain the final result of the discussed two
types loss functions.
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Abstract. The rotation forest ensemble method using a genetic fuzzy rule-based 
system as a base learning algorithm was developed in Matlab environment. The 
method was applied to the real-world regression problem of predicting the 
prices of residential premises based on historical data of sales/purchase 
transactions. The computationally intensive experiments were conducted aimed 
to compare the accuracy of ensembles generated by our proposed method with 
bagging, repeated holdout, and repeated cross-validation models. The statistical 
analysis of results was made employing nonparametric Friedman and Wilcoxon 
statistical tests. 

Keywords: rotation forest, genetic fuzzy systems, bagging, repeated holdout, 
cross-validation, ensemble models, property valuation. 

1 Introduction 

Ensemble machine learning models have been focusing attention of many researchers 
due to its ability to reduce bias and/or variance when compared to their single model 
counterparts. The ensemble learning methods combine the output of machine learning 
systems, called in literature „weak learners‰ due to their performance, in order to get 
smaller prediction errors (in regression) or lower error rates (in classification). The 
individual estimator must provide different patterns of generalization, thus the 
diversity plays a crucial role in the training process. To the most popular methods 
belong bagging [1], boosting [19], and stacking [20]. In this paper we focus on 
bagging family of techniques. 

Bagging, which stands for bootstrap aggregating, devised by Breiman [1] is one of 
the most intuitive and simplest ensemble algorithms providing good performance. 
Diversity of learners is obtained by using bootstrapped replicas of the training data. 
That is, different training data subsets are randomly drawn with replacement from the 
original training set. So obtained training data subsets, called also bags, are used then 
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to train different classification and regression models. Theoretical analyses and 
experimental results proved benefits of bagging, especially in terms of stability 
improvement and variance reduction of learners for both classification and regression 
problems [4], [7]. 

Another approach to ensemble learning is called the random subspaces, also known 
as attribute bagging [3]. This approach seeks learners diversity in feature space 
subsampling. All component models are built with the same training data, but each 
takes into account randomly chosen subset of features bringing diversity to ensemble. 
For the most part, feature count is fixed at the same level for all committee 
components. The method is aimed to increase generalization accuracies of decision 
tree-based classifiers without loss of accuracy on training data. Ho showed that 
random subspaces can outperform bagging and in some cases even boosting [9]. 
While other methods are affected by the curse of dimensionality, random subspace 
technique can actually benefit out of it. 

Both bagging and random subspaces were devised to increase classifier or 
regressor accuracy, but each of them treats the problem from different point of view. 
Bagging provides diversity by operating on training set instances, whereas random 
subspaces try to find diversity in feature space subsampling. Breiman [2] developed 
a method called random forest which merges these two approaches. Random forest 
uses bootstrap selection for supplying individual learner with training data and limits 
feature space by random selection. Some recent studies have been focused on hybrid 
approaches combining random forests with other learning algorithms [8], [12]. 

Rodríguez et al. [18] proposed in 2006 a new classifier ensemble method, called 
rotation forest, applying Principal Component Analysis (PCA) to rotate the original 
feature axes in order to obtain different training sets for learning base classifiers. 
Their approach attempted to achieve simultaneously greater diversity and accuracy of 
components within the ensemble. The diversity was obtained by applying PCA to 
some kind of feature manipulation for individual classifier and accuracy was acquired 
by holding all principal components (i.e. all features) and employing all instances to 
train each classifier. They conducted a validation experiment comparing rotation 
forest with bagging, AdaBoost, and random forests. The authors explore the effect of 
the design choices and parameter values on the performance of rotation forest 
ensembles in [15]. Zhang & Zhang successfully combined rotation forest with other 
ensemble classification techniques, namely with bagging [21] and with AdaBoost [22] 
and tested them using benchmark classification datasets. Kotsianis [12] built a hybrid 
ensemble combing bagging, boosting, rotation forest and random subspace. 
Jędrzejowicz & Jędrzejowicz [10] explored rotation forest based classifier ensembles 
created using expression trees induced by gene expression programming. Some 
research was also done into the application of rotation forest into regression problems. 
Zhang et al. [23] compared the method with bagging, random forest, AdaBoost.R2, 
and a single regression tree. Kotsiantis & Pintelas [13] proposed a combined 
technique of local rotation forest of decision stumps. 

In the majority of the aforementioned experiments on rotation forest techniques 
various kinds of decision trees were used as base learning algorithms because they 
reveal relative high computational efficiency and provide diverse component models 
of an ensemble. Due to the fact that in rotation forest each tree is trained on a dataset 
in a rotated feature space and it builds classification regions using hyperplanes 
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parallel to the feature axes, even a small rotation of the axes may lead to a very 
different tree [15]. In this paper we explore the rotation forest technique using 
a genetic fuzzy system as a base learning method applied to the real-world regression 
problem of predicting the prices of residential premises based on historical data of 
sales/purchase transactions obtained from a cadastral system. To the best of our 
knowledge there are not yet any published results of ensemble models created using 
rotation forest with genetic fuzzy systems, probably due to their considerable 
computational load. The research was conducted with our newly developed 
experimental system in Matlab environment to test multiple models using different 
resampling methods. So far, we have investigated genetic fuzzy systems and genetic 
fuzzy networks applied to construct regression ensemble models to assist with real 
estate appraisal using our system [11], [16], [17].  

2 Rotation Forest with Genetic Fuzzy System 

Our study consisted in the application of the rotation forest (RF) method using 
a genetic fuzzy system (GFS) as a base learning algorithm to a real-world regression 
problem of predicting the prices of residential premises based on historical data of 
sales/purchase transactions obtained from a cadastral system. We compared in terms 
of accuracy the models produced by RF with the ones generated employing other 
resampling techniques such repeated bootstrap, i.e. bagging (BA), repeated holdout 
(HO), and repeated cross-validation (CV).  

In our Matlab experimental system we developed a data driven fuzzy system of 
Mamdani type, where for each input and output variables triangular and trapezoidal 
membership functions were automatically determined by the symmetric division of 
the individual attribute domains. The evolutionary optimization process utilized 
a genetic algorithm of Pittsburgh type and combined both learning the rule base and 
tuning the membership functions using real-coded chromosomes. Similar designs are 
described in [5], [6], [14]. The rotation forest method was implemented in the Matlab 
environment based on ideas described by Rodrígues et al. [18] and Zhang et al. [23]. 
The pseudo code of our rotation forest ensemble method employing the genetic fuzzy 
system as a base learning algorithm is presented in Fig. 1. 

3 Plan of Experiments 

Four following approaches to create ensemble models using genetic fuzzy systems as 
a base learning algorithm were employed in our experiments: rotation forest (RF), 
bagging (BA), repeated holdout (HO), and repeated cross-validation (CV). In each 
case an ensemble comprised 50 component models. They were tested with following 
parameters: 

RF: M=2, 3, and 4 – rotation forest with three different numbers of input attributes 
in individual feature subset, as described in Section 2. 

BA: B90, B70, B50 – rotation forest with three different sizes of bootstrap samples 
drawn from Xij equal to 50%, 70%, and 90%, respectively, as described in Section 2. 
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––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
Given: 

• GFS: genetic fuzzy system used as a base learning algorithm 
• L: number of fuzzy models (fuzzy inference systems - FIS) that make up an ensemble 
• n: number of input attributes in a base training data set 
• N: number of instances in a base training data set 
• X: N × n matrix of input attribute values for individual instances 
• Y: N × 1 vector of output attribute values 
• T=(X, Y): base training dataset as the concatenation of X and Y 
• F: feature set, Fij – j-th attribute subset used for training i-th FISi  
• M: number of input attributes in individual feature subset  
• Xij: data corresponding Fij selected from matrix X  
• 

ijX ′ : - bootstrap sample from Xij 

• Dij: M× M matrix to store the coefficients of principal components computed by PCA 
• Ri: block diagonal matrix built of Dij matrices 
• a

iR : rotation matrix to obtain training set for i-th FIS 

 
Training Phase 
For i=1,2,   ,L 

• Calculate rotation matrix a
iR  for i-th FIS 

1. Randomly split F into K subsets Fij (j=1,..K) for M attributes each (last subset may 
contain less than M attributes) 

2. For j=1,2,…,K 
a. Select columns of X that correspond to the attributes of Fij to compose a 

new matrix Xij 
b. Draw a bootstrap sample 

ijX ′  from Xij, with sample size smaller than 

that of Xij, with eg size (B) equal to 50%, 70%, or 90% of Xij 
c. Apply PCA to ijX ′  to obtain a matrix Dij whose p-th column comprises 

the coefficients of p-th principal component 
3. EndFor 
4. Build a block diagonal matrix Ri of matrices Dij (j=1,2,…,K) 

5. Construct the resulting rotation matrix  a
iR  by rearranging rows of Ri to match the 

order of attributes in F 

• Compute (X a
iR , Y) and use it as an input of GFS (training dataset)  to obtain i-th FISi 

EndFor 
 

Predicting Phase 
• For any instance xt from test dataset, let ( )a

iti RxFIS  be the value predicted by i-th 

fuzzy model, then the predicted output value 
p

ty  can be computed as 

( )∑
=

=
L

i

a
iti

p
t RxFIS

L
y

1

1  

––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

Fig. 1. Pseudo code of rotation forest ensemble method employing the genetic fuzzy system 
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BA: B100, B80 – m-out-of-n bagging with replacement with different sizes of 
samples. The numbers in the codes indicate what percentage of the training set was 
drawn. 

HO: H100, H80 – repeated holdout, i.e., m-out-of-n bagging without replacement 
with different sizes of samples. The numbers in the codes indicate what percentage of 
the training set was drawn. 

CV: 5x10cv, 10x5cv– repeated cross-validation, with different k-fold cross-
validation splits, for k=5 and 10, were repeated 5 and 10 times, respectively.  

Real-world data used in experiments was drawn from an unrefined dataset 
containing above 50 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within eleven 
years from 1998 to 2008. In this period most transactions were made with non-market 
prices when the council was selling flats to their current tenants on preferential terms. 
First of all, transactional records referring to residential premises sold at market prices 
were selected. Then, the dataset was confined to sales transaction data of apartments 
built before 1997 and where the land was leased on terms of perpetual usufruct. 
Hence, the final dataset counted 5303 records. Five following attributes were pointed 
out as price drivers by professional appraisers: usable area of a flat (Area), age of a 
building construction (Age), number of storeys in the building (Storeys), number of 
rooms in the flat including a kitchen (Rooms), the distance of the building from the 
city centre (Centre), in turn, price of premises (Price) was the output variable. 

Due to the fact that the prices of premises change substantially in the course of 
time, the whole 11-year dataset cannot be used to create data-driven models. In order 
to obtain comparable prices it was split into subsets covering individual years. Then 
the prices of premises were updated according to the trends of the value changes over 
11 years. Starting from the beginning of 1998 the prices were updated for the last day 
of subsequent years. The trends were modelled by polynomials of degree three. The 
chart illustrating the change trend of average transactional prices per square metre is 
given in Fig. 2. We might assume that one-year datasets differed from each-other and 
might constitute different observation points to compare the accuracy of ensemble 
models in our study. The sizes of one-year datasets are given in Table 1. 

 

Fig. 2. Change trend of average transactional prices per square metre over time 

Table 1. Number of instances in one-year datasets 

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 

269 477 329 463 530 653 546 580 677 575 204 
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As a performance function the root mean square error (RMSE) was used, and as 
aggregation functions of ensembles arithmetic averages were employed. Each input 
and output attribute in individual dataset was normalized using the min-max 
approach. The parameters of the architecture of fuzzy systems as well as genetic 
algorithms are listed in Table 2.  

Table 2. Parameters of GFS used in experiments 

Fuzzy system Genetic Algorithm 
Type of fuzzy system: Mamdani 
No. of input variables: 5 
Type of membership functions (mf): triangular 
No. of input mf: 3 
No. of output mf: 5 
No. of rules: 15 
AND operator: prod 
Implication operator: prod 
Aggregation operator: probor 
Defuzzyfication method: centroid 

Chromosome: rule base and mf, real-coded 
Population size: 50 
Fitness function: MSE 
Selection function: tournament 
Tournament size: 4 
Elite count: 2 
Crossover fraction: 0.8 
Crossover function: two point 
Mutation function: custom 
No. of generations: 100 

In order to ensure the same experimental conditions for all ensemble learning 
methods, before employing a given method each one-year dataset was split into 
training and test sets in the proportion of 80% to 20% instances using stratified 
approach. Namely, each dataset was divided into several clusters with k-means 
algorithm. The number of clusters was determined experimentally according to the 
best value of Dunn’s index. Then, 80% of instances from each cluster were randomly 
selected to the training set and remaining 20% went to the test set. After that, each 
learning method was applied to the training set and 50 models were generated. The 
performance of each model was determined using test set. And finally, the average 
value of accuracy measure over all component models constituted the resulting 
indicator of the performance of a given method over the one-year dataset. A schema 
illustrating the flow of experiments is shown in Fig. 3. In turn, having averaged values 
of RMSE for all one-year datasets we were able to make non-parametric Friedman 
and Wilcoxon statistical tests to compare the performance of individual methods with 
different parameters as well as all considered methods. 

 

Fig. 3. Outline of experiment with training and test sets created using stratified approach 
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4 Results of Experiments 

The performance of RF for different values of parameters M and B in terms of RMSE 
is illustrated graphically in Figures 4 and 5 respectively. In turn, the results provided 
by the BA, HO, and CV models created using genetic fuzzy systems (GFS) are shown 
in Figures 6, 7, and 8 respectively. The comparison of the best selected variants of 
individual methods is given in Fig. 9. The statistical analysis of the results was carried 
out with non-parametric Friedman and Wilcoxon tests performed in respect of RMSE 
values of all models built over 11 one-year datasets. The tests were made using 
Statisitca package. Average ranks of individual models provided by Friedman tests 
are shown in Table 3, where the lower rank value the better model, and asterisks 
indicate statistical significance at the level α=0.05.  

 

Fig. 4. Performance of Rotation Forest ensembles with different values of parameter M and B70  

 

Fig. 5. Performance of Rotation Forest ensembles with different values of B and M=2 

 

Fig. 6. Performance comparison of Repeated Holdout ensembles for H100 and H80 
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Fig. 7. Performance comparison of Bagging ensembles for BA100 and BA80 

 

Fig. 8. Performance comparison of Cross-validation ensembles for CV10x5 and CV5x10 

 

Fig. 9. Performance comparison of the best of RF, BA, HO, and CV ensembles  

Table 3. Average rank positions of models determined during Friedman test (* significant) 

Methods 1st 2nd 3rd 4th 
RF for M={2,3,4} RF(M=2) (1.55) RF(M=4) (2.18) RF(M=3) (2.27)  
RF for B={50, 70, 90} RF(B90) (1.64) RF(B70) (2.09) RF(B50) (2.27)  
*HO100, HO80 H100 (1.18) H80 (1.82)   
BA100, BA80 BA80 (1.45) BA100 (1.55)   
*CV10x5, 5x10 CV10x5 (1.09) CV5x10 (1.91)   
*RF,BA,HO, CV CV10x5 (1.09) RF(B90) (2.82) BA80 (3.00) HO100 (3.09) 

With our specific datasets and experimental setup the best results produced RF 
with M=2 and B90, however the differences in accurracy among RF with different 
parameters were statictically insignificant. To the final comparison ensembles created 
using RF with M=2 and B90 were chosen bacause parameter M=2 provides the 
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highest diversity of component models and B90 ensured the best accuracy when 
compared to HO and BA. As for individual methods, HO100 and CV10x5 revealed 
significantly better performance than H80 and CV5x10 respectively. No significant 
differences were observed between B100 and B80. 

The final comparison comprised the best selected ensembles produced by 
individual methods, namely RF(M=2,B90), BA80, H100, and CV10x5. Friedman test 
indicated significant differences in performance among the methods. According to 
Wilcoxon test CV outperformed significantly all other techniques. RF, BA, and HO 
performed equivalently, but among them RF gained the best rank value. When 
considered each one-year data point separately, RF revealed better performance than 
BA and HO over 5 one-year datasets and for the dataset of 2005 outperformed all 
other methods. 

5 Conclusions and Future Work 

The rotation forest ensemble method using a genetic fuzzy rule-based system system 
as a base learning algorithm was developed in Matlab environment. The method was 
applied to the real-world regression problem of predicting the prices of residential 
premises based on historical data of sales/purchase transactions. The computationally 
intensive experiments were conducted aimed to compare the accuracy of ensembles 
generated by our proposed method with bagging, repeated holdout, and repeated 
cross-validation models. The statistical analysis of results was made employing 
nonparametric Friedman and Wilcoxon statistical tests. 

The overall results of our investigation are as follows. The ensembles created using 
genetic fuzzy systems revealed prediction accuracy not worse than bagging and 
repeated holdout models. Cross-validation approach outperformed other techniques. 
The proposed method seem to be useful for our real-world regression problem. 
Further investigations into rotation forest combined with genetic fuzzy systems are 
planned using benchmark regression datasets preprocessed with instance and feature 
selection algorithms. The resistance of the method to noised data will be also 
examined. 
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Abstract. One of the serious problems of modern pattern recognition is concept 
drift i.e., model changing during exploitation of a given classifier. The paper 
proposes how to adapt a single classifier system to the new model without the 
knowledge of correct classes. The proposed simulated concept recurrence is 
implemented in the non-recurring concept shift scenario without the drift 
detection mechanism. We assume that the model could change slightly, what 
allows us to predict a set of possible models. Quality of the proposed algorithm 
was estimated on the basis of computer experiment which was carried out on 
the benchmark dataset.  

Keywords: Concept shift, classifier ensemble, simulated recurrence, machine 
learning. 

1 Introduction 

Concept shift is a hidden change in the data model, which may be caused e.g., by lack 
of knowledge about characteristics of data distributions, which may influence the 
classification accuracy [14]. Let's consider the classification task to name given 3-D 
objects on the basis of their 2-D images captured from various perspectives. In such 
scenario the typical classification system might make wrong decisions e.g., if a 3-D 
cylinder is photographed from different angles, then it can produce different 2-D 
images, e.g. once being represented by a circle and once by a rectangle. These 2-D 
figures may also indicate other 3-D objects (a circle may be an image of a sphere or a 
cone and a rectangle - of a cube or a cuboid). This problem is called "concept drift" 
and is often categorized as one of the two types: gradual and sudden (also called: 
concept drift and concept shift, respectively). 

1.1 Gradual Concept Drift 

Gradual concept drift appears in the data stream as a sequence of minor changes in the 
hidden features of data, which follow a certain trend. E.g., the data stream is a set of 
the 2-D images of a certain 3-D object, which starts to rotate. The classification 
system decides whether the following 2-D images are representing a new 3-D object 
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or they are still the pictures of the same object, but taken from different perspectives. 
By analyzing a group (called "window") of samples, the classification system may 
decide that the incoming 2-D images do not indicate that the classified 3-D object has 
been replaced by a new one. The fact that the changes are minor and follow an 
organized trend makes the classification task relatively easy by the means of detection 
and adaptation. When the class changes (i.e., the classified 3-D object is instantly 
replaced with a different one), then the stream of the 2-D images changes more 
drastically,  therefore the gradual hidden changes in the feature vectors describing the 
consequent data samples are unlikely to be mistaken with the actual class change. 

1.2 Sudden Concept Drift 

Let us consider the same example, but with the sudden concept drift. As the concept 
shift usually does not follow an organized trend or sustain stable impetuosity, the 
changes in the rotation angle of the 3-D object are more abrupt and less organized, 
causing the following 2-D images to differ more from each other. Also, if the order of 
the 3-D objects presented to the classification system is chaotic (the classes change 
randomly), then the constantly changing 2-D images may indicate either a change of 
the class a hidden change in the data characteristics. The classification system then 
has to decide whether the incoming 2-D images are representing a new 3-D object or 
the same object, however seen from a different perspective.  

Popular approaches to classify data with concept shift may be described in general 
by the following procedure [6]: 

 
1. if a batch of samples indicates concept shift, 
2. then, use an outdated classifier and train a new classifier 

when data with class labels are available,  
3. else, use the trained classifier. 

Fig. 1. Pseudo-code of the algorithm classifying data stream with concept shift 

An efficient approach to deal with the concept shift is by using classifier 
ensembles, which have proven to achieve better overall classification accuracy than 
the single classifiers in the dynamically changing environments [18]. Classifier 
ensembles perform the classification on the basis of mutual decisions, achieved by the 
majority or weighted voting [3], with weights distributed in various manners, 
depending on a classification system and a scenario. 

1.3 Recurring Concept Shift 

Recurring concept shift is a special case of concept shift. In this model the previous 
concepts may reappear in the data stream. In the example with 2-D images of 3-D 
objects it would mean that the rotation angles of some 3-D objects could repeat. 
Recurring concept shift has been introduced by Widmer et al. [19]. Authors proposed 
to deal with this phenomenon on the basis of the repository of known concepts with 
the corresponding classifiers, which are kept in the memory to be used for the 
classification of the future data if the concept recurs [12][5][9].   
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The pseudo-code of algorithm which deals with the recurring concept shift is 
presented in Fig.2. 

 
1. if a batch of samples indicates concept shift, 
2. then if the concept is known (e.g. it has occurred in the 

past),  
a) then use a classifier trained on the historical concept, 
b) else use an outdated classifier and train a new 

classifier when the data with class labels are 
available.   

2. else, use the trained classifier. 

Fig. 2. Pseudo-code of classification algorithms for the recurring concept shift data streams 

The only difference between the procedure presented above and the one described 
in Fig.1 is in point 2, in which the classification system reuses the already trained 
classifier to classify the new data after the shift. 

An important point in both procedures is the first step, which requires a drift 
detection mechanism. Most algorithms described in literature detect the concept drift 
in data stream on the basis of classification error-rate fluctuations [15][10], which can 
only be acquired when the knowledge of the true class labels of data samples is 
available. Such assumption does not adhere to the definition of intelligent 
classification systems, which should be self-sufficient and as independent from the 
knowledge of the data labels as possible. Although the drift detection mechanism is 
important for the classification systems, it can be considered as a separate research 
area and it is not implemented in the presented solution. 

2 Simulated Recurrence 

Recurrence of concept allows the classification system to perform the classification 
with the use of the classifiers previously trained on the recurring concept, lowering the 
costs of wrong decisions and minimizing the need for access to true class labels, which 
is normally required to train a new classifier with the new concept data. We aim to 
implement this procedure in the non-recurring concept shift scenario by simulating the 
recurrence of the concepts. 

Assuming that the degree of the concept shift is limited i.e., changes of expected 
values of conditional probability density functions are finite in size, the system trains 
the classifiers on the data artificially generated from each simulated concept within the 
allowed concepts area and keeps them stored in the classifier repository for later use. 
The classifiers are grouped into ensembles, from which the most appropriate one is 
chosen to perform the classification of the new data window drawn from the data 
stream.  

If the base classifier, trained on the real data is denoted as Ψ, then the ‘artificial 
classifiers’, trained on the data samples generated from simulated concepts are 
described as Ψ(1), Ψ (2), ...,  Ψ(n), where n is the number of simulated concepts. 

The pseudo-code of the proposed solution is presented in Fig. 3. 
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1: Parameters: C: current data distribution (concept),  
DC: set of data distributed according to C,  
ΨC: classifier trained on the dataset DC,  
SC: simulated concept, 
DSC: set of data generated according to SC,  
ΨSC: classifier trained on generated dataset DSC, 
EΨ:ensemble of classifiers, 
RΨ: repository of classifiers, 
B: batch of samples drawn from the data stream. 

// Simulating concepts and training classifiers 
2: for i = 1:number of classifiers in repository do 
3: create new SCi on the basis of C,  
4: generate DSCi from SCi, 
5: train ΨSCi with DSCi, 
6: add ΨSCi to RΨ. 
7: end for 
8: Find_the_best_ensemble(B) 

Fig. 3. Pseudo-code of the data stream classification with the simulated recurrence approach 

The simulated recurrence method [17] can be explained more clearly on the basis of 
the previously used example with the 3-D objects represented by the 2-D images. As 
before, let’s assume that the current concept of a 3-D object is represented by the 2-D 
images of the certain perspective of this object. Shift impetuosity is limited by the 
rotation of the 3-D object, e.g. at most 30 degrees in each direction, creating an area of 
possible concepts. Simulated recurrence is implemented by artificially generating the 
2-D images of various perspectives of the 3-D objects within the allowed concepts area 
and with each perspective a separate classifier is trained and stored in the repository. 
Both the shift impetuosity limit and the number of 2-D images generated this way are 
defined as the preliminary parameters for the algorithm.  

3 The Learning Algorithm Overview 

The aim of the learning algorithm is to find the best ensemble for classification of the 
given window of data, what implies defining a quality measure for classifier ensemble. 
In our scenario, the most wanted ensemble is capable of classifying the most possible 
concepts accurately, what leads to an optimization task of finding a committee with the 
most diverse classifiers. 

3.1 Measuring the Classifier Ensemble Diversity 

Let us assume that we have n classifiers, Ψ(1), Ψ (2), ...,  Ψ(n) at our disposal. Each 
classifier decides if an object belongs to a class 1, … ,  on the basis of the 

observation , , … , . 
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We select classifiers from an available pool to the ensemble which is represented 
by the following binary word: 
 , , … , , (1) 

where 
 1,       0,  

 
The combined classifier ΨS makes decisions on the basis of the majority voting rule, 
denoted as: 
 

Ψ , Ψ x  (2) 

where  , 0  1   . 

 
Let us focus on establishing an ensemble for the combined classifier. As we mentioned 
above, the aim is to find an ensemble model which assures the highest diversity of the 
chosen ensemble, denoted as Ψ . The literature describes a number of methods 
designed to measure the classifier diversity [20][2][7][11].We propose to use pair-wise 
measure which is based on the soft and crisp label outputs of the classifiers presented 
in [4]  

Let Ψ Ψ , , Ψ , , … , Ψ ,  be the soft label output vector of classifier 

Ψ(l) for observation xk. 
First, a so-called certainty index, C is calculated for each observation xk belonging 

to a set of m observations ,…, , describing the degree of the Ψ(l) classifier’s 
confidence that observation xk belongs to a class i: 
 Ψ , 1 1 Ψ ,/ , 1, … , , (3) 

where Ψ , max Ψ , Ψ , , , … , Ψ , . (4) 

Next, a set of m observations ,…,  is divided into sets X1 and X0, representing 
observations for which the measured pair of classifiers Ψ(l) and Ψ(h) agrees or disagrees 
on the class affiliations, respectively. Two parameters are calculated on the basis of the 
observations belonging to sets X1 and X0: 
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, , , 12 . (5) 

The measure of diversity between a pair of classifiers Ψ(l) and Ψ(h) is then calculated as 
follows: 
 

Ψ ,Ψ , , . (6) 

The cumulative diversity of classifier ensembleΨs is a sum of diversities between all 
pairs of the classifiers in the ensemble: 
 

Ψ Ψ ,Ψ  .  (7) 

3.2 Genetic Approach for Creating the Classifier Ensemble 

There are plethora of algorithms, which can be used to solve the mentioned 
optimization task, one example is a genetic algorithm [13]. With properly adjusted 
model of chromosomes, fitness function and the mutation and crossover operators it 
can serve as a base for our solution.  

The genetic algorithms have already proven to be useful for solving similar problems, 
which can be found in a number of positions in the machine learning literature. An 
interesting approach can be found in [8], where the weights assigned to the elementary 
classifiers are the real numbers. This idea has inspired our research by representing the 
chromosome as the vector Ws, which is a model of the parameters of an ensemble. 

Each chromosome corresponds to a given realization of the compound classifier, the 
quality of which can be obtained by computing Ψ  according to (7). Referring to 
the naming convention used in the evolutionary computation literature, the quality of a 
chromosome is described by the fitness function, denoted as: Φ Ψ . (8) 

Initially, a set of members considering all the constraints of the model is generated. A 
value of the fitness function is calculated according to (8) for each member in the 
population, on the basis of the ensemble diversity measure (7). A certain number of 
members which are characterized by the highest fitness function value are drawn from 
the population as the elite. The elite is put directly into the descendant population, not 
being treated neither by the mutation or crossover operators nor by the selection 
procedure.  

The mutation is applied with a certain probability to every other member in the 
population by inverting a randomly chosen bit value in the individual's Ws vector. As a 
result, the classifiers previously not taken into consideration have a chance of being 
selected to the ensemble.  
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The crossover operator generates two offsprings from two parents according to the 
traditional crossover rule, namely by partially swapping the Ws vectors between the 
parents. The crossover model assumes, that if the crossover takes place for a group of 
individuals, then a pair is chosen randomly as parents and 1/3 of the bits in the Ws vector 
of one parent are randomly selected and exchanged with the corresponding bits of the Ws 
vector of the second parent, creating two new Ws vectors, namely the children. 

Selection of the individuals for the new population is performed from the merged 
descendant population with the set of the individuals created by the mutation and 
crossover operators. The probability of selecting a particular individual is proportional 
to the value of its fitness function value. The number of members in the new 
population stays the same as in the previous population, including the elite which was 
previously promoted.  

The optimization process ends when the results obtained by the best member 
deteriorate in the course of a given number of the subsequent learning cycles. 

4 Experiments 

The aim of experiments is to evaluate the influence of the number of the classifiers in 
the ensemble and the number of classifiers in the repository on the performance of the 
classification system with simulated recurrence.  

4.1 Setup 

The evaluation takes place on 100 windows of 40 samples drawn randomly from each 
of 78 possible concepts and the accuracy of the system is measured on each window by 
dividing the number of correctly classified samples by the total number of samples in 
the window. Parameters of the learning algorithm are set as follows:  

- upper limit for the number of learning algorithm cycles: 30, 
- population quantity: 20, 
- elite fraction size: 50%, 
- probability of crossover: 50%, 
- probability of mutation: 20%. 

The analysis of results is performed by comparing the mean accuracies achieved by the 
proposed classification system for 10, 20 and 50 classifiers in the repository and 4, 6 
and 8 classifiers in the ensemble. The efficiency obtained by the single classifier 
trained only with the original data is also presented for the reference.  

A simple linear quadratic classifier is used as a base classifier in the experiments. 
The experimental scenario is based on the benchmark dataset from the UCI Machine 
Learning Repository [1], the Wine Dataset. This dataset consists of 178 samples 
distributed non-uniformly between 3 classes (59, 71 and 48 samples for each class 
respectively), which are described by the vectors of 13 real numeric features. During 
the experiments, all the original dataset is used as an available training and reference 
data for the system. The artificial datasets are generated on the basis of the original 
dataset by simulating the possible shifts in the original concept and the classifiers 
repository is created by training classifiers on each of the artificial datasets.  
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To perform the analysis of our classification system, the classification environment 
needs to be influenced by the shifts in concept. As the reference dataset does not 
include the concept shift, this feature needs to be simulated.  

Shift in the original dataset is simulated by rotating two features in all samples, 
leaving the same class labels. Let us assume, that the samples in the reference dataset 
are described by the vectors of features which take a general form of x = [f1, f2, f3, f4]. 
To simulate a shift in concept, we exchange the values of two features for each sample 
in the dataset, so for each  we swap the feature values, e.g. 

Before shift: x = [f1, f2, f3, f4], 
After shift: x’ = [f2, f1, f3, f4]. 
In the experimental scenario, the samples are represented by 13 features, what 

results in 78 possible concepts in total.  

4.2 Results 

To validate the statistical significance of the results, the vectors of mean accuracies 
obtained by each ensemble for all possible concepts have been tested with a paired  
t-test to reject the null hypothesis with 5% probability. The cumulative results over all 
possible concepts are presented in the table below: 

Table 1. Mean accuracies achieved by various configurations of the classification system on 
100 windows of 40 samples for each of 78 possible concepts 

No. of 
classifiers in 
repository 

No. of 
classifiers 

in ensemble

Achieved mean accuracy [%] 
By each 

ensemble size 
By best 

ensemble 

10 
4 62,23 

62,23 6 60,19 
8 58,34 

20 
4 66,45 

66,45 6 64,85 

8 62,05 

50 
4 80,90 

80,90 6 78,22 

8 75,55 
Single classifier 48,85

Each possible concept is evaluated separately and the numbers of concepts with 
corresponding mean accuracies are grouped into 10 equal bins as the accuracy 
histograms – below the worst and the best scenario, respectively: 

Inspired by the recurring concept drift, the method of implementing a simulated 
recurrence into a static classification system has proven to extend its ability to classify 
data with shifting concept, without an additional concept drift detection mechanism. 
Even with only 13% of all possible concepts simulated as recurring, the classifier 
ensemble algorithm performs 25% better overall than the single classifier trained solely 
on the reference dataset and achieves an impressive mean accuracy of above 80% over 
all the possible concepts if more concepts are simulated. 
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Fig. 4. Histograms representing the mean accuracies over all possible concepts of two system 
configurations (single classifier and an ensemble of 4 classifiers with the repository of 50 
simulated concepts) 

Surprising result is the lower accuracy for larger ensembles. The reason for this is 
when there are more than 4 classifiers in the ensemble it may lead to situations with 
more than one class label getting the most votes (e.g. 3-3-2 votes from 8 or 4-4-4 from 
12 classifiers in the committee, in which case the label is chosen randomly).  

5 Conclusions 

The model of trained ensemble which is able to deal with concept shift problem was 
presented. The proposed method exploits strength of recurring concept drift model and 
adapts it to the problem of concept shift where the changes of the chosen probability 
characteristics are limited in each drift step. Our proposition was evaluated on the basis 
of computer experiments carried out on the basis of chosen dataset from UCI. The 
obtained results are promising but we realized that their scope was limited therefore 
our future research will be focused on the three areas, namely:  

1. Extend the efficiency tests of the simulated recurrence ensemble classification 
algorithm by evaluating the method on other reference datasets and implementing 
different shift simulating rules, 

2. Develop an efficient concept drift detection system based on the simulated 
recurrence, able to be implemented into an existing classification system as an 
autonomous detector. 

3. Form a fair statistical measure to compare the algorithms used for classification 
of streaming data with concept drift.  
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Abstract. LLE(Local linear embedding) and Isomap are widely used
approaches for dimension reduction. For LLE, the neighborhood selection
approach is an important research issue. For different types of datasets,
we need different neighborhood selection approaches to have better
chance for finding reasonable representation within the required num-
ber of dimensions. In this paper, the ε-distance approach and a modified
version of k-nn method are introduced. For LLE and Isomap, the eigen-
vectors obtained from these methods are much more discussed, but there
are more information hidden in the corresponding eigenvalues which can
be used for finding embeddings contains more data information.

Keywords: Dimension reduction, Local linear embedding, Isomap,
k-nearest neighbors, ε-distance.

1 Introduction

LLE[1] is a well known approach for representing the structure of high dimen-
sional data within low dimensional embeddings. The LLE algorithm contains 3
steps as following:

1. Find neighborhood relation for every points in the dataset.
2. Solve for reconstruction weights.
3. Compute embedding coordinates using the solved weights.

The first step of LLE algorithm is to find out the neighborhoods of every points.
Traditionally, the k-nearest neighbors approach is the most widely used one. This
approach has many advantages such as easy to implement, suitable for most of
cases, fast enough and can be parallelized and further accelerated[2]. But for
some other type of dataset, the k-nn approach will face difficulties. For example,
for non-uniform sampling datasets or datasets contains complex structure, the
selection of k may be a serious problem. For these kind of problems, the ε-distance
approach is introduced.

Although there are already attempts for using other neighborhood func-
tions, such as weighted k-nn[3][4][5][6], clustering approaches[7], or including
k-means[7][8]. But these alternatives are still based and analyzed on original
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k-nn method. In this paper, the ε-distance will be taken into main considera-
tion as a different conceptual method from k-nn for dealing with more complex
datasets.

The last step of LLE requires computation for finding minimal eigenvalues and
corresponding eigenvectors in a positive semi-definite matrix. Since the working
precision for computer is always limited, directly finding eigenvalues nearest to
zero will get eigenvalue near to machine epsilon which could be zero if we have
infinite precision. The detail for this problem will be discussed later.

Isomap[9] is another popular approach for embedding data in low dimension.
The Isomap algorithm also contains 3 steps as below:

1. Construct neighborhood graph.
2. Compute shortest paths.
3. Construct embedding coordinates using largest eigenvectors according to

some computed matrix.

Since the k-nn and ε-distance approaches for neighborhood selection are already
built in the Isomap approach, the focus for this paper is on comparison of eigen-
values obtained from LLE and Isomap. Although in [10], there are some brief
analysis about the eigenvalues obtained from LLE, the analysis was focus on
choosing the correct number of embedding dimensions. In this paper, we only
map data to 2 embedding dimensions, so the choosing only occurs in finding
appropriate k for k-nn and ε for ε-distance.

2 Method

2.1 Neighborhood Selection

For neighborhood selection, we will use two approaches. The first method is
k-nearest neighbors. The k-nearest neighbors method is finding k nearest data
points for each data point in the dataset as its neighbors. For the ε-distance
approach, a point is a neighbor of a certain point p if the Euclidean distance
from the point to p is no more than a certain distance ε.

Neighborhood selection example for k-nn as 8-nn can be shown in Fig. 1(a),
while example for ε-distance within radius ε =

√
0.05 can be shown in Fig. 1(b).

2.2 K-nn Modification

In the k-nn method, the number of neighborhood for each point k should be a
fixed integer, but this restriction is too strong so that the number of possible
embeddings can be generated from k-nn is too small. For resolving this issue, a
simple modification is proposed to perform the original k-nearest neighbors and
then insert one more neighbor for some points with nearest k + 1-th neighbor.
Since the Isomap method is only using for comparison of trends of eigenvalues,
the k-nn modification is not used.



Neighborhood Selection and Eigenvalues for Embedding Data Complex 415

−0.5 0 0.5
−0.5

0

0.5

(a) 8-nn selection.
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(b)
√
0.05 selection.

Fig. 1. Different neighborhood selection approaches

2.3 Eigenvalues from LLE and Isomap

The last step of LLE requires finding d smallest eigenvalues which are not zero
from a matrix computed from weights which is supposed to be positive semi-definte.
The matrix to obtain d smallest eigenvalues created from ε-distance method, is
expected to have more zero eigenvalues than the matrix created from k-nn be-
cause of imbalanced number of neighbors selected from ε-distance method. When
performing eigendecomposition, the originally zero eigenvalues will be affected by
machine error, so the original mechanism for finding d smallest eigenvalues will
fail by choosing machine epsilons which originally should be considered as zero.

So the proposed modification is using the original eigenvalues searching pro-
gram to find d eigenvalues nearest to some small value significantly larger than
machine epsilon, and the small value can be automatically enlarged to escape
from still finding eigenvalues within machine epsilon. Since the original Isomap
algorithm needs d largest eigenvalues, the numerical problem occurred in LLE
does not affect Isomap.

3 Experiment

3.1 Datasets

Some artificially generated datasets are used to test the ability of different ap-
proaches. The first dataset is from the swiss roll dataset with a hole to make
sure all approaches are usable. The swiss roll dataset contains 2000 points as
in Fig. 2(a). The second dataset is sampled from a dual circular tube dataset.
The dataset samples one tube for 700 points, and samples the other tube for 800
points so that the sample size is summed up to 1500 points. The dataset can be
shown in Fig. 2(b).

The third experimental data is sampled non-uniformly from a knot tube
dataset. The sample size is 2000. The sampled data can be shown in Fig. 2(c).
The fourth dataset is a database of 8-bit grey-level face images from the same
person with different angles and moods which can be considered as true data.
The number of images is 1965 and the resolution of images is 28× 20.
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(a) The swiss roll dataset. (b) The dual tube dataset. (c) The knot dataset.

Fig. 2. Simulation datasets for experiment

3.2 Parameters

The LLE parameters can be separated as regularization parameters, eigenvalue
solving parameters, and k-nn or ε-distance parameters. The regularization for
all method introduced in previous section is the default parameter as 10−3 for
simulation dataset. For the true dataset, the data dimension is 560, which should
be larger than effective parameter range of k-nn approach, so the regularization
for the true dataset is set to zero. For ε-distance on true dataset, the regulariza-
tion is set to 10−3 for searching in a big enough range to ensure that no data is
isolated. The eigenvalue solving parameter is only effective for ε-distance which
indicates minimum non-epsilon eigenvalue is 10−14 for simulation dataset, and
10−12 for the true data. For Isomap, only the k in k-nn and the ε in ε-distance
are considered as effective parameters. The detail for solving Isomap matrix will
not be discussed in this paper.

3.3 Result

For the swiss roll with hole dataset, the corresponding eigenvalues solved from
LLE for effective range of k or ε can be shown in Fig. 3(a) to Fig. 3(c). For LLE,
the third eigenvalue in the figures, shown as red line for representative, should
be always near zero and the corresponding eigenvector will never be used for
the final embedding result. The reasonable embedding results for k-nn can be
obtained when k is from 6 to 16. For k value between 11 and 13, since the second
eigenvalue goes up, the embedding results enclose the hole in the swiss roll and
are considered as descent embedding results. The selected embedding results for
k-nn can be seen in Fig. 4. For the fractional nearest neighbors, we can obtain
enhanced resolution for eigenvalues trends while the corresponding eigenvalues
changes are similar to the original k-nn. The corresponding eigenvalue trends
can be seen in Fig. 3(b).

For the ε-distance approach, the eigenvalues for different parameters can be
shown in Fig. 3(c). The effective ε range for the swiss roll with hole dataset is from√

11 to
√

38, exclude
√

22 to
√

25 according to the figure. But the embedding
result using ε within

√
22 to

√
25 get twisted but still reasonable embedding

result, which is still worse than embbedding results from other reasonable εs.
Some selected embedding results for ε-distance can be shown in Fig. 5.
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Since LLE selected the d eigenvectors with least positive eigenvalues except
zeros, the corresponding eigenvalues will generally increasing as the increasing
parameters. The sharper change points indicate the major change of embedding
results, such as from too less information to reasonable embeddings or from
reasonable embeddings to complex structure which is no more understandable.
The range between two change points will obtain similar embedding results.
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Fig. 3. Eigenvalues from LLE on swissroll with hole dataset

(a) 6-nn (b) 12-nn (c) 14-nn (d) 16-nn

Fig. 4. Embedding results from LLE using k-nn on swissroll with hole dataset

(a) ε =
√
10.5 (b) ε =

√
24 (c) ε =

√
32 (d) ε =

√
40

Fig. 5. Embedding results from LLE using ε-distance on swissroll with hole dataset

For Isomap applied on the swiss roll with hole dataset, the corresponding
eigenvalue changes for k-nn and ε-distance methods can be shown in Fig. 6(a)
and Fig. 6(b). For k-nn approach, the dramatic eigenvalue change from 8-nn
to 10-nn only has implicit meaning for the embedding process which becomes
significantly shown after 12-nn, and the embedding result starts to be folded after
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16-nn. For ε-distance approach, the usable embedding range is approximately
2.5 < ε < 6.25. When ε ≤ 6.25, the embedding result is also folded and the hole
can never be shown. Some selected results from Isomap using k-nn and ε-distance
can be shown in Fig. 7 and Fig. 8. Since the page is limited, the corresponding
embedding results will be omitted for other datasets.
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Fig. 6. Eigenvalues from Isomap on swissroll with hole dataset

(a) 8-nn (b) 10-nn (c) 12-nn (d) 18-nn

Fig. 7. Embedding results from Isomap using k-nn on swissroll with hole dataset

(a) ε = 2.4 (b) ε = 5 (c) ε = 6.25 (d) ε = 6.3

Fig. 8. Embedding results from Isomap using ε-distance on swissroll with hole dataset

For the dual tubes dataset, the eigenvalues solved from LLE by different pa-
rameters using k-nn, fractional k-nn and ε-distance can be shown in Fig. 9.
The effective range for k-nn is 10 ≤ k ≤ 14. If k > 14, the two tubes will
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be intersected. The effective range for ε-distance is
√

0.05 ≤ ε ≤ √0.07. The
significant change of the second eigenvalue determines the effective range in this
dataset.
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Fig. 9. Eigenvalues from LLE on dual tubes dataset

The eigenvalues solved by Isomap using k-nn and ε-distance can be shown in
Fig. 10. The red and blue line shown the eigenvalues of the second component
extracted from Isomap. Since the dual tube is not intersected within 3-D space,
the separated dual tube result is more desired sometimes. The effective range
for k-nn of Isomap is k < 19 while the effective range for ε-distance is ε < 0.35.
The different level of eigenvalues mapped to different embedding results from
two tubes to dual tubes in the embedding space to twisted dual tubes.
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Fig. 10. Eigenvalues from Isomap on dual tubes dataset

For the knot dataset, the eigenvalues solved from LLE by different parameters
using k-nn, fractional k-nn and ε-distance can be shown in Fig. 11. Only 7-nn
can successfully unfold the knot, while effective ε range is from

√
0.36 to

√
0.54

except
√

0.46 to
√

0.48. The first eigenvalue change is more important in this
dataset using LLE.
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Fig. 11. Eigenvalues from LLE on knot dataset

The eigenvalues solved by Isomap using k-nn and ε-distance can be shown in
Fig. 12. The effective k is 4 ≤ k ≤ 8, while 6 ≤ k ≤ 8 can only obtain descent
twisted tube which is not intersected. The effective ε is 0.525 ≤ ε ≤ 0.735.
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Fig. 12. Eigenvalues from Isomap on knot dataset

For the face dataset, the eigenvalues solved by LLE using the three approaches
can be shown in Fig. 13. The true data is much more complex, so the strategy
for finding suitable embbeding is no more applicable for the true data. For ε-
distance approach, the trade-off between enough number of points included and
not too many connections included becomes serious decision because some data
are far away from other data and will almost always be excluded from the final
embedding result.

The eigenvalues solved by Isomap using k-nn and ε-distance can be shown
in Fig. 14. For Isomap, similar embeddings can be obtained from k-nn and ε-
distance from the corrsponding value regions. The change point for Isomap using
ε-distance show more changes from different distance range while using k-nn, we
cannot find any significant change point. The first jump for distance close to
1.45 indicates the information from insufficient to barely enough to build up an
embedding. The second jump means including another isolated large component
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so that the first eigenvalue jumps up again just as what happened in the dual
tube dataset. The distance between flat area will just give similar embedding
results.
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Fig. 13. Eigenvalues from LLE on face dataset
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Fig. 14. Eigenvalues from Isomap on face dataset

4 Conclusion

From the eigenvalues obtained from LLE and Isomap, we can observe the evolu-
tion of unfolding internal data structure across different parameters. Using too
small distance or number of neighbors will result in insufficient connections so
that the global view of data is considered as incomplete. While using too large
distance or number of neighbors will force LLE and Isomap to reserve too much
information to represent within the corresponding number of embedding dimen-
sions. The eigenvalues obtained from different parameters are proven to be a
possible criteria to choose relatively good distance or number of neighbors for
good enough embeddings within the required number of embedding dimensions.
But for real world dataset, the searching range for parameters is data depen-
dent and should be large enough to ensure containing better embedding results,
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although too large search range will need too much time to finish. The resonable
search range for the k-nn or ε-distance approach for embedding dataset in fixed
number of embedding dimensions is still remained as a future research issue.
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Abstract. Rough set is a widespread concept in computer science and is 
applicable in many fields such as artificial intelligence, expert systems, data 
mining, pattern recognition and decision support systems. One of key problems 
of knowledge acquisition in theoretical study of rough sets is attribute 
reduction. Attribute reduction also called feature selection eliminates 
superfluous attributes in the information system and improves efficiency of data 
analysis process. But reducing attributes is a NP-hard problem. Recently, to 
overcome the technical difficulty, there are a lot of research on new approaches 
such as maximal tolerance classification (Fang Yang et al. 2010), genetic 
algorithm (N. Ravi Shankar et al. 2010), topology and measure of significance 
of attributes (P.G. JansiRani and R. Bhaskaran 2010), soft set (Tutut Herawan 
et al. 2010), positive approximation (Yuhua Qian et al. 2010), dynamic 
programming (Walid Moudani et al. 2010). However, there are still some 
challenging research issues that time consumption is still hard problem in 
attribute reduction. This paper introduces a new approach with a model 
presented with definitions, theorems, operations. Set of maximal random prior 
forms is put forward as an effective way for attribute reduction. The algorithm 
for seeking maximal random prior set are proposed with linear complexity, 
contributes to solve absolutely problems in attribute reduction and significantly 
improve the speed of calculation and data analysis.  

Keywords: attribute reduction, maximal random prior set, rough set. 

1 Introduction 

Most of recent research on attribute reduction fall into four categories: the reduction 
based on discernibility matrix, the reduction based on positive region, the reduction 
based on random strategy and the reduction on special information systems. 

The discernibility matrix is used to compute reductions and the core of dataset 
[20]. Simplifying the discernibility function retrieved from discernibility matrix is the 
most basic method to reduce superfluous attributes. There are much research on 
discernibility function from simplicity such as Johnson’s algorithm and Genetic 
Reducer [3] to complexity such as the Universal reduction [19]. Besides, some 
scholars focus on changing discernibility matrix [9][12][17]. 
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The positive region measures the positive of attributes based on coefficients and 
reducing bad attributes. There are a lot of research based on this technique. A Greedy 
Reduction Algorithm based on Consistency [18] and Distance Measure Assisted 
Rough Set Attribute Reduction [11] are samples. According to another study, 
researchers divided the entire dataset into subsets called topology and computes 
measure of significance of attributes to reduce redundant attributes in an information 
system where a large amount of data have to be processed [4]. A theoretic framework 
based on rough set theory, called positive approximation, was also introduced [6]. In 
addition, there are many papers proposed coefficients reflecting the important degree 
of each attribute [10][15][16], especially entropy and fuzzy entropy. 

The random strategy improves time efficiency and space efficiency, hard problems 
of attribute reduction algorithm. Genetic Algorithm is the typical algorithm of random 
strategy. Many reduction techniques are based on this algorithm [2][3][13]. Moreover, 
dynamic programming is a useful technique to improve attribute reduction problem. It 
permits to explore the optimal sets of significant attributes and reduces the process 
complexity [7]. 

In reality, most of information systems are incomplete and incorrect. As an 
indispensable result, maximal tolerance classification was invented to classify 
incomplete information systems and reduce superfluous attributes [1]. One of other 
special information systems used to solve the incomplete and incorrect status is object 
oriented information system. Besides, researchers used an alternative approach based 
on AND and OR operations in multi-soft sets [5]. To contribute to treatments for the 
problem, fuzzy-rough reductions or fuzzy-rough feature selection is created and also a 
noticeably concept. Fuzzy entropy is applied to reduce attributes in this fuzzy-rough 
set [15]. 

In addition, there are still some special methods to reduce number of attributes 
such as Binary Conversion [8] or concept of lattice, an efficient tool for knowledge 
representation and knowledge discovery [14]. 

All contributions will be welcome, however small. According to that point of view, 
this paper introduces a new approach to simplify the discernibility function. 
Mathematical model on binary strings is presented and the maximal random prior 
forms set of binary strings is defined as a basis for finding a reduction form of the 
discernibility function. 

2 Formulation Model 

Definition 1 (bit-chain): < a1a2 … am > (for ai ∈ {0,1}) is a m-bit-chain. Zero chain is 
a bit-chain with each bit equals 0. 

Definition 2 (intersection operation ∩ ): The intersection operation ∩  is a dyadic 
operation in bit-chains space. 

< a1a2 … am > ∩  < b1b2 … bm > = < c1c2 … cm >, ai, bi ∈ {0,1}, ci = min(ai,bi) 

Definition 3 (cover operation ): A bit-chain A is said to cover a bit-chain B if and 
only if with every position having bit-1 turned on in B, A has a corresponding bit-1 
turned on. 

Let A = < a1a2 ... am >, B = < b1b2 ... bm >, (∀bi=1..m | (bi = 1) → (ai = 1)) ⇒ A  B 
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Consequence 1: A bit-chain being the result of an intersection operation and differing 
from zero chain is always covered by two bit-chains generating it. 

(A ∩  B = C) ∧ (C ≠ 0) ⇒ (A  C) ∧ (B  C) 

Definition 4 (maximal random prior form δ – S): The maximal random prior form of 
a set S of bit-chains, denoted by δ – S, is a bit-chain satisfing four criteria: 

• Being covered most by elements in S. 
• Being covered by the first element in S. 
• Having number of bit 1 turned on as much as possible. 
• If there are more than one bit-chain meeting three criteria above, the bit-

chain chose to be the maximal random prior form of S is one covered by 
first elements in S. 

For example, consider a set of 4-bit-chain <abcd>: 
  a  b  c  d 

S = { ( 1  0  1  1 ); 
 ( 0  0  1  1 );  
 ( 1  1  0  0 ); 

( 1  0  1  0 ) } 

Review three bit-chains: 
<0011>: has two bit-1 turned on but is only covered by two first bit-chains of S. 
<1000>: has one bit-1 turned on and is covered by three bit-chains of S. 
<0010>: has one bit-1 turned on and is covered by three bit-chains of S. 
Between <1000> and <0010>, <0010> is covered by two first elements in S, so  

δ – S has to be <0010>. 

Definition 5 (maximal random prior elements): Maximal random prior elements of 
set S of bit-chains have the following characteristics: 

The first element (p1) is form δ – S 
The second element (p2) is form δ – S\{x ∈ S | x  p1} 
The third element (p3) is form δ – S\({x ∈ S | x  p1} ∪ {x ∈ S | x  p2}) 
… 
The kth element (pk) is form δ – S\({x ∈ S | x  p1} ∪ {x ∈ S | x  p2} ∪ ... ∪ {x ∈ 

S | x  pk-1}) 
and S = {x ∈ S | x  p1} ∪ {x ∈ S | x  p2} ∪ ... ∪ {x ∈ S | x  pk} 

Definition 6 (maximal random prior set): A set P containing all maximal random 
prior elements of a set S of bit-chains is called maximal random prior set of S. 

Consequence 2: All elements in maximal random prior set P do not have any the 
same position where bit-1 turned on. 

Consequence 3: When the bit-chains set is arranged in different orders, it will 
produce different maximal random prior sets. 

Theorem 1: When the intersection operations are made between an element in S and 
elements in P, the results differing from zero chain will not cover each other. 
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Proof: According to Consequence 2, the results made from intersection operations of 
an element in S and elements in P will not have bit-1 turned on at the same position. 
So that, the bit-chains being results will not cover each other. 

3 Algorithm for Finding Maximal Random Prior Set 

3.1 Idea 

Consider a Boolean function f is the intersection (∧) of n propositions. Each 
proposition in f is a union (∨) of m variables a1, a2, ..., am. According to commutative 
law of Boolean algebra, n propositions of f can be changed  into the form: f = A1 ∧ A2 
∧ ... ∧ Am, with: 

A1 = 
1k∧ (a1 ∨ …) 

A2 = 
2k∧ (a2 ∨ …) A2 does not contain a1 

A3 = 
3k∧ (a3 ∨ …) A3 does not contain a1, a2 

… 

Am = 
mk∧ (am ∨ …) Am does not contain a1, a2, …, am-1 

∀i = 1..m; 0 ≤ ki ≤ n | k1 + k2 + ... + km = n; 
∀kp ≠ 0; 1 ≤ p ≤ m | Ap = ap ∨ Xp; Xp is a certain proposition. 
So, f = ∧ Ap = ∧ (ap ∨ Xp) = ( ∧ ap) ∨ ( ∧ Xp) 
Clearly, (∧ ap) is a reduction of f. 

If n propositions in f are transformed into a set S of m-bit-chains, the maximal random 
prior set P will be a reduction of f. 

According to the above analysis, an algorithm is took shape to construct maximal 
random prior set P of the bit-chains set S with the following main ideas: 

Each element in set S will be inspected with the existing order in S. At the same 
time, the set P will be also created or modified correspondingly with the number of 
elements inspected in S. 

The initial set P is empty. Obviously, the set S with one first element has the 
corresponding set P also containing only this first element. 

Scanning the next element of S, the intersection operations made between this element 
and the existing elements of P to find out the new maximal random prior forms. If the 
new form is generated, it will replace the old form in P because this new form is covered 
by elements of S more than the old form, evidently. If the new form is not generated, 
obviously, the next element of S is one new maximal random prior form. 

However, a question maybe be brought out. Whenever the next element in S is 
inspected, the element have to carry out intersection operations with the existing 
elements in P; at that time, we have two element groups listed such as: (1) the old 
elements of P, (2) the new elements created by the intersection operations. Maybe, the 
new elements will cover together or cover the old elements or be covered by the old 
elements. Therefore, whether the set P is ensured the consistency as Consequence 2 
stated? The answer is “Yes” since Consequence 1 and Theorem 1 are generated to 
ensure this. 
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3.2 Proposed Algorithm 

FIND_MaximalRandomPriorSet 
Input: m-bit-chains set S 
Output: maximal random prior set P 
1.  P = ∅; 
2.  for each s in S do 
3.    flag = False; 
4.    for each p in P do 

5.      temp = s ∩  p; 
6.      if temp <> 0 then//temp differs from zero chain 
7.        replace p in P by temp; 
8.        flag = True; 
9.        break; 
10.     end if; 
11.   end for; 
12.   if flag = False then 
13.     P = P ∪ {s};//s becomes ending element of P 
14.   end if; 
15. end for; 
16. return P; 

3.3 Accuracy of the Algorithm 

Theorem 2: FIND_MaximalRandomPriorSet algorithm can find out the maximal 
random prior set P of a bit-chains set S with a given order. 

Proof by Induction: 
With number of elements in S is 1, the only element in S is also form δ – S. 

According to the algorithm, the only element in S is inserted into P. Then, the only 
element in P satisfies the definition of maximal random prior set. Since, Theorem 2 is 
correct when S has 1 element. 

Assume that Theorem 2 is correct when S has k elements. We need to prove 
Theorem 2 is correct when S has k + 1 elements, too. 

Because Theorem 2 is correct when S has k elements, we have the set P contains all 
maximal random prior elements of this set S. 

When S has k + 1 elements, it means the original set S having k elements are added 
a new element. 

According to FIND_MaximalRandomPriorSet algorithm, we make intersection 
operations between elements in current P and the new (k + 1)th element denoted sk+1 in 
S (line 4 and line 5): 

• If the result of the intersection operation between sk+1 and an element pi in 
P differs from zero chain (line 6), this result is form δ – S\({x ∈ S | x  
p1} ∪ {x ∈ S | x  p2} ∪ ... ∪ {x ∈ S | x  pi-1}), with S has k + 1 
elements. Replace pi in P by this new result element (line 7). When sk+1, 
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together with pi, create a new maximal random prior form, we terminate 
intersection operations between sk+1 and remaining elements in P (line 9). 

• If all intersection operations between sk+1 and each element in P return 
zero chain, it means sk+1 does not cover any element in P. Thus, the 
element sk+1 is form δ – {sk+1}, then sk+1 is inserted into P (line 13). 

In both cases, we receive the set P satisfing the properties of the maximal random 
prior set of S. So, Theorem 2 is correct when S has k + 1 elements. 

In conclusion: FIND_MaximalRandomPriorSet algorithm can find out the maximal 
random prior set P of a bit-chains set S with a given order. 

4 Attribute Reduction in Rough Set 

The maximal random prior set P is useful in solving and reducing Boolean algebra 
functions. One of the most important applications of the set P is finding out a solution 
of attribute reduction problem in rough set. 

4.1 Rough Set 

In rough set theory, information system is a pair (U, A), where U is a non-empty finite 
set of objects and A is a non-empty finite set of attributes. A decision system is any 
information system of the form (U; A ∪ {d}), where d ∉ A is decision attribute. 

Table 1. A decision system “Play Sport” 

 Wind Temperature Humidity Outlook Play Sport 
x1 Strong Hot Normal Sunny Yes 
x2 Strong Mild Normal Rain No 
x3 Weak Hot Normal Rain No 
x4 Weak Cool High Rain Yes 

With |U| denotes cardinal of U, discernibility matrix of a decision system is a 
symmetric |U|x|U| matrix with each entry cij = {a ∈ A | a(xi) ≠ a(xj)} if d(xi) ≠ d(xj), 
otherwise cij = ∅. 

Table 2. Discernibility matrix of decision system “Play Sport” 

 x1 x2 x3 x4

x1 ∅ ∅ ∅ ∅ 
x2 b,d ∅ ∅ ∅ 
x3 a,d ∅ ∅ ∅
x4 ∅ a,b,c b,c ∅ 

Table 2 presents a discernibility matrix of decision system “Play Sport” where a, b, 
c, d denote Wind, Temperature, Humidity and Outlook, respectively. 
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Discernibility function is a Boolean function retrieved from discernibility matrix 
and can be defined by the formula f = ∧ { ∨ cij | cij ≠ ∅}. According to Table 2, we 
have discernibility function f = (b∨d) ∧ (a∨d) ∧ (a∨b∨c) ∧ (b∨c). 

Discernibility function can be simplified by using laws of Boolean algebra. All 
constituents in the minimal disjunctive normal form of this function are all reductions 
of decision system [20]. However, simplifying discernibility function is a NP-hard 
problem and attribute reduction is always the key problem in rough set theory. 

4.2 The Maximal Random Prior Set and Attribute Reduction Problem 

Consider a discernibility function f retrieved from discernibility matrix of a decision 
system with m attributes has n constituents. Each constituent in this function will be 
transformed into an m-bit-chain, with each bit denotes an attribute. The function will 
be converted into a set S has n bit-chains. The maximal random prior set P of the set S 
is the simplification of discernibility function f. 

Set P shows (some) reduction(s) of function f. With each bit-chain in P, the 
position where bit-1 is turned on need to be noticed. Value 1 of a bit means that the 
corresponding attribute will appear in reduction of f. The collection of all attributes 
retrieved from set P is a simplification of discernibility function f. 

Example: According to discernibility function f of decision system in Table 1, the 
set S includes: 

S = { ( 0 1 0 1 ); 
( 1 0 0 1 ); 
( 1 1 1 0 ); 
( 0 1 1 0 ) } 

Initialize P = ∅. Scan all elements in S 

S[1] = (0 1 0 1) → insert (0 1 0 1) into P → P = { (0 1 0 1) } 
S[2] = (1 0 0 1) → (1 0 0 1) ∩  (0 1 0 1) = (0 0 0 1) → replace (0 1 0 1) in P by (0 

0 0 1) → P = { (0 0 0 1) } 
S[3] = (1 1 1 0) → (1 1 1 0) ∩  (0 0 0 1) = (0 0 0 0) → insert (1 1 1 0) into  

P → P = { (0 0 0 1); (1 1 1 0) } 
S[4] = (0 1 1 0) → (0 1 1 0) ∩  (0 0 0 1) = (0 0 0 0); (0 1 1 0) ∩  (1 1 1 0) =  

(0 1 1 0) → replace (1 1 1 0) in P by (0 1 1 0) → P = { (0 0 0 1); (0 1 1 0) } 
(0 0 0 1) → d and (0 1 1 0) → b∨c 
So, minimal function f = d∧(b∨c). 

In conclusion, (d∧b) and (d∧c) are two reductions of discernibility function f. 

5 Trial Installation 

FIND_MaximalRandomPriorSet algorithm is developed and tested on a personal 
computer with specification: Windows 7 Ultimate 32-bit, Service Pack 1 Operating 
System; 4096MB RAM; Intel(R) Core(TM)2 Duo, E7400, 2.80GHz; 300GB HDD. 
Programming language is C#.NET on Visual Studio 2008. The results of some testing 
patterns: 
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Table 3. Some testing patterns of FIND_MaximalRandomPriorSet algorithm 

Length of bit-chain Number of bit-chains Time (unit: second) 
10 1,000,000 0.2184004
10 2,000,000 0.3900007
10 5,000,000 1.0140017
10 10,000,000 2.0436036
25 1,000,000 0.2808005
25 2,000,000 0.546001
25 5,000,000 1.123202
25 10,000,000 2.8236049
50 1,000,000 0.2496004
50 2,000,000 0.7176013
50 5,000,000 1.9032033
50 10,000,000 3.978007
60 1,000,000 0.3744007
60 2,000,000 0.7644014
60 5,000,000 1.9344034
60 10,000,000 4.1964073

6 Conclusion and Future Work 

The experimental result reflects the efficiency and accuracy of 
FIND_MaximalRandomPriorSet algorithm. The complexity of this algorithm is n.2m 
where n is the number of bit-chains in the set S and m is the length of a bit-chain. In 
fact, m is often unchanged, so that, 2m can be treated as a large constant and the 
complexity of FIND_MaximalRandomPriorSet algorithm is linear. 

This study constructs the first basic concept about the maximal random prior set. 
Applying paralleled strategy to FIND_MaximalRandomPriorSet algorithm, along 
with building and comparing optimal measures of maximal random prior set are next 
developments of this study. This promises to increase the efficiency of the algorithm. 
Besides that, integrating maximal random prior set into practical applications will 
help verify its accuracy more clearly. 
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Abstract. Modern logistics companies today rely on advanced ICT solutions for 
information processing and sharing. Access to data and information about the 
demand for logistics services and supply opportunities are becoming a key 
competitive factor. Unfortunately, only the largest companies can afford 
advanced systems. Small and medium logistics companies have limited or no  
IT-competence. Tools are therefore needed to facilitate cooperation between 
smaller logistics companies, which in turn will reduce transaction costs. The 
paper proposes an idea of the SMART model, which is based on agent 
technology and cloud computing. It will allow easier collection and flow of 
information as well as better and cheaper access to logistics management 
systems. 

Keywords: logistics industry, logistics services, logistics service provider, 
cloud computing. 

1 Logistics Industry 

Reliable and fast transportation, as well as efficient logistics services play a more and 
more important role in the activities of many companies. Logistics is not only a 
source of competitive advantage, but can also decide whether the firm will exist in the 
market at all. Therefore, a company that is focused on its core business and does not 
have adequate resources and experience in the logistics field is beginning to use the 
services of an external logistics company. 

Logistics service providers are companies belonging to the so-called transport, 
forwarding and logistics industry. This sector covers the activities of companies of 
different size, multiplicity of services and global range. It includes very large but also 
small firms, offering a range of services - from simple transport services, through 
service forwarding, warehousing, palletizing, packing, packaging, to full service of 
supply chains. Their range of activities may comprise a region (e.g. province), 
country, continent or the whole world [2]. 

The term “transport, forwarding and logistics industry” itself points to a 
combination of more or less distinct activities in the past. Operators in the industry, 
developing new skills, fall within the competence of their more or less close  
competitors (carriers, freight forwarders, logistics providers). On the other hand, by 
working with clients, they extend their offers with additional services, sometimes 
taking their competitors’ sales and marketing functions. 
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Depending on the model of business, enterprises operating on the logistics market 
focus on transport management (the majority of revenue comes from transport 
services and freight forwarding), warehouse management (inventory management 
services and other related services), while offering a wide range of logistics services 
on the basis of a contract at the same time [1, 2, 3, 5, 7]. 

The basis of logistics is mainly a well-developed operating system which consists 
of working people and infrastructure. In this system, not only parcels, documents and 
heavy freight are sent, but also information about them. To ensure a fast and correct 
flow of information between individual entities of the operating system, a logistics 
service provider has to use appropriate information technologies. Information and 
telecommunication technologies are now so closely connected with the operating 
system that one cannot exist without the other. Companies that are not aware of the 
essence of modern technology have no opportunities for further development. It is 
even believed now that logistics companies cannot build a competitive advantage 
without functioning IT systems. 

Logistics companies apply information technology mainly in order to increase 
efficiency and automate their work. Thanks to them, numeric data presentation and 
fast verification and control of costs, revenues, sales and other such data clear to 
everyone is possible. Also, information transmission to individual business units, 
employees or contractors, and access to archived data is uncomplicated. Another 
important objective of the application of information technology by logistics service 
providers is to fulfill the expectations of potential and existing customers. These are 
the  customers who care more and more about the time and safety of delivery and full 
information about the logistics process than about the price of the services [1, 5]. 

2 Computing Problems of the Logistics Industry 

Unfortunately, customers using the services of various logistics service providers always 
have to adapt to their tools. Not only that, in the cases of one-off cooperation, they have 
to search for the carrier browsing their websites, trade catalogues, etc. every single time.  

The logistics services industry lacks solutions that would integrate the services of 
different operators in one place. For example, if a customer orders goods from Taiwan 
to the Czech Republic, s/he has to arrange several means of transport (e.g. shipping, 
rail, road) and use the services of several transportation companies. A similar problem 
occurs in regional transport, for example, in a province or country. Although in some 
countries there are logistics centers (e.g. in Germany, Italy, Spain), small and medium 
enterprises use them to a small degree. Individual logistics centers compete with each 
other, ensuring comparable conditions of infrastructure. The only thing that 
distinguishes them is value-added services. Information about the availability of 
services of other businesses located near the center is an example. It includes shared 
information on schedules for arrivals and departures of regular and charter services, 
cargo tracking and tracing across organizational borders, real-time business process 
monitoring and exceptional situations.  

Unfortunately, SME logistics companies have limited or no IT-competence and 
investments. They think that they should focus on business competence rather than  
IT [6].  
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The great problem of the logistics industry is a lack of formal semantics which 
prevents automated data integration. There are not any universal solutions which let 
smaller companies work together in the changing conditions and access resources, 
software and information provided to computers and other devices on demand. 

3 SMART Model 

In relation to the above questions, one should look for ways to help tackle the 
problem. A proposal for such a solution is the SMART model - Specialized, Market-
driven, Applicable, Reactive and Technologically-oriented Logistics Chain. 

The idea of this model starts from the assumption that a single company’s intelligence 
does not necessarily imply the system’s intelligence. In fact, through cooperation 
companies should rationalize their logistics processes, obtain cost savings and reduce 
empty shipments. At the moment, companies are not activating collaboration as they are 
traditionally managed like “family enterprises”. This limits their ability to get potential 
opportunities offered by collaboration with other actors operating in the market.  

That is why there is a need to create an electronic platform which will enable 
SMEs to cooperate, especially to gain access to data about logistics services and 
supply capacities. One of the solutions to these problems is cloud computing with 
web semantic services based on the Internet network (see fig. 1). It avoids capital 
expenditure on hardware, software, and services by paying a third-party provider only 
for what SMEs need to use. 

Since obtaining and processing appropriate data within cloud computing is a 
complex and laborious process for individual actors, this research proposal suggests 
making use of a very promising agent technology. Software agent is a piece of 
software that acts for a user or another program. Agents are autonomous, thus the user 
can activate and disconnect them from the network, provided the agent mission is 
well-defined. They are capable of modifying the way in which they achieve their 
objectives and are, therefore, called smart agents. They are able to gather information 
and transform it into useful knowledge. Such agents know the data processing 
methods and improve them in the course of the learning process, i.e. in the course of 
the system operation. Smart agents are robust (they accomplish the group’s objective 
even if some members of the group are unsuccessful), self-organized (activities are 
neither centrally controlled nor locally supervised), and adaptive (they respond to the 
dynamically changing environment). The agent community may evolve; weaker 
agents are eliminated and replaced by those better adapted to the market conditions.   

The model proposed is based on a semantic web concept including such elements 
as XML, RDF, and ontologies which allow efficient automatic data collection about 
logistics service providers and their resources. Special logistic ontology has been 
created for the needs of the project (definitions of the core elements of logistics 
ontologies). The standard description of the content in cloud computing has been 
introduced in order to let software agents process data and information appropriate for 
their purpose and meaning. The main feature of this model is its interoperability 
which will enable different information systems to cooperate, safely exchange data 
with a predefined structure, and mutually use this data further in order to create 
information. What is important is that the access to such cloud computing does not 
require application of any specialized IT systems. 
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Fig. 1. Idea behind the SMART Model 

Companies are provided with an electronic platform with unlimited availability and 
safety of its use. Relevant information is collected from various entities (e.g. 
providers of logistics services), filtered and aggregated on the server. Then they are 
made available in a suitable form to customers. 

Thanks to the use of cloud computing, better and cheaper access to the systems of 
global logistics networks (such as DHL, UPS, FedEx) and other suppliers in this market 
(e.g. insurance companies, petrol stations, suppliers of car parts) will be possible. 

The members of the platform will be able to optimize their cost of transport, for 
instance by using common transport, e.g. rail, instead of private road transport. 

4 Exemplification of the SMART Model - Communication 
between Agents 

In the SMART model, communication between the agents of individual companies 
within the network is very important. Agents exchange messages based on ACL 
(Agent Communications Language) using FIPA protocol, especially from FIPA 
Communicative Act Library Specification, which provides cooperation between 
agents systems [4]. These protocols define the syntax, semantics, and pragmatics of 
created messages. This solution helps to send messages between independently 
designed and developed agent systems [8]. Some examples of protocols of interaction 
between agents are presented below. 

Before starting the purchase of a product, an interaction protocol (CFP - Call for 
Proposal) is used, in which one agent (in this case, the "Buyer" representing the buyer) 
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submits a bid to another agent ("eMarket" for example, representing the electronic stock 
exchange). The buyer asks the electronic exchange environment to send proposals for 
sale of up to 500 tonnes of plastic for the price of less than 75 units per tonne. The 
presented proposal has its ID "bid09", which facilitates communication between agents 
by referring to it in other messages. The protocol is also a reference to the ontology 
which contains the specification of terms and their meanings in the field of plastics 
suppliers. 

 

(cfp 
  :sender (agent-identifier :name Buyer)  
  :receiver (set (agent-identifier :name eMarket)) 
  :content 
    "((action (agent-identifier :name eMarket) 
      (sell plastic max 500)) 
     (any ?x (and (= (price plastic) ?x) (< ?x 75))))" 
  :ontology plastic-suppliers 
  :reply-with bid09 
  :language fipa-sl) 
 
The recipient may accept the proposed offer or reject it, e.g. because of too low 

prices. If it is the first case, further communication is aimed at implementation of the 
proposed action; if it is the second case, the agent continues the search and sends a 
CFP message to other agents of the eMarket type. In the next step, the Buyer Agent, 
who bought the product on a commodity market, would like to have a third logistics 
party (3PL) to carry out the dispatch. For this purpose, it forwards the data on the 
numbers of the containers and shipping routes from London to Paris to the agent 
representing the server cloud computing (CC). 
 

(request 
  :sender (agent-identifier :name Buyer) 
  :receiver (set (agent-identifier :name CC)) 
  :content 
    "((action (agent-identifier :name 3PL) 
     (deliver containers000093-001956 from LON to PAR)))" 
  :protocol fipa-request 
  :language fipa-sl 

  :reply-with order00678) 
 

In the next step, in cloud computing, a suitable 3PL that can fulfill a given task is 
determined. The 3PL agent may agree on the task that the CC agent asks for or refuse. 

 (agree  
  :sender (agent-identifier :name 3PL)  
  :receiver (set (agent-identifier :name CC)) 
  :content 
    "((action (agent-identifier :name 3PL) 
      (deliver containers000093-001956 (loc 49°31.607 'N 22°12.096'E))) 
     (priority order00678 high))" 
  :in-reply-to order00678 
  :protocol fipa-request 

  :language fipa-sl) 
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Another message that can be transferred between agents, is a request to submit 
additional information. The CC agent asks to send information about the services 
offered by 3PL. 
 

query-ref  
  :sender (agent-identifier :name CC) 
  :receiver (set (agent-identifier :name 3PL)) 
  :content 
     "((all ?x (available-service j ?x)))" 
  :in-reply-to order00678 
  :protocol fipa-query 

  :language fipa-sl) 
 

In response to the above request, the 3PL agent informs that it offers transport, 
storage and packing services. 
 

(inform  
  :sender (agent-identifier :name 3PL)  
  :receiver (set (agent-identifier :name CC)) 
  :content 
    "((= (all ?x (available-service 3PL ?x)) 
       (set (forwarding service) 
            (warehousing service) 
            (co-packing service))))" 
  :ontology logistic-services 
  :in-reply-to order00678 
  :protocol fipa- query-ref 

  :language fipa-sl) 
 

Such messages sent between the agents are numerous. However, due to their 
similar structure, this paper has been limited to present the most important ones.  

5 Conclusion and Future Work 

The proposed solution gives, especially small and medium enterprises, a better 
possibility to automatically capture information and exchange it within a particular 
enterprises’ network. Also, it helps to build up business relations and, finally, to better 
match demand and supply capacity data. 

The proposed model will be tested in a simulation environment. It allows to 
evaluate the operating performance prior to the implementation of the system. The 
simulations carried out will enable companies to perform powerful what-if analyses 
leading them to better planning decisions and allow to compare the various 
operational alternatives. Moreover, it will help to understand the overall supply chain 
processes and characteristics by graphics/animation. 

Acknowledgements. The paper was written with financial support from the 
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Abstract. The article presents investigations upon the effectiveness of 
computer assistance in the transformation of explicit and tactic knowledge in 
the course of supplier selection process in an enterprise. A computer system is 
oriented towards achieving greater process efficiency than in a traditional 
procedure based upon expert knowledge of employees. Authors of the article 
have modeled a multi-variant process of supplier selection providing two 
options, one with computer assistance and the other without this assistance. The 
obtained results are used to identify the restrictions and formulate the 
conclusions as for the requirements that should be met by the systems assisting 
the decision-making in this area. 

Keywords: knowledge transformation, assisting the expert decision-making.  

1   Introduction 

The process of transforming tactic knowledge into explicit knowledge is of a complex 
nature. The difficulty of studies upon the knowledge flow results from the necessity 
of constructing structural and functional models with known parameters obtained 
from precise procedures of model-identification, as well as the way of defining the 
parameters and the need for the measurements and evaluations. Such models are the 
basis of simulation, i.e. the virtual investigating the transforming the reality [2]. 

The article presents results of an experiment concerning transforming tactic 
knowledge into explicit knowledge. The object of the process, i.e. the essence of the 
flow, is in fact difficult to grasp and define. The presented investigations are based 
upon a discrete model of simulation, ascribing a process to an object identified as a 
so-called knowledge unit. This is an abstract concept, identified by means of defining 
an evaluation set. The evaluation set contains criteria that make it possible to identify 
the object of a process, i.e. knowledge units, by listing the consecutive states after the 
transformation. This conception enables using the discrete model of simulation to 
perform the experiments. 

As a result of the investigations, it is possible to analyze, both from the quantitative 
and temporal perspective, the efficiency of knowledge transformation process for the 
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particular paths of implementing the analyzed function of supplier selection, so as to 
meet the requirements generated by a production department. The simulation included 
two variants of implementing the function: in a traditional way and with computer 
assistance in the form of electronic purchase platform. 

2   Knowledge Transformation 

2.1   The Essence of Knowledge Transformation 

The role of knowledge in an economic activity, and especially in management, has 
been discussed for decades [7]. Hoverer, knowledge began to be considered [4] as a 
subject of management in organizations no sooner than in the last ten years of the 20th 
century. Since that time both science and business practice have provided a number of 
instructions so as to obtain, master, develop and use this knowledge. 

Knowledge is not the same as information, although these two notions are 
commonly treated as synonyms. It can be assumed that knowledge is information 
that has been understood, enriched with opinion and used in operation. Knowledge is 
information in context along with understating how to use it [7]. The understanding 
emerges from the resources of knowledge possessed by people or/and institutions 
[7]. 

In management, knowledge is usually treated as [8]: 

• connecting information with its understanding, 
• the effect of intellectual processing of information and experiences and learning, 
• the total of a person’s knowledge, 
• the refection of reality in a human mind, 
• confirmed belief. 
• Knowledge treated as a resource to be used in business is characterized by the 

following [8]: 
• knowledge can be created by various means, 
• it cannot be easily grasped or fully used but, contrary to material resources, it can 

be used by various people in various places, 
• it is relative and ambiguous and therefore it can interpreted differently be various 

people, 
• it is dynamic – grasping a part of it can lead to its massive increase while it is 

being used, 
• it can quickly become obsolete 
• it can decrease the uncertainty level in risky ventures, 
• owing to the codification process it is structured in technologies, procedures, 

documentation, employees competence and databases, 
• it can materialize, which means that it is manifested in products and services and 

therefore it is imitable (with various levels if difficulty though), 
• knowledge itself can be a product. 
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Due to all of the above, knowledge is a resource that cannot be easily represented in a 
simulation process and it is difficult to assist its transformation with use of IT tools. 

2.2   Explicit and Tactic Knowledge in the Transformation Process 

The first researcher who distinguished between explicit and tactic knowledge was 
M.Polanyi, who stated ‘We can know more than we can tell’ [11]. 

Tactic knowledge is individual, specific and contextual, difficult to formalize and 
communicate and requires specific learning skills [1].  

S. Chełpa lists the following features of tactic knowledge [3]: 

• individualization and personification, which means that knowledge results mainly 
from experience, and that is why it is greatly subjective and relative, 

• idiosyncrasy, which means contextual sensitivity and a tendency to be revealed in 
certain external conditions, 

• pre-theoreticalness and non-intellectualism, which means that its arrangement and 
occurring modifications do not result from an intentionally initiated process of 
thinking, 

• internalization and automation, which means that knowledge is characterized by 
deep interiorization, and revealing it is proceeded automatically (instinctively) 
beyond the control of consciousness, although the tasks are target-oriented, 

•  difficulty in localizing: it eludes the attempts to codify it conceptually and 
transferring it verbally to other people. 

• The classification that makes a distinction between explicit and tactic knowledge 
was expanded by Japanese researchers I. Nonaka, R. Toyama and N. Konno, who 
distinguished the following [11]: 

• experimental knowledge assets, which result from common experience and 
education of individual people and consist of individual skills and know how as 
well as energy, passion, mutual trust, help and sense of security, 

• routine knowledge assets, i.e. knowledge transformed into routine by means of 
practical actions; it consists of abilities necessary to perform certain activities as 
well as the routine of organizational behavior and organizational culture, 

• conceptual knowledge assets, which mean formal and specified knowledge 
expressed in the form of images, pictures, symbols and language (e.g. specific 
projects, patterns, models), 

• systemic knowledge assets, i.e. knowledge formalized in the form of documents, 
instructions, databases, patents etc. 

These four groups are considered as knowledge assets, which are created, developed and 
one by one transformed into the spiral SECI process, that consists of socialization, 
externalization, combination and internalization [7]. According to m. Warner and M. 
Witzel the transformation of knowledge is a process which is the essence of 
management: knowledge resources, i.e. gathered data, analyses and inspirations, gain 
ultimate value. 



442 K. Werner, L. Hadas, and P. Pawlewski 

 

3   The Course of Simulations – Creating Process 

3.1   Methodology of the Investigations 

As far as knowledge transformation is concerned, simulation is a form of 
experimenting on a computer model (simulation model) that answers the question 
how the analyzed processes related to knowledge transformation will behave in the 
given situation spectrum. It makes it easier to understand the functioning of the 
modeled processes. Considering the process model as an actual duplicate makes it 
possible to implement conclusions from the investigations based on a computer model 
into processes in accordance with the principles of model construction. Each model 
should be treated individually because usually it cannot be used to analyze another 
decision-making problem.  

The course of modeling and simulation experiment can be divided into three  
stages [10]: 

Stage A – constructing a conceptual model of simulation. At this stage, a problem is 
formulated and a research plan is prepared. It is necessary to determine the objectives 
of the project and the reasons for using simulation as well as to define attributes to be 
evaluated and quality measures of the solution. Based on that, the range of the project 
and the level of accuracy should be determined. In the conceptual model of 
simulation, the key components of a problem and their relations are identified, and the 
transformation of uncontrolled and controlled inputs into the set data output are 
described.  

Stage B – constructing the computer simulation model. At this stage, the computer 
model is built step by step. First, a simple, correctly operating model is built and 
checked. Next, it is extended gradually. After each step, the operation of the model is 
examined. This method of structuring is recommended by manufacturers of 
simulation software [5]. 

Stage C – carrying out simulation experiments. The next stage after constructing a 
properly operating computer model, is its validation and designing an experiment. In 
the experiment project the initial conditions must be determined and all decision 
variables, that may be of interest to the user and that will be analyzed in separate 
courses, must be predicted. In order to reduce the number of experiment repetitions 
and simulation courses, without deteriorating the quality of the obtained results, the 
methods of planning an experiment can be applied. The fact that, during the 
implementation of the modeling and simulation, all the current results are being 
analyzed should also be taken into account; depending on the quality of these 
analyses, recurrences of the taken activities may occur.  

Validation of the simulation model is one of the crucial stages of implementing the 
simulation experiment, since it makes it possible to determine the reliability level of 
the results. Validation should be distinguished from verification, which is checking 
the correctness of formal model transformation into the form of a computer program. 
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3.2   Conceptual Model of Simulation 

The conceptual model of simulation was constructed on the basis of the methodology 
of building process flow model [8], which uses elements of IDEF0 methodology. 
However, the main component of the prepared conceptual model is the so-called 
concept of a process object [9]. A process object (i.e. aim of a process) can be a 
material product, a document (information product), decision (information product). 
The suggested solution ascribes a process to an object. Therefore, the process can be 
unambiguously recognized and the state of the process can be clearly determined so 
that one can precisely identify the current stage of the process. It is very important to 
take into account the time here, i.e. to consider the process in time. In order to identify 
the current stage of a process, it is necessary to identify the place where, in the given 
time, the so-called process object is present.  In order to identify the process of 
knowledge transformation, the so-called knowledge unit was introduced as a process 
object. Further in the article, it is identified as KU. Knowledge unit is an abstract 
concept which can b identified by defining the so-called evaluation set.  

KU ∈ {KU1, KU2, KU3, …., KUn} 
where: n ∈N. 
The developed conceptual model consists of: 

• a process map 
• a process chart based on IDEF0 methodology 
• a table describing the evaluation set KU 
• components enabling and showing development directions of the model. 

A process map is shown in Figure 1. The map illustrates activities in the process and 
shows the flow of KU through the process.  

The model of mass support was selected for the implementation of a given activity. 
In the mass support system a demand occurs (in this case, it is KU) along with a demand 
for support. The system of massive support reacts by meeting the requirement if 
possible. Otherwise it retains the demand until the right moment and, consequently, 
queues appear in front of operating stations. The queues are formed by various tasks. At 
a given moment, they are represented by one specific operation which is to be 
performed at the given station. The queue is a set of specific individual operations that 
belong to various tasks waiting in front of an operating station. The characteristics that 
describes the mass support models refers to the following: 

• stream of demands 
• service process 
• the way a queue is serviced. 

The stream of demands is described with use of a time interval between consecutive 
demands. The interval may be constant. In case, the demands are random, the interval is 
also a random variable and its probability function should be determined. The 
cumulative probability functions, that determine the probability that a time interval is 
larger than a certain time value, are commonly used. In the analyzed case, the stream of 
demands is passive, which should be interpreted as an infinite queue of demands which 
are selected for the first operation as soon as possible. 
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Fig. 1. Map of KU transformation process in the process of supplier selection 

 
Service process describes how a demand is handled. The process is determined by 

two factors: service time and multiplicity of the support system. Service time is the time 
required to support one demand. Multiplicity of the support system is the number of 
demands which can be handled simultaneously.  

The third aspect is the system accessibility. In the analyzed case, each activity 
(service process) is related to a description of service time. In most cases, it is presented 
as specific probability distribution. The multiplicity of the support system in all cases 
amounts to one. Therefore, multitasking is not being considered. The system is always 
accessible.  

4   Simulation Experiments  

The simulation referred to the process of supplier selection on the basis of available 
knowledge about offered products. The simulation was restricted to 1600 man-hours, so 
as to reflect effective annual standard hours of a single worker. The simulation was an 
experiment and that is why, the analyses were restricted to studying the process 
efficiency. In order to thoroughly analyze the whole process, it would be necessary to 
imitate the functional division of labor in the investigated company. 

Knowledge units (KN) were generated only at the beginning of the process. While 
analyzing the process time, in order to, e.g. obtain the missing data, it turned out that it 
is relatively long and it may become a bottleneck. In reality, there may be several 
operating stations that implement the same tasks. Then, the multi-streaming character of 
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the process will restrain it from becoming a bottleneck. The FIFO rule (first in, first out) 
is kept for input and output of the process, because the analysis of the plans 
implementation was not the objective of the investigation. Before each input and output, 
a queue of KN was formed and then an automatic machine took the first KN, that had 
been waiting for the longest time.  

The experiments were carried out for the version with a traditional procedure and for 
the one that is computer-assisted. For comparison purposes, for both versions the same 
streams of random numbers were used.  They were changed when the experiment 
number was changed.  

5   Analysis of Simulation Results (Fragments)  

After the computer model of simulation was completed and validated, a series of 
experiments were carried out in order to confirm the results of earlier studies and draw 
ultimate conclusions. After the operation of the simulation model was positively 
verified in this aspect, generating of the courses began so as infer about knowledge 
transformation in the process of supplier selection. For the detailed inference process,  
6 simulation courses were chosen both in the computer-assisted variant and in the 
traditional mode of generating a request for proposal, and selecting the final supplier.  

A comprehensive view on the residence time in buffers and the lead time of 
operations in the “system with ON” and “without ON” for all 50 knowledge units 
shows (Figure 2) that, in most cases of units compared in pairs, time and labor 
consumption is smaller for the variant with computer-assistance. 

Nevertheless, the obtained effect of shortening the time of implementing the 
function of supplier selection based on knowledge transformation is weaker than 
expected. IT system (represented by Open Nexus) assists the following: 

• gaining information from databases 
• preparing a request for proposal (according to a template) 
• internal distribution of requests (between employees in a company) 
• external distribution of requests to potential customers 
• collection of requests (automation of the process) 
• automatic analysis of the requests and selection of the best offer (based on criteria 

determined the moment the request for proposal was made). 

Therefore, greater benefits, such as decrease in the time-consumption of lead time, 
were expected. A more precise analysis, however, revealed the reasons for such 
results. 

In the chain of operations performed in the analyzed process, the effect of 
bottleneck appeared. That significantly reduced the flow of knowledge units. What is 
more the bottleneck effect occurred in the initial phase of the process, and therefore it 
was impossible to “fill” the whole system with knowledge units at the proper level. 
This would probably reveal larger differences between the considered variants of 
implementing the function. Because of the attempt to imitate the process that exists in 
reality, the researchers did not try to balance the flow capacity, since it would not 
comply with the validated model. 
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Fig. 2. Comprehensive analysis of residence time In the buffers, lead time of an operations and 
time of residence In the system with ON and without ON for all knowledge unit. 
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6   Conclusions 

The imitation of the transformation process was based on specific organizational 
conditions of an enterprise with high level of ready product customization. In such 
conditions, owing to the fact that demand for various products is greatly changeable 
in time, there is a great necessity for the transfer of knowledge concerning purchase 
needs, which are often non-standard and unique. Due to the complexity of quality 
aspects of the transformation process, the validation of the imitated process was 
restrained only to the investigations upon the qualitative aspects of implementing the 
supply function.  

The concept of knowledge unit was introduced as information carrier, that is 
subjected to transformation. This is a unit which simulates the flow of knowledge in 
the chain of operation sequence and can be addressed to and processed by numerous 
subjects. In the process of analyzing the obtained results, time-effectiveness (i.e. time 
and labor consumption) of the function implementation was evaluated for the system 
with and without computer-assistance. 

The results of analyses confirm the potential of IT systems in assisting the process 
of knowledge transformation, distribution and storage. Nevertheless, a greater effort 
must be put into supporting knowledge transformation with use of expert competence, 
since the process is crucial for constructing the proper specification of the request for 
proposal. 

It should be noted that the phenomenon of bottlenecks (occurring in the phase of 
tactic knowledge transformation) was identified as a resource that is timing the 
processing of knowledge units at the consecutive stages of the sequence. Therefore, 
the phenomenon must be taken into consideration while designing IT solutions 
[11,12]. Ignoring this fact will result in lacking the possibility of achieving greater 
efficiency of the system in terms of knowledge processing (implementing functions 
for various needs). 

The problem mentioned above leads to another issue. In the conditions of a real 
company, the implementation of the sequence of particular tasks is changeable. The 
input sequence of operations in the system may change, based on the corrections that 
are made (controlling the process) due to occurring delays, changes in implementation 
priorities or assigning different resources to the implementation of particular tasks. In 
this way congestions (queues of operations to be performed) can be removed and 
possible delays can be avoided. Thus, the designers of IT system assisting the process 
of knowledge transformation ought to develop a mechanism of: 

• dynamic allocation of resources for implementing particular tasks 
• monitoring and evaluating the progress level of implementing particular tasks 

taking into account the priority level. 

The implementation of the above-mentioned suggestions will make it possible to 
increase the efficiency of computer programs assisting the process of knowledge 
transformation in business organizations. 
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Abstract. Companies are facing problems regarding reduction of their logistics 
costs. Good organization of transport processes can bring a lot of profits both 
economical and environmental. Companies participating in supply process more 
and more often prefer to create temporary relations and form virtual cooperation 
networks than to keep traditional long-term contracts. The aim of the paper is to 
present the tool that supports the coordination of transport in virtual logistics 
clusters. The main problems and requirements are identified. Moreover authors 
present the results of questionnaire conducted among transport users and 
transport providers regarding the communications standards.  

Keywords: logistics, transport processes, cooperation, communication standards.  

1 Introduction - Virtual Logistics Clusters 

Small and medium enterprises usually have less money for infrastructure expenses. 
The web-based services allow overcoming this limitation. The common access to 
broadband Internet usually is the only required infrastructure to use them. Moreover 
web-based solutions allow integration among group of companies in order to form 
temporary cooperation network. 

Traditionally clusters are understood as geographic concentrations of interconnected 
companies, specialized suppliers, service providers, and associated institutions in a 
particular field that are present in region [1]. Virtual logistics cluster can be defined as a 
network of individual companies that are organized around the particular interconnected 
logistics process which is performed in a geographic region. Transport processes are 
good example of such cooperation, because they are usually dedicated to transfer goods 
to particular geographical location (region).   

The aim of the virtual logistics cluster is to achieve the effect of the economy of 
scale and reduction of cost of the delivery process.  In case of transport processes 
there are some additional benefits, like: 

• better utilization of vehicles: increased load factor and reduction of empty 
routes, 

• reduction of greenhouse gasses due to optimization of route planning.  

The virtual logistics clusters are described by a group of common characteristics: 
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• technology- application of modern IT tools and developed telecommunications 
infrastructure provide exchange of data necessary for the effective organization of 
logistics processes, 

• opportunistic approach to network configuration – any time companies evaluate 
the benefits of participation in the virtual organization and compare them with 
benefits of individual performance,  

• temporary character of relations- usually there is no long-term contracts and 
companies are able the reconfigure the network by each contract.  

The temporary nature of the cooperation requires common standards for communication 
which are easily applicable at low costs. Some standards already have been elaborated 
but still a shift in interoperability is needed. One example of such industrial initiative is 
the development of a new Logistics Interoperability Model (LIM) by GS1. This model is 
elaborated and applied mainly by big companies. Small and medium companies still 
search for the other solutions that might be suitable for them. 

In the next sections authors describe the requirements for the integration tool, as 
well as current situation regarding the implementation of common communication 
standards among companies. The transport process is analyzed as an example.  

2 Integration of Transport Processes and Challenges for 
Communication within Cluster 

The main issue that appear by coordination of process in the virtual cooperation 
network is independency of technology in order to support the possibility of 
temporary relations and reconfiguration.  

In case of the transport process the requirements for the Common Framework have 
been identified [2], as: 

• support multimodality (co-modality), 
• be stable and easy to refine and expand, 
• be future-oriented (independent of current solutions), 
• provide a total picture (supporting transparency, management, and security), 
• facilitate hiding of complexity (abstraction, simplification), 
• focus on interoperability (not on inner parts of systems), 
• independent of technology, 
• facilitating interaction with existing standards (to help protect investments already 

made in legacy and other systems). 

In case of transport very often is used electronic data interchange (EDI) including 
special message formats elaborated for transport of goods like for example: 

• IFTMIN (instruction transport message) – an EDIFACT message from the 
client regarding forwarding/transport services for a consignment under 
conditions agreed. The message is from shipper to carrier or forwarder 
containing the final details of the consignment for which services are provided. 

• IFTSTA (International multimodal status report) - an EDIFACT message to 
report the transport status and/or a change in the transport status (i.e. event) 
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between involved companies. It reflects information on the status of the 
physical movement of consignments, goods at any point. 

2.1 Reference Model of Cooperation within Virtual Logistics Cluster  

The paper presents the creation of a comprehensive tool supporting the consolidation 
of transport processes for group of independent companies. The aim of cooperation is 
optimizing transport costs resulting from economies of scale achieved through 
sustainable exploitation of resources in the group.  The benefit of co-operation is also 
reducing the cost of staff associated with the organization of transport by transferring 
some responsibilities to a coordinator of transport.    

The main task for the reference model is to stimulate cooperation between group 
of manufacturing (users) and transport enterprises (providers). The concept is based 
on idea of sustainable development. Figure 1 presents reference model. 

Cooperating entities shall exchange information electronically via dedicated electronic 
platforms. In the reference model three groups of players are defined (see fig. 1): 

 

Fig. 1. Reference model for transport process performed by virtual cluster [3] 
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• Users of transport services – companies that are engaged in the production and/or 
selling of the products. Logistics is not their main source of business. These 
companies may have their own means of transport, logistics infrastructure or they 
cooperate with the providers of logistics services. They issue the demand for 
transportation. They order the execution of logistics operations in most of the 
cases by issuing order to providers of services.  

• Provider of transport services – companies whose core business is the provision of 
logistics services. Their task is the coordination of orders issued by logistics users.  
In the case where one of the cooperating firms has its own facilities, e.g. means of 
transport and is able to provide transport services for the other transport users, 
then it performs also the role of transport services providers.  

• Coordinator – represents the users and deals with the coordination of logistics 
processes (e.g. analysis of the possible aggregation of the transport orders issued 
by the different users, price negotiations, and the choice of modes of transport). 

Developed reference model takes into consideration [4]: 

• assumptions for the European transport policy development, 
• co-modality of transport processes, 
• one common standard in transport & logistics data exchange which has been 

developing by several EU research projects such as FREIGHTWISE, e-Freight, 
INTEGRITY, Smart-CM, SMARTFREIGHT, DiSCwise, COMCIS, iCargo, 

• correlation between logistics system of the enterprise and the 
regional/national/continental transport systems, 

• traceability issue, like GS1 [5], 
• possibility of using particular computing tools and information exchange 

techniques. 

Within the framework of the model the following instruments stimulating cooperation 
between enterprises need to be addressed during implementation phase: 

•  methodology enabling estimation of potential savings and profits that derive from 
cooperation among enterprises in logistics processes organization, 

• legal framework for cooperation between shippers, logistics service providers and 
co-ordinator (orchestrator), 

• methodology that assure common planning of logistics processes in a group of 
enterprises taking into consideration relation of a trade-off between transport, 
inventory management as well as warehousing processes, 

• methodology that assures common planning of transport processes in a group of 
enterprises in compliance with a trade-off relation between micro scale 
(enterprise) and macro scale (region), 

• exploitation of existing e-platforms (T-Scale, Logit 4SEE) that support 
interoperability and harmonizing logistics processes in group of enterprises and as 
a result allows joint organization of haulages. Furthermore the e-platforms are to 
support standardized data exchange process thereby enabling cooperation between 
users and transport service provider for all modes. 



 

 

2.2 Survey Results  

The pilot survey was con
represent both transport us
and forwarders. First grou
regarding the application 
platform. 

Fig. 2. Positive an

In the analyzed group 5
everyday operations by pla
companies see the need 
transport providers and tran
providers (including logisti
integration platform. In 
willingness to use the platfo

• cost reduction, 
• better resource utiliza
• flexibility, 
• reduction of time need
• less errors occurring 

exchange.   

Additional interviews wer
presented in figure 3.   

Has the company IT syste
organization of tra

Do you need open p
organization of transp

intermodal fre

Is your company interested
transport services via p

Is your company intereste
platform for organizing

Would your comapny like 
in implemenation p

Virtual Logistics Clusters – IT Support for Integration 

nducted among group of 40 companies. The compan
sers and transport providers including logistics operat

up of questions (see fig.2) concerns the present situat
of IT tools as well as willingness to implement n

nswers regarding the IT support of transport processes 

54% of companies have IT systems which support t
anning and organization of transport processes, but still 
to use the integration platform for cooperation amo

nsport users (80% positive answers). Over 90% of transp
ics operators) were interested in selling they services 
the open question regarding factors influencing 

orm the most popular answers were: 

tion, 

ded for communication, 
due to lack of information or inappropriate informat

re conducted with 18 transport users. The answers 

0% 20% 40% 60% 80% 100%

em supporting 
nsport?

platform for 
port (including 
eight) ?

d in selling the 
platform?

ed in using the 
g transport?

to participate 
phase?

453 

nies 
tors 
tion 
new 

 

they 
the 

ong 
port 
via 
the 

tion 

are 

%



454 P. Golinska and M. H

 

Fig. 3. Positive answers regard

 
At present the analysed 

standards (30% of positiv
exchange. In the open que
which appear by implement

 
•  different levels of inf
•  staff problems (lack o
•  different organization

 
Most of transport users ha
needed. The main advan
defined by users are: 

 
•  quality improvement 
•  costs optimization, 
•  reduction of delivery 
•  simpler process flow,
•  reduction of time nee

 
Additional interviews were
presented in figure 4. 

 

Do you cooperate with tra
based on communicatio

Do you use electronic/
exchange by cooperatio

providers

Do you think communica
between transport provide

needed?

Are the communications sta
implement?

Do you achieved the defined im
goals?

Hajdul 

ding the application of common communication standards - us

companies don’t use very often common communicati
ve answers). Most of the companies use electronic d
estion the respondents have identified the main barr
tation of communications standards: 

frastructure development between cooperating companie
of technical competences), 
nal culture of companies.  

ave declared that common communication standards 
ntages of implementation of communications standa

of the transport services, 

times, 
, 

eded for communication. 

e conducted with 22 transport providers. The answers 

0% 20% 40% 60% 80% 100%

ansport providers 
on standards?

/automatic data 
on with transport 
s?

ation standards 
ers and users are 

ndard difficult to 
?

mplementation’s 

 

sers 

ions 
data 
riers 

es, 

are 
ards 

are 

%



 

 

Fig. 4. Positive answers rega
transport providers 

 
At present the analysed 

standards (30% of positive
electronic data exchange 
identified the main barrie
standards. From transport p

• high cost of impleme
• long time needed for
• human factor ( diffic
• technical difficulties

Most of transport provide
standards are needed. The
standards defined by provid

• reduction of errors by
• cost reduction, 
• reduction of time need
• transparency of inform
• access to information 

 
In the next section authors
the companies to form virtu

Do you cooperate with t
based on communicatio

Do you use electronic/a
exchange by cooperation 

Do you think communicat
between transport providers

Are the communications sta
to implement?

Do you achieve
implementa

Virtual Logistics Clusters – IT Support for Integration 

arding the application of common communication standard

companies don’t use very often common communicati
e answers). Most of the analysed transport providers 
(c.a.60%). In the open question the respondents h
rs which appear by implementation of communicati

providers’ point of view the typical barrier is: 

entation, 
r implementation, 
culties with the staff training), 
s (system errors) in the initial stage of implementation. 

ers (94%) have declared that common communicat
e main advantages of implementation of communicati
ders are: 

y order fulfilment,  

ded for communication, 
mation flow, 
in real-time. 

s describe the integration tool called T-Scale, which he
ual transport clusters. 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%100%

ransport users 
on standards?

utomatic data 
with transport …

ion standards 
s and users are …

andard difficult 
?

ed the defined 
tion’s goals?

455 

 

ds – 

ions 
use 

have 
ions 

tion 
ions 

elps 

%



456 P. Golinska and M. Hajdul 

 

3 Integration Tool 

T-Scale is an IT tool which is enabling the exchange of information and plan missions 
in real-time between actors involved in the carriage (transport user, the provider of 
transport services, coordinator).  Cooperation of independent companies is also a way 
to increase the availability of the loading capacities in trucks.  Another advantage is 
the reduction of traffic, thus reducing the negative impact of road transport on the 
environment. 

Unlike the existing transport’s e-market the tool gives the opportunity for 
coordination and consolidation of orders, thus optimizing transport costs arising from 
the achieved economies of scale. It increases trust and security resulting from 
cooperation in a closed group of companies and monitoring of cooperation by the 
independent entity (virtual cluster). Figure 5 presents the simplified information flow 
within the virtual cluster. 

 

Fig. 5. Simplified information flow 

The aim of the tool is to manage the transport fleet within the cluster in order to 
eliminate empty routes on the way back and/or consolidate transport demand to joint 
location.  

The initial test of proposed tool was carried out in pharmacy and FMCG (fast 
moving consumer goods) sector within DiSCwise project, founded by DG Enterprise, 
European Commission in 2010-2011. The project aims to Develop, Demonstrate and 
Deploy a Reference Architecture for Interoperability in the Transport and Logistics 
Sector in an effort to achieve: 

• integration of small and medium sized transport service providers into efficient 
door-to-door supply chains at cost affordable to them, 

• facilitating a more sustainable transport for users  to select environment-friendly 
alternatives. 

The initial test was performed in virtual pharmacy cluster in Poland. The aim was to 
support cooperation between suppliers, wholesalers, logistics service providers in 
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order to reduce transport costs through reduction of empty runs and aggregation of 
deliveries of independent companies. One of the major constraints was not to decrease 
customer service level.  

Reduction of transport costs by increasing the level of exploitation of the load 
space, while maintaining the required frequency of supply. Combining volumes of 
deliveries carried out by only two companies in exactly the same days, for exactly the 
same location has enabled cost savings achieved at the level of the ca. 18% of the 
costs incurred so far. Performed analysis showed that the great potential for reducing 
costs by means of a common organisation of the supply is in:  

• aggregating volumes of deliveries regionally, 
• defining common customers’ locations by region, connecting the supply to the 

common location in the few days period-negotiating conditions for the supply 
of customers in joint locations. 

First tests were carried out on a small sample representing group of four distributors. 
Before implementation of new organisational solution, companies did not cooperate at 
any level, but had deliveries to the same clients or clients located very close to each 
other. In analysed case illustrating average day, each of the chemists ordered selected 
amount of products, which were delivered in special boxes (ca. 30), dedicated and 
standardized for pharmacy sector. Due to application of IT support for forming virtual 
transport cluster the number of deliveries was limited at the same time the required 
customer service level was secured. It is worth paying attention to is that number of 
trucks is reduced what decreases road traffic congestion. Therefore, the solution 
eliminates disadvantages of the traditional method of transport process organization. 

 

 

Fig. 6. Effects of cooperation between independent groups of companies on the T-Scale 
platform 



458 P. Golinska and M. Hajdul 

 

4 Conclusions 

Presented in the paper cooperative business model for virtual logistics cluster requires 
sharing knowledge and information along the supply chain, according to the common 
and easy to understand language – standards for data exchange. To achieve this, the 
information and communication systems used for managing transport and logistics 
operation must be interoperable and the actors need to be able to share that 
information according to their own business rules. One of the major challenges in 
development of new virtual logistics clusters is how to create solution which would be 
able to change this situation. Luckily, almost unlimited access to the Internet makes 
possible cooperation in the area of transport process not only between big company 
and also SMEs. The lack of consistency of business process performed by particular 
entities and the variety IT systems used by companies, cause problems with automatic 
partners networking. The presented by authors approach provides framework for 
planning and coordination of transport according to the concept of co-modality. The 
tool helps to form virtual clusters in order to reach common goal of cost effectiveness 
as well as the sustainable development goals (congestion reduction). 
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Abstract. The supply chain configuration has recently been one of the key 
elements of supply chain management. The complexity of the relations and 
variety of the aims of their particular members cause it to be very difficult to 
build a supply chain effectively. Therefore, finding a feasible configuration in 
which both the business network and the company can achieve the highest 
possible level of performance constitutes a problem. Authors proposed the 
SCtechNet model based on graph theory, business network concept and the 
competitiveness indicator that helps to solve this problem by dynamic 
configuration of supply chains. The simulation results based on proposed model 
are presented and discussed. 

Keywords: business network concept, supply chain configuration, NetLogo. 

1 Introduction 

In the face of globalization and the development of the knowledge-based economy, 
the question arises if changes in the global market environment contribute to the 
creation of new potential determinants of company competitiveness. Such new 
determinants may be network relationships and business networks. Firms may find 
participation in network relationships and business networks an essential determinant 
for developing competitiveness and the ability to create and use such relationships 
may become a necessity that will ensure their success. 

According to the network approach consistent with the main IMP Group research 
[12] thread, a business network constitutes a collection of long-term formal and 
informal relationships (direct and indirect) which exist between two or more entities 
[8]. Within the considered framework, a system of links often is characterized as 
being decentralized and informal. 

The principle of strategic equality of business entities diverges a great deal from 
economic reality. Often, it is possible to identify a firm(s) which plays a dominant 
role within the framework of linked entities in this respect. Firms, with increasing 
frequency, consciously create business networks concentrated around them. These 
types of relationships illustrate the strategic approach of the development of network 
links. The strategic approach [3, 9] stresses the active and conscious development of a 
network of relations and the presence of one main entity (flagship company) 
intentionally building a strategic network. The main characteristic of relations 
between the partners of a network is the asymmetric and strategic control exercised by 
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one flagship company over the remaining (independent or “slightly” dependent) 
firms. Within partner firms, the only activities which remain autonomous are those 
which are not included in the cooperation network – the flagship company only has 
strategic control over those aspects of its partners’ business systems which are 
dedicated to the network.  

The ideology of a strategic network can be linked to the concept of logistics 
networks and supply chain. The supply chain can be defined as a network of 
connected and interdependent organizations which acting on the basis of joint 
cooperation, jointly control, manage and improve resource and goods flows from 
suppliers to the final consumer. Therefore, supply chain management constitutes a 
fragment of the overall subject of business networks and this perspective will be 
assumed in this article. 

Despite the fact that the significance of cooperation and relationships between 
companies is emphasized within research [1, 6], the network approach is used to a 
relatively limited extent to comprehensively analyze the process of building company 
competitiveness. Previous studies relating to the impact of network relationships and 
business networks on competitive advantage are very fragmented. Attention is 
devoted to the isolated effects exerted by network relationships (e.g. creation of trust, 
the positive impact of relationships on the learning process and the resulting 
competitiveness), there is, however, a lack of comprehensive research devoted to the 
holistic quantification of the mechanism of building company’s competitiveness with 
the application of network relationships and business networks.  

Business networks and network relationships require a new look at the issue of a 
company’s competitiveness which has to take in to account new quality of relationships 
connecting business entities The network approach accents the importance of long-term 
relations between entities which are to lead towards measureable benefits for the whole 
network as well as individual firms. There is, however, a lack of in-depth analysis of 
short-term relations from a network perspective. Meanwhile, short-term relations often 
occur and it appears that they can also result in measureable benefits for firms. 

2 Previous Work 

This article continues the research into the development of competitive advantage and 
competitiveness among high-tech firms as a result of network relationships presented 
at [11]. An empirical analysis of 74 Polish firms was carried out during the research. 
The results confirmed that vertical links are more often developed among Polish high-
tech firms (buyers and suppliers) than horizontal links (between competitors or 
institutions of research or education). Generally, firms continue to cooperate with 
each other within the framework of the supply chain increasingly often. At the same 
time, high-tech firms with an identified competitive advantage (the better firms) more 
intensively utilized the relations established within the supply chain.  

A firm’s competitive advantage is treated as a relative measure of the quality of a 
firm’s operations and is defined through the prism of the relative differences in 
financial and non-financial performance (performance differentials) with respect to 
the achievements of the closest competitors. Competitive advantage is studied based 
on a consolidated formula including total income, total sale, return on investment 
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(ROI), and market share. Due to difficulties in comparing companies of various sizes 
or operating in different markets, a subjective method of assessing their activities in 
comparison with their closest competitors that is based on a relative assessment of the 
enterprises themselves was adopted. The 5-point Likert scale was used for the 
assessment. The respondents, by answering the questions posed in the questionnaire 
relating to four of the effects of performance (total income, total sale, ROI, market 
share) were to provide their own self-assessment in relation to the closest competitors 
(5 – considerably worse, 4 – worse, 3 – almost the same, 2 – better, 1 – considerably 
better)1. The application of such an evaluation method facilitates the comparison of 
results with those of other firms with different business characteristics. The adaptation 
of this evaluation method is based upon the earlier experiences of Fonfara [5]. 

The analysis of firms’ performance in four areas with respect to the closest 
competition served to construct a competitiveness indicator (CI). This indicator was 
defined as the average of the four results – overall profit, market share, sales volume 
and ROI. In the subsequently presented deliberations, the lower the positive deviation 
of the indicator from the value of 3 (remembering that in the adopted scale, the value 
of 3 indicated “almost the same”) the greater the advantage. 

The statistical analysis which was carried out in two stages confirmed the adopted 
approach and the justification for linking the four defined elements of a firm’s results 
in to one indicator. 

3 SCtechNet Model 

The choice of contractors for the transaction is usually guided by the criteria of resources 
availability and price competitiveness. Typically, an enterprise inquires several subjects 
individually and then chooses the most attractive offer. Unfortunately, it is a very time-
consuming task which requires efficient data interchange and analysis. Therefore, there is 
a need for solutions which will make it possible to currently browse, analyze and choose 
the best of all available offers meeting predefined requirements in a short time. One such 
solution is definitely the SCtechNet model which allows a data flow within the whole 
business network. 

The SCtechNet model (Supply Chain Configuration in High-Tech Networks) is a 
development of DyConSC model [7, 10] and it is extended here with the business 
network concept and the competitiveness indicator. It is mainly aimed at building 
dynamic and flexible temporary supply chains within the business network. The 
SCtechNet enables each entity of the supply chain to independently adjust their plans 
in such a way that they become optimal both within one high-tech enterprise and the 
whole supply chain.  

This model is based on service-oriented architecture (which grants system 
interoperability) and the graph theory. All IT systems of enterprises are interconnected 
and enable software agents to access their content.  Autonomous agents are capable of 
identifying which tasks and customers’ requirements can be satisfied. Agents 
representing various enterprises from particular tiers cooperate with one another, 
coordinate and negotiate conditions to achieve the common goal whereas every agent 

                                                           
1 For the purposes of this article, the scale has been reversed. 
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the entities (nodes) in business network. The criteria for the choice for the preceding 
entity comprise the price of products or services and the competitiveness indicator 
(CI). The first criterion is a precondition. If the price meets the requirements, CI is 
comparable in the next step.  CI facilitates finding the best flow (of the lowest values) 
with an appropriate capacity. It boils down to the minimum cost flow problem, 
included in the aforementioned graph theory and described below. 

Let us assume that in network G (enterprise network) a flow of value θ from s 
(source, i.e. factory) to t (sink, i.e. FC) is sought. Value θ represents the total demand 
of FC. The costs dij of sending a flow unit along an edge (i, j) and maximum 
capacities cij of particular edges are defined, too. Additionally, let us mark the flow fij 
over edges (i, j). The notion of minimum cost flow may be formulated in the 
following way [4]: 

The sum must be minimized ∑ d f,  , 
The assumptions are as follows: 

1. For each edge (i, j) in network G 
0 ≤ fij ≤ cij, 

2. For node (entity) s  ∑ f  ∑ f θ,,   
where in ∑ f  all edges entering node j are summed and in ∑ f  all edges 
going out of node i are summed. 

3. For node (entity) t  ∑ f  ∑ f  θ ,  
4. For the remaining nodes (entities) j ∑ f  ∑ f 0.   

Although the model presented above describes the task of linear programming, solving it 
by general liner programming methods is ineffective due its network structure. In this 
case the Busacker-Gowen (BG) algorithm is helpful which is presented in [4]. This 
method consists in increasing the flow along consecutive paths augmenting as much as 
their capacity allows. The order of appointing paths depends on their length which, in this 
case, is determined by unit costs. If the flow has achieved value θ, computing finishes. 
Otherwise, the network is modified in such a way that the flow found so far is taken into 
account. In the residual network (G*) the cheapest path from s to t needs to be found and 
the greatest number of units is send along it. These two stages are repeated until the flow 
of the predefined value θ is accomplished or until the current network contains the path 
from s to t. 

In order to find the cheapest chain from the source to the sink the algorithm of 
finding the shortest paths must be applied. The SCtechNet model has used the BMEP 
(Bellman, Moore, d’Escopo, Pape) algorithm (see more in [4]). 

4 Implementation and Simulation Experiments 

The SCtechNet model was implemented in the NetLogo platform. This platform 
allows both to model and conduct simulations. In the simulating model, four kinds of 
“breeds” were distinguished: flagships, assemblers, suppliers, and factories. Thanks to 
that, different behaviors and “agent sets” of those breeds can be defined.  
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The arrangement of the network is randomly generated. In the first step, the 
requirements for the price are checked, i.e. the level of price cannot be higher than 30 
euro per unit. If the nodes do not have any corresponding connections (because the 
condition is not met) with their predecessors and/or sequential constituents, they are 
eliminated from the network. In this case the link between them is not created. 
However, it does not mean that those nodes will not be taken into account in other 
business networks. 

There is only one flagship company in each network. It is worth to emphasize that 
different FCs may compete with others from other business networks. The quantity of 
entities in the second, third and fourth tier is assumed to range from 10 to 100. This 
number can be increased or decreased with the slider (nodes number). The entities are 
represented by agents which interact and communicate, e.g. request current 
production capability, product price, product quantity etc.  

Other parameters (increased or decreased with the sliders, too) are as follows: 

_ SCD (supply chain demand) – demand of the flagship company which equals 
the whole supply chain demand (it changes from 1 000 to 10 000 units); 

_ SI (supply indicator) – factor of supply changeability of particular entities 
excluding flagship company (it changes from 20% to 100%). 

The properties of link agents between constituents were chosen randomly as a pair of  
competitiveness indicator (CI) and capacity (CA). The first one is between 1.0 and 5.0. 
This indicator has been described above (cf. section 2). The CA is established as a 
variable according to the following procedure: SCD * SI + random (SCD * SI + 1). For 
example, if SCD = 50 and SI  = 0.5, then CA amounts to not less than 25 and not more 
than 50.  

The FC demand can be completely or partially satisfied. It depends on the quantity 
supply of the preceding constituents. Similarly, the demand of enterprises from the 
2nd tier can be fulfilled completely or partially and also depends on the supply of the 
entities from the 3rd tier, and so on. 

In order to find the best supply chain (so the shortest path in the graph), the BG and 
BMEP algorithms are activated (cf. Section 3). In the network, there can be at least 
one such chain. Their number depends on the supply and demand changeability.  

The main aim of the simulations carried out was to study how the changes of the 
number of nodes and the supply indicator influence the supply chains number and the 
average level of the competitiveness indicator along the business network. 

In the first simulations, the number of entities in a particular tier was changing 
from 10 to 100, incrementing each time by 10 (simultaneously, this number in other 
tiers was stable and equaled 20) on the assumption that SCD = 10 000 and SI = 20%. 
They were run 1 000 times for each case which gives a total of 10 000 times. 

The findings of the simulations show that as the nodes number augments, the 
average number changes (see fig. 2). For example, if the assemblers number increases 
10 times (from 10 to 100 nodes), the average supply chains number decreases only by 
12%, but in the case of factories it rises by 3%. It may, then, be concluded that the 
average number of supply chains is not considerably influenced by the change of the 
number of nodes in particular tiers. 
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Fig. 2. Influence of enterprises number change in particular tiers on supply chains number in 
the network 

It is different, though, in the case of the average level of the whole competitiveness 
indicator (CI), in which changes are more visible (see fig. 3). When there is an increase in 
the nodes number, CI decreases by 15% on average, but for assemblers the fall is greatest 
and reaches 24%. Thus, the growth of the number of nodes in particular tiers causes the 
average CI along a supply chain to diminish. It can be explained by the following 
dependence: the more suppliers there are in a given tier, the higher the competitiveness 
among them is and the better the conditions become for the final customers. The CI of 
each tier tends towards 1.0, so the CI of the whole supply chain tends towards 3.0. Figure 
3 shows one more correlation – the greater the nodes number in the vicinity of the 
flagship company (so assemblers, suppliers, and factories successively), the lower the CI.  

 

Fig. 3. Influence of enterprises number change in particular tiers on the average competitiveness 
indicator in the business network 

Next, the impact of the variation of the supply indicator (so the capacity of enterprises) 
on the supply chains number and the competitiveness indicator was studied, on the 
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assumption that the nodes number is stable and amounts to 20 and SCD = 10 000. In the 
simulations, the variable supply indicator was shifted by 20 percentage points, from 20% 
to 100%. The simulations carried out show that the supply chain number falls sharply 
from 13 to 1, i.e. about 92% (see fig. 4). It is interesting that the supply indicator raised 
twice (i.e. from 10% to 20%) causes the average supply chains numbers, which can 
satisfy the FC demand more quickly, to drop from 13 to 6, i.e. 53%. As a result of the 
increase of the supply indicator from 10% to 100%, CI declines by 22% (see the red line 
in fig. 5). The greatest drop (about 11%) takes place in the first step (from 10% to 20%). 
It may be stated on the basis of the analysis of the data from this simulation experiment 
that it is more profitable to collaborate with enterprises which have greater capacities and 
can offer greater supply (assuming that the nodes number is stable). It reduces the 
number of supply chains.  

 
 

 
Fig. 4. Influence of factor of supply changeability on the supply chains number in the business 
network 

 
Fig. 5. Influence of factor of supply changeability on the average competitiveness indicator in 
the business network 
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In the last part of the simulations, the impact of the variation of the supply 
indicator on CI was investigated, having presumed that the nodes number is stable 
and amounts to 50 (see the blue line in fig. 5), and then to 100 (the black line). Here, 
the correlations are the same as above – the growth of the number of nodes in tiers 
causes the average CI along a supply chain to diminish. 

5 Conclusion 

Highly innovative, R&D intensive high-tech companies need solutions aiming at 
improving their supply chain, rising their competitiveness and reducing costs. 
Application of the agent technology and graph theory in logistics allows departing 
from fixed supply chains, in which enterprises are dependent on one another, and 
replace them with dynamic configurable supply chains. Including business network 
concept and competitiveness indicator additionally extends the analysis.  

The proposed SCtechNet model offers many benefits for the network of 
enterprises, its participants and the final customer. Some of the most important ones 
have been distinguished below: finding solutions rising competitiveness of all 
network entities individually and supply chain holistically, giving answer to the 
question how to build dynamic and flexible temporary supply chains within the 
business network and with whom it is more profitable to collaborate with. The model 
allows also to currently browse, analyze and choose the best of all available offers 
meeting predefined requirements in a short time. It gives the possibility to build 
scenarios and carry out simulations independently. 
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Abstract.An article presents identification methodologies and estimation of 
factors which influence a logistic process safety in a network context through 
the use of a network thinking methodology. A proposed version of a network 
thinking methodology for the use of a safety analysis of logistic processes 
realisation, unlike an originalProbst and Urlich concept, only uses its modified 
stages. A significant element which differentiates a solution presented by the 
authors is the use of one of grey systems theory’s methods so called Grey 
Relational Analysis in order to quantitatively formulate a common experts’ 
opinion concerning an impact mutual force of identified factors. Knowledge of 
a correlation force between factors is a basis to classifying factors into groups 
which are used for taking appropriate and optimal managing actions. 

A solution presented in the article will be tested with reference to real data 
for a buying decision process in a company of a chemical branch using a 
computer support that simplifies computation processes. 

Keywords: logistic process safety, network thinking methodology, Grey 
Relational Analysis. 

1 Theoretical Bases of Problematic Aspects of Logistic Process 
Realization 

Safety is a state that gives a mood of confidence and assures its preservation and 
opportunities for improvement [11]. Such understood safety in management can be 
referred to many aspects among which there is also processes realisation safety. Here 
a process is treated as a sequential series of actions that starts from gaining and 
processing informational and material resources. After transformation, which is 
specific for a given process, they become resources for subsequent series of actions 
realised by internal and external customers [9].  

A specific group of processes which is sensitive to risks that lower a level of their 
safety are logistic processes. A process is named a logistic process when an 
arrangement, a state, and a flow of its constituents require coordination with other 
processes due to criteria of location, time, costs, and effectiveness of fulfilling 
company’s superior goals [6]. Typical logistic processes include processes of supply, 
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storage, transport, distribution, inventory management, and packaging management. 
From the viewpoint of every production company, a supply process (also called a 
buying decision process) is particularly important as ensuring production continuity 
and hence a sale in a company depend on its arrangement.    

Sale continuity influences a company’s profit. On the other hand, a supply process is a 
process which generates costs in a company. Assuming that a goal of business activity is 
to maximise incomes and minimise expenditures, thus, the performers of a supply 
process face a huge challenge. On the one hand, they have to supply a company with 
goods necessary for production complying with qualitative requirements in order to 
satisfy mass market’s needs. On the other hand, they have to minimise supply costs 
(prices of resources, transport costs, storage costs) in order to make a profit. Appropriate 
balance between those aspects is strongly connected with an analysis of processes 
realisation considering a safety criterion and proper risk optimising.  

2 Network Modeling of Logistics Process Safety 

A network modelling starts with the premise about a multi-perspective approach to 
solve analysed problems through the participation of many stakeholders who 
represent different viewpoints and requirements resulting from the mentioned 
viewpoints, and perceived factors which influence the way of fulfilling those 
requirements [14 p. 107].   

An analysis of stakeholders as a starting point in a network modelling must include a 
large amount of perspectives within which a company is working and reflect strategic, 
tactical, and operational spheres. The above postulate should be included in a choice of a 
group responsible for conducting the whole process of a network modelling. A properly 
selected group guarantees that further stages of the analysis are correctly carried out 
which means that requirements according to an analysed process will be accurately 
formulated and important factors related to those requirements will be accurately chosen. 
Factors determined in this way are further used for constructing a network of relations 
between factors. An example of such a network is graphically presented in Figure 1.  

 

Fig. 1. Network relations presented in a graphical way 

In Figure 1, a direction of arrows means a direction of interaction of one factor on 
another one. Symbols + and – mean a character of this interaction, namely if an 
influence of one factor on another one is just like the fact that the growth of one 
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factor’s value causes the growth of another factor’s value, then a character of such an 
interaction is marked by + symbol and called a positive interaction. In the opposite 
case, such an interaction is marked by – symbol and called a negative interaction.   

It is essential to know a direction of factors’ interaction and a character of their 
interaction. However, these are not all the information necessary to profound 
knowledge of properties of a constructed network. Firstly, knowledge about a strength 
which factors use to interact between themselves is also needed. Secondly, questions 
“In what way can we influence the factors?” and “Are the factors susceptible to this 
influence (what can be determined by the use of a term of controllability)?” should be 
answered. To this aim, experts’ opinions need to be referred to due to a variety of 
existed factors and a difficulty of gaining such an information considering costs and 
measuring obstacles. Therefore, the authors propose to use a special algorithm to 
determine experts’ common opinion through using Grey Relational Analysis which is 
one of Grey Systems Theory’s techniques.     

Grey Systems Theory was proposed for the first time in 1982 by a Chinese scientist 
Julong Deng to model phenomena in which data are uncertain and incomplete and 
mechanisms which rule modelled phenomena are only partially known. The theory 
has remained unknown for a long period of time due to the fact that its first systematic 
contribution in English language appeared just in 1989 [4] and the first English 
manual was published in Europe just in 2005. Despite the difficulties in 
popularisation of Grey Systems Theory, it has finally got many interesting 
applications especially in technical and economic sciences [1], [2], [3], [5], [13]. 

3 A Study of Strength of Interaction between Factors and Their 
Controllability’s Estimation 

A study of strength of relation between factors with the use of experts’ estimation and 
a procedure of Grey Relational Analysis starts from defining a scale on which the 
estimation will be done. A proposed solution is accepting a five-point scale where 1 
means a very little strength of relation between factors whereas 5 is a very big and 
significant strength of interaction. After accepting the scale, each of the experts 
performs the estimation for every identified pair of factors among which a relation 
resulting from a graphic representation of a network takes place. Mathematically, this 
can be written in the following way 1 , 2 … , 1,                  (1) 

where,  
 

 - a vector of assessments done by experts for a factor  – interacting 

on a factor  1 , 2 … …  – an estimation of nth factor concerning strength of 

relation between factors and  
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 – a number of experts,  

 – a number of identified factors ,  - numerical designation of factors which undergo estimation 
 

Having an expert’s opinion, we construct a fictional vector of ideal estimations which 
will include homogenous elements of a value that equals 1. The mentioned vector is 
as follows  1 10, 2 10, … 10  (2) 

Having an experts’ opinion vector  and an ideal vector , we can 

begin Grey Relational Analysis procedure which aim is to agree on the experts’ 
opinion by calculating a grey relation grade. Its result should be in the span from 0 to 
1. However, when the value is closer to 1, then a higher strength of relation between 
analysed factors can be ascertained.   

The first step leading to calculating a grey relation grade between is to 

expose a vector to an average operator . A vector’s operation is presented 
below 

′ ′ 1 ,′ 2 … ′                                (3) 

 
where:  

′ ∑ 1,                   (4) 

′  – a value of nth expert’s estimation after its exposition to an average 
operator  

 – an estimation given by nth expert  ∑ - experts’ estimations average  

 

After receiving a vector ′ , the next step is to calculate a vector 

Δpresented in formula 5. 
 ∆  ∆ 1 , ∆ 2 … ∆                                    (5) 

where 
 ∆ | ′ |, 1,                (6) 

 
In the succeeding step, M and m are reckoned according to formulas (7) and (8).  

 max ∆                                                         (9) 
 ∆                                                         (10) 
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Values received earlier allow to creating a vector of grey relation grades for kthitem in 
the following form  , …                                         (11) 

 
where  1, 0,1                 (12) 

 
 – a grey relation grade for kth item 

 – a grade selected individually to an analysed case which usually equals 0,5 in 
applications available in subject literature 

 
When having grey relation grades for kth item calculated, we can calculate an average 
grey relation grade that projects strength of relation between , according to a 
formula presented below   

Γ = ∑ ∑                               (13) 

When calculating Γ for each pair of factors and assuming that Γ 0for 

factors for which according to a constructed network it appears that there is a lack of 
interactions, we can construct a matrix in the form of the following formula 

 

Γ                                                      (14) 

 

Having at disposal a matrix A, we calculate for it two values  and which are an 

average of values appearing in the matrix’s verses and columns respectively what can 
be expressed by formulas (15) and (16).  

 ∑ Γ                                             (15) 

 ∑ Γ                                             (16) 

Values  and  allow to determining factors’ character and on their basis four 
groups can be differentiated, namely 

• active factors when 0,5  and  0,5. These are factors which have 
influence on other factors, however, they cannot be influenced themselves. 

• lazy factors when 0,5  and 0,5. These are factors which do not 

influence the other factors but they can be influenced themselves. 

• passive factors when 0,5 and 0,5. These are factors which do not 
undergo the influence of other factors, however, they cannot influence other 
factors themselves. 
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• crucial factors when 0,5 and 0,5. These are factors which have a 

strong influence on the other factors but simultaneously they can be strongly 
influenced by those factors. 
 

A very important issue in a factors’ analysis which are included in a given network is 
their estimation according to a criterion of susceptibility to controllability. Accepting 
the criterion of susceptibility to control, two groups of factors can be distinguished, 
namely manageable factors and non-manageable factors. The former are the factors 
which managers have influence on. The latter cannot be changed by managers. A 
selection procedure of the mentioned groups is similar to a procedure of determining 
active, passive, crucial, and lazy factors. The difference lies in the fact that the experts 
do not estimate strength of relation but a possibility to control these factors. This 
estimation is also done on a ten-point scale. This way, a vector of a given factor’s 
controllability’s estimations is received. On this basis, using formulas from (3) to (13) 
with a little formal corrections connected with symbols in superscripts we determine Γ  grade. When we have the mentioned grade, we can claim that a factor is  

non-manageable if  Γ 0,5. However, a factor is considered to be manageable 

when Γ 0,5. 

4 Testing a Developed Methodology on a Buying Decision 
Process in a Chemical Branch 

In order to test a methodological approach presented above a chemical company was 
chosen. In the first step, a knowledge how a buyer decision process goes is gained 
according to thirteen quality management system’s procedures and interviews with 
company’s employees. In a result of this analysis, a team that includes five experts was 
formed. The team determined groups of stakeholders in a described process and their 
requirements connected with a safety of a buyer decision process. The outcomes received 
in this stage are presented in Table 1.  

Table 1. Stakeholders in a buying decision process and their requirements concerning safety of 
a process realisation 

Stakeholders’ 
Name 

Stakeholders’ requirements 

1. 
Logistics Specialist To supply a company in appropriate goods in exact quantity and quality, 

and in right time and place at appropriate price according to buying 
decision process’s procedures.  

2. 
Head of Logistic 
Department 

To supply a company in appropriate goods in exact quantity and quality, 
and in right time and place at appropriate price according to buying 
decision process’s procedures. 

3.  
Deputy Head of 
Logistic Department 

To supply a company in appropriate goods in exact quantity and quality, 
and in right time and place at appropriate price according to buying 
decision process’s procedures. 

 
 



 Identification and Estimation of Factors Influencing Logistic Process Safety 475 

 

Table 1. (continued) 
 

4. 
Marketing and Sales Director To realise a buying decision process according to a 

plan and procedures.  

5. 
Employees in TP1 Department 
Employees in TP2 Department 

To receive exact goods in exact quantity and quality 
in the right time and place. 
To take and store a delivery according to procedures. 

6. 
Quality service employees To examine delivery according to quality standards 

and requirements following the procedures. 

7. 
Board of Management Representative 
concerning Quality Management 
System  

A buying decision process must proceed according to 
obligatory procedures.  
 

8. 
Employees in Research and 
Development Department 

Delivering new resources needed to research. 
 

9. 
Employees in Financial Department Receiving correctly formulated invoices in order to 

pay for deliveries on time. 

10. 
Employees in Accounting Department Receiving paid invoices for deliveries on time and 

accounting them. 

11. 
Financial and Accounting Director Supplying a company in exact goods according to 

quality standards at a minimal price and at a minimal 
transport cost. 

12. 
Chairperson of the Company To guarantee smoother production at a minimal cost 

through resources quality coherence. 

13. 
Company’s customer To receive exact goods in exact quantity and quality 

in the right time and place at a minimal price. 

On the basis of stakeholders’ requirements, the experts determined 19 factors 
influencing a logistic process safety in significant way and these are c1 - resource’s 
availability on the market, c2 – prices of resources, c3– quality of resources, c4 - 
competitors on suppliers’ market, c5 – exchange rates, c6 – relations with a carrier, c7 
– legal articles concerning purchase, transport, import of resources, c8 – employees 
qualifications who purchase goods, c9 – professional experience of employees who 
purchase goods, c10 - knowledge of foreign languages by employees who purchase 
goods, c11 – interpersonal features of employees who purchase goods,  
c12 – standardisation of a buying decision process, c13 – honesty and reliability of 
suppliers, c14 – information transfer, c15– time of placing an order at a supplier, c16 – 
correctness of a placed order, c17 – company’s cash flow, c18 – honesty and reliability 
of a carrier, and c19 – a king of used mean of external transport.  

Having factors selected, the experts developed a network in which directions of 
factors’ interactions and a kind of interaction were determined. On the basis of 
factors’ network, the experts estimated the strength of interaction between factors. 
The outcomes were estimated on five-point scale where 1 means a very weak strength 
of interaction and 5 means a very strong interaction. This estimation was used for 
calculating a grade of strength of interaction  Γ between factors. To this aim, an 

authorial software ROgraph was used. A grade Γ was used for constructing a 

matrix Γ , calculating grades ∑ Γ  and  
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∑ Γ , and as a result selecting the factors into the following groups 

of factors, namely active, passive, lazy, and crucial. Final outcomes of calculations 

performed on the matrix are presented in Table 2.  
On the basis of an analysis of results included in Table 2, we can state that all the 

factors belong to a group of lazy factors which do not cause changes in other factors 
and simultaneously are not a subject to change. Such situations can be interpreted in 
the following way, namely a safety of an order process in the discussed company 
indicates high stability and resistance to distractions what is undoubtedly a big 
advantage in a normal functioning. However, any attempts of improvements or 
changes enforced by the market meet resistance. Due to a reason that all the factors 
which influence a buying decision process are lazy, the authors deemed that it is 
pointless to examine their controllability.  

Table 2. Strength of interaction between factors 

 

5 Conclusion and Future Research Directions 

A formulated method with the use of Grey Systems Theory requires a further 
development and improvements. A particular emphasis should be put on aspects 
connected with improving a selection of experts as the authors noticed that when there 
is a smaller agreement between experts, then a formulated algorithm lowers the 
results in a significant way. Another important area of a method’s improvement 
should also be an area of classifying the factors into earlier determined groups. A 
proposal that is worth to consider is to use a grey taxonomic classification i.e. Grey 
Clustering Analysis or other advanced methods[12],[7]. 

i->j

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

1 0,000 1,000 0,579 1,000 0,000 0,000 0,073 0,000 0,108 0,000 0,000 0,125 0,656 0,219 0,230 0,243 0,198 0,036 0,248 0,248

2 0,603 0,000 0,864 0,412 0,000 0,000 0,283 0,000 0,097 0,000 0,000 0,000 0,305 0,250 0,271 0,206 0,251 0,195 0,213 0,208

3 0,310 0,603 0,000 0,564 0,000 0,144 0,223 0,259 0,000 0,097 0,097 0,000 0,207 0,310 0,259 0,355 0,000 0,304 0,428 0,219

4 0,549 0,838 0,549 0,000 0,000 0,149 0,187 0,093 0,219 0,073 0,093 0,115 0,472 0,149 0,187 0,149 0,304 0,110 0,149 0,231

5 0,422 0,420 0,259 0,223 0,000 0,000 0,036 0,000 0,000 0,072 0,000 0,097 0,206 0,097 0,073 0,097 0,373 0,073 0,149 0,137

6 0,149 0,125 0,163 0,125 0,000 0,000 0,000 0,093 0,149 0,093 0,093 0,073 0,073 0,219 0,110 0,073 0,115 0,373 0,562 0,136

7 0,334 0,000 0,213 0,223 0,000 0,219 0,000 0,000 0,149 0,310 0,109 0,213 0,149 0,115 0,093 0,213 0,149 0,149 0,324 0,156

8 0,072 0,000 0,000 0,097 0,000 0,213 0,110 0,000 0,133 0,305 0,213 0,334 0,149 0,320 0,562 0,472 0,364 0,250 0,585 0,220

9 0,187 0,206 0,304 0,310 0,000 0,320 0,000 0,406 0,000 0,223 0,213 0,656 0,223 0,320 0,756 0,792 0,364 0,213 0,320 0,306

10 0,320 0,125 0,000 0,109 0,000 0,258 0,000 0,437 0,576 0,000 0,149 0,072 0,223 0,223 0,187 0,201 0,201 0,149 0,093 0,175

11 0,000 0,125 0,097 0,115 0,000 0,297 0,000 0,223 0,292 0,250 0,000 0,097 0,292 0,473 0,373 0,370 0,334 0,342 0,173 0,203

12 0,249 0,249 0,394 0,405 0,000 0,133 0,144 0,440 0,400 0,000 0,267 0,000 0,109 0,324 0,428 0,533 0,036 0,206 0,149 0,235

13 0,459 0,187 0,355 0,403 0,000 0,110 0,149 0,115 0,149 0,036 0,198 0,036 0,000 0,206 0,206 0,423 0,576 0,125 0,405 0,218

14 0,310 0,247 0,125 0,247 0,000 0,279 0,093 0,149 0,267 0,133 0,213 0,097 0,324 0,000 0,556 0,267 0,231 0,267 0,183 0,210

15 0,389 0,219 0,267 0,462 0,000 0,324 0,231 0,283 0,567 0,072 0,198 0,206 0,230 0,423 0,000 0,373 0,251 0,198 0,223 0,259

16 0,223 0,187 0,110 0,403 0,000 0,206 0,173 0,223 0,355 0,198 0,251 0,244 0,428 0,109 0,423 0,000 0,173 0,230 0,133 0,214

17 0,545 0,187 0,247 0,163 0,000 0,320 0,000 0,576 0,279 0,149 0,198 0,405 0,316 0,355 0,254 0,109 0,000 0,283 0,310 0,247

18 0,223 0,097 0,230 0,163 0,000 0,864 0,110 0,093 0,223 0,036 0,230 0,036 0,036 0,036 0,036 0,036 0,279 0,000 0,549 0,173

19 0,269 0,198 0,163 0,223 0,000 0,403 0,230 0,223 0,267 0,115 0,110 0,072 0,149 0,109 0,206 0,206 0,247 0,355 0,000 0,187

0,296 0,264 0,259 0,297 0,000 0,223 0,108 0,190 0,223 0,114 0,139 0,152 0,239 0,224 0,274 0,269 0,234 0,203 0,273
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What is more, a relevant factor which complicates the use of a network thinking 
methodology in a proposed version is vagueness of used expressions and a lack of 
terminological coherence. In authors’ opinion, this problem can be eliminated by the 
use of a quality approach to a network’s description. The quality approach is 
developed by Polish scientists within the scope of a general theory which is 
qualitology. Particularly useful in this area might be the works of Mantura [8] and 
Szafrański [10] which are unfamiliar due to a lack of translations into English.  
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Abstract. Due to increasingly competitive markets, firms constantly search for 
new ways to lower their operational costs. One of many areas on which companies 
focus the most, is inventory management. More and more enterprises lay their faith 
in complex technical solutions which, in their opinion, will give them competitive 
advantage over their competitors. This paper is dedicated to demonstrate an 
innovative way to improve a traditional concept  in inventory management (Vendor 
Managed Inventory), by using agent technologies. We propose an approach to 
utilize intelligent yet highly mobile software agents which, from an economical 
point of view, cold be both – cheaper and more effective than traditional 
information systems. 

Keywords: Inventory Management, Vendor Managed Inventory, Intelligent 
Software Agents, Agent Managed Inventory, Multi-Dimensionally Versioned 
Agent. 

1 Introduction 

Inventory management has always been an issue, which companies had to cope with. 
Nowadays firms tend to constantly search for new ways for decreasing their 
operational costs, especially those resulting from unnecessary supplies. They try to 
generate more precise forecasts, establish a better information flow between business 
partners or optimize their inner processes to ensure a more effective way to manage 
their stock levels. Moreover firms quickly realized the importance of collaboration 
within a supply chain and its impact on operational costs. This led to the development 
of many distribution and inventory control methodologies in management. Those 
methodologies have been constantly evolving from relatively static to more dynamic 
models. Good inventory levels are now a measure of business competitiveness [1]. 

Those concepts were quickly improved by utilizing the potential of information 
and communication technology (ICT). Simple inventory management applications 
evolved throughout the years into complex Enterprise Resource Planning (ERP) and 
Supply Chain Management (SCM) systems. Those complex giants however have 
some significant cons, which limit their usability for enterprises – they are expensive 
and their implementation process in extremely time-consuming. Those factors were 
the key element which inspired the authors to propose a new concept in inventory 
management systems. 
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In this paper, 2 main goals were achieved. The first goal was to propose an 
alternate technology to be used in inventory management. The key concept was the 
usage of agent technologies in the process of inventory management. The main goal 
of the presented solution is to implement a classic inventory management technique – 
VMI but in a improved, more effective and broadly available version. The second 
goal was the demonstration of a new software agent model which is both – intelligent 
and highly mobile. The proposed agent model is essential to implement the proposed 
inventory management solution which has high requirements for agent used to 
implement it.  

The structure of this paper is as follows. 
Section 2 is a brief description of the traditional VMI concept in inventory 

management. It also contains a proposition of how to utilize intelligent software 
agents (the agent-VMI concept) to familiarize this concept to a broader spectrum of 
companies, especially in the sector of small and medium enterprises (SME). 

In section 3, the MDV agent model is presented. It is based on the concept of multi-
dimensional versioning and code segmentation. The roles of subsequent agent parts are 
described in detail. Moreover, the process of agent migration, environmental adaptation, 
agent knowledge and functionality management as well as code discarding are discussed. 

The fourth section deals with an functionality algorithm of the proposed agent 
model and describes the whole procedure which takes place when software agents 
manage the inventory levels in supply chains. It contains a step-by-step description of 
the proposed approach. 

Section 5 concludes the paper, emphasizing the advantages of utilizing intelligent 
software agents as the communication platform in the VMI model, especially those 
designed according to the MDV model. 

2 Inventory Management Issues 

Vendor Managed Inventory (VMI) is a concept in inventory management or a supply 
chain practice where the vendor manages the inventory on behalf of the consuming 
organization [2, 3, 4]. Normally when a distributor needs a product, he places an order 
against the manufacturer. This gives him total control of the timing and quantities of 
subsequent orders being placed [5]. In VMI, it is assumed that the vendor has much 
better knowledge and experience, concerning the demand for a given product, 
therefore he is able to manage the needed stock levels of his customers more 
effectively. However to be able to do so, a constant data flow, between the customer 
and the supplier, is essential. It has to contain information about the current inventory 
and sales levels of the vendors clients [6, 7]. Usually the vendor receives all necessary 
electronic data via EDI or the internet which he imports into his electronic 
information system – the partners however must agree at the outset on order 
quantities, order points, rules of replenishment and inventory turns [8]. He then 
generates the orders, based on the given data therefore scheduling his production plan 
to meet the required quantity. The whole business process fed by this data is relatively 
simple. The supplier reviews the information that has been sent in by the customer to 
determine if an order is needed. This review of the data varies by supplier and the 
software being used, but, many things are consistent. 
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− The first step is to verify the data as accurate and meaningful. Depending on 
the software, much of this verification is automated. 

− On a scheduled basis, the software calculates a reorder point for each item 
based on the movement data and any overrides contributed by the customer 
or supplier. These overrides might include information such as promotions, 
projects, seasonality, new items and so forth. 

− The VMI software compares the quantity available at the customer with the 
reorder point for each item at each location. This determines if an order is 
needed. 

− The order quantities are then calculated. Typically calculation of order 
quantities takes into account such issues as carton quantities and transaction 
costs [9]. 

This procedure is based on the simple concept of minimal inventory levels and does not 
take into account any random events such as changing demand, weather conditions (for 
example for transportation purposes) etc. 

The benefits of successfully implemented VMI which can occur are the following: 

− lower customer inventories – are caused by a better organization of inventory 
management due to limited inventory item controlled by the vendor; 

− lower supplier inventory – under VMI, the vendor knows the exact demand 
which he must meet, therefore he can easily lower his inventory levels to 
minimum; 

− lower stock levels through-out the whole supply chain [10, 11] – a key issue 
in supply chain management is to satisfy the customer needs. Traditionally 
this issue has been solved by maintaining a high stock level to meet any 
demand fluctuation. Taking the 2 arguments stated above, VMI enables to 
lower the stock levels of certain entities in the supply chain, thus lowering the 
overall inventory costs of the whole supply chain. 

− lower administrative costs – this benefit occurs to both parties engaged in VMI, 
and is caused by the usage of automated systems instead of regular employees. 

− increased sales – those are caused by the fact, that the inventory levels are set 
to an optimal level, therefore decreasing chances of stock-out situations. 

There are however some issues that must be taken into consideration when planning 
to implement the described concept. In the business environment, VMI is generally 
implemented by companies which satisfy the following two conditions: 

− The company is a strong player, big enough to force the usage of VMI in 
their supply chain, therefore extorting its usage on their suppliers or clients 
(depending on the company’s profile). It leads to situations where business 
partners have to adjust their IT systems to meet VMI requirements. 

− The enterprise has enough free resources to invest in perfectly working 
electronic communication systems, which enable an undisturbed and constant 
information flow within the supply chain which is generally essential for VMI to 
work. 

Moreover to make VMI work, the parties have to agree on the following terms: 
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− Clarify expectations - There needs to be thorough discussion about how the 
system will benefit both organizations in the long term. 

− Agree on how to share information – if the supplier and customer can agree 
to share information vital to restocking in a timely manner, then the odds of a 
synchronized system will dramatically improve. 

− Keep communication channels open – When the two parties set out to 
implement a VMI program, they need to meet and discuss their goals and 
how they need to proceed in order to realize those goals [12]. 

The conditions above restrain the potential usage of VMI to large enterprises, thus 
limiting the potential benefits of the described concept. One of many ways of enabling a 
brighter implementation possibility for firms, would be the application of intelligent 
software agents as the base of communication flow between partners (instead of 
traditional channels). It would also lead to reductions of the initial costs of VMI 
implementation, therefore giving more companies (especially in the SME sector) a 
chance to benefit from the concept. The proposed solution – the Agent Managed 
Inventory (AMI) model is a modified version of VMI, in which the responsibility for the 
re-order process still lies on the vendor, however the negotiations and calculations are 
performed by software agents which take actions on his behalf. Because of the fact, that 
each customer can posses different types of information systems for storing operational 
data, the used agents would have to be prepared for each possible variant of data. 
Therefore making them large programs, not necessarily mobile. Because of this fact, the 
agents used in VMI should be designed according to the MDV model described in the 
next chapter. This approach makes them flexible enough to handle any data structure 
they could encounter while still ensuring fast agent transfers. The whole implementation 
model has been presented in detail in chapter 4. 

3 The Multi-Dimensionally Versioned Software Agent 

According to the MDV agent model, an agent is composed of a sort of agent head, 
called bootstrap agent, and an agent body. The bootstrap agent is relatively small, 
thus it can be highly mobile. Its goal is to move over the network and to decide 
whether a newly visited environment is potentially interested taking into account the 
agent mission defined by the user. If it is, then the bootstrap agent recognizes the 
specificity of the environment, afterwards it communicates with a so called proxy 
agent, residing on the origin computer (i.e. a computer in which the agent has been 
created by the user), asking it to send an appropriate part of the code of agent body to 
the bootstrap agent. The bootstrap agent communicates directly with the proxy agent 
using messages in an agent-communication-language (ACL) [13, 14]. 

It may happen that after some time, if the results of agent (i.e. bootstrap agent 
extended by agent body) activity are satisfactory, the bootstrap agent again 
communicates with the proxy agent asking for the next part of agent body. This situation 
will be explained later. 

If the agent’s mission in the currently visited environment is completed then the 
agent body is removed from the environment and the bootstrap agent either migrates 
to a new environment or it returns to the origin computer in order to merge with the 
proxy agent. 



482 P. Januszewski and W. Wieczerzycki 

For the sake of platform independence and security, we assume that the bootstrap 
agent is interpreted by the visited environment. In other words the bootstrap agent is a 
source code, rather than binary code. 

There are four basic functions provided by the stationary proxy agent: 

− It serves as a communication channel between the user and bootstrap agent: 
it knows the current location of the bootstrap agent and can influence the 
path of its movement, as well as tasks performed by the bootstrap agent. 

− It encompasses all variants of the agent’s code that model the variability of 
agent behavior. Depending on what environment is currently visited by the 
bootstrap agent, and according to the bootstrap agent’s demands, the proxy 
agent sends a relevant variant of agent code directly to the bootstrap agent, 
thus enriching it with the skills required in this new environment and, as a 
consequence, enabling it to continue the global agent mission. Notice, that 
code transmission redundancy is avoided, since the unnecessary code (not 
relevant agent variants) remains together with the stationary component. 

− It assembles data items that are sent to it directly from the bootstrap agent, 
extended by a proper agent variant, which are not useful for mobile code, 
however, it could be interesting to the user. The data assembled is stored in a 
so called knowledge repository. 

− Whenever required, the proxy agent responds to the user who can ask about 
mission results and data already collected (e.g. a percentage of data initially 
required). If the user is satisfied with the amount of data already available, 
proxy agent presents the data to the user and finishes its execution (together 
with the mobile component). 

To summarize the aforementioned discussion, one can easily determine the behavior and 
functions of a moving component (code). When it migrates to the next network node, 
only the bootstrap agent is transmitted, while the agent variant is just automatically 
removed from the previous node. There is no need to carry it together with the bootstrap 
agent, since it is highly probable that a new environment requires a different agent 
variant. When migration ends, the bootstrap agent checks its specificity, and sends a 
request for a corresponding agent variant transmission, directly to the proxy agent. When 
the code is completed, the mobile agent component restarts its execution. 

During the inspection of consecutive network nodes only the information that 
enriches the intelligence of a moving agent is integrated with the agent bootstrap (thus 
it can slightly grow over time). Pieces of information that do not increase the agent 
intelligence are sent by the mobile component of the agent directly to the stationary 
part, in order to be stored in the data repository managed by it. This agents feature, 
namely getting rid of unnecessary data, is called self-slimming. 

Now we focus on possibilities of the MDV`s agent versioning, i.e. on the content 
of the proxy agent that is always ready to select a relevant piece of agent code 
according to the demand of the bootstrap agent. We distinguish three orthogonal 
dimensions of agent versioning: 

− agent segmentation, 
− environmental versioning, 
− platform versioning. 
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Agent Segmentation. Typically an agent mission can be achieved by performing a 
sequence of relatively autonomous tasks (or stages). Thus the agent code is divided 
into so called segments corresponding to consecutive tasks that have to be realized. If 
one task is finished successfully, then the next one can be initiated. Thus, next 
segment of agent code is received from the proxy agent and agent execution switches 
to this new segment. Depending on whether agent behavior is sequential or iterative, 
the previous segment is automatically deleted (in the former case) or it remains in the 
execution environment (in the latter case). 

For example, the first segment of the agent can be used for browsing offers 
available at e-marketplaces. If there is an interesting offer, then second segment is 
transmitted on demand which is responsible for negotiation of terms of cooperation 
with the agent presenting the offer. And again, if the negotiation succeeds, then third 
segment is transmitted which is responsible for business contract signing, and so on. 
Contrarily, if a particular agent task fails, there is no need for the transmission of 
subsequent agent segments. 

In the above example a sequential behavior of the agent would be recommended, in 
order to reduce segment transmitting. It means that the first segment should browse 
all offers available at the e-marketplace, mark potentially interesting offers (i.e. worth 
to negotiate), and then switch to the second segment. Similarly the negotiation should 
be performed with all agents related to the marked offers. As before, if negotiation 
succeeds, the second agent segment marks the respective agents, which are necessary 
for the execution of the third segment. 

To summarize, this versioning dimension, namely segmentation, models multi-
stage nature of MDV agents. 

Environmental Versioning. The bootstrap agent can visit different environments 
providing different services, e.g. e-marketplaces, e-auctions. Moreover, every service 
can be implemented in a different way. For example, the e-marketplace can be 
implemented as a web-site, off-line database or specialized communicators. Thus, 
depending on the specificity of environment being visited different versions of agent 
segments are required. 

This versioning dimension, namely environmental, models polymorphic nature of 
MDV agents. 

Platform Versioning. Finally, every version of every agent segment is available in 
potentially many variants which are implemented for a particular target environment 
(i.e. for a particular hardware which runs agent environment: processor, operating 
system, network communication protocols etc.). There is one particular variant for 
each agent segment version, which is in a source form. It is sent to the environments 
which for the security reasons do not accept binary (executable) code, it means which 
interpret agents instead of running compiled code. Besides this particular variant, the 
proxy agent keeps potentially unlimited number of binary variants. If the environment 
accepts binary code than the proxy agent delivers a variant matching hardware and 
system software parameters of this environment. 

Of course, binary variants ensure efficiency of the agent execution, while a single 
source variant guarantees security of agent interpretation. 

To summarize, this versioning dimension, namely platform, models platform 
independent nature of MDV agents. 
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Now let us illustrate the behavior of a MDV agent by the example which shows 
step-by-step typical scenario of migration of code and data over the network. 

1. The user creates a MDV agent on his/her computer using a relevant  
 application, defines its mission, environments to be visited, assigns his/her 
certificate, and finally disconnects or shuts down the application. 

2. The MDV agent starts its execution on the origin computer. It is composed 
of the bootstrap agent, the proxy agent and the knowledge repository. 

3. The bootstrap agent migrates through the network to the first environment 
under investigation. 

4. The bootstrap agent is interpreted by the visited environment; it checks its 
specificity and platform details; assume that it is e-marketplace implemented 
as a web-site, running at the computer equipped with Intel Core i7 Processor 
managed by MS-Windows 7 operating system; the environment allows for 
binary agents execution. 

5. The bootstrap agent contacts the proxy agent through the network asking for 
the first agent segment to be send, in a version relevant to the e-marketplace 
being visited, and in a variant matching the hardware and software 
parameters already recognized. 

6. First segment of the agent migrates to the environment visited and starts its 
execution – let’s say offer browsing. The data collected by the segment 
which are not required in further execution, e.g. offers that could be 
interesting in the future, are sent back directly to the knowledge repository, 
thus self-slimming the agent. All offers that should be negotiated are marked 
by the agent segment which finishes its execution (its code is deleted). 

7. The bootstrap agent contacts the proxy agent again asking for the second agent 
segment to be send, for example, a segment responsible for negotiation. 

8. The second segment arrives and starts its execution. For the sake of 
simplicity we assume that negotiation fails with all respective agents related 
to the offers marked by the previous segment. 

9. The bootstrap agent is informed about negotiation results and the second 
segment is deleted. 

10. The bootstrap agent migrates through the network to the second environment 
for further investigation. Steps 4 – 10 are repeated in this environment. 

4 Implementation Model 

The Vendor Managed Inventory concept implemented using intelligent software 
agents works according to a simple procedure. To clarify the proceedings, the whole 
procedure had been illustrated below in the form of pseudo-code. First the vendor 
physically performs some preliminary negotiations with his business partner, to gain 
permission to use software agents which will work on his behalf. After that the basic 
procedure of inventory management can start. The vendor sends his bootstrap agent to 
check the inventory levels of each business partner, who agreed to enable agent-based 
negotiations. When the bootstrap agent arrives at the first client’s server it checks for  
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the existence of software representatives (agents) of the client, with whom he can 
establish a negotiation process. There are two possible outcomes of the test carried 
out – the agent either finds an agent (as illustrated on lines 11-27) or not (lines 29-47).  

In the first case the negotiation process can start, therefore the bootstrap agent 
requests an appropriate part of agent code which is responsible for negotiations, from 
his server. He then asks the client’s agent for the current inventory levels and matches 
them with the data he possesses about the client (the required inventory levels, etc.). If 
the inventory levels are optimal – the bootstrap agent deletes its downloaded parts and 
migrates to another location (lines 24-27). In other case it requests another segment, 
this time responsible for external factor analysis (for example it could have the 
possibility to check some weather forecasts for the next days, and calculate the impact 
of this factor on the whole re-order process). At this moment, the agent is ready to 
begin its negotiations with the client, while taking into account various factors like for 
example transportation delays resulting from bad weather conditions. The vendor 
agent offers a re-order based on previously defined conditions corrected by external 
factors. If the client’s agent agrees to the suggested terms, an order is send to the 
vendors headquarters. Otherwise negotiations continue (while loop on 16-22) until the 
client’s agent accepts the offer or totally rejects the conditions (in which case both 
parties – the vendor and the client are informed about negotiation failure). In case of a 
total reject, the vendor agents performs its slimming procedure and migrates to 
another client. 

In the second case, where the agent wasn’t able to find any other agents to 
negotiate with, it searches for ready-made data which he can analyze. This data can be 
in various form, it can be for example an xml file available to the agent. If no data is 
provided the agent informs both parties about analysis failure and migrates. If the 
agent finds an appropriate piece of data, it requests subsequent agent parts responsible 
for data analysis. He then checks the inventory levels of his client and matches them 
to previously defined conditions. If a re-order is needed, the agent checks if it has 
permissions to make a decision on his own, or if he needs human approval from either 
party (the vendor or the client). If the agent possesses all necessary permissions it 
decides how much and when to order, in other case he prepares a ready order and 
sends it for approval to his supervisor (the party responsible for accepting or rejecting 
the offer).  

To clarify the described procedure, it has been presented below in the form of 
pseudo-code representing the overall algorithm, according to which the vendor agent 
takes his actions. 

 

1 BEGIN 
2  DEFINE FUNCTION place_order_procedure() 
3   conditions = check_prerequisites()  
4    #check weather, transport availability etc. 
5   place_order(conditions) 
6   delete_agent_body() 
7   migrate() 
  



486 P. Januszewski and W. Wieczerzycki 

9  IF(environment IS handlable) 
10   request_appropriate_agent_version() 
11   IF(agent_to_negotiate_exists())  
12    request negotiation module for customer 
13    check customer inventory levels 
14    IF(inventory below customer norms) 
 

16     WHILE(negotiate) #negotiation loop   
17      IF(agreement has been achieved) 
18        place_order_procedure() 
19       END 
20      ELSE 
21       change_offer() 
22       CONTINUE 
 

24    ELSE #inventory levels optimal 
25     delete_agent_body() 
26     migrate() 
27     END 
 

29   ELSE #no agent found  
30    request data analyzing format for enterprise data 
31    request_profile_module_for(customer) 
32    IF(inventory below customer norms) 
33     IF(human authorization IS needed) 
34      send_acceptance_request() 
35      WHILE(wait_for_response) 
36       IF(request_accepted) 
37        place_order_procedure() 
38        END 
39       ELSE 
40        CONTINUE 
41     ELSE #no human acceptance needed 
42      place_order_procedure() 
43      END 
44    ELSE #no order needed 
45     delete_agent_body() 
46     migrate() 
47     END 
 

49  ELSE 
50   migrate() 
51   END 
52 END 

The procedure illustrated above concludes the presentation of the AMI model. 
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5 Conclusions and Future Work 

The proposed inventory management methodology based on software agent 
characterizes itself with some subsequent pros in comparison to its traditional 
equivalent. Those advantages are the following: 

_ It bypasses the standard issue of software integration between business 
partners (which is related to differences between both – software and 
hardware used by business partners) 

_ It automates the whole process of re-orders if the agents gain sufficient 
decision making permissions. 

_ It takes into account external data like weather conditions to improve the 
accuracy and quality of placed orders. 

The main goal of the proposed model was to show the possibilities of using intelligent 
software agents to improve the efficiency of inventory management in enterprises, 
which not necessarily have the desire to cooperate with business partners in a 
traditional way or simply don’t own enough money to invest in software integration. 
Therefore the AMI model can be viewed as the next generation of software solutions 
in the area of inventory management in supply chains. Making the concept of 
traditional VMI available to more and more enterprises. 

The proposed model is currently being modeled and tested within the NetLogo 
programmable simulation environment. Future work will therefore concentrate on the 
final implementation of the described model and an architecture proposition for real-
life usage of the AMI.  
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Abstract. Nowadays, one of the fundamental challenges which exists in 
applying RFID technology is optimal managing of a large amount of data which 
are produced and gathered to exploit RFID. The notion leads to the decrease of 
information systems productivity and also reduces the information efficiency. 
Recently, some efforts have been made in order to introduce different data 
warehouse models for RFID to utilize information. Our research aims at 
introducing an improved model for RFID data warehouse in supply chain. The 
research has manifested a new framework for managing a large amount of 
RFID data. Firstly, an effective model of coding data path in supply chain is 
initiated and then in order to retrieve time according to coding path, a numerical 
model of XML environment has been used. Finally, by utilizing an index 
technique, RFID data is aggregated which caused a considerable reduction in 
the volume of data and also made a dramatic fall in the response time of queries 
on RFID data. 

Keywords: Data Warehouse, RFID, Supply Chain. 

1 Introduction 

In the past few years, automatic identification technique has been applied in supply 
chain more than before. Factually, the technology provides the possibility of tracing, 
gathering and managing information of items which are moved through supply chain. 
Radio frequency identification (RFID) has mostly grown in automatic business area. 
One of the typical ways of saving information in data warehouse is exploiting 
dimensional method according to data cube and fact table but the method cannot be 
used for RFID data in supply chain. In order to make it more clearly, it is assumed 
that we have a fact table with the following dimensions.  

(EPC, location, time_in, time_out: measure) 

Data cube calculates all possible groups in fact table by gathering the records with 
same value amongst all possible combinations of dimensions. For instance, we can 
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achieve the number of goods which has been in a particular location at the same time, 
but ignoring the relationship among records is the problem of the model. So, it is 
difficult to find the number of P goods which was sent from L distribution center to V 
store. There have been some P goods everywhere but we do not know how many of 
them have been sent to location V. This urges to the need for a stronger path-driven 
model for data aggregation. The main challenge of this research is the optimal 
management of a large volume of generated data through RFID application which 
sometimes reaches to a couple of terabytes per day. Therefore, the method of saving 
and categorizing data is not primarily important; in fact the most crucial and difficult 
issue is supporting high-level queries in a similar as well as a productive way. Some 
of the queries require a complete review of imported RFID database. In order to 
achieve such goal, the researchers propose a framework for managing and saving data 
based on compressing method which results in efficient processing of RFID data 
queries. The model provides the possibility to keep a path for each item by utilizing 
path coding methods in XML tree as well as prime numbers attributes. The model not 
only uses bulky movement of items through a supply chain but also provides the 
possibility of data aggregation according to other criteria apart from their movements 
in supply chain. Furthermore, a new method for incremental aggregation of data 
according to various combinations of RFID data queries is proposed which analyses 
data based on different dimensions in addition to the path dimension. Finally, the 
structure of tables in data warehouse and the last architecture of the proposed model 
are provided.  

2 A Review of Previous Studies 

Most topics in the field are focused on data model definitions and compressing 
methods which guarantee the effective query processing of RFID data. These 
researches are divided to two main categories: While the first category concentrates 
on on-line processing of RFID data and data stream processing [4] [11], the second 
group focuses on offline details and effective methods of saving data [3] [1] [5]. Most 
of these researches have assumed that in supply chain, goods start moving in large 
groups at first and then through the paths, they divide into smaller groups. Based on 
this idea, data compressing depends only on nodes of supply chain and movement of 
objects usually is not considered. Consequently, if any change occurs in supply chain 
scenario or movement form, the compressing way will not be effective anymore and 
the volume of tables will not be well-reduced. Besides, in this data aggregation 
method, data increase leads to an extra cost regarding joining tables. In addition, in 
those cases that performing various levels of granularity and complexity is required, 
most of these approaches show less flexibility with regard to dimensional queries. A 
new storing model has been suggested by Gonzalez [5] in order to provide effective 
support for path oriented aggregate queries. In his model, a table called “stay” is 
presented which is structured as the following: 

Stay – table (GID, Loc, Start-time, End-time, Count) 
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The table is intended to store RFID data in an effective manner. In most RFID 
Applications, goods usually move in large groups at earlier moving levels of supply 
chain. These groups divide into smaller ones later in the path. Consequently, each row 
of stay table manifests goods which have moved from a similar location 
simultaneously. According to this method, GID is an indication of smaller GIDs or a 
list of EPCS. As a result of applying this method, the volume of data can be decreased 
considerably. But if goods do not move in large groups, the volume of basic table 
does not decrease. Besides, in the model, GID is designed to point at a list of fields 
which have string format. In other words, each GID includes some GIDs and EPCs 
which are strings. Hence in order to join tables, string assessment is needed which 
requires so much time compared to numerical case. The other shortcoming of this 
model is that it takes longer to process queries of the first group, i.e. tracking queries. 
Because, in the method the location of each group of goods (GID) in stay table is 
kept, in order to find movement path a table needs a sequent joining table of stay and 
map tables. One of the other important problems which can be observed in most of 
the models presented for RFID data is their low flexibility in comparison with the 
queries which are presented in various data dimensions and sub-dimensions. 
Moreover, these models are not able to change the levels of data granularity. In other 
words, we need a model which not only categorize data according to common 
movement of items but is also able to categorize data according to various 
combinations of its attributes. 

3 Categorizing Queries in RFID Systems 

In 2008, Lee and Chung worked on categorizing the queries on RFID data in their 
article [7]. From then, the response time to the queries has been chosen as a criterion 
for comparing different data models which are being proposed for RFID data. In fact 
they suggested a query framework for RFID data which encompasses two query 
groups. 

1. Tracking Queries: presents the background of the movement of a tag. 
2. Path – oriented Queries: which is divided into two parts: 

−  Path – oriented retrieval Queries: they should find the tag with specific conditions 
(for instance, time or location conditions) 

− Path – oriented Aggregate Queries: presents the aggregate value of tags which 
meet specific conditions. 

4 Proposed Model 

4.1 Coding the Path for the Movement of RFID Tag 

In their article [11], Wu, Lee and Hsu has applied the uniqueness of prime numbers as 
a means of showing the relationship between existing elements in a XML tree, which,  
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in our model is utilized for coding nodes of the path tree of RFID tags. Reference [6] 
provides more information regarding the application of prime numbers in the coding 
nodes of the path tree. 

There are various methods for coding the path [7] [8] [9] but compared to [11], our 
applied method provides a more effective way of processing to RFID queries. 
Moreover, concerning the large amount of RFID data, we have tried to apply a 
method which firstly does not require storing a lot of information in order to retrieve 
the path and secondly, retrieving the path is possible by running simple queries 
without recurring joins of path table [6]. 

Path information can be kept according to the path coding, but saving the related 
time for each location has not gained yet. In order to reach that, another tree is created 
which is called time tree in which each node keeps location, time-in and time-out of 
that location. In time tree two nodes are considered similar when they have a similar 
path (similar location) sequence to the node) as well as same time-in and time-out. 
The way of building this tree is to some extend similar to the way of building the path 
tree; however, those nodes with the same location but different time-in and time-out 
information are considered diverse. For efficient retrieving of time information, 
values of each node should be accounted by using Region Number Scheme [12].  

In order to keep path and time information of tags, two tables, path- table and time-
table, are created according to the above-mentioned methods; path-table keeps path 
information and time-table saves information of the time tree. These tables are 
structured as follows:  

− Path- table: Path ID, Element-Enc, order-Enc 
− Time-table: start, End, location, start-time, End-time. 

4.2 Data Aggregation 

One of the most crucial problems in most of the data models which have been 
proposed for RFID data is the low flexibility of them in terms of with queries which 
are provided in different combinations of data attributes and dimensions. In other 
words, these models are not able to change the levels of granularity; as a result, the 
response time to the aggregate queries escalates. In order to support this group of 
queries, a model is required which has the ability of compressing data not only based 
on path or time elements, but also on each and every attribute, as needed. In order to 
obtain this flexibility in data aggregation, the concept of aggregation factors has been 
used [4]. To understand the concept better, take location dimension for instance; Data 
can be aggregated on city, region and country levels. Also goods can be categorized 
according to its brand, type and price. Imagine a set like S which contains all the 
attributes of the input data: 

S= {A1, A2 … An} 

In other words, all attributes are groups in S set according to various dimensions such 
as location, time and items. In addition, for each dimension, a relation is defined as 
following:  
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R= {(x, r, y): x, yes} 

r indicates a semantic relation between attributes  such as part-of or is-a. By using 
this method, some taxonomies can be made from main attributes. Fig. 1 illustrates one 
of these categories in which thicker vectors are signs of is-a and thinner vectors are 
indicators of part-of relation. 

  

Fig. 1. An example of taxonomy 

Aggregation factor which is shown by Q encompasses a set of A1, A2 …An 
attributes. Q depends on the categories which are defined based on different 
dimensions. 

Concerning the above-mentioned definition of aggregation factor and its 
application in creating aggregated record the following four tables are required for 
saving information: 

1. Attribute- table: AttrID, Name. 
2. AttributeList-table: AttrlistID, AttrID, Value.  
3. Item – table: EPC, stockID, AttrlistID.  
4. Location- table: locationID, Name,AttrlistID 

4.3 The Final Aggregate Data Warehouse Tables 

By combining the result table of the first part of our proposed model (path coding) 
and second part (data aggregation) the final structure can be gained as below (Fig. 2). 
In this structure which includes seven tables, all of the fields and their relations are 
determined.  

It should be noted that stock table is the result of applying aggregation factor on 
the middle table which is called stay and will be discussed in more details later.  
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Fig. 2. Storage schema 

4.4 Final Architecture of RFID Data Warehouse Model 

In Fig. 3, the final framework of proposed model is shown. The structure illustrates 
the process of data organization which includes the following six steps: 

1. The implemented system loads an XML format file including supply chain path 
structure. Then, the application creates supply chain path tree according to this 
structure and fill the Path table.  

2.  In this part, through the XML file, the user should feed system with a set of 
existing attributes along with their values. Attribute and AttributeList tables are 
filled through the XML file. The user should choose the aggregation factor 
according to the input attributes.  

3. The system receives raw data. The data has some problems such as data 
redundancy and repetition. Hence, in this step data is cleaned and ordered 
according to time-in. The result of this step is RFID Data table with the following 
records: RFID Data: EPC, Location, Time-in, Time-out, Attribute1, Attribute2… 
AttributeN. 

4. RFID Data table is fed and through running location and time coding algorithm, 
time tree is created and finally the Time table is filled. Data of this step is kept in 
stay table which has the following structure: Stay- table: EPC, Path ID, Start-
region, End-region, Attribute1 …AttributeN. 

5. The application aggregates Stay table data by applying aggregate factors which 
were entered by user in the second step. Consequently, Stock table is filled.  

6. This architecture, finally, provides the possibility of running some the important 
RFID queries through a proper user interface. 
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Fig. 3. Final architecture 

5 Running the Model and Its Comparison with Other 
Alternatives 

In order to implement the model Visual Studio.Net environment and C# programming 
language is exploited. SQL server 2008 program is used for table creation and our 
proposed model is compared with Gonzalez model. 

Five databases, RFID 200, RFID400, RFID600, RFID800, and RFID1000, were 
created and filled by RFID Data1 for testing the model. Each of these databases has 
two other tables which are called Stay and RFID data in addition to the 
aforementioned tables (4.3). 200000, 400000, 600000, 800000 and 1000000 RFID 
cleaned records were put in each database respectively. Then RFID Data Manager 
Application was run on each of the abovementioned databases alternatively until all 
of their tables were filled according to the aggregate factor of:  

Q: {path and time-in, time-out and model}. 

In the following step, three query categories are defined based on [6] in order to 
examine and compare the response time of these databases to important RFID queries. 
Among these three categories, the first one includes tracking Queries (chart. 1), the 

                                                           
1 Professor Roberto De Virgilio from Roma TreUniversity, kindly provided us with 1 million 

RFID records which described the movement of goods through a supply chain. 
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second one includes path-oriented retrieved queries (chart. 2, chart. 4) and the third 
one includes path-oriented aggregation queries (chart. 3). The fourth chart is location-
oriented aggregation queries. 

 

Chart 1. A Sample of tracking query comparison 

 

Chart 2. A Sample of path oriented retrieval query comparison 

 

Chart 3. A Sample of path oriented aggregate query (path condition) comparison 
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Chart 4. A Sample of path oriented aggregate query (location condition) comparison 

6 Conclusions 

As shown in the charts 1, 2 and 3, the proposed model performs considerably better 
than Gonzalez dimensional model regarding tracking queries, path-oriented retrieval 
queries and path-oriented aggregation queries. But on the other hand, Gonzalez 
dimensional model has a better performance concerning location-oriented queries 
than our proposed model. 

Generally, dimensional data warehouse -which RFID-Cuboids model is a kind of 
them-returns a proper time in SQL aggregation queries. But in comparison with our 
proposed model, RFID-Cuboids model performance is only better in those 
aggregation queries which merely imply location conditions. 

7 Further Suggestions 

Utilizing more advanced lossless compression techniques in order to reduce the 
required storage is suggested. RFID data requires an efficient framework in order to 
answer high-level queries. Especially we are interested in dynamic scenarios where 
supply chain can change in terms of object transitions and topology. It needs a 
flexible and dynamic aggregation mechanism, and also a run-time query engine which 
is able to update tracking information. In this paper we proposed a data warehouse 
model for RFID data, which is applicable to other types of sensor data or spatial data, 
therefore, this aspect needs to be investigated either. 
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