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Foreword

Research on user modeling (UM) and personalization can be traced back to the
early 1970s, but it was not until the mid-1980s that the community of researchers
working on user modeling and user-adaptive systems started its own series of in-
ternational meetings on UM. After three international workshops in 1986, 1990,
and 1992, User Modeling was transformed into an increasingly prominent bien-
nial international conference. Its sustainability was ensured by User Modeling
Inc. (http://www.um.org), a professional organization of researchers that has
solicited and selected bids to run the conference, nominated program chairs, and
provided financial backing to UM conferences. Between 1986 and 2007, 11 UM
conferences were held (including the three workshops just mentioned), bringing
together researchers from many areas and stimulating the development of the
field.

Since the early 1990s, the rapid growth of the World Wide Web and other new
platforms has populated the lives of an increasing number of people with a great
variety of computing systems. This rampant growth has tended to increase the
need for personalization, a topic that more and more researchers and practition-
ers are addressing and that has given rise to several new conferences. Among
them, another biennial series on Adaptive Hypermedia and Adaptive Web-Based
Systems (Adaptive Hypermedia or AH for short) quickly established itself as a
major forum and sister event to UM, running on alternate years with it. Between
2000 and 2008, five AH conferences were held. During this period, the increasing
complexity and prominence of Web systems prompted the enlargement of the
list of topics covered by the AH series. Similarly, UM researchers had in the
meantime quickly embraced the Web, developing many personalized Web sys-
tems. As a result, the original differences between the UM and the AH series
faded away, and it became evident that their audiences, contributors, and topics
largely overlapped. On the basis of many suggestions, the two conferences have
now been merged into a new annual series. As a reflection of its continuity with
the two parent series, the new conference series has been named User Modeling,
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Adaptation, and Personalization (UMAP). By agreement of UM Inc. and the
Steering Committee of the Adaptive Hypermedia series (AHSC), four members
of AHSC have joined the board of UM Inc., which will therefore be in a position
to continue providing support to the new conference series.

The merger took almost 2 years to realize, and now the proud parents, UM
and AH, are happy to deliver their healthy baby: UMAP 2009. It seems fit-
ting that the first UMAP conference was organized by FBK-irst, which hosted
the first AH conference in the year 2000. And the beautiful town of Trento,
surrounded by the Alps, provided an inspiring setting for the celebration.

With this merger, UMAP has become the largest and most prominent con-
ference in the broad area of adaptation and personalization. Every year, it will
provide a forum in which to present the most innovative and important research
results, to meet with fellow researchers and practitioners from different fields,
and to educate the next generation.

June 2009 Peter Brusilovsky
Anthony Jameson



Preface

The First International Conference on User Modeling, Adaptation, and Person-
alization (UMAP 2009) was held June 22-26, 2009, in Trento, Italy.

UMAP 2009 was not, however, the first conference on user modeling or adap-
tation. In fact, UMAP 2009 merged two vigorous biennial conference traditions—
the User Modeling (UM) conference series and the Adaptive Hypermedia (AH)
conference series–into one annual conference that is now the premier venue for
research into all aspects of user modeling, adaptation and personalization. Hence
UMAP 2009 was the 17th international conference on this subject, not the first.
A companion foreword provides more insight into the rationale for integrating
these two conference series and discusses the goals of the new merged conference.

For our part, as Program and General Chairs for UMAP 2009, we chose a
diverse Program Committee (PC) to adjudicate the submissions to the Research
Track. The PC members were selected from established leaders in both the AH
and UM communities, as well as highly up-and-coming newer researchers. Each
paper was reviewed by at least three PC members, and typically a fourth PC
member acted as both reviewer and meta-reviewer to ensure full discussion of
the strengths and weaknesses of the paper and to make sure that consistent and
constructive feedback was provided to the authors. Papers were submitted in
two categories: full and short. Full papers describe mature work in detail (up to
12 pages were allowed) and short papers describe new and promising research of
interest to the community (up to 6 pages were allowed).

For the Research Track there were 125 submissions: 88 full papers and 37
short papers. Twenty-three of the full papers were accepted for oral presentation,
as were six of the short papers. In addition, 18 papers (full and short) were
accepted for poster presentation at the conference. This meant that 26.1% of
the 88 papers submitted as full papers were accepted for full presentation, and
37.6% of the 125 overall submissions were accepted in some form.

In addition to the Research Track, UMAP 2009 also established an Indus-
try Track, chaired by Peter Brusilovsky and Alejandro Jaimes. The Industry
Track had its own Program Committee of internationally renowned researchers
and practitioners. The Industry Track is an important acknowledgement of the
increasing impact of UMAP research on many areas of application, as personal-
ization and adaptation become key elements of many deployed software systems.
Papers submitted to the Industry Track were reviewed by at least three mem-
bers of the Industry Track PC to ensure both that they met high standards for
UMAP research and that they were relevant to application. Overall, there were
12 papers submitted to the Industry Track, with 3 accepted for oral presentation
and 1 accepted for poster presentation.

UMAP 2009 also had a Doctoral Consortium, chaired by Sandra Carberry,
Brent Martin and Riichiro Mizoguchi, to provide constructive feedback to young
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researchers. An exciting set of workshops and two informative tutorials were
selected by a committee chaired by Milos Kravcik and Antonio Krüger.

The tutorials were:

– Constraint-Based Tutoring Systems, by Antonija Mitrovic and Stellan Ohls-
son;

– New Paradigms for Adaptive Interaction, by Krzysztof Gajos and Anthony
Jameson.

The workshops were:

– Adaptation and Personalization for Web 2.0, organized by Carlo Tasso, An-
tonina Dattolo, Rosta Farzan, Styliani Kleanthous, David Bueno Vallejo,
and Julita Vassileva;

– Lifelong User Modelling, organized by Judy Kay and Bob Kummerfeld;
– Personalization in Mobile and Pervasive Computing, organized by Doreen

Cheng, Kinshuk, Alfred Kobsa, Kurt Partridge, and Zhiwen Yu;
– Ubiquitous User Modeling, organized by Shlomo Berkovsky, Francesca Car-

magnola, Dominikus Heckmann, and Tsvi Kuflik;
– User-Centered Design and Evaluation of Adaptive Systems, organized by

Stephan Weibelzahl, Judith Masthoff, Alexandros Paramythis, and Lex van
Velsen.

In addition to all of these events, UMAP 2009 had three keynote speakers:

– Susan Dumais, Microsoft Research: Thinking Outside the (Search) Box
– Alessandro Vinciarelli, Idiap Research Institute: Social Computers for the

Social Animal. State-of-the-Art and Future Perspectives of Social Signal
Processing

– Vincent Wade, Trinity College Dublin: Challenges for the Multi-Dimensional
Personalized Web

We would like to thank the many people throughout the worldwide UMAP com-
munity who helped in putting on UMAP 2009. We deeply appreciate the hard
work of the chairs responsible for the Industry Track, the Doctoral Consortium,
the Workshops, Tutorials, and Demonstrations, and the conference publicity,
as well as the conscientious work of the Program Committee members and the
additional reviewers. We also gratefully acknowledge our sponsors who helped
provide funding and organizational expertise: User Modeling Inc., Fondazione
Bruno Kessler (FBK-irst), the U.S. National Science Foundation, Microsoft Re-
search and the Japanese Society for Artificial Intelligence.

Finally, we want to acknowledge the use of EasyChair for management of the
review process and the preparation of the proceedings.

June 2009 Geert-Jan Houben
Gord McCalla
Fabio Pianesi

Massimo Zancanaro
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Noëlle Carbonnell Université Henri Poincaré, France
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Social Computers for the Social Animal:  
State-of-the-Art and Future Perspectives of  

Social Signal Processing 

Alessandro Vinciarelli 

IDIAP Research Institute 
Switzerland 

Abstract. Following Aristotle, "Man is by nature a social animal; an individual 
who is unsocial naturally and not accidentally is either beneath our notice or 
more than human." This is more than an abstract philosophical statement if, 
twenty five centuries after, we observe that people have exactly the same social 
behavior whether they interact with a computer or with another person. Fur-
thermore, there is evidence that users tend to appreciate more computers dis-
playing social behaviors similar to those they appreciate in people. This body of 
evidence suggests that there is a gap between current, unsocial, computers and 
user expectations for social behavior. 

Social Signal Processing (SSP) is the new, emerging, domain that aims at 
making computers as social as their human users by modeling people and 
groups involved in social interactions. The SSP approach focuses on analysis, 
understanding and synthesis of social signals, the complex aggregates of non-
verbal behavioral cues through which people convey their attitude towards oth-
ers (including machines) and social environments. The development of SSP 
technologies will help computers to adapt to users like people adapt to others  
(i.e. depending on the kind of interaction and social context), and to personalize 
their interface in terms of characteristics socially desirable for the users.   
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Thinking Outside the (Search) Box 

Susan Dumais 

Microsoft Research 
USA 

Abstract. Search is the main entry point for an ever-increasing range of infor-
mation, services, communications and entertainment. During the last decade, 
there have been tremendous advances in the scale of search systems and the di-
versity of available resources. Yet the methods used to represent searchers’ in-
formation needs have changed very little. Search interfaces today look much the 
same as they did a decade ago. Searchers type a few words into a search box, 
and the search engine returns a long list of results.  When the results fail to sat-
isfy the searcher’s information needs, they try again and again with little sup-
port from the search engine. In this talk I describe several efforts to improve 
easy and effectiveness of search by: modeling searchers’ interests and activities 
over time, representing non-content attributes of information such as time or 
genre, and developing interaction techniques that enable searchers to articulate 
their information needs more effectively.   
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Challenges for the Multi-dimensional Personalised Web 

Vincent Wade  

Trinity College Dublin 
Ireland 

Abstract. Adaptive hypermedia and adaptive web research have been reason-
able successful in researching personalisation in closed corpus content and to a 
much lesser extent in open corpus content. From a commercial perspective, web 
adaptivity has been more focused on adaptive content retrieval rather than adap-
tive content composition. However, personal use of the web extends far beyond 
just content, and encompasses many dimensions which need to be addressed 
concurrently e.g. tasks & activities, cultural preferences, and social interaction 
etc. We need to consider new directions and dimensions in personalised, adap-
tive web and how they can be addressed within the same personal experience. 
In this talk I will investigate key challenges involving integrated open corpus & 
service personalisation, cultural adaptivity (including multilingual personalisa-
tion), dialogue and simulation personalisation and the power of the crowd, 
which could greatly empower web users of the future. I will also consider 
emerging approaches to tackle these problems and examine what this might 
mean to current web based personalisation engines and platforms.   
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Modeling User Affect from Causes and Effects 
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Abstract. We present a model of user affect to recognize multiple user emo-
tions during interaction with an educational computer game. Our model deals 
with the high level of uncertainty involved in recognizing a variety of user emo-
tions by probabilistically combining information on both the causes and effects 
of emotional reactions. In previous work, we presented the performance and 
limitations of the model when using only causal information. In this paper, we 
discuss the addition of diagnostic information on user affective valence detected 
via an EMG sensor, and present an evaluation of the resulting model.  

1   Introduction 

Several studies have reported correlations between student affect and learning (see [1] 
for an overview) suggesting that educational systems may be more effective if they can 
trigger appropriate student affective states. Taking student affect into account could be 
especially beneficial for systems that, like educational (edu-) games, rely heavily on 
student emotional engagement to be effective. The long-term goal of our research is to 
devise emotionally intelligent agents for edu-games that model both student affect and 
learning, and generate adaptive interventions aimed at balancing the two [2]. In this 
paper, we focus on the model of student affect that we built for one such agent in-
cluded in an edu-game on number factorization.  

The model is based on a framework that uses Dynamic Decision Networks (DDN) 
to leverage information on both the possible causes and the observable effects of the 
user's affective reaction [2]. In previous work, we built the model’s part that reasons 
from causes to emotions (predictive model) and found that it can achieve reasonable 
accuracy [3,20]. As expected, however, we also found limitations hard to overcome 
by using causal information only. In this paper, we investigate the instantiation of the 
part of the model that reasons from effects to emotions (diagnostic model) by moni-
toring the valence of the user emotional state (i.e., positive or negative) via an Elec-
tromyography (EMG) sensor. We show that this addition significantly improves 
model accuracy in detecting strong user emotions during the interaction.  

While other work has looked at combining causal and diagnostic information for 
affect detection (e.g., [4-6]) to our knowledge ours is the first attempt to provide an 
explicit comparison between a model that uses both sources vs. a model that uses 
causal information only. This comparison is important to assess whether it is worth-
while using the potentially more costly and intrusive technology necessary to obtain 
diagnostic information on user behaviors, as opposed to causal information that can 
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be usually gathered from naturally occurring interaction events. Our approach is also 
unique with respect to using information on student goals as a source of causal evi-
dence. McGuiggan et al. [6] proposed an affective student model that also includes 
goal-related information in its assessment. However, in their application goals are 
explicitly given to students, whereas in ours they are not, requiring the model to do 
goal recognition. 

Another distinguishing feature of our work is that we consider multiple, rapidly 
changing and possibly overlapping emotions, as often experienced by students play-
ing educational games. In contrast, most work on affect recognition has focused on 
detecting one specific emotion (e.g., [4-6]), lower-level affective measures of valence 
and arousal (e.g., [7,9]) or overall emotional predisposition over a complete interac-
tion (e.g., [10, 11]). One exception is the work by D’Mello et al. [12], which used 
dialogue features as predictors of student’s boredom, confusion, flow and frustration 
during interaction with a dialogue-based tutoring system. There are three main differ-
ences between this work and ours. First, in [12] the target emotions are treated as 
mutually exclusive, which they mostly are, with the exception perhaps of confusion 
and frustration. We try to capture potentially overlapping emotions, adding an addi-
tional level of complexity to the modeling task. Second, [12] targets longer-term 
states that some researchers may classify as moods, i.e., states that are less specific 
than simple emotions, less likely to be triggered by a particular stimulus, and lasting 
[10]. We see these longer-term affective states as being complementary to the more 
instantaneous emotions we focus on, as we discuss in a later section. Finally, the ap-
proach in [12] does not include an explicit representation of causes of affect, thus 
providing less information than our approach for an agent to decide how to best deal 
with the student’s emotions.  

We begin by describing our general framework for affective user modeling. Next, 
we introduce the edu-game we use as a test–bed for model development. We then 
summarize the performance of the predictive part of the model, and compare it with 
an extended model that includes data from an EMG sensor as diagnostic evidence on 
student affective valence. We conclude by discussing future work.  

2   The Affect-Modeling Framework 

Fig. 1 shows a high-level representation of two time-slices in our DDN-based frame-
work for modeling user affect [2]. Each time slice represents the system belief over 
relevant elements of the world after an interaction event of interest, such as a user’s 
action (left slice) or an action from an interface agent (right slice). As the figure 
shows, the network can combine evidence on both the causes and effects of emotional 
reactions to assess the user’s emotional state after each event.  

The sub-network above the nodes Emotional States is the predictive component of 
the framework, representing the relations between emotional states and their possible 
causes as described in the OCC cognitive theory of emotions [15]. According to this 
theory, emotions derive from one’s appraisal of the current situation (consisting of 
events, agents, and objects) with respect to one’s goals and preferences. For instance, 
depending on whether an event (e.g., the outcome of an interface agent’s action) fits 
or does not fit with one’s goals, one will feel either joy or distress in relation to the  
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Fig. 1. High-level representation of the DDN for affective user modeling 

event. If the current event is caused by a third-party agent, one will feel admiration or 
reproach toward the agent; if that agent is oneself, one will feel either pride or shame. 
Based on this structure, the OCC theory defines 22 different emotions.  

We based our model on the OCC theory because its intuitive representation of the 
causal nature of emotions lends itself well to devising computational models that can 
assess not only which emotions a user feels but also why. Thus, an agent’s ability to 
adequately respond to these emotions is enhanced. For instance, if the agent can rec-
ognize that the user feels a negative emotion because of something wrong the user has 
done (shame by OCC definition) it may provide hints aimed at making the user feel 
better toward herself. If the agent recognizes that the user is upset because of its own 
behavior (reproach by OCC definition), it may take actions to make amends. These 
specific interventions are not possible with approaches that cannot assess the reasons 
underlying user emotions (e.g., [12]). Another distinguishing feature of the OCC 
theory is that it mostly captures emotions that are instantaneous reactions to specific 
events, as opposed to the longer-term affective states such as frustration, boredom, 
confusion and flow targeted by other researchers. We see these states as complemen-
tary to those captured by the OCC model in that instantaneous emotions can contrib-
ute to creating longer-term affective states. Ideally, an affective user model should be 
able to capture all these different affective dimensions. However, we decided to focus 
initially on instantaneous emotions since by acting on them an agent can still impact 
longer terms affective states.  

Our OCC-based DDN includes variables for goals that a user may have during the 
interaction with a system that includes an interface agent (nodes Goals in Fig. 1). The 
events subject to the user’s appraisal are the outcomes of the user’s or the agent’s ac-
tions (nodes User Action Outcome and Agent Action Outcome in Fig. 1). Agent actions 
are represented as decision variables in the framework, indicating points where the 
agent decides how to intervene. The fit of events with user’s goals is modeled by the  
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node class Goals Satisfied, which in turn influences the user’s Emotional States (we 
call this part of the model appraisal-subnetwork). Assessing user goals is not trivial, 
especially if asking the user about them during interaction is too intrusive, as is the 
case during game playing. Thus, our DDN also includes nodes (the goal-assessment 
subnetwork) to infer user goals from their interaction patterns and relevant traits  
(e.g., personality). 

The sub-network below the nodes Emotional States is the model’s diagnostic part, 
representing the interaction between emotional states and their observable effects. 
Emotional States directly influence user Bodily Expressions, which in turn affect the 
output of Sensors that can detect them. Our framework is designed to modularly com-
bine data from any available sensor, and gracefully degrade in the presence of partial 
or noisy information. We used this framework to build an affective user model for an 
edu-game on number factorization, which we describe in the next section.  

3   The Prime Climb Educational Game 

Prime Climb is an educational game 
designed to help 6th and 7th grade stu-
dents practice number factorization. 
Two players must cooperate to climb a 
series of mountains that are divided in 
numbered sectors (see Fig. 2). Each 
player should move to a number that 
does not share any common factors with 
her partner’s number, otherwise she 
falls. Prime Climb includes a pedagogi-
cal agent that can both respond to ex-
plicit student help requests, and provide 
unsolicited hints when the student does 
not seem to be learning from the game 

[13]. Currently the agent decides when and how to intervene based solely on a prob-
abilistic model that assesses how the player’s factorization knowledge evolves during 
game playing. We have evidence that this knowledge-aware agent can stimulate 
learning [13], but we believe that the agent could be more effective if it could respond 
to user emotions that we observed during game playing. These emotions include feel-
ings generated by the player’s performance in the game (i.e., pride/shame in the OCC 
theory) or by the agent’s interventions (i.e., admiration/reproach in the OCC theory). 
Thus, the affective user model we are designing for Prime Climb assesses these emo-
tions, as well as emotions towards game states (i.e., joy/regret in the OCC theory) to 
help the agent take both affect and learning into account when deciding how to act. 
While other emotions in the OCC model may be relevant, for instance emotions to-
ward one’s partner during game play, we decided to add more emotions only after 
verifying the viability of our approach with the six listed above.  

We adopted an iterative design and evaluation approach in building the affective 
model, starting with the predictive part. In the next section, we briefly summarize the 

Think about how to factorize the 
number you clicked on

Think about how to factorize the 
number you clicked on

 

Fig. 2. Prime Climb 
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definition of this predictive part and results on its accuracy, to provide the basis for 
the extensions we describe later.  

4   Definition and Evaluation of the Predictive Model 

Many components of the predictive part of the Prime Climb’s user model were de-
rived from empirical evaluations [3, 20]. Based on student reports after game playing, 
we identified six high-level non-mutually exclusive goals (Have Fun, Avoid Falling, 
Beat Partner, Learn Math, Succeed By Myself and Wanting Help), represented by 
separate binary variables in the model. Note that while Succeed By Myself and Want-
ing Help intuitively seem mutually exclusive, we observed that they can in fact co-
exist for students who express a general preference to succeed by themselves but end 
up wanting help during especially challenging episodes. We then used interaction data 
to identify (i) the dependencies among student personality traits, goals and interaction 
patterns in order to define the goal assessment network; and (ii) the dependencies 
between the outcomes of student/agent actions and goal satisfaction in order to define 
the appraisal network. Each of the three emotion pairs in the appraisal network is 
represented by a binary node (emotion-for-game, emotion-for-self and emotion-for-
agent, see figure 3 left). This structure was chosen because the two emotions in each 
pair are mutually exclusive and thus are best represented by a binary node; however, 
since students may simultaneously feel emotions in the different pairs, a separate node 
is required to represent each. 

An evaluation of the predicted model [3, 20], showed that it performs reasonably 
well in capturing emotions towards the game (69.5% accuracy), but less so in capturing 
emotions towards the agent (56.6%), mainly because of problems in capturing regret. 
In-depth analysis showed that this inaccuracy is due to the model not being able to 
capture the shifts that some students experience between the goals Succeed-by-myself 
and Wanting Help at critical times of game playing. This confusion in turn causes the 
model to misinterpret how the user appraises the agent’s interventions and the impact 
of user’s appraisal on her affect toward the agent. The problem is a consequence of the 
fact that the model currently represents student goals as static. Modeling how goals 
evolve during interaction is a form of plan recognition, which is difficult to do without 
explicitly asking students about their goals. Thus, we decided to explore the alternative 
of improving the model by adding a diagnostic component that captures the player’s 
affective valence via EMG sensors. We look at one sensor, as opposed to directly 
combining multiple sensors as others have done (see [14] for an overview), because we 
want to understand the potential of specific sensors as individual sources of affective 
information in this domain, with the long-term goal of modularly combining evidence 
in the diagnostic part of the model, depending upon which sensors are avail-
able/suitable to use.  

5   Adding the EMG Signal to the Affective Model  

EMG sensors measure muscle activity by detecting surface voltages that occur when a 
muscle is contracted. When placed on the corrugator muscle on the forehead, the 
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signal gets excited by movements such as frowning and eyebrow raises. Previous 
studies (e.g., [16]) report that greater EMG activity in this area tends to be associated 
with expressions of negative affect. Thus, we decided to experiment with this source 
of diagnostic evidence, as a way to help the model capture instances of student’s re-
proach. We incorporate this evidence into what we call from now on the combined 
model, as follows. We add two new nodes to each time slice: Valence and Signal 
Prediction (see Figure 3, left), both binary. The Valence node represents the com-
bined model’s overall prediction for the student’s affective valence; the Signal predic-
tion node encodes whether the EMG signal is positive/negative at a time of interest 
(as we describe in more detail in a later section). The conditional probability table 
(CPT) for Valence given Emotional States is defined so that the probability that va-
lence is positive/negative is proportional to the number of positive/negative emotion 
nodes. The CPT for Signal Prediction given Valence represents the probability of 
observing an EMG prediction of positive or negative valence, given the student’s 
actual affective valence. To instantiate this CPT, we ran a user study to collect both 
EMG evidence and accompanying affective labels, as described next. 

 

Fig. 3. Adding EMG data to the model (left); emotion self-report dialogue box (right) 

Data Collection 

Forty-one 6th and 7th grade students from two local schools participated in our study. 
The study took place in the schools, where for logistic reasons we were limited to a 
30-minute session per student. An experimenter placed an EMG sensor on each par-
ticipant’s forehead, and showed a demo of Prime Climb with the emotion self-report 
mechanism described below. Participants were told that the game included an agent 
that would try to understand their needs and help them play the game better. The 
students were encouraged to provide their feelings whenever their emotions changed 
so that the agent could take them into account when providing help. Next, each par-
ticipant played Prime Climb with an experimenter as a climbing companion. The 
experimenter was instructed to play as neutrally as possible, trying to avoid both mak-
ing mistakes and leading the climb too much. This set up was adopted to avoid the 
strong emotions toward the partner that we often observed when students play to-
gether, given that our affective model currently does not model these emotions.  

During game playing, the Prime Climb agent autonomously generated hints to help 
the student learn from the game, based on the existing model of student learning [13]. 
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At any point during the interaction, students could volunteer information on their 
emotional states via the dialogue box shown in Figure 3 (right). If students tend not to 
volunteer self-reports, the dialog box pops up unsolicited, requiring students to input 
self-reports with a frequency adjusted to balance the amount of data collected and the 
level of interference generated. The emotion dialog box only elicits information on 
student emotions towards the game and the agent because dealing with three pairs of 
emotions turned out to be too confusing for our young subjects. The emotion-self-
report approach (which we have used in several previous studies [3, 20]) was chosen 
because, during interaction with Prime Climb, user emotions are varied, ephemeral 
and rapidly changing, making it hard for our young users to describe their emotions 
after the interaction, as it has been done by other researchers. Another commonly used 
method to obtain affective labels is to have observers post-annotate videos of the 
interactions based on the users’ visible reactions (e.g., [12]). However, when we tried 
to use this approach we found that observers often had a hard time discriminating 
among feelings with equal valence in our two different emotion pairs (e.g., reproach 
toward the agent vs. distress toward the game).  

The log files from the study include all relevant game events (e.g., a student’s suc-
cessful climbs and falls, agent interventions), the student’s reported emotions and the 
EMG signals sampled at 32 Hertz. These log files were analyzed to generate a set of 
datapoints of the form <affective valence, signal prediction>, as we describe next. 

Creating Predictions from the EMG Signal 

A datapoint <affective valence, signal prediction> is created for each event in the 
logs that can be associated with an emotion self-report, with value for affective va-
lence (positive or negative) derived from that self-report and value for signal predic-
tion (also positive or negative) computed by analyzing the EMG signal in the four 
seconds following the event. The period of four seconds was chosen based on [16], to 
allow for enough time to detect a response in the signal while avoiding recording the 
student’s reaction to subsequent events. The analysis yielded 196 datapoints, which 
we used to instantiate the CPT for the Signal Prediction node in Figure 3 by calculat-
ing the frequencies of the various combinations of signal prediction/affective valence 
value pairs in the data set.  

To obtain the values of signal prediction for our datapoints, we used the mean of 
the raw EMG signal as the base for signal analysis, because it is a measure that has 
consistently shown a reliable mapping with affective valence (e.g., [4,11]). The stan-
dard method for generating valence predictions from EMG is to compare the EMG 
signal over the interval of interest against a baseline recorded during a resting period 
before the experiment. Due to limitations on time with the students, in our study we 
could not set up an idle “resting time” that we could use as a baseline. Thus, we re-
sorted to using as a baseline the mean of the EMG values recorded during the entire 
interaction. That is, given a datapoint associated with interface event e, the prediction 
produced by the EMG signal following e is computed as: 

signal prediction(e) = positive 
     if mean(EMG_e) < mean(EMG_all)  (1) 
negative, otherwise. 
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where EMG_e is the set of EMG values recorded during the 4 seconds following e 
and EMG_all is the set of EMG values recorded during the entire interaction. Our 
choice of using the overall signal mean as a threshold for signal prediction is based on 
the experimenters’ observations that many students experienced both positive and 
negative affect at some point during the interaction. Because negative affect is often 
associated with greater EMG activity in the forehead muscles [16, 17], the overall 
EMG mean of a student who experienced both positive and negative affect would be 
higher than the mean in those intervals where the student did not experience negative 
affect. This non-standard baseline is bound to misclassify students who experienced 
only positive affect during interaction. However, when we checked the performance 
of Equation 1 as a classifier for affective valence on our dataset, we found that this 
method could still allow us to add useful information to the model (see next section). 
Thus, we decided to continue with our investigation, by comparing the performance 
of the combined model with the predictive model described earlier. 

6   Evaluating the Combined Model 

Each model’s performance is assessed via a simulator that replays event logs from 
Prime Climb interactions with that model. Model accuracy is computed via 100-fold 
random resampling, a cross-validation method commonly used with limited datasets 
[18]. We divided the evaluation into two steps. In the first step, we evaluate model 
performance on 83 datapoints obtained from self-reports that were either clearly posi-
tive or clearly negative. These are self-reports in which students indicated a positive 
(negative) emotion toward both game and agent, or in which one reported emotion 
was positive (negative) and the other was neutral; we will call these data points clear-
valence from now on. In the second step, we analyze model performance on the less-
investigated assessment of multiple emotions with unclear and possibly conflicting 
valence, represented in our dataset by 99 self-reports. We excluded from our analysis 
14 reports that received neutral answers for both emotion questions. These points are 
certain to be misclassified by our models, which currently can’t represent neutral 
affect. 

The first step above, focusing on clear valence datapoints, is meant to verify 
whether we can replicate previous results from the literature on using the EMG on the 
corrugator muscle as valence predictor. These results were mainly obtained with clear 
valence affective states. As part of this step, we checked the performance of Equation 
1 as a classifier for affective valence on the 83 clear-valence datapoints. The method 
achieved 89% accuracy in classifying datapoints with negative affective valence, 
indicating that, despite our less than ideal baseline, evidence from the EMG signal 
may still be a good detector of negative effect and help us improve the model’s as-
sessment of Reproach in the presence of clear valence emotions. As expected, Equa-
tion1 does not perform as well in classifying positive data points, reaching only 48% 
classification accuracy. Thus, any positive result obtained with this method should be 
considered as a lower bound on the potential of including EMG evidence in the Prime 
Climb model.  

We tested model performance on clear-valence datapoints as follows. For each of 
the 100 folds in the cross-validation, we divided the set of students into a training and 
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Table 1. Accuracies on clear-valence data (†signifi-
cantly different from predictive model) 

 Accuracy % 
 Predictive Combined Baseline

N

Joy 74.80 79.10† 100 74
Distress 53.48 56.70 0.00 5 
Macro Avg. 64.14 67.90† 50.00 
Micro Avg. 72.58 76.92† 91.03 

Admiration  83.49 83.18 100 67
Reproach  39.11  63.02† 0.00 9 
Macro Avg.   61.30 73.10† 50.00 
Micro Avg.  76.86 79.2† 84.67 

a test set of equal size using random selection. The clear-valence datapoints in the 
training set were used to define the CPT for the Signal prediction node in the com-
bined model. The event logs in the test set were run through the simulator, first with 
the predictive and then with the combined model. For each data-point in the test-set, 
model prediction was compared with the corresponding self-reported emotion.We 
used an analogous procedure to test the models on datapoints with ambiguous valence 
(second evaluation step above).  

 
For each emotion pair, we 

report model accuracy on both the 
positive and the negative emotion. 
Since there is a trade-off between 
these measures, we also need a 
measure of combined accuracy. 
Two common choices include 
micro-average (the percentage of 
cases correctly classified over all 
the test instances) and macro-
average (the average of the 
accuracies for each class). Micro-
averages are a commonly used 
measure of classification 

accuracy, but they produce a somewhat biased picture in the presence of classes with 
unbalanced size, because the accuracy over classes with few data-points is overshad-
owed by the accuracy over larger classes. Macro-averages are considered an adequate 
way to overcome this short-coming (e.g., [19]); they give fair weight to classes with 
few instances, when it is important that their instances are correctly detected. This is 
exactly the case in our work: we often see far fewer negative than positive data points 
(see Table 1), however, it is crucial for the model to detect these negative emotions 
since they may compromise the player's overall attitude towards the game. Given the 
nature of our dataset, macro-averages are a more appropriate measure of the model’s 
overall accuracy, and so we will base our discussion on this measure. However, we 
report both micro- and macro- average for sake of completeness. We also report the 
performance of a standard baseline, i.e., a model that always predicts the most likely 
emotion. However, comparison with this baseline is not very meaningful, given the 
unbalance in our data. The baseline tends to have a high micro-average, because its 
perfect performance in capturing positive emotions off-balances its non-existent per-
formance on the negative data points. Still, it would be hard to argue for a model that 
cannot capture negative affect, as reflected by its poor macro-average, consistently 
lower than those of both affective models. 

Results 

Clear-valence datapoints. We start by comparing the predictive and combined mod-
els on the clear-valence dataset. All measures of statistical significance are based on a 
two-tailed paired-samples t-test with α = 0.05. As Table 1 shows, the combined model 
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Table 2. Accuracies on ambiguous-valence data 
(†significantly different from predictive model) 

 Accuracy % 
 Predictive Combined Baseline 

N 

Joy 83.66 75.15† 100 51 
Distress 43.82 38.72 0.00 15 
Macro Avg. 63.74 56.44† 50.00  
Micro Avg. 75.69 66.71† 79.35  

Admiration  58.58 71.70† 0.00 28 
Reproach  25.36  25.11 100 33 
Macro Avg.  42.11 48.41† 50.00  
Micro Avg.  42.67 49.10† 51.57  

performs significantly better than the predictive model for Joy (t(99)=4.59, p<.001, 
d=.92) and Reproach (t(99)=8.84, p<.001, d=1.78). The increase in Reproach results 
in a significant increase of the model’s macro average for emotions towards the agent 
(t(99)=8.62, p<.001, d=1.38), with a large effect size. The increase for Joy results in a 
significant increase of the model’s macro average for emotions towards the game 
(t(99)=2.11, p=.038, d=.26), with small effect size.     

Thus, we achieved our goal of improving the assessment of reproach by including 
diagnostic evidence in the model, at least for clear-valence datapoints. Essentially, 
when the student feels strong reproach and has no other conflicting emotion, the 
strong evidence of negative affect from the EMG sensor propagates to the emotion-
for-agent node, overriding the more indirect (and incorrect) goal-based assessment 
from the causal part of the model. It is also encouraging to see that the poor perform-
ance of the EMG as a classifier for positive valence (see section 5) did not transfer to 
the combined model. In this case, the limitations of the EMG signal in detecting posi-
tive affect are compensated by the predictive model, with no negative, and actually 
some positive impact, on accuracy. 

Ambiguous-valence datapoints. Accuracy results on the ambiguous-valence data-
points are not as encouraging. As Table 2 shows, there are significant decreases in 
both Joy (t(99)=-10.87, p<.001, d=-2.19) and Distress (t(99)=-2.55, p<.001, d=-.51). 
There is no relevant change for Reproach. The model’s macro and micro-average for 
emotions towards the agent increase significantly (t(99)=8.03, p<.001, d=.84) because 
of an increase in admiration, but they are still below baseline accuracy. Although 
these results are disappointing, they are not surprising. Previous work showing the 
effectiveness of EMG in predicting valence usually investigated the mapping between 
EMG and clear valence emotions. Our ambiguous-valence data points, on the other 
hand, correspond to states were 
students reported mild or even 
conflicting emotions. Mild 
emotions are likely to generate 
more subtle facial expressions, 
difficult to capture by 
monitoring only the movements 
of the corrugator muscle. As for 
conflicting emotions, their over-
all valence may depend on 
which of the emotions involved 
is stronger. In our model, any 
evidence of overall valence 
coming from diagnostic data is 
propagated upwards to all the 
emotion pairs, biasing them in the same direction and causing a misclassification for 
any pair that had opposite valence, unless there is strong evidence coming from the 
causal model to correct the trend. 

The problem with capturing mild emotions is likely to be solved by increasing the 
model’s ability to capture valence-related behaviors with the addition of other sensors 
linked with affective valence (e.g. an heart-rate monitor, EMG sensors on the frontalis 
muscle, or on the zygomatic major muscle). This solution, however, is unlikely to 
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ease the problem with capturing conflicting emotions, because the problem is due to 
valence not carrying enough information to tease out the individual emotions. In this 
case, the only viable solution seems to be improving the accuracy of the diagnostic 
model, the only component that can provide direct information on the user’s individ-
ual emotions. 

7   Discussion and Conclusion 

In this paper, we evaluated the addition of diagnostic information to an affective user 
model to detect players’ emotions while interacting with Prime Climb, an edu-game 
for number factorization. The model combines information on causes and effects of 
users’ affect to recognize multiple, possibly overlapping and rapidly changing emo-
tions. While there are approaches to recognizing one specific user emotion or emotion 
valence/arousal, ours is one of the few models targeting the recognition of multiple 
emotions, and is unique in dealing with possibly overlapping emotions.  

We have presented results of comparing a model that uses only causal information 
on game state, against a model that also includes information on user affective valence 
detected via an EMG sensor placed on the user’s forehead. While approaches combin-
ing diagnostic and predictive inference have received substantial attention, our contri-
bution is an ablation study that compares two versions of the model to understand the 
effects of each source of evidence. We showed that EMG information can significantly 
improve the model’s accuracy in cases where the students’ affective state has clear 
valence. Given that our method for signal processing relies on a less-than-ideal base-
line, this result is a lower bound of what this approach can achieve. We also discussed 
the limitations of our approach in the presence of emotions with milder or conflicting 
valence, and presented two avenues of future work to overcome them. In particular, we 
are planning to (i) include other sources of valence information to detect emotional 
states expressed more subtly; and (ii) explore ways to capture the evolution of player 
goals during game playing, to refine the model assessment of conflicting emotions. We 
also plan to add sensors to capture arousal, so that the agent can gauge the actual im-
pact of the user’s emotions on game playing and learning. Other future work includes 
adding to the model the capability of assessing emotions toward a partner, and showing 
the effectiveness of an agent that has detailed information on user affect.  
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Abstract. In this paper we describe an Integrated Development System for In-
structional Model for E-learning (INDESIME) to create and to maintain instruc-
tional models using adaptive technologies and collaborative tools. An authoring 
tool has also been developed for helping to non-programming users to create 
Learning Management Systems (LMSs) courses that implement a specific  
instructional model. Data mining techniques are proposed to evaluate the  
e-learning courses generated from the model. We have tested the degree of ef-
fectiveness of our system using Moodle courses. The courses topics tested are 
based on the European Computer Driving Licence Foundation catalogue. 

Keywords: instructional design, learning management systems, authoring 
tools and methods, data mining, association rules. 

1   Introduction 

The use of LMSs has grown considerably in the last years. These systems can offer a 
great variety of channels and workspaces to facilitate information sharing and com-
munication between participants in a course. There are several types of LMSs:  self-
designed systems used by Universities, Colleges, Institutes; commercial products like 
WebCT [1], Blackboard [2], TopClass [3]; open source software (OSS) systems like 
Moodle [4], ILIAS [5], ATutor [6] among others.  

Although LMSs provide useful tools for computer-supported collaborative learning 
(such as forums, chat rooms, discussion groups and e-mail), most of them show their 
contents and educational material to all students in the same way. At the same time, 
students are also completely free to choose their own learning pathway through the 
course, which is not necessarily the most effective one taking into account their pre-
vious knowledge or needs. One possible solution for this problem is the use of Adap-
tive and Intelligent Web-Based Educational Systems (AIWBES) [7]. These systems 
build a model for the objectives, preferences and knowledge of an individual user in 
order to adapt the system to his or her learning needs by means of Artificial Intelli-
gence (AI) techniques from intelligent systems [8] such as machine learning and data 
mining. Examples of author tools are ELM-ART [9], InterBook [10], TANGOW [11], 
AHA [12] and ART-WEB [13] among others. 
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Another problem is that LMSs accumulate a vast amount of information which is 
very valuable for analyzing students’ behavior and could create a gold mine. Educa-
tional Data Mining (EDM) [14] is an emerging discipline, concerned with developing 
methods for exploring the unique types of data that come from the educational context. 
In [14] the authors survey the application of data mining (clustering, classification and 
outlier detection; association rule mining and pattern mining; and text mining) to edu-
cational environments. 

On the other hand, instructional design is a system or process of organizing learn-
ing resources to ensure that learners achieve established learning outcomes. From a 
designer’s perspective, various models can be followed in the instructional design 
process [15]. Gros, B. [16] outlines the characteristics of more powerful instructional 
design models (IDM) that will facilitate multimedia authoring. Whereas much IDM 
focuses on cognitive skills and ignores the multi-perspective presentation of knowl-
edge, the multimedia authoring tool tends to emphasize the presentation of knowledge 
without regarding developing cognitive skills. An effective IDM needs to combine the 
best of both worlds by using a more constructivist approach. 

This paper presents the INDESIME (Integrated Development System for Instruc-
tional Model for E-learning). The novelty and originality of the INDESIME system is, 
on the one hand, the authoring tool component generates online courses, compatible 
with Moodle LMS, based on customizable instructional model that facilitates learner 
content parameterization and navigation design into a collaborative environment. And 
on the other hand, the data analysis component is designed to provide feed-back to the 
course author to how to improve the generated courses. An empirical evaluation of 
the approach is conducted by comparing it with a traditional one. We focused the 
evaluation on e-learning effectiveness from the students’ point of view rather than the 
effectiveness of course modifications for the teacher. Finally, some examples of use-
ful discovered association rules to improve the course are shown.  

2   Problems When Implementing an Instructional Model for  
E-Learning 

Theoretically, present-day technologies of information and communications are able  
to virtualize the entire process of education-learning. As with in-class education,  
e-learning also needs to use paradigms and didactic methods involving the identifica-
tion of strategies, methods, tools, material, time and evaluation criteria, that together 
provide a unified process enabling one or more students to achieve the initially pro-
grammed educational objectives. However, in the case of e-learning there is no space-
time element between the student and teacher, so these strategies and didactic methods 
must change, giving rise to what is known as the e-Didactics paradigm. According to 
[17], e-Didactics is the set of knowledge, processes and strategies intended to guaran-
tee to one or more individuals the acquisition “at a distance” of competencies repre-
sented by specific didactic objectives, which are the didactics for e-learning. 

A recent study carried out in the Universitat Oberta de Catalunya [18], which of-
fers over 500 subjects in official university degrees, shows the tendencies in the in-
structional design of online learning programs. On analyzing these tendencies, the 
authors identify different types of activities used for the continuous evaluation of the 
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learners. The results show the great efforts being made by teachers in terms of the 
conceptualization, design and elaboration of activities. Even so, these efforts were not 
rewarded since the activities were often not the most adequate ones for the students’ 
needs. This was caused by a variety of factors; sometimes teachers did not have the 
tools for preparation or the necessary pedagogical assessment to allow them to carry 
out this task with the ease and adequacy desired, and other times there seems to have 
been a lack of criteria about how to plan the design of online evaluation as a system to 
evaluate the learning acquired with respect to the professional competencies desired.    

On the other hand, the administration of learning objects (LO) is closely related to 
instructional design.  In this sense a learning object is defined [19] as: a digital entity, 
self-contained and reusable, with a clear educational aim, made up of at least three 
internal and editable components: contents, learning activities and contextual ele-
ments. As a complement, the LO must have an (external) information structure to 
facilitate identification, storage and recuperation of metadata. However, in its recom-
mendations about metadata, the IEEE [20] does not clarify how to classify them ac-
cording to their use and relation to learning methods.  

We have also considered it very advisable to analyse how concepts of LMS and 
AIWBES can be integrated, keeping in mind the main advantages of each one (Fig. 1) 
in order to obtain a more effective instructional design model for e-learning. 
 

 

Fig. 1. Methodology for the continuous improvement of e-learning courses 

Another aspect to be considered is the need to integrate continuous evaluation 
within the course design from the very beginning, thus covering the students’ needs 
and building the knowledge process step by step. If this is difficult in normal class 
teaching, there are even more challenges when it is attempted in virtual courses or 
situations. It has been - and continues to be - difficult to get teachers to design online 
evaluation activities that are in conjunction with learning strategy criteria and whose 
validity can later be evaluated. In fact, we propose to use EDM for continuous em-
pirical evaluation approach based on students’ usage information.  

In this sense, and given the necessary context of all the models available for instruc-
tional design that are characteristic of each institution, the idea is to systematize a 
flexible model that will grant enough freedom to professionals to design their own 
model based on the pedagogical articulation of multiple theories of learning. This ar-
ticulation will allow the structure of contents to be selected according to the learning 
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level to be developed, and will also allow the classification and selection of instruc-
tional design to comply with the objectives of a given company or organization.  
In short, whatever the need of the instruction designer, it can be resolved through a 
flexible model.  

3   INDESIME: A System for Designing of Instructional Models 

INDESIME is an integrated development system for the design of instructional mod-
els for e-learning, and the improvement of the e-learning courses generated with the 
model selected. The system is made up of two main components (Fig. 2): 1) the au-
thoring tool, that implements the model and can generate the structure of an adaptive 
hypermedia course as the principle didactic resource of an online course along with 
other collaborating resources belonging to the LMS; and, 2) the data mining tool, that 
uses course information data provided by the students to detect any existing course 
problems, and show feed-back for improvement.  

 

 

Fig. 2. INDESIME architecture 

3.1   Authoring Tool Component 

The authoring tool design is based on the reference model AHAM (Adaptive Hyper-
media Application Model) [21]. The division into a Domain Model (DM), User 
Model (UM) and Adaptive Model (AM) allows a clear separation among the AHS 
components.  In order to develop an adaptive model based on DM and UM, the course 
author needs to specify how the user's interaction with the system influences in the 
presentation of the information contained in the DM. This is done through the AM 
that allows manipulation of the links to adapt the contents to the user. In the specific 
design of INDESIME the functionality of the AHAM model has been widened to 
include information related to collaborative resources and communication tools in 
LMS like Forums, Chats, Quiz, among others. In order to do it, the authoring tool 
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creates courses that are compatible with Moodle LMS. In fact, the generated course 
must executing inside the own Moodle environment. 

3.1.1   The Domain Model 
The domain model is divided into didactic units, which we have called Autostudy, 
and each one has the following modules: 

Virtual classroom. It simulates student presence in the class. This module is divided 
into lessons and each one is divided into concepts with some type of scenarios or 
HTML pages. The students receive explanations about the current concepts, not only 
passive but also interactive explanations and afterwards, they carry out exercises 
helped by a virtual tutor. 

Scenarios. By means of scenarios, the course designer can develop all the contents 
and apply what he considers to be the most adequate learning theory for the course. 
There are two types of scenarios: explanation and exercises. The scenarios can be 
created either using standard templates or by creating new ones. To design basic sce-
nario templates, some of the main teaching models have been studied [16], so that, 
through basic scenarios, the author can implement an instructional model or combina-
tions of various of them, depending on the profile of the course being created.  Basic 
scenarios include such basic hypermedia elements as images, videos, text, and inter-
active animation in order to create scenarios such as tests, crosswords, gap-filling, 
problems, puzzle, crossword, drag-drop, among others. 

Study. Students need to study and to practice when they finish the lesson. This is 
simulated by means of an exercise list at the end of each unit. In this module, the 
students will only be told if their answers are right or wrong, but they will not receive 
additional help unless they have a very high percentage of wrong answers.  

Evaluation. This simulates an exam with an exercise list similar to that of the study 
section, but in this case students will not receive any help.  

Glossary. The main definitions introduced in the concepts can be stored in an elec-
tronic dictionary that students can view whenever they want, except when they are 
doing the evaluation. 

Finally, we have also included some didactic and collaborative resources in the 
domain model that we can find in LMSs in order to supplement the AutoStudy phase 
such as: document link, web link, task, forum, chat, quiz, among other tools.  

3.1.2   The Adaptive Model 
INDESIME implements an adaptive engine based on “link hiding” [12], so the user 
can only see content links that match her/his level of knowledge about the concept. 
This technique also avoids information overloads, limiting the size of the hyperspace. 
The user’s level of prior knowledge is determined from initial questions at the begin-
ning of each unit about the main topics studied in that unit. This level has been di-
vided into three discreet values: low, medium and high. In this way, each student will 
see each units to his/her most appropriated level. However, it is need that the course 
designer has previously introduced/defined all the following data: 



 Evaluating Web Based Instructional Models Using Association Rule Mining 21 

• The relationship between units, that is, which units are accessible from the 
current unit to create alternative navigation routes. When the course designer 
selects a unit, the program shows the others in order to establish relationships 
among them. 

• The initial and final test of each unit. 
• The difficulty level of each lesson and each exercise. 

3.1.3   The User Model 
The user model is formed by a set of general attributes, related to the user's identifica-
tion, and a set of attributes associated to the user's progress in navigation through the 
course. Regarding the former, the attributes stored in an INDESIME course are one’s 
address, age, sex and studies, as well as the user name and password to enter the 
course. The latter refers to how information about the student's navigation is recorded. 
Table 1 shows, on one hand, attributes related to adaptive hypermedia course which 
have been added to the Moodle database [4] as new tables. On the other hand, we can 
see attributes related to Moodle resources such as forum, chat, quiz, assignment, 
among others. 

In order to simplify the development of new courses, we have developed an author-
ing tool, where the course's author can position each element of the domain model 
according to the instructional model that he/she wants to implement. Once the model 
is created, the author only must concentrate on preparing good contents. 

Table 1. Different attributes related to user’s navigation record 

Level Attribute Description 
Attributes related to adaptive hypermedia course 

c_time Time taken by the student to complete the course 
c_score Average final score for the course Course 
c_attempts Number of attempts before passing the course 
u_lessons Number of lessons in a unit 
u_time Time taken by the student to complete a unit  
u_initial_score Student’s score in the unit pre-test 
u_final_score Student’s final score on completing the unit 

Unit 

u_attempts Number of attempts before passing the unit 
l_concepts Number of concepts in the lesson 
l_time Time taken by the student to complete the lesson Lesson 
l_diffic_level Level of difficulty of the lesson  
e_time Time taken by the student to complete the exercise 

Exercise 
e_score Score obtained in the exercise 

Attributes related to Moodle resources 
forum_read Number of messages read in the forum 

Forum 
forum_post Number of messages posted in the forum 

Chat chat_messages Number of messages sent in the chat room 
Assignment assign_score Score in the assignment 

quiz_attempt Total number of attempts in the quiz 
quiz_time Total time taken in the quiz 

Quiz 

quiz_score Score obtained in the quiz 
Web link link_visited If the web link has been viewed 
Doc link doc_view If the document has been viewed 
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The course structure definition in INDESIME is a compound of five steps: 1) Se-
lection /creation of the instructional model template; 2) Definition of the course sylla-
bus represented by units, lessons and concepts; 3) Configuration of learning objects 
where the user introduces scenario (web pages) parameters of each concept using 
graphics, text, audio or video templates; 4) Configuration of adaptive content to pro-
vide adaptation. 

As we pointed out in section 3.1.2, our adaptive model implies that the course de-
signer must specify some data. The final step is to append the learning management 
resources to the course syllabus according to the domain model proposed in section 
3.1. The configuration parameters of each resource are the same ones that the profes-
sor would need to introduce if he/she were working directly with the LMS contained 
in the IMDESIME course. Therefore, what needs to be selected is a LMS that fulfils 
the requirements outlined in the model. We have choosen Moodle [4] due to is a well-
known open-source LMS and it has been installed at universities and institutions all 
over the world. Introducing the parameters of Moodle LMS from the IMDESIME 
template has two main advantages: 1) the teacher can concentrate on preparing good 
content; 2) the teacher, from a sole interface, can create courses for Moodle that are 
adaptive, hypermedia, interactive and also take advantage of LMS. 

 

 

Fig. 3. A Moodle course example generated with IMDESIME 

Once the concept edition is finished and all the Moodle resource parameters intro-
duced, the course designer can publish the web-based course automatically (Figure 3). 
In the Moodle course generated, it is necessary to differentiate two main parts: on one 
hand, the adaptive hypermedia course compound for the units in the form of HTML 
pages, this being the main didactic resource the professor offers to the student, and on 
the other hand, the resources of Moodle itself, that were added automatically and 
supplement the IMDESIME course. 

3.2   Mining Tool Component 

In order to help teachers to evaluate and to improve the course generated by the author-
ing tool component of INDESIME, we propose to use a collaborative recommender 
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system applied to education. We have used a hybrid recommender system based on 
collaborative filtering systems (CFS) and knowledge based systems (KBS) [25], in 
order to add a feedback stage in two ways. First of all, collaborative filtering will help to 
discover pertinent relationships among different teachers with similar profiles, each 
working with their own databases. The teacher profile is represented as a three-
dimensional vector related with the following characteristic of his/her course: Topic (the 
area of knowledge, e.g. Computer Science or Biology); Level (level of the course, e.g. 
Universitary, High School, Elementary or Special Education); and Difficulty (the diffi-
culty of the course, e.g., Low or High). These similarities or useful relationships will be 
available to other teachers to assess in terms of applicability and relevance. Secondly, 
the knowledge database will be strengthened with experiences that, due to their signifi-
cance, satisfy the needs of many teachers and therefore can give rise to increasingly 
effective recommendations. 

 

 

Fig. 4. Main phases of mining tool component  

The main phases used in the mining tool architecture are (Figure 4): 

- Association rules mining: This phase aims to find association rules on the data set 
generated as the students complete the course. Association rules are one of the most 
popular ways of representing discovered knowledge and describe a close correla-
tion between frequent items in a database [22]. There are many association rule dis-
covery algorithms but Apriori [23] is the first and foremost among them. However, 
in this phase we use an improved version of Apriori, called Predictive Apriori [24] 
because it does not require the user to specify such parameters as the minimum sup-
port threshold or confidence values; instead of this, the algorithm aims to find the N 
best association rules, which is a more intuitive parameter for a non-expert in data 
mining. Once the data has been pre-processed, it is used as input in the Predictive 
Apriori algorithm, the nucleus of this phase. Also, the teacher could select specific 
data and attributes in order to restrict the search domain. The output of this module 
(rules found) is then analyzed by the subjective analysis module.  

- Subjective analysis: The association rules discovered by the mining algorithm 
must be evaluated to decide if they are relevant or not. This phase uses a subjective 
rule evaluation measure [25] to classify the rules as being expected or unexpected, 
comparing them with the rules stored in the knowledge base. 

- Knowledge base creation: This phase combines collaborative filtering techniques 
with knowledge-based techniques to create and to manage the rules repository. The 
information in the knowledge base is stored in form of tuples (rule-problem-
recommendation-relevance) which are classified according to a specific course pro-
file. In order to avoid the cold-start issue of collaborative filtering systems, a group 
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of experts propose the first tuples of the repository and also vote on those tuples 
proposed by other experts. On the other hand, teachers could discover new tuples 
and these must be validated by the experts before being inserted in the repository. 

- Recommendations: The expected rules found in phase 2 join the more intuitive 
tuples format mentioned in phase 3, and are then used in this last phase to show the 
teacher, more often than not a non-expert in data mining, some possible solutions to 
problems detected in the course. The teacher analyzes the recommendation and he 
determines if it is relevant or not. More information about recommendation can be 
consulted in [25]. 

4   Experimental Results 

The effectiveness of INDESIME system can be measure from two points of view: 1) 
the perspective of the students with respect to how the instructional model imple-
mented with the authoring component and delivery within a Moodle environment, 
influence the student’s final results, and 2) the teacher’s perspective, in terms of the 
percentage of apparently corrected problems, based on initial recommendations of 
mining tool component, that reappear in successive courses with different groups of 
students. We have focused the next experiments on the first point of view and show-
ing how the information discovered can help teacher to improve the generated course. 
However, a more detailed experiment proposed by the authors about how to measure 
the effectiveness of recommendations can be consulted in [25]. 

In order to evaluate the instructional model and the authoring tool component, we 
have compared two courses which covered the same topic but, while one imple-
mented using INDESIME with only online classes, the other one was delivered in 
face-to-face classes, called from here, TRADITIONAL learning style. During the 
2004-2005 academic year, a pilot scheme was run in Spain called “Cordobesas Enre-
dadas”, aimed at increasing the technological literacy of women in rural areas. The 
experiment was based on 90 students from 3 towns in the Province of Cordoba. The 
following results include comparisons of the two course formats in the areas of course 
interaction and student satisfaction. 

The course topics were based around the European Computer Driving Licence, 
which is based on the Linux operating system (Guadalinex distribution) and Open 
Office package (OpenOffice.org). These courses were officially approved by the 
University of Cordoba. The titles of the courses were as follows: 

C1. Basic concepts of information technology 
C2. Using the computer and managing files 
C3. Word processing 
C4. Spreadsheets 
C5. DataBases / filing systems 
C6. Presentation and drawing 
C7. Information network services 

The University of Cordoba and the Provincial Government signed a collaboration 
agreement for 2004-2005 in order to improve this pilot scheme. The project had  
the same title “Cordobesas Enredadas”. The experiment included 47 towns in the 
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Province of Cordoba. Using the latest version of INDESIME, we have developed 
seven online courses corresponding to the ECDL. In Figure 5, we show the results 
comparing both approaches the TRADITIONAL or INDESIME. For this new experi-
ment, we took into account the same towns that had participated in the previous ex-
periment in order to compare the results. 

 

Fig. 5. Experimental results for “Cordobesas Enredadas” project 2004-2005 

By examining the mean values and standard deviation of the final score for the dif-
ferent courses, we observed that the new approach yielded higher mean scores than the 
traditional method. Furthermore, the p-values (< 0.05) calculated for each course show 
there was a significant difference between the means; hence we have concluded that 
the teaching-learning method used in the new courses is responsible for the difference.  

4.1   Using Association Rule Mining to Improve the Generated Courses 

The teacher or course author has a crucial role in our evaluation methodology because 
he/she can also guide the data mining search for association rules by imposing some 
restrictions or filters. The teacher can use his own knowledge and experience in edu-
cation. For example, he/she can decide to use data about one specific unit, lesson or 
even a group of students, and whether or not to use information about times, score or 
participation in order to form rule antecedents and consequents. 

As we have mentioned previously, our objective is to show a group of useful rules 
to the teacher, so that he/she can make decisions about which changes would improve 
the performance of the course. From a semantic point of view, our resulting rules 
match the following pattern: 

 IF Time|Score|Participation AND ... THEN Time|Score|Participation 

Where Time, Score and Participation are thereby generic attributes referring to:  
the reading time for the course, units, lessons and exercises (HIGH, MEDIUM and 
LOW values); information on students’ scores in the test and activities’ questions 
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(HIGH, MEDIUM and LOW values); and lastly, participation refers to how the stu-
dents have used the collaborative resources such as forum and chat (HIGH, MEDIUM 
and LOW values). Based on the rules discovered, the teacher can decide which of the 
relationships expressed are desirable or not, and whether or not to apply the recom-
mendation in order to strengthen or weaken the relationship (namely changing or 
modifying the contents, structure and adaptation of the course, etc.). 

The relationships that are shown in the rules discovered can refer to the course, 
units, lessons, or scenarios of concepts (namely instructional and activity pages re-
lated to concepts). Next, we describe some examples of the general patterns found in 
rules of interest, offering the teacher useful information about how to improve a 
course. We also describe some of their possible interpretations. It is important to high-
light that a single rule can have several interpretations. Therefore the system will 
always show all the recommendations related to a detected problem, and it is the 
teacher him/herself who actually decides what recommendations to use. It should also 
be mentioned that all the following examples always correspond to rules with a high 
degree of support, that is, they are confirmed by most of the students. 

 IF ExerciseTime = HIGH THEN ExerciseScore = LOW 

This pattern indicates that the students have spent a long time doing the exercise al-
though the final score has been low. Two possible interpretations of this pattern are:   

1) The wording of this exercise could be incorrect or ambiguous, giving place to 
several interpretations. In this case the teacher can correct the exercise’s 
wording or eliminate it altogether if necessary.  

2) The exercise is quite difficult and for this reason the students spend relatively 
more time than on other exercises, resulting in a lower score. In this case, the 
teacher will determine if the exercise is or is not in accord with the level of 
difficulty of the lesson.  

3) The students were weak on prerequisite skills. In this case, the teacher should 
consult other higher level recommendations, such as the level obtained in the 
unit pre-test, in order to confirm that interpretation. From here on, we will 
present only those interpretations that could be difficult to detect and possibly 
to correct. 

An example of this type of rule is:  

 IF (e_time [25] = HIGH) THEN (e_score[25] = LOW), supp. = 0.91, accur. = 
0.82 

This rule means that if students took a long time to complete exercise number 25, 
then they got a low score in this exercise. This rule can indicate that there is a prob-
lem with this specific exercise, which was part of the: “application use” subject; “first 
steps with the word processor” lesson; and “renaming and saving a document” con-
cept. The exercise was an interactive video scenario in which the student had to simu-
late the necessary steps for completing an activity using the mouse. In this specific 
case, the question was confirmed to be ambiguous and interpretable in several ways, 
so the wording was changed.  Other rules with a similar pattern were also found in 
multiple-choice or linking type questions. 

 IF UnitForumParticipation = LOW THEN UniFinalScore = HIGH 
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This pattern indicates that there was not much participation in the unit forum al-
though the students obtained a high final score for the unit in question. Three possible 
interpretations of this pattern are: 

1) The forum is not necessary for this unit, so the teacher can eliminate it. 
2) There are problems concerning the tutors responsible for forum maintenance, 

so the teacher should analyze the causes of these problems in detail. 
3) Strong students are more autonomous while weaker students are more in-

clined to use and consult the forum. 

An example of this type of rule is: 

 IF (u_forum_read [2] = LOW) AND (u_forum_post [2] = LOW)  
 THEN (u_final_score [1] = HIGH), supp. = 0.85, accur. = 0.83 

This rule shows that if students send or read few messages in forum 2 (unit 1), then 
they get a high score for this unit.  This rule shows that the forum may not be neces-
sary or that there were problems with it. This type of rule raises the issue about 
whether the forum is really necessary at certain levels of the domain hierarchy. In 
fact, the forum was removed in this case. 

5   Conclusions and Future Work 

In this paper, a system to develop instructional models for e-learning has been de-
signed and implemented. This system integrates adaptive hypermedia techniques with 
the new communication and collaborative tools coming from learning management 
systems. Once implemented, and from there on, e-learning courses can be developed 
that, moreover, can be evaluated and improved using association rules mining.  To 
make an efficient use of the model, the following didactic resources are included:  

1) Didactic units, in order to create an adaptive hypermedia course based on the 
technique of hidden links, where the author can specify a set of prerequisites 
for access from one unit to another in order to organize the course in a tree, a 
net, a spiral, etc., according to what is considered most appropriate. Within 
each didactic unit there is a set of hypermedia scenarios that the author will 
use, depending on the type of course and the learning strategy preferred.  

2) Collaborative Resources like Forums, Chats, Questionnaires, etc., that the au-
thor can include at course level or with each didactic unit.   

Furthermore, an authoring tool has been developed for helping to non-programmer  
expert to create/maintain e-learning courses compatible with Moodle based on his/her 
instructional model. Association rule mining has been also proposed for providing 
feed-back to course author with useful information about how to improve the gener-
ated courses using the students’ usage information. Experimental results, surveys and 
interviews have demonstrated the effectiveness of the system proposed, especially 
with technology-based courses using such equipment as computers.  

Our future work will mainly focus on increasing the types of didactic resources 
available, to include a greater number of learning theories, as well as using standard 
metadata for e-learning like SCORM [26] that allows the creation and maintenance of 
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a common knowledge base with a common vocabulary that can be shared by different 
communities of instructors or authors of e-learning courses. 
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Abstract. In this paper we explore findings from three experiments
that use minimally invasive sensors with a web based geometry tutor
to create a user model. Minimally invasive sensor technology is mature
enough to equip classrooms of up to 25 students with four sensors at the
same time while using a computer based intelligent tutoring system. The
sensors, which are on each student’s chair, mouse, monitor, and wrist,
provide data about posture, movement, grip tension, arousal, and facially
expressed mental states. This data may provide adaptive feedback to
an intelligent tutoring system based on an individual student’s affective
states. The experiments show that when sensor data supplements a user
model based on tutor logs, the model reflects a larger percentage of the
students’ self-concept than a user model based on the tutor logs alone.
The models are further expanded to classify four ranges of emotional
self-concept including frustration, interest, confidence, and excitement
with over 78% accuracy. The emotional predictions are a first step for
intelligent tutor systems to create sensor based personalized feedback
for each student in a classroom environment. Bringing sensors to our
children’s schools addresses real problems of students’ relationship to
mathematics as they are learning the subject.

1 Introduction

Traditionally, the User Model of an Intelligent Tutoring System (ITS) consists
of registration information with or without statistics about interactions with the
ITS [1,2]. Registration information often includes age, gender, class standing,
teacher, and other static information about learners. A limitation of this ap-
proach is that the only dynamic information that the ITS uses is based on the
performance of the students. With the use of non-invasive sensors, we have the
opportunity to enhance user models with sensor data that is a natural byproduct
of the student’s interaction with the ITS. Though the cost of such sensors has
previously made them less accessible for classroom deployment, recent strides
have been made to address this limitation. Arizona State University (ASU), in
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collaboration with the Affective Computing Group (ACG) at MIT, has devel-
oped 30 lower-cost versions of four sensors that have shown promise for their
ability to detect elements of students’ emotional expression. These sensors in-
clude a pressure sensitive mouse, a pressure sensitive chair, a skin conductance
wristband, and a camera based facial expression recognition system that incor-
porates a computational framework that aims to infer a user’s state of mind. At
UMass Amherst, we have built on ASU’s work by integrating the sensors and
an Emotional Query intervention module with a traditional ITS user interaction
based models to obtain the students’ reported emotions as they interact with the
tutor. This enables the User Model System (UMS) to compare sensor readings
at the time of the emotional queries.

Ultimately we plan to have a UMS that models the student’s interaction with
an ITS in real-time and enables the ITS to intelligently tailor its behavior to
a given student’s needs. By personalizing the student’s experience, the ITS can
keep the student engaged and maintain or increase the student’s interest and
confidence in the subject. [3] is an example of having a character as part of
the tutor giving non-verbal feedback, [4] is an example of a tutor that changes
its feedback based on the tutor’s emotional state in response to the student’s
emotion. For instance, a positive student emotional state elicits happiness in
the tutor, which in turn rewards the student. In order to create the desired
UMS, we have developed a platform comprised of three functional interacting
components. These are (1) a sensor system for processing and integrating the
sensor data described in Sec. 4, (2) a pedagogical engine for tutoring the student
and collecting tutor data described in Sec. 2, and (3) a User Model system
for integrating the sensor and tutor data to create a model of the student. We
conducted three experiments using this framework in order to determine which
sensor features have the best utility in terms of modeling students’ perceived
emotional state.

This paper describes our progress. Section 2 describes the Wayang Tutor and
the student features that are used for the model. Section 3 describes related
work. Section 4 describes the sensors that we use, their history, and the features
for input to the User Model. Section 5 describes the integration of the sensor and
tutor features. Section 6 describes the three studies performed to collect data
for the user models. Finally, Section 7 discusses how the model can be used and
ways to improve on the model we created.

2 The Tutor: Wayang Outpost

Our test-bed application for the experiments we describe in Sec. 6 was Wayang
Outpost, a multimedia Intelligent Tutoring System (ITS) for geometry [5]. The
tutoring software is adaptive in that it iterates through different topic sections
(e.g. pythagorean theorem). Within each topic section, Wayang adjusts the dif-
ficulty of problems provided depending on past student performance. Students
are presented with a problem and asked to choose the solution from a list of
multiple choice options (typically four or five) as shown in Fig. 1.
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Fig. 1. An example problem presented by the Wayang system. Jake is on the lower
right corner. The Hint Toolbar is on the right.

As students solve problems, they may ask the tutor for one or several mul-
timedia hints, consisting of text messages, audio and animations. The software
includes gendered learning companions that are actual “companions” only: they
don’t provide help; instead, they encourage students to use the help function;
they have the capability of expressing emotions; and they emphasize the im-
portance of effort and perseverance. Wayang has been used with thousands of
students in the past and has demonstrated improved learning gains in state
standard exams [5].

Wayang collects student interaction features in order to predict each student’s
level of effort on the problems presented. These features, described in Table 1,
are derived from the tutor data that is sent to the UMS. The majority of the
tutor features could be extracted from other tutor systems with similar structure
including a clear delineation of when attempts are made to answer the problem.
Some features of Wayang are more specific, such as the number of hints or
whether a particular gendered learning companion was used.

3 Related Work

There are a number of systems that already exist that either use similar sensors,
detect similar affective states, or incorporate both tutor data and sensor data in
order to model the student’s self reported emotion.

[6] uses a number of sensors to detect facial expressions, physiological features
(heart rate, temperature, and skin conductance), and speech signals. The exper-
iment uses 32 students simultaneously. Their application is to elicit emotional



Sensors Model Student Self Concept in the Classroom 33

Table 1. The nine tutor features below are selected along with the sensor features
by using regression models to predict confidence, frustration, excitement, and interest.
This table lists each tutor feature with an abbreviation and a definition.

Feature Abbreviation Definition
Solved On First TsolF Student’s first attempt was correct.

Seconds to First Attempt TsecF Time in seconds to the first attempt.
Seconds to Solved TsecS Time in seconds to a correct attempt.
Number Incorrect TNumInc The number of incorrect responses.
Number of Hints Thint The number of hints the student selected.

Learning Companion (LC) TLC A value of 1 for LC and 0 for No LC
Group TGroup 2 for Jake, 1 for Jane, 0 for Neither

Time In Session TsesT Time student has spent on interactive
problems in the current session.

Time In Tutor TtutT Time student has spent on problems
since the first use of the Tutor.

responses by the presentation of images rather than from using a tutor system.
The emotions that they model are fear, anger, and frustration.

[7,8] use a 3-D learning environment as their tutoring system. The systems
monitor heart-rate and skin conductance in addition to the student-tutor interac-
tions. [7] creates a model of frustration, while, [8] creates a model of self-efficacy,
i.e. the student’s belief in producing a correct answer.

Other work such as [4] does not use sensors at all, but only uses self reports to
determine emotional state. They use three emotional ranges to model the stu-
dent: boredom vs. curiosity, distress vs. enthusiasm, and anxiety vs. confidence.
With the model of the student, they then create a model of their tutor to have
emotional states that guide the tutor’s responses. The focus of this system is the
repair rather than the detection of emotional states.

Much of the past research has focused on small populations of students or lab
studies, while our research uses large groups of students in real school settings.
This is relevant because much research has shown that students lose interest
and self-confidence in math over the course of the K-12 school system [9,10,11].
Bringing sensors to our children’s schools addresses real problems of students’ re-
lationship to mathematics as they are learning the subject. This brings new tools
to address their frustration, anxiety and disinterest/boredom while learning.

4 The Sensors

4.1 Sensor History

The sensors used in this study are similar to sensors that have been used in pre-
vious studies done by the Affective Computing Group (ACG) at MIT, but we
have invested considerable effort on decreasing the overall production cost and
improving the non-invasive nature of the sensors. Below we describe how our sen-
sors compare to earlier sensors as well as some of the past uses of such sensors.
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Skin Conductance Bracelet. The current system used in our research employs
the next generation of HandWave electronics [12], providing greater reliability,
lower power requirements through wireless RFID transmission, and a smaller
form. This smaller form was redesigned to minimize the visual impact and in-
crease the wearable aspects of previous versions. ASU integrated and tested
these electronic components into a wearable package suitable for students in
classrooms. Our version reports at 1Hz.

Pressure Sensitive Mouse. ACG developed the pressure sensitive mouse. It
uses six pressure sensors embedded in the surface of the mouse to detect the
tension in a user’s grip and has been used to infer elements of a user’s frustration
level [13]. Our endeavors replicated ACG’s pressure sensitive mouse through a
production of 30 units. The new design of the mouse minimized the changes
made to the physical appearances of the original mouse in order to maintain a
visually non-invasive sensor, while maintaining functionality.

Pressure Sensitive Chair. The chair sensor system was developed at ASU
using a series of six force sensitive resistors as pressure sensors dispersed strate-
gically in the seat and back of a readily available seat cover cushion. It is a greatly
simplified version of the Tek-Scan Pressure system (costing around $10,000) used
in [14,15]. This posture chair sensor was developed at ASU at an approximate
cost of $500 per chair for a production volume of 30 chairs.

Mental State Camera. The studies in [14,15] utilized IBM Research’s Blue-
Eyes camera hardware. This is special purpose hardware for facial feature de-
tection. In our current research we are using a standard web-camera to obtain
30fps at 320x240 pixels. The camera is placed on the monitor of each student’s
computer. This is coupled with the MindReader library from [16] using a Java
Native Interface (JNI) wrapper developed at UMass. The interface starts a ver-
sion of the MindReader software, and can be queried at any time to acquire
the most recent mental state values that have been computed by the library.
In the version used in the experiments, only the six mental state features were
available, but in future versions we will have the Facial Action Units available
as well. These six mental features have a 65% to 89% accuracy with 5 out of the
six features reported at above 76% accuracy.

4.2 Sensor Features

In order to create effective user models, we want to select the best feature set for
our classification of the user’s emotional self concept. Given that we don’t have
a huge number of examples, it is important to use as few features as possible
while still receiving the value from each sensor. Thus the data from each sensor
has been aggregated in the case of the Mouse and the Chair, and processed
into five mental states, in the case of the Camera. We are using the raw Skin
Conductance values for the Bracelet. The sensor features that are used for the
studies are summarized in Table 2. These are used in conjunction with tutor
features described in Sec. 2.
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Table 2. The ten sensor features below are summarized by their mean, standard
deviation, min and max values and then these 40 summarized features are selected
by using regression models to predict confidence, frustration, excitement, and interest.
This table defines the abbreviations for each feature.

Source Feature Mean Std. Dev. Min Max
Camera Agreeing CmeanA CdevA CminA CmaxA
Camera Concentrating CmeanC CdevC CminC CmaxC
Camera Thinking CmeanT CdevT CminT CmaxT
Camera Interested CmeanI CdevI CminI CmaxI
Camera Unsure CmeanU CdevU CminU CmaxU
Mouse Pressure MmeanP MdevP MminP MmaxP
Seat Sit Forward SmeanF SdevF SminF SmaxF
Seat Net Seat Change SmeanS SdevS SminS SmaxS
Seat Net Back Change SmeanB SdevB SminB SmaxB

Bracelet Skin Conductance BmeanC BdevC BminC BmaxA

The classifiers in [14] used a similar sensor set in order to predict whether
a user would click a button indicating frustration. They used the mean values
computed over the previous 150 second window from when clicking the frustrated
button. Fourteen sensor features were used to make four classifier systems using
data from 24 students. Each system performed better than a classifier always
picking no frustration, but no classifier was more than 80% accurate.

In addition to predicting frustration, our model is meant to predict excite-
ment, interest, and confidence. The sensor features considered in our analysis
are described below.

Mouse Feature. From the six pressure values from the mouse, each having the
range [0, 1023], we compute the following feature:

mousePressure =

⎛
⎝ leftMouseFront + leftMouseRear +

middleMouseFront + middleMouseRear +
rightMouseFront + rightMouseRear

⎞
⎠

1023
, (1)

which gives a potential range from [0, 6], but empirically has the range of [0, 2.5]
in the High School (HS) study, and [0, 1] in the two other studies.

Chair Features. We compute three features from the 6 chair sensors. The first
two are based on the most useful features from [17]. These are the net change
in pressure of the seat, and the net change in pressure of the back:

netSeatChange[t] =

∣∣∣∣∣∣
LeftSeat[t− 1] − leftSeat[t] +

MiddleSeat[t− 1] − middleSeat[t] +
RightSeat[t− 1] − rightSeat[t]

∣∣∣∣∣∣ , (2)
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netBackChange =

∣∣∣∣∣∣
lastLeftBack − leftBack +

lastMiddleBack − middleBack +
lastRightBack − rightBack

∣∣∣∣∣∣ , (3)

The third chair feature is meant to determine if the student is sitting forward.
From the three pressure values from the back of the chair, each having the range
[0, 1023], we compute the Sit Forward feature as follows:

sitForward =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if leftBack > 200 or
middleBack > 200 or
rightBack > 200

1 if 200 >= leftBack > −1 and
200 >= middleBack > −1 and
200 >= rightBack > −1

NA otherwise

, (4)

where NA is treated as no data.

Bracelet Feature. There are two values that we obtain from the wrist sensor,
one is the battery voltage to inform us when the battery charge is low, and the
other is the skin conductance in Microsiemens. Since there was no need to reduce
the number of features, we processed basic statistics on the raw sensor values.
In the future we plan to examine more sophisticated use of the skin conductance
data such as the methods described in [8].

Mental State Camera Features. Of the six mental state features that the
MindReader software identifies, we left out the disagree state, since agree and
disagree are opposites. The five features we are left with are agreeing, concen-
trating, interested, thinking, and unsure. These mental states have a range from
[0, 1] as they are confidence values.

5 Feature Integration

In our framework, each feature source from each student is a separate stream of
data. Hence we have five streams of data that each report asynchronously and
at different rates. In order to merge all of the data sources, the wrist ID from
each student, and a time of the report was needed from each source. An example
of one client connected to our User Model Framework is shown in Fig. 2.

In our experiments, we used the logs rather than the sensor streams, since
the streams are not yet informing a user model. In addition, the tutor does not
yet create a stream of tutor data. Instead we used a database query to obtain
the relevant tutor information, and fed it to the User Model System with the
four sensor sources in order to time align the data and merge it with the correct
student. The result is a database table with a row for every time stamp and
wrist ID pair, and a column for each reported sensor value and tutor data value.
Each cell in a row represents the latest report of the data source. If the data
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Fig. 2. A student at the client computer puts on a bracelet and starts the two client
programs indicating the wrist ID of the bracelet. The bracelet sends Skin Conductance
data to the Wrist Node, then logs bracelet data from all of the students in the classroom.
The User Model System (UMS) receives the bracelet data through the Wrist Stream.
The UMS client performs the same task as the Wrist Node for each of the other three
sensor sources. The ITS logs student interactions, and sends Tutor Data to the UMS.
The data is time synced based on the client’s system time. The UMS uses all available
streams of data to make user predictions to improve the ITS Client interaction.

source has never reported or has not reported since the last tutor login or logout
event with a corresponding wrist ID, then the value is -1 until the data source
reports again. In this way the wrist IDs can be used by more than one student
at separate time intervals, and the system will continue to work.

6 Experiments

We conducted three studies during Fall 2008 using our sensor system with
Wayang Outpost. The HS study involved 35 students in a public high school
in Massachusetts; the UMASS study involved 29 students in the University of
Massachusetts; the AZ study involved 29 undergraduate students from Arizona
State University. In the HS and UMASS studies, students used the software as
part of their regular math class for 4-5 days, as it covered topics in the class.
The AZ study was a lab study, where students would come to a lab in the uni-
versity and use the software for one single session. Wayang worked the same
way for all students, as introduced in Sec. 2, except for the fact that a student
could be randomly assigned the female learning companion (Jane), the male
learning companion (Jake) or no learning companion. In order to gather infor-
mation on students’ emotions, Wayang prompted students to report how they
were feeling (e.g., “how [interested/excited/confident/frustrated] do you feel right
now?”). Students answered this prompt by choosing one item from a five-point
scale, where a three corresponded to a neutral value and the ends were labeled
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with extreme values (e.g., “ I feel anxious/ very confident”). The queried emo-
tion was randomly chosen, obtaining a report per student per emotion for most
subjects. Wayang queried students on their emotions every five minutes, but did
not interrupt students as they were solving a problem. During each student’s
interaction with Wayang, the four sensors described in Sec. 4 gathered data on
his or her physiological responses.

6.1 Results

The three experiments yielded the results of 588 Emotional Queries from 80 stu-
dents that include valid data from at least one sensor. The queries were separated
into the four emotion variables as follows: 149 were about confidence/anxiety,
163 were about excitement/depression, 135 were about interest/boredom, and
141 were about frustration/no frustration. 16 of the student responses gave no
answer to the Emotional Query. These results were used as examples for the
Regression and the training and testing of the classification models.

In order to select a subset of the available features, a Stepwise Linear Re-
gression was done with each of the emotions as the dependent variable, and
tutor and sensor features as the independent variables. Since some students had
missing sensor data, separate models were run pairing the Tutor Features with
Sensor Features from one sensor at a time, and then finally with all of the Sensor
Features. Results from the regression in Table 4 show that the best models for
confidence, frustration, and excitement came from the subset of examples where
all of the sensor data was available, and the best model for interest came from
the subset of examples with mouse data available.

Table 3. Each cell corresponds to a linear model to predict emotion self-reports. Models
were generated using Stepwise Regression, and variables entered into the model are
shown in Table 4. The top row lists the feature sets that are available. The left column
lists the emotional self-reports being predicted. R values correspond to the fit of the
model (best fit models for each emotion are in bold). N values vary because some
students are missing data for a sensor.

Tutor Camera Seat + Wrist + Mouse + All Sensors Best
only +Tutor Tutor Tutor Tutor +Tutor Sensor

Confident R = 0.44 R = 0.61 R = 0.48 R = 0.40 R = 0.48 R = 0.63 Camera
N = 143 N = 77 N = 115 N = 106 N = 107 N = 68

Frustrated R = 0.55 R = 0.60 R = 0.61 R = 0.55 R = 0.59 R = 0.62 Camera
N = 138 N = 78 N = 105 N = 109 N = 102 N = 67

Excited R = 0.39 R = 0.40 R = 0.45 R = 0.39 R = 0.45 R = 0.56 Seat+
N = 154 N = 74 N = 122 N = 106 N = 119 N = 64 Camera

Interested R = 0.42 R = 0.56 R = 0.53 R = 0.36 R = 0.67 R = 0.66 Mouse
N = 133 N = 75 N = 107 N = 101 N = 102 N = 62

Table 4 shows the features selected for each of the linear models. Looking at
the best fitting models, highlighted in bold, it is interesting to see that at most
two of the sensor sources and at most five of the available features are significant.
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Table 4. This table lists the variables that the Stepwise Regression method selected as
relevant, for each of the regression models in Table 3. Each of these features significantly
contribute to the prediction of emotion self-reports (p < 0.01), and are listed in order
of relevance (The feature at the top is the best predictor.) The abbreviations of these
features are defined in Tables 1 and 2.

Tutor Camera Seat Wrist Mouse All Sensors
context only + Tutor + Tutor + Tutor + Tutor + Tutor

Confident TsolF TNumInc TNumInc TNumInc TNumInc TNumInc
Thint CminT TsolF TsolF CmaxC

CmaxC SdevF TsesT CmaxT

Frustrated TLC TLC TLC TLC TLC CdevU
TNumInc Thint TsesT Thint TNumInc TLC

Thint TsesT TNumInc TsesT TsesT TsesT
TsesT CmaxI Thint TNumInc Thint CminT

CminT TsecS Thint

Excited TGroup TNumInc TNumInc TGroup TGroup SmeanS
TNumInc CmeanI TGroup TNumInc TNumInc CminI

SmeanF

Interested TGroup TGroup TGroup TGroup TGroup TGroup
CminI Thint Thint
Thint MdevP CminI

MmaxP MmaxP

Table 5. This shows results of the best classifier of each emotional response. Accuracy
of no classifier is a prediction that the emotional state is always not high. Values in
parentheses include the middle values in the testing set as negative examples.

Classifier True False True False Accuracy (%) Accuracy (%)
Pos. Pos. Neg. Neg. No Classifier

Confident All 28(28) 5(24) 10(16) 1(1) 86.36(63.77) 34.09(57.97)
Frustrated All 3(3) 0(0) 46(58) 7(7) 87.5(89.7) 82.14(85.29)
Excited Wrist 25(25) 9(37) 25(40) 5(5) 78.1(60.7) 53.12(71.96)

Interested Mouse 24(25) 4(19) 28(53) 7(7) 82.54(74.76) 50.79(69.90)

6.2 Cross Validation of the Linear Models

In order for the User Model system to give feedback to the ITS, the available
sensor and tutor features can be put into a classifier and report when a user is
likely to report a high value of a particular emotion. This likelihood could reduce
and possibly eliminate the need for querying the user of their affective state. To
test the efficacy of this idea, we made a classifier based on each linear model in
the table. Rather than using the scale of one to five, the dependent variable of
the classifier was 1 if the emotion level was high and -1 if the emotion level was
not. Hence we used a classification threshold of 0 on the prediction.
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For each model we performed leave-one-student-out cross validation. We
recorded the number of True Positives, False Negatives, True Negatives, and
False Positives at each test. Table 5 shows that the best classifier of each emo-
tion in terms of Accuracy ranges from 78% to 87.5%. The best classification
results are obtained by only training on examples that are not in the middle.
This is likely the case because the middle values indicate indifference.

7 Discussion

We have presented a User Model framework to predict emotional self concept.
The framework is the first of its kind – including models based on sensor data
integrated with an ITS used in classrooms of up to 25 students. By using Stepwise
Regression we have isolated key features for predicting user emotional responses
to four categories of emotion. These results are supported by cross validation, and
show improvement using a very basic classifier. The models from these classifiers
can be used in future studies to predict a students’ self-concept of emotional state
on four ranges of emotion. These ranges are interest, frustration, confidence and
excitement.

There are a number of places for improvement in our system. The first is that
we used summary information of all of the sensor values. We may find better
results by considering the time series of each of these sensors. In addition, the
MindReader library can be trained for new mental states. This is one avenue of
future work. Another place for improvement is to look at individual differences
in the sensors. Creating a baseline for emotional detection before using the tutor
system could help us to better interpret the sensor features.

Now that we have a basic User Model of students, the next step is to use this
Model in the next experiments to send recommendations to the ITS. In order
for this to be useful, the ITS needs to have some repair mechanisms based on
the predictions from the User Model. Examples of this include encouragement,
suggesting to the student to ask for a hint, and mirroring the emotion of the
student.
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Abstract. This paper introduces two independent open learner models (learner 
models that are accessible to user viewing), which are deployed alongside uni-
versity courses to facilitate self-assessment skills, planning and independent 
learning. OLMlets is used in specific courses, while UK-SpecIAL, a modular 
extension to OLMlets, draws on the OLMlets learner models to display pro-
gress towards achieving learning outcomes applicable across courses. User logs 
demonstrate usage of each system, and questionnaire responses provide insight 
into the reasons for user trust in the environments.  

Keywords: Open learner models, learner independence, user trust. 

1   Introduction 

Trust has been considered in a variety of fields. In psychology, for example, trust 
relates to personal qualities pertaining to the beliefs and expectations of the individual 
[1], whereas in sociology it tends to be regarded as a mutual relationship [2]. In hu-
man-computer interaction, an important question is whether a system inspires user 
confidence in its actions/decisions/recommendations, etc., to the extent that users will 
act on these [3]. In this paper our focus is on user trust in environments that open the 
learner model to the user, and use of such environments. A learner model that is open 
to learner inspection might help contribute to the development of student trust in a 
system, as users will be able to see (some of) the information on which it bases its 
inferences [4]. However, users will need to accept the information about their knowl-
edge and understanding, if they are to act appropriately on the information that they 
find in their learner model. Accuracy of the model, utility of the model for promoting 
learning, and user trust in their learner model have all been identified as key features 
in open learner modelling in the SMILI Open Learner Modelling Framework [5]. We 
here aim to draw these components of the framework together. We define trust in this 
context as: "the individual user's belief in, and acceptance of the system's inferences; 
their feelings of attachment to their model; and their confidence to act appropriately 
according to the model inferences" [6]. Previous work suggests students view trust in 
this context in a similar way [7]. 

In student-centred learning, learners are encouraged to recognise their learning 
needs and manage their own learning, extending and deepening their knowledge using 
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a range of activities [8]. The U.K. Higher Education Academy encourages the devel-
opment of metacognitive skills such as self-assessment and reflection in university 
education [9]. Externalising a system's model of the learner to the user, as well as 
helping to promote trust in a system's actions, can help prompt learner reflection and 
metacognitive skills [10]. Student self-knowledge is argued to be particularly impor-
tant for self-directed learning or student-centred learning in the context of open 
learner models (OLM) [11]. This draws on key works on student reflection in the 
general education literature (e.g. [12],[13]). 

Externalisation of user knowledge in an OLM can be simple or complex. Complex 
presentations can show hierarchical, prerequisite, conceptual and other relationships 
in or between knowledge (e.g. [11],[14],[15],[16],[17]), and can be a useful way to 
provide structured externalisations of learner knowledge in a domain-specific context. 
Simple model displays, whilst perhaps based on complex underlying learner models, 
use less complicated externalisations. The most common are 'skill meters' indicating 
the extent of current knowledge, mastery or understanding of a topic or concept, and 
have enjoyed widespread use in real settings (e.g. [18],[19],[20]), suggesting learners 
find them easy to interpret and useful as a learning support. Early investigations sug-
gest simple learner model displays may be trusted by users, perhaps because it is clear 
to them, what the representations show [6]. User trust may be especially important 
when independent open learner models (IOLM) are used. IOLMs are OLMs that are 
the focus of an interaction, separate from the other, standard components of intelligent 
tutoring systems (domain and pedagogical model) [18]. Learner modelling occurs in 
the usual way (e.g. based on problem-solving attempts, responses to questions, help or 
hints requested, navigation, time on task). The user then accesses their learner model 
in order to determine how to proceed - i.e. the responsibility for the decisions in learn-
ing rests with the learner (see [11]). The IOLM approach aims specifically to promote 
metacognitive skills considered crucial to the development of successful and critical 
approaches to learning, as introduced above. 

The OLMlets simple IOLM has been taken up by 2/3 of students across all courses 
in which it is available in the School of Electronic, Electrical and Computer Engineer-
ing, University of Birmingham. (Range: one 1/6 of students in an individual course, to 
all students taking a course, and this applies across all stages of the degrees [18].) In 
this paper we introduce a new component linked to OLMlets: UK-SpecIAL, which 
unites information about learning outcomes across courses in students' degrees. We 
investigate the utility of UK-SpecIAL in its situation of use with OLMlets. 

In the following section we describe the requirements of U.K. engineering degrees, 
to present the pedagogical context within which our approach is deployed. In Section 3 
we present OLMlets and UK-SpecIAL, and conclude with an evaluation of these sys-
tems in Section 4, considering levels of use and user trust. Whilst we describe a spe-
cific application, the approach may be relevant in a range of degree subjects. 

2   Requirements of Engineering Degrees 

In order to obtain accreditation for engineering degrees in the U.K., the UK SPEC 
Standard for Professional Engineering Competence [21] must be demonstrated. UK  
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SPEC covers five broad areas: (i) underpinning science and mathematics; (ii) engi-
neering analysis; (iii) design; (iv) economic, social and environmental context; (v) 
engineering practice. Each of these areas is further broken down into specific learning 
outcomes for students, for example, "engineering analysis" includes: "ability to apply 
and integrate knowledge and understanding of other engineering disciplines to sup-
port study of their own engineering discipline"; "understanding of engineering princi-
ples and the ability to apply them to analyse key engineering processes". "Engineering 
practice" includes: "awareness of nature of intellectual property and contractual is-
sues"; "ability to work with technical uncertainty". These learning outcomes differ 
from the format commonly used within courses to describe intended learning out-
comes to students (e.g. "on successful completion of this module you will be able to: 
design.../select.../solve..." (see [22])). The UK SPEC learning outcomes have been 
interpreted specifically for electrical, electronic and computer engineering degrees by 
the U.K. Institution of Engineering and Technology (IET) [23].  

Figure 1 illustrates how several courses contribute to a single UK SPEC learning 
outcome, showing first year courses that contribute to UK SPEC learning outcome: 
"Knowledge and understanding of scientific principles and methodology necessary to 
underpin their education in their engineering discipline, to enable appreciation of its 
scientific and engineering context, and to support their understanding of historical, 
current, and future developments and technologies". This learning outcome has been 
interpreted by the IET for degrees in its area of specialism as learning outcome B1. 
(The text associated with each course in Figure 1 is taken from that IET detail.) 

Figure 2 shows as an example, the full set of UK SPEC learning outcomes to 
which a specific first year course, EE1A: Digital Logic and Microprocessor Systems, 
contributes. Again, words from the IET interpretation of UK SPEC are included to 
show which particular aspects of each learning outcome are addressed. 

Figure 3 gives an example of the overall picture across all the years of the pro-
gramme, by showing which courses contribute to the UK SPEC learning outcome 
"Understanding use of technical literature and other information sources". The IET 
interprets this as B22, requiring students to demonstrate "Familiarity in obtaining, 
searching and interpreting technical literature and other documentation from various 
sources". This is a clear example where it would be unrealistic to expect that the 
learning outcome to be addressed, would be met and demonstrated within a single 
course. Furthermore, there are differences in the ways in which these courses contrib-
ute to this learning outcome, as the courses are quite diverse. For example, in the first 
year course EE1A: Digital Logic and Microprocessor Systems, students need to make 
use of manufacturers’ technical data sheets for microprocessors in order to complete 
laboratory assignments and exam questions. In the second year EE2H2: Personalisa-
tion and Adaptive Systems course, students engage with the literature on user model-
ling and adaptive hypermedia in order to inform (and provide justification for) their 
own questions and designs for adaptive systems with various functions (e.g. recom-
mending products, supporting learning, tailoring information presentation [24]). 
Courses beginning with 'EE1' indicate first year courses; 'EE2', second year courses; 
and 'EE3', third year courses. For BEng undergraduate students, the third year is their 
final year of study. For MEng undergraduate students, the fourth year is their final 
year. In Figure 3 we have omitted the relevant fourth year courses (except for the 
individual project), for clarity. 
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Fig. 1. Contribution of first year courses to UK SPEC learning outcome B1 

 

Fig. 2. UK SPEC learning outcome to which course EE1A contributes  

 

Fig. 3. Courses in all years that contribute to UK SPEC learning outcome B22  

3   Simple Open Learner Models within and across Courses 

This section presents (i) OLMlets, an IOLM used within courses; and (ii) UK-SpecIAL, 
an IOLM that shows progress towards learning outcomes across courses in a degree, 
based on UK SPEC. 
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3.1   OLMlets: Knowledge of Topics or Concepts within a Course 

OLMlets has been in use in the School of Electronic, Electrical and Computer Engi-
neering, University of Birmingham, for four years. Trialled initially in five courses in 
its first year of deployment [25], OLMlets is now available to support 18 courses 
across all levels of the degree. OLMlets is written in the PHP scripting language, and 
data is stored with the MySQL relational database engine. The application is hosted 
via an Apache web server running on a Sun Solaris system.  

Learner modelling takes place according to course topics defined by the course in-
structor [25]. These topics may be as focussed or as general as the instructor wishes. 
For example, the second year Personalisation and Adaptive Systems course uses broad 
topics based on Jameson's user modelling classification: functions of user models; user 
properties modelled; obtaining user model information; user modelling techniques 
[24]; and other general user modelling issues including the differences between adapt-
able and adaptive systems. The first year Introduction to Circuits, Devices and Fields 
course defines more focussed areas, for example: electron and hole motion in a semi-
conductor; the relationship between electric field and voltage in simple devices; the 
relationship between current and voltage in a resistor. For each course, modelling oc-
curs over the previous five attempts at multiple choice questions on a topic or concept, 
where response options include those indicating common errors or misconceptions in 
the subject. For example, for the Personalisation and Adaptive Systems course: that 
recommender systems necessarily know about the objects they are recommending (the 
modelling technique must be content/knowledge-based). Each topic or concept is 
stored in the underlying learner model with a figure in the range 0-1 to indicate level of 
current understanding of the topic; and a figure in the range 0-1 to indicate the likeli-
hood of the learner holding each misconception defined by the instructor. Weighting of 
the contribution of each response in the learner model, across the last five attempts at 
questions on a topic or concept, increases by 0.3 each time. Thus, greater weighting is 
given to the most recent attempts. The modelling is necessarily simple, as OLMlets is 
used in a variety of courses having different structures and different conceptual rela-
tionships, and can be used in any subject for which appropriate multiple choice ques-
tions can be defined.  

Figure 4 shows two ways to access the overview of their knowledge level available 
to students from within a course, in a first year course addressing general engineering 
and writing skills, which is designed to help students transfer these skills to meet the 
requirements of other courses. The course uses five topics (open-ended academic 
arguments; Birmingham Harvard referencing format; general plagiarism issues; ethics 
and professional engineering issues; health and safety).  

Colour is used in the 'skill meters' view of the learner model to indicate strength of 
knowledge, gaps or problematic knowledge and misconceptions (brief descriptions of 
misconceptions can be obtained by clicking on the 'misconceptions' link - shown in 
Figure 4 for topic 2). The second set of skill meters indicates the learner’s current 
knowledge, and the first set, the knowledge expected by the instructor for the present 
stage of the course. The 'boxes' view also uses colour: various shades of green to indi-
cate strength of knowledge in the large boxes for each topic, and equivalent shading  
for the smaller boxes underneath each large box, to show the instructor’s current ex-
pectations. (The 'Q' icons lead to further questions on a topic; the 'M' icons to course 
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materials on the topic.) In total there are five views, also: graph, ranked list in table 
form, and text overview of knowledge level [25]. The purpose of the multiple views is 
to allow the learner to select the format that most suits them, based on previous find-
ings suggesting that students may have differing preferences for the presentation for-
mat of their learner model contents [15].  

 

 

Fig. 4. The OLMlets open learner model (knowledge of topics or concepts within a course)  

Students can choose to release their learner model to instructors and/or peers, in 
named or anonymous form. They may view the learner models of those people who 
have made their model available, alongside their own model.  

3.2   UK-SpecIAL: UK SPEC Learning Outcomes across Courses 

Forms of assessment using e-learning have been argued as useful additional support 
in today’s outcomes-focused or objectives-focused educational systems [26]. For 
example, in engineering EASIMAP [27] maps UK SPEC learning outcomes to 
achievements, with reference to lecturers' assessment of a student's learning (learning 
outcomes are included on a grid, and student progress towards these is indicated after 
assessments have been completed). UK-SpecIAL (UK SPEC Independent Adaptive 
Learning) follows a complementary approach, focussed on formative assessment and 
helping students to identify their learning needs. The approach stresses the learner's 
current understanding as represented in their learner model, as a starting point for 
them to note any gaps in their knowledge and in their progress towards achieving the 
UK SPEC learning outcomes. This aims to help inform their decisions on how to 
focus their efforts across courses. In line with many other IOLMs, a primary purpose 
is to promote reflection, and encourage the development of independent learning 
skills and responsibility for one's own learning, but it also aims to address the problem 
of students sometimes not understanding how the various components of their degree 
fit together, at the time they are studying them [28]. 

UK-SpecIAL was developed as a modular extension to the OLMlets web applica-
tion. It draws on the OLMlets learner models described above. The model data  
for each of the topics in an OLMlets course is averaged, resulting in a single figure  
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(in the range 0-1) for each course. This figure is translated to the colour scheme in 
Figure 5 for presentation to the user: shading indicates the overall level of understand-
ing of a course in a 'boxes' view; each course is then listed under the UK SPEC learn-
ing outcome to which it contributes. A course is listed as many times as the number of 
learning outcomes to which it applies (see Figure 6 for the relationship between 
OLMlets and UK-SpecIAL). Thus users can see immediately, which courses contrib-
ute to which learning outcomes, and their own relative progress in each course. Click-
ing on a course title displays the specific UK SPEC learning outcomes to which the 
course is relevant. For example, for the first year EE1A course Digital Logic and 
Microprocessor Systems, under learning outcome B20 Workshop and Laboratory 
Skills, the following is shown: "Work safely in a workshop or lab, using a range of 
tools related to the assembly of electronic circuits and systems" (illustrated in Figure 
5). Clicking on this course title under a different learning outcome will display text 
applicable to that learning outcome (see Figure 2 for examples). 

 

 

Fig. 5. The UK-SpecIAL open learner model (UK SPEC learning outcomes across courses)  

 

Fig. 6. OLMlets and UK-SpecIAL  
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4   Use and Trust of OLMlets and UK-SpecIAL 

This section introduces the results of use of OLMlets and UK-SpecIAL across a term 
in first year courses, and student trust in the two systems.  

4.1   Participants, Materials and Methods 

Participants were 861 first years in Electronic, Electrical and Computer Engineering, 
University of Birmingham, U.K. Students were familiar with OLMlets from several 
courses. UK-SpecIAL was briefly introduced in a lab session in one of the courses 
(n=69). Students used the systems in their own time as they felt appropriate, during a 
term. The OLMlets learner models were assessed at the end of 2 courses (contributing 
7% and 10% to the course mark), but use was optional in the other 6 courses. Interac-
tions are automatically recorded, and provide an anonymous user log. Table 1 gives 
an example of an access to UK-SpecIAL by user 955, from OLMlets course 25. The 
unique user number is automatically assigned on creation of an account. 

Questionnaires were completed in one of the courses. Responses were on a 5-point 
scale: 5 strongly agree, 4 agree, 3 neutral, 2 disagree, 1 strongly disagree, with space 
for additional comments. 23of the 66 students responded to an email sent a few weeks 
after the course, for consent to use their questionnaire data in this research.  

Table 1. Example from user log  

event_id time     user_id course_id event_type field_1 
316463 2008-11-29 16:17:44   955 25 8 UK-SPECIAL 

4.2   Results 

Table 2 shows log data across all OLMlets courses in which students were registered 
(mean 4, median 4, range 1-6). 86 students attempted questions. The greatest use was 
in one of the courses that assessed the learner models, and the other course with as-
sessed models had the third highest usage level, amonst the first year courses. Users 
attempted 577 questions on average (median over 400). The individual learner models 
were accessed on average 400 times (median over 300), by nearly all users (n=84). 54 
also compared their knowledge to instructor expectations (mean 19.5, median 14.5 
times), available in 5 courses; and 79 accessed UK-SpecIAL (mean 6.7, median 5). 66 
accessed UK-SpecIAL multiple times. (Of these, mean access was 8, median 6.) 42 
released their models to others; 44 viewed peer models that were accessible to them.  

The mean and median figures in Table 3 show most students claimed to understand 
their OLMlets model, believed it an accurate representation of their understanding, 
and found it helpful in identifying their knowledge. Students claimed to trust the 
OLMlets information in general, and specifically because they could see its inferences 
about their knowledge, because they could make comparisons between their own 

                                                           
1 This figure includes data from a demo user (that interacted minimally), that was not removed 

because of anonymous logs; and users who were not first years who may have registered by 
mistake, or may have been revising first year content. (There are 82 current first years.) 
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knowledge and that of other users and, in particular, because they could compare their 
current understanding against the expectations for the current stage of the course. 

Table 4 shows that most students also understood the UK-SpecIAL information, 
considered it reasonably accurate and felt it helped them identify their knowledge, but 
to a lesser extent than OLMlets. They judged it useful to help identify relationships 
(of learning outcomes across courses, between their courses and UK SPEC, and be-
tween UK SPEC and the requirements for professional engineering).  Overall levels 
of trust in UK-SpecIAL were very high. Students generally agreed that they trusted 
UK-SpecIAL because they could see the system’s inferences, because of its clear 
relationship to UK SPEC, and because they could see relationships between courses.  

Table 2. Use of OLMlets and UK-SpecIAL  

Log Data: First Year Courses  Total Mean Median Range 
Questions attempted (n=86) 50745 577 428 4 - 2025 
Viewing own model in OLMlets (n=84) 34793 400 316 1 - 1336 
Viewing instructor expectations in OLMlets (n=54) 1053 19.5 14.5 1 - 120 
Viewing UK-SpecIAL (n=79) 522 6.7 5 1 - 39 

Table 3. Trust in OLMlets  

Questionnaire Item: OLMlets Mean Median Range 
Understood learner model information 4.5 4 4-5 
Learner model information was accurate 4.0 4 3-5 
Helped identify knowledge (within first year courses) 4.5 5 3-5 
Trust because can see system's inferences about oneself 3.8 4 1-5 
Trust because can compare to instructor's expectations 4.2 5 1-5 
Trust because can compare to other users 3.7 4 1-5 
Overall trust in OLMlets learner model information 4.2 4 1-5 

Table 4. Trust in UK-SpecIAL 

Questionnaire Item: UK-SpecIAL Mean Median Range 
Understood learner model information 3.8 4 1-5 
Learner model information was accurate 3.5 4 1-5 
Helped identify knowledge (across courses) 3.9 4 1-5 
Identify relationships: learning outcomes across courses 4.3 4 3-5 
Identify relationships: courses/UK SPEC 4.3 4 2-5 
Identify relationships: UK SPEC/professional engineering 4.2 4 2-5 
Trust because can see system's inferences about oneself 3.9 4 2-5 
Trust because relates to UK SPEC 4.0 4 1-5 
Trust because demonstrates relationships between courses 3.9 4 1-5 
Overall trust in UK-SpecIAL learner model information  4.4 5 3-5 

 
 The following are examples of typical open-ended comments about UK-SpecIAL: 
o It is very important to know the uk-spec because it let me know many skills and 

required knowledge necessary to become a professional engineer. This allows 
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students to know and set their goals easily with this in place. Tendency of stu-
dents not knowing why they are studying their modules will be greatly reduced. 

o The point I find particularly important is how UK-SpecIAL relates to each module 
and then allows a student to see how the different modules fit together to provide a 
broad knowledge spectrum. This helps to prevent students seeing each module as 
a completely separate entity and allows them to gain a better overall view. 

o It is exciting to find out how the learning outcomes from my course meet the re-
quirements of employers which leads to a professional career in engineering. 

4.3   Discussion  

As an aim of our IOLMs is to encourage learner independence, we have not attempted 
to measure learning gains: we expect successful use of the systems to prompt study 
away from the environments, and students would not necessarily feel a need to verify 
their knowledge if they were confident in their independent study [18]. Nevertheless, 
students made extensive use of OLMlets in their first year courses, attempting well 
over 500 (mean), 400 (median) questions, and frequently accessed their individual 
learner models. Nearly two thirds also compared their knowledge to the instructor's 
expectations for the current stage of the course, in the courses in which this was avail-
able (mean 19.5, median 14.5 times). 92% of students accessed UK-SpecIAL during 
the term; 77% multiple times – even though only 80% of the users had been intro-
duced to it. Students may also choose to release their learner model to others, which 
can be useful to those who like to work collaboratively or competitively. 49% re-
leased their models; 52% viewed peer models.  Because the logs were anonymous, we 
do not know whether students used OLMlets in all courses in which it was available 
to them. However, there is sufficient use to suggest a simple IOLM can support learn-
ing over the duration of a set of courses, in students' own time: students would 
unlikely interact to this extent unless they perceive some benefit. 

When a user can see the contents of their learner model, their beliefs about its ac-
curacy and the extent to which they can interpret the representations, may affect their 
use of it. These issues relate to trust. Questionnaire responses suggest students did 
understand the representations in OLMlets in particular (also indicated by usage lev-
els), considered them accurate, and useful in helping to identify their knowledge. The 
figures were a little lower for UK-SpecIAL. Students also claimed to trust both 
IOLMs. A key feature in engendering trust appears to be the ability to compare 
knowledge to instructor expectations. This allows users to not only determine their 
knowledge state, but also whether their current knowledge is 'acceptable'. Comparison 
of one's own model to peer models was also a feature contributing to trust. As only 
half the students used peer models, the existence of this information may be sufficient 
to contribute to user trust in this kind of system. That users can see relationships be-
tween courses, and to their future professions, also appears important. Students had a 
high level of trust in UK-SpecIAL despite needing to check progress with it only a 
few times in the term, and despite their lower confidence in its accuracy. Because of 
the infrequent need to refer to UK-SpecIAL, comments were also sought. The (typi-
cal) comments show users understood the purpose: e.g. they could explain its rela-
tionship to professional engineering, and relationships between their courses. 

Based on the results, we suggest that simple IOLMs for use in and across courses 
can be found beneficial, and will be used in practice. As expected, use was high when 
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models were assessed. However, in one course that did not assess the learner models, 
use was higher than in one of the courses that did assess them. Within a course an 
IOLM can help users pinpoint specific areas on which to focus their study; and an 
IOLM drawing together information from several courses can help users understand 
how components of their degree fit together. While UK-SpecIAL is specifically for 
engineering, the general approach could be applicable to a variety of disciplines. 

Of course, the fact that questionnaire data came from a subset of users means that 
responses may not reflect the views of the whole group. However, we believe that 
there was sufficient use to warrant further study of use and trust of IOLMs in real 
settings. In particular, given the result for UK-SpecIAL, it seems important to investi-
gate the relationship between perceived accuracy of the model and user trust. 

5   Summary 

This paper has presented OLMlets and UK-SpecIAL: independent open learner mod-
els to promote learner reflection and learner independence within courses, and a 
greater understanding of how courses fit together to build the 'bigger picture' of their 
degree and how this relates to their future professions. Usage logs showed that both 
systems were used by students, and questionnaire responses indicated that users 
trusted them. We therefore suggest that a similar approach may be useful in compara-
ble university departments to promote metacognitive skills and independent learning 
by students outside lecture, lab and other scheduled sessions; and recommend investi-
gation into whether the approach may generalise to other subjects. 
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Abstract. Long term group work by small teams is a central part of
many learning and workplace activities. Widespread group support tools
such as wikis, version control systems and issue tracking systems are an
invaluable aid for groups. They also have the potential to provide ev-
idence for valuable models of the group activity. This paper describes
Narcissus, designed as a new way to improve group-work by exploiting
evidence from use of such group-work tools, to create a visual presenta-
tion of a group model. The Narcissus models and interfaces were designed
to help groups function more effectively. It helps individuals see how well
they are contributing to the group. It enables groups to assess contribu-
tions relative to plans. And it helps facilitators identify problems. The
Narcissus interface supports scrutability and control over its models. We
report a four part evaluation of Narcissus: individual level with 23 stu-
dents; group level by 5 groups; facilitator level with 5 facilitators; and
fine grained study with 8 students. Results indicate that all these groups
were able to understand and use Narcissus and that they considered it
effective in modelling the group activity in useful ways. They particu-
larly valued the support for scrutability. Key contributions of this work
are the creation of a scrutable and user controlled group model to sup-
port group work and to provide a new form of navigation interface for a
complex groupware site.

1 Introduction

Working effectively in groups is hard, particularly for projects that span months.
Yet long term group activity is central to many workplace projects [10]. It also
has an important role in education on two levels. One of these is the recognition
that development of students’ skills in group work is important. Secondly, there
are learning benefits from working in groups [2,6,11]. It is natural then that we
have seen the emergence of many online tools designed to help groups collaborate
more effectively over long periods. For example, the growth in wikis has enabled
even large groups to work over long periods. Indeed, a range of online tools is
increasingly being used to support collaboration.

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 54–65, 2009.
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These tools present a promising potential for modelling individuals and groups
and then exploiting these models to support group activity. Over long periods
of use, groups typically generate large amounts of content and huge traces of
electronic activity and interaction. However, this overwhelming amount of detail
is of limited value because it is hard for group members to see the big picture.
This means that individual team members cannot readily see how well they are
contributing. At the group level, it is difficult to use these electronic traces to
help the group determine if it is functioning effectively. In a setting where there
are group facilitators, the situation is even more challenging: they need to get a
big picture understanding and yet, unlike the individuals in the group, they do
not have intimate knowledge of the actual details of any of the work done. This
means that they cannot make use of the electronic traces to see the progress of
the group.

Our approach has been to explore ways to analyse the electronic traces to
create group models that can operate as mirrors which enable the individu-
als and teams to see their progress. Mirroring is the technique of presenting
team members with a visual summary of their own activities in order to sup-
port reflective learning. We take inspiration from other visualisations that create
social translucence for groups [1,4,13]. However, that work explored support-
ing large groups or those using chat for social reasons. This is very different
from our prime concern, long term work by small groups, as is typical in work-
places.

The context of our research is a senior level capstone software development
project which runs over a semester. Teams of around five students use Trac [3],
an open-source web-based project management system. It has three key parts,
each tightly integrated via hyperlinks. The wiki supports communication and
documentation, Subversion is for source code management, and the ticket sys-
tem supports task management and reporting software bugs. Assessment takes
account of both the quality of the software produced and the group manage-
ment. Students are also required to reflect on their group processes. Drury et
al. [2] discuss the importance of reflection in overcoming lack of knowledge and
experience in group work. This points to the value of mirroring tools to support
reflection, both by individuals and as a group activity.

The next section reviews related work, explaining how it has informed this
work and how Narcissus differs from it. We then present the user view of Nar-
cissus followed by our evaluation experiments, their results and conclusions.

2 Related Work

In some of the key work on mirroring, there has been promising progress. Er-
ickson’s social translucence feedback tool [4] facilitated group interaction. For
example, individuals who tended to dominate chat sessions became aware of
this and modified their behaviour. This is precisely the goal of our mirroring
approaches. In work somewhat closer to our own, the CodeSaw [5] temporal
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visualisation of collaborative software development was valuable for observing
trends in source code contributions and a limited amount of communication. Also
close to our work, with a focus on students in a software project course, Soller et
al. [12] made use of online chat tools to support group work. The interface was
specially modified, making it feasible to use Speech Act Theory to analyse the
nature of group interaction. However, no work has involved the multiple media of
our context, based on a state-of-the-art collaboration tool as we wanted to use.
Nor did we wish to restrict students to artificial interfaces with special sentence
starters or similar. So, we needed to take a different approach.

Some of our own foundation work resulted in a set of high level overview
visualisations [7,8], one of which was called the Wattle Tree, a visualisation rep-
resenting the activity of group members over time. Kay et al. [7] conducted a
theoretical evaluation of this approach in terms of the Big Five theory of small
group work [10]. We have built upon that work, taking a similar overall approach
to building the group model, in making use of very simple measures as the ev-
idence of activity: lines of text added to wiki pages, lines of committed code to
Subversion and counts of ticket activities. While these measures are clearly very
simple, by making them a very rough measure of the actual contributions made
by each group member, we can readily explain the way that the model was built.
It also facilitates the design of interfaces for users to control the way the group
model is created.

Based on our previous experience, we formulated several new goals for sup-
porting groups by building group models of activity on a state-of-the-art col-
laboration tool. One key new goal for Narcissus was to be readily extensible to
additional media. Previous work cited above dealt with a single medium, with
the exception of our Wattle tree which could handle the three basic media in Trac
but would not readily extend to other new media. A second core goal was that
the new visualisation of the group model should be scrutable, meaning that it
enables group members to see the precise evidence that contributed to each part
of the visualised group model. Beyond this, we wanted to provide user control,
such that the presentation of the model in the visualisation can be controlled
by the user. This is important to take account of the variability in levels of ac-
tivity by different groups and individuals within them as well as the potentially
diverse reasons that group members may have for studying the model. Another
key new goal for Narcissus was to make it serve as a form of navigation of the
vast collections of content within the group-work site. Essentially the visualised
group model provides a new way for an individual to determine which parts of
the group activity are important to them. Once they determine this, we wanted
them to be able see the activity that contributed to any part of the visualised
model. This goes beyond previous work described above but it is critical if the
high level visualisation is to be easily used to scrutinise the Trac site to see why
certain behaviours are observed. For example, if one person suddenly appears to
be very active on the wiki, it is important to be able to easily see just what they
did. Similarly, if an individual has very modest contributions, they may still be
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very valuable and may represent a large amount of work: hence it is important
to have direct access to the actual contributions in order to see this.

3 Narcissus

Figure 1 illustrates the structure of the Narcissus group model displays and their
associated support for scrutinising the model. It is for an actual group, but all
names are anonymised. The very top shows the group name, in this case, it is
Group Z. Next are hyperlinks to the three views: group, project, and ticket. In
each of these, the left side of the page is the main visualisation of the group’s
model. All three views have a time-line down the left hand side, with the most
recent date at the top. The information panel on the right provides a legend and
additional details and navigation as discussed below.

3.1 Group View

The Group View is the main display of the group model and it is the default view.
It has a vertical column for each member of the group. In this figure, the models
for 5 team members are displayed. The user can customise the display to include
just those team members they wish. This is useful for ensuring only interesting
parts of the group model appear. For example, students would typically exclude
models for tutors and clients.

The activities of each group member are mapped along the column. The media
correspond to different colours and positions; leftmost, in purple is the wiki, next
in blue is Subversion, and the third is tickets in green. The legend at the top of
the information panel explains this.

The level of activity on a resource for a given day is given a discrete score
from one to four, with four the highest. The score determines whether a square is
pale or brightly coloured. Grey indicates there was no activity on that resource
on that day, by that group member. For example, Figure 1 shows that member4
(second column from the right) on the most recent day (the top row) had mod-
erate activity on the wiki and using tickets, and no activity committing data to
Subversion. The middle column for this member is entirely grey, except on the
bottom two rows, indicating that they have had no Subversion activity for 18 of
the 20 days shown.

At the bottom of the columns is an aggregate summary of activity for each
group member. The coloured bars indicate the total level of activity for each
group member. The grey bars indicate the average level for the group. These
bars are semi-transparent, so activity above average appears as a bright coloured
tip, and below average has a grey tip. For example, Figure 1 shows that mem-
ber2 was more active on the wiki and Subversion than the group average (in-
dicated because their coloured bar is longer than the group one for the group),
but less active on tickets than the group average. The aggregate summaries
enable a user to compare the overall activity of each group member. Figure 1
shows that member1 was the most active on Subversion, and member4 the least
active.



58 K. Upton and J. Kay

Fig. 1. The group view showing 20 days of activity of a group. Narcissus is structured
with the visualisation on the left and an information panel on the right. Links for
selecting one of three views are provided along the top.

3.2 Project View

The project view displays a single vertical column summarising the combined
activity of all group members. As with the group view described above, each
day is mapped vertically from bottom to top, each resource is indicated by a
different colour (explained in the legend), and the level of activity is indicated
by the brightness of the colour. Grey indicates that there was no activity on that
resource on that day, by any member of the group.

Unlike the group view, the project view does not provide an aggregate sum-
mary on the bottom. Since the group as a whole is considered, a total does not
provide any more information than an average. The average level of activity for
each resource is depicted by the width of each resource column. The average is
relative to the span of the project, not to the number of group members. This
is important for two reasons. First, activity must be maintained throughout the
project. Secondly, the average is less sensitive to extreme group members. If one
group member is under-performing, or conversely, dominating the group, their
activity will not skew the average as it can in the group view.
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3.3 Ticket View

Tickets are key for managing the group, providing rich and important informa-
tion associated with tasks. The ticket view displays a history of ticket activity
for each group member. The lifespan of each ticket is plotted according to the
group member who is responsible for the task associated with the ticket. The
ticket view helps show the distribution of tasks amongst group members, which
group members allocate tasks or maintain tickets, and point to other important
behaviours, including evidence of collaboration.

3.4 Scrutability and User Control

The term scrutability refers to the design of a system so that a user can scrutinise
it to determine why it behaves in the way it does. In the context of the Narcissus
group model visualisation, users can see a model of each team member’s activity.
If the user is able to understand the underlying process that generated this
model, then the model is scrutable. Such scrutability is important for ensuring
that users can appreciate just what the model means. But it is also a foundation
for user control. In the case of Narcissus, we consider that the user should be able
to control the ways that activity data is interpreted to build the group model.

The activities are measured differently for each resource. Contributions to
the wiki and Subversion repository are measured according to the number of
added lines. Tickets are scored according to the type of activity, such as creating,
accepting, and resolving tickets, as well as adding comments at different stages
of the task. This establishes another motivation for making the model scrutable:
the underlying measures of the visualisations are very simple and it is important
that this is clear to the users.

As discussed earlier in this section, Narcissus models activity on a 4 level
discrete scoring system. In the spirit of making Narcissus models scrutable, we
provide explanations of the way activity evidence is interpreted, such as the
metrics outlined above. In the case of Figure 1, the scoring is explained in the
right-hand information panel. This shows that the model has 4 levels of activity,
corresponding to up to 50, 150, 300 or above 300 lines added on this medium.
The user can control this, altering these thresholds which serve to interpret the
evidence available for the model. This means that the user can decide on the cut
points in terms of levels that they wanted modelled. In different situations and
at different times, a user may want to set quite different levels.

Narcissus provides another form of scrutability by linking each part of the
displayed model directly to the actual evidence used to infer the activity shown
in the model. All three views provide this form of scrutability. The user can click
on any component of the visualised model to see the evidence associated with it.
For example, the hand cursor in Figure 1 shows where the user has clicked on a
Subversion square for member2. This causes the display of the particular details
shown in the right hand information pane, showing details of the five change-sets
committed by member2 on that day. The user can click on blue link with the
number 77 to display the actual change-set, a display within the Trac system,
showing the additions and deletions to the source code in that commit action.
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There are corresponding links to the details for the other media. In all cases,
the activities listed in the details sections provide a blue hyperlink to the actual
activity on Trac. For the case of wiki activity, this is a hyperlink to the wiki page.
Each ticket activity has a hyperlink to the ticket page, and Subversion activity
has a hyperlink to the change-set, as just discussed. The links to Trac have three
roles. One of these is scrutability. They also enable users to review the actual
activities listed on the information panel, and make a qualitative judgement
about the contributions that have been made. The third role is as a new means
of navigation around the Trac site. Essentially, the Narcissus models show what
the group has been doing on each of the media over the duration of the project
and the user can explore interesting or potentially problematic aspects of the
group’s work by scrutinising the site, via the links from the Narcissus models.

3.5 Implementation

The implementation of Narcissus involves extracting the desired data from Trac
then generating a group model which is presented in an active visualisation
interface. The prototype was tested on Mozilla Firefox 2.0.0.9 on Mac OS X.
Narcissus was written in Python to leverage the plugin support from Trac, and
Quartz, a 2D and PDF drawing library for Mac OS X. It is available as a plugin
for the Trac site, and accessible from the Trac menu bar once installed. This
means that the visualisation is available to the user in real time.

4 Evaluation

The key evaluation goals were to assess Narcissus’ effectiveness in assisting in-
dividual students and groups to reflect, to see how the group is performing and
then to find relevant details via the interactive facilities. Another key goal was
to assess how well Narcissus supported facilitators, especially in identifying in-
dicators of likely problems in group and individual performance.

4.1 Experiments

Two groups of participants were recruited. Students came from the 2007 second
semester capstone software project course and they participated near the end of
the course. The facilitators were unfamiliar with the projects from that semester
but had played that role at other times. This means they are familiar with the
challenges of facilitating groups but they had to rely solely on the Narcissus
model visualisations to gain insights into the performance of the students; they
had no other knowledge of the groups. This is a challenging but useful test of
Narcissus because it is important that facilitators be readily able to identify
potential problems with minimal time investment.

The approach was to observe users as they learn and explore the interface,
and allow the participants to provide a qualitative assessment. The experiments
began with use of Narcissus, aided by an interactive tutorial. Then participants
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completed a questionnaire. The questionnaire included questions that required
the participants to analyse the visualised group model.

The experiments used real student data from the current semester. Partici-
pants were provided with approximately three months of data, from the start of
the project until the day of the experiment. The decision to use real data was
to make the experiment as authentic as possible, and engage the participants.
Students were provided with the data from their own project, which included
changes to the wiki, changes to the ticketing system, and change-sets committed
to the repository. Facilitators were provided with the data from all five project
groups from this semester.

Essentially, there were four parts in the evaluation: fine grained individual
study with 8 students; group level by 5 groups; individual level with 23 students;
and facilitator level with 5 facilitators.

Fine grained individual study. In this experiment, participants used Nar-
cissus to observe recent project activity and report on their own behaviour in
relation to the group. From each of the five project groups 1-2 students partici-
pated in this experiment, 8 in all.

Group and individual level study. This experiment asked participants to
work collectively, using Narcissus to reflect on aspects of their group processes.
All five of the project groups, with 23 individuals, participated. Their question-
naire had three Likert items [9] about the suitability of Narcissus for real use.
Participants also rated ease of use and effectiveness of the interface on a scale
of 1 to 6, 6 being the highest rating.

Facilitator study. In this experiment, participants used Narcissus to identify
and give examples of concerning groups or students. Five experienced facilitators
participated.

4.2 Results

Of the three experiment categories, the group experiment most closely resembled
real-world use. Students were able to work as a group to reflect on their group
processes, and these reflections could then in turn be used in their final report.
Although the experiment itself was not related to their assessment in the unit of
study, their participation rewarded them with additional evidence for reflection
which they could use for assessment.

We first report the results of the five groups. All worked through the tuto-
rial effectively and then make use of the visualisations to answer the question-
naire. Figure 2 shows the ratings of ease of use and effectiveness (described to
participants as ‘the ability for groups to use the visualisations to identify their
strengths; and areas of potential improvement as a group’). All five groups found
Narcissus easy to use. All but one gave Narcissus an ease-of-use rating of 5, one
giving a rating of 4, resulting in an average rating of 4.8. Furthermore, all groups
gave Narcissus a rating of 4 or 5 for effectiveness.
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Fig. 2. Group ratings of the ease of use and effectiveness of Narcissus

Table 1. Summary of task results from the student questionnaire, for students
S1 .. S8

S1 S2 S3 S4 S5 S6 S7 S8

Group view reflects activity Y Y Y Y Y N Y Y

Project view reflects activity Y N Y Y Y N Y Y

Project view useful for recent activity Y Y Y Y Y N Y Y

Overall preference G A G P A G G G

Key: G = group view; P = project view; A = all three views

In the other two experiment categories, all participants were able to success-
fully complete the tasks included in the questionnaire. Each student identified
his/her personal level of activity using the group view, the overall level of group
activity using the project view, and a range of behaviour regarding ticket use by
examining the ticket view.

Table 1 details the results of the tasks in the student questionnaire, showing
that students agreed that the group and project views accurately reflected ac-
tivity, the project view was useful for viewing recent activity, and the preferred
view overall was the group view.

The facilitators used Narcissus to successfully identify both groups and stu-
dents of concern. They reported that the group view, like that in Figure 1,
was the most useful for completing this task. Interestingly, all five facilitators
were observed to scroll straight to the aggregate summary when comparing the
group view across the different groups. Three participants reported that the
project view was useful in addition to the group view. One participant said of
the project view, “[the] relative performance of groups is clear.”

Table 2 shows the comments made by the groups, and facilitators as they
reviewed the visualisations for each group. The rightmost column shows the
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Table 2. Comparison of observations made by groups and facilitators in the user study,
as well as those my by the co-ordinators of the unit of study

Group Reflections Facilitators’
Observations

Co-ordinator’s
Assessment

Group 1 Periods of inactivity,
low overall activity.

Concerned about low
overall activity.

Weaker group that
improved, but made
poor use of Trac.

Group 2 Well functioning group. Concerned that one
group member is
dominating.

Very strong group, with
an excessively active
leader.

Group 3 Overall consistent
activity, well
distributed among
group members.

No concerns. Strong group, good
split of work.

Group 4 Well functioning group. Concerned about one
or two of the group
members.

Strong group with some
under-performing group
members.

Group 5 Well functioning group,
no improvement
needed.

Concerned about low
overall activity.

Consistently weak
group and modest
individual work.

independent assessment of each group made by the course co-ordinator, after
grading the full semester’s material and devoting considerable time to reviewing
the full work of each group, as part of the assessment process. It is striking
that the facilitators were able to quickly draw conclusions about the groups and
these correspond closely to the course co-ordinator’s knowledge. For the student
groups, the reflections seemed to be excessively positive which may well be due
to their unwillingness to share admissions of problems.

Students and facilitators were both asked what they thought of the scrutability
of Narcissus. There was an overwhelmingly positive response to this feature; all
participants agreed that the active models and links down to the full details
were useful. One of the students liked the links to Trac, remarking that it gave
evidence for the Narcissus model’s representation of activity. Three students and
two facilitators noted that they valued the links to Trac. One facilitator found
the link to Trac extremely useful for examining the quality of contributions, and
another facilitator found it useful for identifying, then scrutinising abnormally
large levels of activity, particularly source code committed to the repository.

Students and facilitators were also asked what they thought of the scrutable
score section, and whether they found it useful. All but one student agreed that
the detailing of the score calculation was useful, although there were caveats.
One student felt it was only needed at the outset, to confirm fairness. Another
student found it useful but only as a rough guide. Another student noted that
counting added lines was a weak measure, but valued the explanation.
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The facilitators responded very positively to the scrutable scoring model. One
facilitator thought it was useful to know the nature of each activity, and why
certain activities were scored highly. Another facilitator was interested in un-
derstanding busy periods, and mentioned that knowing how the system works
offers a sense of security. One participant thought the scoring system, coupled
with the drill down interactivity, was crucial:

“Scrutability [is] very important for non-repudiability – while a [visuali-
sation] may indicate something is wrong, if it is not scrutable, discovering
how to amend the problem is difficult. Worse, students may blame the
visualisation for misrepresenting their work.”

The evaluation showed that while Narcissus is useful for students to identify their
strengths and potential areas of improvement, facilitators identified many con-
cerning behaviours that students did not. Furthermore, the inverse was true when
facilitators identified concerning behaviour that could be explained by extenuat-
ing circumstances. In either case, this shows important promise as it means that
Narcissus provides facilitators with indicators of concerning behaviour. They can
then readily drill down to see the actual details. If it turns out that there is a
problem, the facilitator is able to intervene early enough to remedy the situation.

5 Conclusion

Narcissus was designed to support long term group-work based on the Trac col-
laborative software platform. As Trac has the same collaborative elements that
are widely used for long term collaboration, our approach has broad applicabil-
ity. Essentially, Narcissus makes it possible for group members and facilitators
to gain understanding of the way the group has been operating. It does this by
presenting a group model of long term group-work activity.

Our evaluations demonstrate Narcissus was usable, supporting reflection on
the way that each team member was contributing to the group. The students
liked the interface, particularly for navigation. However, they understated group
problems. By contrast, facilitators could quickly see how the groups were per-
forming. This is a valuable foundation for identifying problems and helping
groups address them early.

Narcissus uses simple measures of activity. Our evaluations indicate that,
although participants recognised limitations of these, the active interface to the
group model meant that they could scrutinise the evidence used to build the
model. From this, they could apply much more informed and subtle reasoning
to determine whether unusual patterns of activity indicated problems.

Project groups and other team-based work have a very large role in the work-
place and in education. Our evaluations were in an educational context, but
the groups were doing authentic large-scale team programming tasks. Our eval-
uations indicate that Narcissus offers a usable and useful tool for student re-
flection and for facilitators to identify problems. Importantly, it demonstrates
that a scrutable group model visualisation can provides a new mechanism for
navigating a large, sophisticated and complex groupware site.
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Abstract. Navigating through the ever-changing information space is
becoming increasingly difficult. Social navigation support is a technique
for guiding users to interesting and relevant information by leveraging
the browsing behavior of past users. Effect of social navigation support
on users’ information seeking behavior has been studied mostly from
conceptual basis or under natural experiments. In the current work, we
have designed and conducted a controlled experiment to investigate the
effect of social navigation support through a multifaceted method. This
paper reports on the design of the study and the result of log data,
subjective evaluation, and eye movement data analysis.

1 Introduction

Social Navigation emerged into a popular research area at the crossroads of two
active research fields - personalized information access and social Web. Social
navigation assists users browsing through Web resources by applying “commu-
nity wisdom” distilled from the actions of earlier users. This navigation support
most frequently comes in the form of visual cues indicating, for example, which
of the available links were picked by the majority of similar users [22], or which
pages were being explored by other users at the moment [14].

Despite the popularity of social navigation ideas [11], very few studies of so-
cial navigation systems can be found in the research literature. The majority of
research done in the field falls into two categories of (1) Conceptual structure
which focus on theoretical discussion of social navigation phenomena and design
aspects with little or no focus on evaluation; and (2) Natural experiments that
rely solely on observations of the effect of social navigation on the users’ navi-
gation behavior in the system under study rather than manipulating variables
in controlled experiments. As a result, while there is a popular belief that social
navigation support (SNS) is powerful and helpful, we know very little about the
value of various social navigation approaches. Moreover, we are not sure whether
the users of social navigation systems follow social navigation cues or these cues
are simply ignored. In our past research [7], we attempted to present some ev-
idence that social visual cues are noticed and used. Our results, however, were
based on user log data collected during a long-term classroom study and can be

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 66–77, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Social Navigation Support for Information Seeking 67

considered rather as the first step in exploring the impact of social navigation
on user behavior. The click-stream collected in the user logs caused us to rely
on secondary evidence about user attention to visual cues. A user click on an
annotated link may be caused by the usefulness of the link, not the attached
social cue. At the same time, the lack of a click does not really mean that the
visual cue was not noticed - the link could be simply less relevant to the user in
a specific context.

The work presented in this paper attempted to explore on a deeper level
the impact of social navigation cues on users’ information seeking behavior.
We have designed a controlled experiment to assess the following questions:
Do the users notice social navigation cues? Do the provided cues affect and
change their link selection? Do the visual cues become more useful under time
pressure when the user has little time to make a proper navigation decision?
The experiment focused on a factual information seeking task designed for a
lab study. We observed users’ information seeking behavior with and without
SNS and time constraint. We extended observational and log data by using eye-
tracking. Eye tracking data provides information about users’ areas of interest
and attention and helps to closely examine the effect of social navigation cues
on users’ information seeking behavior.

The rest of the paper explains the design of the study and presents part of
the results of the study. We conclude with a discussion of the results and their
implications for the design of similar systems and plans for the future work.

2 Background

User navigation can be called social when it is driven by the actions from one
or more advice providers [5]. In its classic form, social navigation attempts to
visualize the aggregated or individual actions of a user community to help fu-
ture users navigate through complex information spaces such as the Web. Social
navigation in information spaces as well as the term social navigation were in-
troduced by Dourish and Chalmers as “moving towards cluster of people” or
“selecting objects because others have examined them” [5]. However, the idea of
social navigation is frequently traced back to the pioneer Edit Wear and Read
Wear systems [10]. Hill and Hollan introduced the idea of physical wear in the
domain of document processing as“computational wear”. Computational wear is
the visualization of the history of authors’ and readers’ interactions with a doc-
ument. The visualization of the history enables the new users to quickly locate
the most viewed or edited parts of the document.

The systems Juggler [4] and Footprints [22] are classical examples which used
social navigation to help users navigating in two kinds of information spaces -
a Web site and a text-based virtual environment. Both systems attempted to
visualize traces to guide future users. Wexelblat and Mayes [22] introduced the
idea of interaction history for digital information which is taken from extensive
use of history traces in the physical world. Footprints provides contextualized
navigation through usage of several interface features such as maps, path views,
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annotations,and sign posts. Juggler is an educational tool which combines a text-
based virtual environment (known as MOO) and a Web browser. Juggler high-
lights major navigation paths through different textual bulletin boards (rooms)
and adds the computational wear to each bulletin boards by showing the number
of times it was accessed. Juggler also supports a direct form of social navigation
by encouraging users to directly recommend useful resources (such as URLs) to
each other. Another example of a system with several forms of social navigation
is KALAS [21], a food recipe system. It provides a history-enriched environment
by visualizing the aggregated trail of users through the environment. The trail
includes the comments left by the users as well as information about the number
of users who have downloaded a recipe. KALAS supports direct social naviga-
tion by displaying currently logged on users in each section of the system and
allowing real-time chat among the users. Implementation of social navigation
goes beyond these classical examples. Growth of social information access appli-
cations on the Web over the last decade suggests social navigation as a response
to problem of disorientation on the Web [20], [15], [6].

While the idea of social navigation has widely been implemented, evaluation of
the effect of social navigation support is a less explored area. Evaluation method-
ologies used to evaluate information seeking tools can be employed to achieve
deeper insight into the effectiveness and strength of social navigation support.
Recently researchers in the field of information retrieval have been attracted to
utilizing eye tracking for better understanding of users’ search behavior and to
model users and their interests beyond log analysis and queries they type in.
Accurate viewing is only possible in 1-2 degrees of visual angle. As a result, gaze
direction is a reliable indicator of the focus of attention.

Eye movement data are typically divided into fixations and saccades. Fixa-
tions are relative pauses of eye movements over an informative region of interest
while saccades are the rapid eye movements between the fixations [19]. The main
methodology employed in interface evaluation using eye-tracking is through di-
viding the interface into predefined areas of interest [8] and collecting users’ eye
movement on those areas. Number of fixations, location of fixations, fixation du-
ration, and cumulative fixation time are some of the most commonly used mea-
sures in evaluation of computer interfaces using eye-tracking [18], [12]. Joachims
et al [13] extended the work on assessing the reliability of implicit feedback by
detailed analysis of users’ decision making process through the use of eye track-
ing. They analyzed users’ fixations on the search results page to understand how
to associate users’ decision process with their clickthrough actions and how to
generate feedback from clicks. In a similar study, Cutrell and Guan [3] used eye
tracking to investigate how users attend to different parts of web search results
and whether users’ search strategies are different for navigational versus informa-
tional tasks. Specifically, they were interested on assessing the effect of snippet
length on how people use Web search. Chi et al [2] studied the eye-gaze behavior
of subjects to understand how highlighting keywords and sentences containing
highly relevant conceptual keywords (ScentHighlights) affected subjects’ reading
behavior. They were interested in assessing whether highlighting is successful in
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directing users’ attention while skimming the text. They analyzed users’ initial
fixations and eye behavior, and percentage of fixations on highlighted areas.

3 Study of Social Navigation Support

In the current work, we explored the role of several factors on the added value of
SNS. We designed an experiment to investigate the circumstances under which
SNS can help users in an information exploration task. In the experiment, we
controlled the presence of SNS and time to complete the task. We were specifi-
cally interested in investigating the effect of time pressure on the usage of SNS.

3.1 Task

The study investigated the effect of SNS on a factual information seeking task
which is known as the most common type of information seeking task on the Web
[17]. The participants were asked to respond to several questions by finding facts
in a very large collection of relevant and irrelevant news articles from multiple
sources. In our past work, we developed a set of search tasks (topics) for this
collection and collected passage-level ground truth for each topic [9]. Each topic
contains an overarching task theme and up to 10 different (but related) factual
questions. Over the course of the study the participants worked with four topics
of our collection solving four different search tasks. For each search task they
were given a one-page task description providing a brief background to the task
scenario and a list of questions to answer (a subset of 10 questions). To minimize
the impact of topics, we tried to pick the topics with a similar difficulty level. We
used data from a related prior study to judge the difficulty level of the topics [1].
We used criteria such as number of relevant documents in the corpus, average
number of relevant documents returned by users, and number of questions to
match the difficulty level of the topics.

3.2 Interface

For our study, we developed an information exploration system with social nav-
igation. Figure 1 shows the main interface of the system. It is similar to other
search engines in which the user enters a query and the results are returned
sorted by the relevance to the query. In addition to this traditional interface, the
experimental version of the system offers two kinds of social navigation support.
First, the search results are annotated with social navigation cues. The cues are
based on two types of user activities: reading and highlighting. The human icon
represents the amount of reading activity for the associated document and the
annotation icon represents the amount of highlighting done in the document.
The level of the filling color represents the density of the activity with a higher
level of filling representing the higher number of activities. Mousing over the
icons shows the details about the number of visits or number of highlights.
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Fig. 1. Search Interface (with eye tracking areas of interest)

Second kind of social navigation support is offered by “social maps”. Social
maps are two tables at the top of the page, representing highlighting and visiting
activities for the current 100 documents. Each cell in the table is associated with
the document with the same rank as the cell number; i.e. first one is associated
with the first document in the list. Users can directly access the document by
clicking on the map cell. The filling level of the cell represents the magnitude of
the activity. If the cell is empty, it means the associated document has not been
visited or highlighted by anyone. The social maps provide information beyond
10 documents returned on each page of search results. They were designed to
help users have broader picture of the results in an easy way.

A panel on the right side of the interface shows the list of notes (passages)
collected by the current user. To collect notes, users can highlight and save a
passage either directly from a snippet shown for each returned document in the
list of search results or from the full text of the article, which the user can open
by clicking on the document title. The passages saved from this document by
past users will be highlighted providing another level of SNS. Figure 2 shows an
example of the full text of the article. At this view, SNS is offered by showing the
part of the text highlighted by past users. By default, other users’ highlighted
passages are shown (in pink). Users can choose to ignore that information and
view their own highlighted passages (in yellow).

Social Navigation Support. The system provided SNS through augmenting
search results with icons, social maps, and previously highlighted parts of the
text. In real life, social navigation cues are generated from the activity of all
past users. However, this is not good for a controlled study since every new
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Fig. 2. Full text of the article (with eye tracking areas of interest)

user may see more cues than past users. To avoid this, in our study we used
“frozen” social cues generated from the activity of users from a prior study [1].
For each topic, the data includes the activities of three distinct users. To make
the task more realistic, we divided the questions for each topic into two sets
with the criteria of decreasing within-cluster similarity and increasing between-
cluster similarity. This simulated a collaborative task which is divided among
the members of a group. We calculated the similarity of two questions based
on the shared number of documents which included the response to each of the
questions. To cluster the questions, we calculated the similarity of questions for
every possible distinct combination of five questions in a set. We selected the sets
with the highest between-cluster similarity and lowest within-cluster similarity.
This means that SNS will guide the users to the right articles but the highlighted
parts of the articles are not necessarily responses to questions in their task. SNS
was not updated with the interaction history of the participants throughout the
study. This ensured that all users have the same opportunity of getting support
from social navigation cues.

3.3 Study Design

The study has a two-by-two design as shown in Table 1. It follows a complete
random design in which the order of conditions and topics are selected ran-
domly. Under no time constraint condition the participants had 15 minutes and
under time constraint they had seven minutes. NO-SNS condition had no social
navigation cues. The interface looked the same as Figure 1 but with no social
navigation icons and no social maps. Also, when they looked at the full article,
there was no option to view passages highlighted by prior users.
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Table 1. Study design - conditions

SNS
Yes (SNS group) No (no-SNS group)

Time Constraint
Yes (tc group) Topic 1 Topic 2

No (no-tc group) Topic 3 Topic 4

The procedure of the study was at follows: first a brief description about the
experiment was provided. Next an eye tracking calibration was done to ensure
reasonable precision in tracking eye movements followed by a demographic and
skill questionnaire which included questions about the participants’ age, gen-
der, major, and educational level. The questionnaire also included five questions
measuring interpersonal trust adopted from a questionnaire by Mooradian et al
[16]. The questions are shown in Table 2. The response to all questions had five
choices ranging from “Strongly agree” to “Strongly disagree”. Different parts of
the interface were explained thoroughly to all subjects and they all went through
a training session to become familiar with the interface before starting the main
task. Each session included the main task and a subjective evaluation of the
participants’ satisfaction with the system.

Table 2. Interpersonal Trust Questionnaire

# Question
1 I tend to be cynical and skeptical of others’ intentions
2 I believe that most people will take advantage of you if you let them
3 If I got into difficulties at work I know my colleagues would try and help me out
4 I can trust the people I work with to lend me a hand if I needed it
5 Most of my peers can be relied upon to do as they say they will do

4 Evaluation

We recruited 15 participants from students at the University of Pittsburgh from
several different disciplines including engineering, information science, life sci-
ences, and humanities. Participants were paid for their participation in the study.
To limit the variability of linguistic abilities, we recruited native English speak-
ers. Nine out of 15 participants were female. Their age ranged from 20 to 35
with the average age equal to 24 (σ=5).

4.1 Eye Tracking Data Analysis

We defined two main stimuli, “search result” and “text” as shown in Figure 1
and Figure 2. Search result stimulus includes four areas of interest (AOIs) (1)
Icons, (2) Maps, (3) Results, and (4) Notes. We were interested to measure the
percentage of fixations and gaze time on AOI1 and AOI2 to assess the influ-
ence of SNS on users’ search behavior. The text stimulus includes two AOIs: (1)
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not highlighted text (AOI1-nhtxt) and (2)highlighted text (AOI2-htxt). Here,
we were interested in measuring the percentage of fixations and gaze time on
highlighted parts of the text to assess the influence of presenting prior users’
highlights on current users’ reading and highlighting behavior. Due to time con-
straints we analyzed eye movements data of five participants out of 15 who went
through the experiment.

4.2 Statistical Analysis

Since the study deals with correlated data we performed hypothesis testing with
models designed for correlated data. We fitted three types of models with respect
to the distribution of the response variable and goodness of fit: (1) Linear, (2)
Negative Binomial, and (3) Gamma.

4.3 Hypotheses and Results

The main goal of the evaluation was to assess the effect of SNS on participants’
search behavior specifically with and without time constraint. The following are
the main research questions we have tried to address in the analysis of the study:

– Q1 - Were participants more likely to click on documents augmented with
social navigation cues? Were they more likely to follow SNS under time
pressure?

– Q2 - Are eye movement data going to be different in terms of following social
navigation cues under time constraint?

– Q3 - How much of the participants’ highlighting and reading behavior was
influenced by already highlighted text?

Question 1. To answer the first question, we calculated the average percentage
of clicks on documents with and without SNS icons for each subject and we con-
ducted repeated measure analysis to check whether there is a difference in terms
of number of clicks. The result shows a significant effect of social navigation
cues: documents augmented with cues were accessed significantly more (Wald
χ2=24.16, df=1, p-value<.001). Additionally, the result shows a significant ef-
fect of SNS condition and significant interaction of SNS and social navigation
cues which means augmented documents were accessed more under SNS condi-
tion (SNS: Wald χ2=4.70, df=1, p-value=.030, SNS×augmented: Wald χ26.86,
df=1, p-value=.009). We emphasize that under the no-SNS condition, the par-
ticipants were not aware of which documents could have been augmented. This
result is important to show that augmented documents are not just the impor-
tant documents that would have been accessed even if not augmented. There is
marginal significance of time pressure which suggests participants were slightly
more likely to click on augmented documents under the time constraint condition
(Wald χ2=3.14, df=1, p-value=.076).

Question 2. We hypothesized that users under time pressure will be in more
need of navigation support and will make more use of SNS. Number of fixations
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and total gaze time on the social navigation icons and social navigation maps
can be an indication of how much they have utilized those navigation supports.
We calculated the percentage of fixation count and gaze time on those AOIs
while users were looking at search results. The average percentage is shown in
Figure 3. The result shows a similar number of fixations and amount of gaze
time over social navigation icons and a higher number of fixations and amount
of gaze time on social navigation maps under the no time constraint condition.

Fig. 3. Average percentage of fixations and gaze time on social navigation AOIs

This is an interesting result which does not match our expectation. This can
be due to the fact that users under the time constraint condition had time to
check very few articles and they might have mainly relied on the rank of search
results. They still relied on social navigation cues integrated with the ranked
list and checked the icons. However, they did not have enough time to explore
anything (like social navigation maps) beyond highly-ranked results. In fact, our
data shows that under the time constraint condition participants selected articles
from significantly higher (numerically lower) ranking (Average rank: no-tc=4.2,
tc=1.8).

Question 3. As we mentioned before, the highlighted text was not entirely
related to questions the current participants were working on; instead there
were responses to similar questions. We were interested in assessing how much
the reading and highlighting behavior of participants were affected by those
highlights and whether there is going to be a large overlap between their collected
passages and highlighted passages. To answer this question, we calculated the
percentage of overlapping notes for each participant as number of characters
overlapping the highlighted area divided by total length of notes selected by that
participant. On average, there was 9.3% overlap under time constraint condition
(σ=.04) and 5.7% overlap under no time constraint condition (σ=.09). There is
no significant effect of the condition on the average overlap. The result suggests
that while the users were slightly influenced by highlights, they did not just select
notes from highlighted areas. Our eye-tracking data supports the same result.
The average percentage of fixation count is significantly higher on not highlighted
text as compared to highlighted text(htxt-AOI:µ=18.92, nhtxt-AOI:µ=80.51,
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Wald χ2=37.014, df=1, p-value<.0001). The result shows that users did not
only focus on highlighted text and spent considerable amount of time reading
not highlighted text. It suggests that SNS helped the participants to get to the
relevant documents, but within a document they relied on their own judgment.

4.4 Subjective Evaluation

We conducted a survey after each session to evaluate users’ subjective opinions
about the system. The first five questions were the same after all sessions: they
asked about general usability of the system and whether the users had enough
time to perform the task.

The result shows that, under all four conditions, it was quite easy to find rele-
vant documents and passages. However, under the NO-SNS and time constraint
condition, the participants were less happy with the output of the system for
answering the questions (There is a marginal significance interaction of SNS and
time constraint - wald χ2 2=3.03, df=1, p-value=.08). While our eye movements
and click-stream data shows that the participants did not necessarily utilize so-
cial navigation cues more under time pressure, this result suggests that presence
of social navigation cues was somehow reassuring for them.

Additionally, the survey after the SNS conditions collected the users’ opinion
about SNS. The questions are shown in Table 3. The possible response to all
questions ranged from 1 (not at all) to 5 (extremely).

Table 3. Subjective evaluation - SNS related questions

# Question
1 Did you find it useful to know what documents were selected by other users?

2 Did you find it useful to know what documents were highlighted by other users?

3 Did you find it useful to view passages highlighted by other users?

4 Did you find it useful to know the number of times each document was visited?

5 Did you find it useful to know the number of times each document was highlighted?

6 The tables on top of the page were designed to facilitate navigating to documents highlighted
or visited by other users. Did you find it useful?

As mentioned earlier, as part of our demographic questionnaire, we measured
participants’ interpersonal trust level. We divided the participants into high trust
and low trust levels based on their responses to those questions. Eight partic-
ipants were in the low trust level and seven in the high trust group. We were
interested to determine any effect of interpersonal trust on their judgment of
the usefulness of SNS. Figure 4 shows the average responses to the SNS-related
questions of the questionnaire. The response is divided into four groups depend-
ing on the trust level and time constraint. The result suggests that participants
with higher interpersonal trust levels are more satisfied with SNS, particularly
under time constraint.
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Fig. 4. Average responses to SNS related questions in the subjective evaluation

5 Discussion and Future Work

In the current work, we presented a multifaceted study of SNS in a controlled ex-
periment designed for factual information seeking tasks. The result of the study
confirms that social navigation cues affect users’ search behavior and users pay
attention to social navigation cues and follow those cues for finding information.
However, contrary to our expectation, time constraint did not increase the appli-
cability of SNS and traditional navigational support such as search rank proved
to be more reliable for users. The result also shows that personal characteris-
tics such as interpersonal trust affects the perception of usefulness of SNS. This
should to be taken into account for user modeling applications. Moreover, our
result suggests that the snowball effect often associated with social navigation
can be avoided if the systems offer users sufficient information to make their own
informed judgement. In our study, the participants did not select part of the text
just because it was highlighted by prior users and even though the highlights
were slightly relevant to their task.

An element missing in the current study is assessing the effect of SNS on the
quality of the performed task. For our future work, we will look into evaluating
the effect of SNS on the relevancy of collected information to the task. Moreover,
we will extend our eye movement data analysis to a larger number of users to to
assess our current observations with larger amount of data.
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Abstract. Reconciling personalization with privacy has been a continuing in-
terest in the user modeling community. In prior work, we proposed a dynamic
privacy-enhancing user modeling framework based on a software product line
architecture (PLA). Our system dynamically selects personalization methods dur-
ing runtime that respect users’ current privacy preferences as well as the prevail-
ing privacy laws and regulations. One major concern about our approach is its
performance since dynamic architectural reconfiguration during runtime is usu-
ally resource-intensive. In this paper, we describe four implementations of our
system that vary two factors, and an in-depth performance evaluation thereof un-
der realistic workload conditions. Our study shows that a customized version
performs better than the original PLA implementation, that a multi-level caching
mechanism improves both versions, and that the customized version with caching
performs best. The average handling time per user session is less than 0.2 sec-
onds for all versions except the original PLA implementation. Overall, our results
demonstrate that with a reasonable number of networked hosts in a cloud com-
puting environment, an internationally operating website can use our dynamic
PLA-based user modeling approach to personalize their user services, and at the
same time respect the individual privacy desires of their users as well as the pri-
vacy norms that may apply.

1 Introduction

Since personalized websites collect personal data, they are subject to prevailing privacy
laws and regulations if the respective individuals are in principle identifiable (see [1]
for a comprehensive review of privacy issues in personalization). Internationally op-
erating websites are particularly affected since a large number of countries extend the
applicability of their privacy laws to operators and personal data flows beyond their na-
tional boundaries. Moreover, in order to encourage users to interact with personalized
sites and thus benefit from the full potential of personalization, personalized systems
should also cater to each user’s current privacy preferences. That is to say, a user can
have varying privacy preferences on different sites, and at different times on the same
site, and thus each site should be able to treat the same user differently depending on
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her current privacy preferences. In [2] we illustrated that these privacy constraints may
affect not only the data that may be collected by the personalized website, but also the
admissibility of personalization methods for processing personal data.

The resulting combinatorial complexity of these privacy constraints make them hard
to cope with. We therefore proposed a novel approach based on software product line ar-
chitecture that models the variability in both the privacy and personalization domains,
and allows the configuration of the employed personalization methods to be dynam-
ically tailored to each user at runtime, considering both the prevailing privacy norms
and the user’s current privacy preferences. This flexible approach not only helps ad-
dress the complexity of building personalized systems, but also strongly supports their
evolution: as new privacy and personalization concerns arise, they can be added to the
product line architecture in a modular manner [3,4].

One major concern about our approach is its performance since dynamic architec-
tural reconfiguration during runtime is usually resource-intensive. Will it be practically
possible to deploy such a dynamic system in a contemporary internationally operating
website? In this paper, we describe four variant implementations of our system and an
in-depth performance evaluation under realistic workload conditions. Our work stands
in the tradition of similar attempts in the past to gauge the performance of user model-
ing tools through simulation experiments (e.g., [5,6,7]). It is however also substantially
different from prior evaluations due to the fact that the workload is not induced by user
requests (such as web page requests) or requests from software processes (such as user-
adaptive applications or personalization methods), and that the aspired goal is not a user
modeling tool that performs personalization tasks efficiently. Rather, the workload is in-
duced by the initiation of new user sessions, and the goal is the efficient instantiation of
user-modeling architectures that meet the privacy constraint of each individual user.

In the remainder of this paper, we will first briefly recap our privacy-enhancing user
modeling framework in Section 2. We then describe the setup of our performance eval-
uation, such as the simulated parameters and workload, in Section 3. Thereafter, we
present different implementations of our approach in Section 4, the performance evalu-
ation of these implementations in Section 5, discussions of the results in Section 6, and
conclusions in Section 7.

2 Our Privacy-Enhancing User Modeling Framework

In order to enable personalized web-based systems to respect users’ individual privacy
constraints, Kobsa [8] proposed a user modeling framework that encapsulates different
personalization methods in individual components and, at any point during runtime, en-
sures that only those components that comply with current privacy constraints can be
used. We adopted a Product Line Architecture (PLA) approach to implement this de-
sign. A PLA is an architectural representation for a set of related products. It includes
core elements present in all product architectures, and variation points where variations
exist among individual product architectures [9]. Each variation point is guarded by a
Boolean expression that specifies the conditions under which an optional component
should be included in a particular product architecture [10]. A particular product ar-
chitecture can be selected out of a product line architecture by resolving the Boolean
guards of each variation point at design-time, invocation-time or run-time [11].
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Fig. 1. Distributed dynamic privacy-enhancing user modeling framework

2.1 Framework Overview

Figure 1 shows an overview of our framework1. It consists of external user-adaptive
applications, an LDAP-based user modeling server (UMS) [12], a user modeling com-
ponent (UMC) manager, a Scheduler and a cache database. External user-adaptive ap-
plications can retrieve user information from the UMS so as to personalize services to
their end users, and can submit additional user information to the UMS. The UMS in-
cludes a Directory Component and a pool of UMCs. The Directory Component hosts
a repository of user models, storing users’ characteristics and their individual privacy
preferences. The UMC Pool contains a set of UMCs, each encapsulating one or more
personalization methods (e.g., collaborative filtering). UMCs make inferences about
users based on existing information in the user models and then add the derived user
information to the user models [2].

To enable PLA operations (e.g., product architecture selection), the UMC Manager
was added to the UMS. The enhanced UMS was then modeled as a PLA, in which the
Directory Component and the UMC Manger were core components, and UMCs were
optional components. Each UMC is guarded by a Boolean expression that represents
privacy conditions under which the respective UMC may operate. Each privacy con-
dition is expressed by a Boolean variable (e.g., Combining Profile == true). As such,
we use these Boolean variables bearing privacy semantics to represent users’ privacy
preferences as well as applicable privacy regulations. In practice, the values of these
Boolean variables can come from the evaluation of privacy conditions expressed in a
privacy policy language (see [13] for a discussion of these languages).

1 The shaded parts are our privacy-related additions to the user modeling server described in
[12].
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Fig. 2. Multi-level caching mechanism

In the following, we will describe the UMC Manager in more detail and then discuss
distribution issues.

2.2 UMC Manager

The UMC Manager was implemented to support PLA selection and instantiation as
well as our caching mechanism. It consists of the following components:

Selector. When a new user session begins, the Selector takes the PLA and the privacy
bindings relating to the new session as inputs. Privacy bindings are name-value
pairs for the Boolean guards in the PLA, e.g., Combining Profile = false which
would represent that the user or some privacy norm relating to the user session dis-
allow the merging of profiles relating to the same user. The Selector selects a partic-
ular product architecture out of the PLA by resolving the Boolean guards associated
with each optional component in the PLA using the current privacy bindings. It ex-
presses the chosen architecture through a binary Privacy Constraint Satisfaction
(PCS) vector [3] whose nth element represents whether or not the nth UMC may
be included in the selected product architecture.

Instantiator. The Instantiator takes a PCS as input and creates a runtime system in-
stance for the product architecture. The total number of different PCS vectors
(2TotalUMCs) equals the theoretical maximum of instances that may be created.

Cache Manager. We designed a multi-level caching strategy that is shown in Fig. 2.
The Cache Manager controls caches of both individual users’ privacy bindings and
their associate PCS vectors (i.e., the results of the PLA selection). More specifi-
cally, when a new user session starts, the Cache Manager checks the privacy bind-
ing cache whether the system has an existing user session with the same privacy
bindings (i.e., a user with identical privacy norms and individual privacy prefer-
ences). If it finds one, the new session will be assigned to the same system instance
as the existing session. If no such binding can be found, the Cache Manager will
further check the PCS cache since a PCS may meet the constraints of more than
one privacy binding. Only if no such PCS can be found either, the Instantiator will
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start a new instance for this user session. More details about our runtime dynamism
mechanism can be found in [3].

2.3 Distributed Framework

In order to cope with potentially millions of concurrent users, the enhanced UMS needs
to be distributed. In Fig. 1, the cloud denotes the distribution of processing over a net-
work of machines. Distribution of the LDAP-based Directory Component and the UMC
Pool have been addressed in [12]. We also distribute the UMC Manager over a network
of hosts, each having a stand-alone copy of the UMC Manager. In addition, we add a
Scheduler in the framework to assign incoming user sessions to various hosts, and a
database to store the privacy binding cache and the PCS cache.

3 System Implementation

In this section, we describe the implementations of major components and operations in
our framework (the first two were varied in the different conditions of our experiment).

3.1 PLA Representation, Selection and Instantiation

As explained above, our privacy-enhancing user modeling framework was designed as
a PLA. Therefore, the core of the framework involves the following tasks: generation
of a PLA for the system architecture, selection of UMCs based on the bindings of the
privacy Boolean guards, and instantiation of the selected architecture for the user mod-
eling system.

ArchStudio-based Implementation. In our preliminary implementation [3], we
adapted functionalities from ArchStudio 3 [14] to perform the above tasks. ArchStu-
dio 3 is an architecture-centric development environment, built on the C2 architectural
style [15]. It provides excellent support for PLA modeling and development. This sys-
tem has been meanwhile upgraded to ArchStudio 4 [16], built on the Myx architectural
style [17]. The Myx style provides better system performance because it allows un-
mediated synchronous procedure calls between components in the architecture. In the
C2 style, component interactions are always asynchronous and mediated by connec-
tors. We therefore chose ArchStudio 4 for our final test system and implemented it in
the Myx style (we call it the Myx version).

Our Customized Implementation. The standardization and extensibility of the XML-
based PLA representation come at a price: XML processing can be expensive and thus
affect the overall system performance. This is especially the case when the PLA has a
large number of components. Therefore, we designed a light-weight alternative to the
xADL 2.0 representation, called PLA Object Notation (PLAON). It contains an array of
component objects. Each optional component object stores its privacy Boolean guard in
an array, each element representing a privacy Boolean variable. Privacy bindings are in
turn stored as a binary array, each element denoting the binding for a privacy Boolean
variable. Our customized selector can then use the privacy binding array to resolve the
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Boolean guard array. Again the results of the selection will be a PCS vector, imple-
mented as a binary array. Our customized instantiator reads from the PCS array to start
components whose values in the PCS array are 1. Since our customized implementa-
tion represents the PLA semantics in a succinct object notation and omits any XML
processing, we expect it to perform better than the original Myx-based implementation.

3.2 Multi-level Caching

Caching is the other factor that we vary in our experiment. As described earlier, if two
users have the same privacy bindings, or the same PCS vectors after selection, then they
can share the same user modeling system instance. This reuse would save the system
from performing unnecessary architectural selections and instantiations in such cases.

3.3 Resource-Aware Scheduling

Since hosts can have different hardware and networking characteristics in our dis-
tributed framework (e.g. different amounts of memory), the scheduler needs to take this
heterogeneity into account, so as to optimize the overall system performance. When a
host becomes available, it will connect and register itself with the Scheduler. The sched-
uler keeps track of all the registered hosts, their computing capabilities (right now we
only consider the memory size), and the number of user sessions that each host is cur-
rently serving. When a new user session is initiated, the Scheduler first checks with the
Cache Manager to see if any system instance can be reused for this session. If not, it
would select the lightest-loaded host that can still handle this session with its resources.
This resource-aware scheduling was used in all conditions of our experiment.

4 Experimental Design and Procedures

4.1 Controlled Variables

Since we suspected that the XML-based Myx implementation described in Sect. 3.1
would perform poorly, we aimed at contrasting it with the two optimization methods
described in Sect. 3.1 and 3.2 through the following 2-factorial design: (Myx vs. Cus-
tomized) × (Non-caching vs. Caching).

4.2 Simulation Parameters

Since we anticipated that a very large network of machines will be needed to handle
real-world large-scale applications that was unavailable to us, we identified a reasonable
number of 3000 maximum users per host in pre-trials and simulated such a single host
on a PC. The other parameters of our experiment were chosen based on our analysis of
international privacy laws and their impacts on personalized systems [18,19,2], as well
as the user modeling literature:

– Total number of UMCs in the PLA: 10.
– Total number of different privacy constraints: 100.
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Fig. 3. Testbed architecture

– Simulated number of user sessions per host: 3000.
– Average arrival rate of unique visitors per host per second: 0.5.
– Number of variables in the privacy Boolean guards of each UMC: 5.

We randomly chose 5 out of the total 100 privacy constraints for each UMC and ran-
domly generated the privacy bindings (true or false) for each user session.

Previous work such as [20,21] has empirically shown that the arrival of new user
sessions at a website largely follows a Poisson process2. To compare the four conditions
of our experiment on a common basis, we pre-generated Poisson-distributed session
arrival times with a mean rate of 0.5 users per second, and used them in all experiments.

4.3 Testbed

Figure 3 depicts the overall testbed architecture. The performance evaluation of the
LDAP-based Directory Component and the UMC Pool in [12] had already demon-
strated that they scale well and can be deployed to high-workload commercial applica-
tions. To be able to measure the performance of the PLA selection and instantiation
in isolation, we omitted the Directory Component and created functionless dummy
implementations for all UMCs, thereby realistically assuming that those components
would run on different hosts anyways when deployed in practice. We added a Test
Manager to control experiments, a Request Generator to generate user sessions, and a
MySQL database to store the test setup, logs and results. The whole testbed except for
the database was implemented in Java, complied in Java 1.6, and run in the HotSpot
Java Virtual Machine on a PC platform with two 3.2 GHz processors, 3 GB of RAM,
and a 150 GB hard disk.

2 Chlebus and Brazier [21] found two separate regions of time in a day, each lasting several
hours and having a different average arrival rate. They therefore suggests that the arrival rate
rather follows a non-stationary Poisson process, i.e. consists of more than one Poisson process,
each with its own rate. Those results are not likely to apply to internationally operating sites
though on which we largely focus.
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4.4 Procedures

The Test Manager first reads the test setup from the database and informs the Request
Generator to generate simulated user sessions and associated privacy bindings. The
Request Generator reads the session arrival times from the database and starts sending
user sessions to the Scheduler. The Scheduler chooses a host to handle the session.
The host then performs the PLA selection and instantiation (in the Cache conditions,
PLA selection and/or instantiation may be skipped, depending on the type of cache hit
– see Sect. 2.2). Once the session has been assigned to a runtime system instance, the
assignment is written into the cache if a cache is used. When all user sessions have been
handled, log files and test results are written into the database.

For every user session, we measure three values:

Handling time, which is the period between the Request Generator sending the session
to the Scheduler, and the session being assigned to a runtime instance.

Reuse rate of runtime instances, which considers the total number of user sessions
and of instances currently in the system, has a range of [0, 1) and is calculated as
Total Sessions − Total Instances

Total Sessions
Performance improvement (percentage), which compares the system performance

of the original implementation (Myx implementation without caching) with that
of an enhanced implementation. For a given number of users handled, this value
has a range of [0, 1) and is calculated as∑

TotalHandlingTimeOriginalV ersion − ∑ TotalHandlingTimeEnhancedV ersion∑
TotalHandlingTimeOriginalV ersion

5 Evaluation Results

5.1 Handling Time Per User Session

Figure 4 plots the handling times for each user session in the four implementations, and
indicates the means and standard deviations. We can see that the customized versions
perform better than the Myx versions, that our multi-level caching mechanism improves
both versions, and that the customized version with caching performs best. The average
handling time per user session is less than 0.2 seconds for all versions except the Myx
implementation without caching.

We also analyzed the spikes of the handling time in Fig. 4 and disconfirmed that
they were correlated with bursts in the arrival rate. Based on an analysis of the logs
created by our experimental testbed we found that the main reason for the delay lies
in Java’s indeterministic thread scheduling. Requests to handle a new session, select an
architecture, and instantiate an architecture each creates a new thread, and occasionally
one of the threads gets switched out of processing and later switched back in. One can
notice that in the Myx version without caching, high handling times increase towards
the end of the experiment. This is because the machine almost ran out of heap space,
and the Java Virtual Machine kept switching threads. A good remedy for these effects of
indeterministic thread switching is to shorten the processing time, which is confirmed
by the substantial decrease of such delays in the conditions in which the customized
version and/or caching have been used.
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Fig. 4. Handling time for each user session (milliseconds)

5.2 Runtime Instance Reuse Rate

Figure 5(a) plots the runtime instance reuse rates for the two caching versions (in the
non-caching versions, no instances are being reused). The reuse rates for the caching
versions increase degressively as the cumulative number of user sessions increases. The
two curves are very similar because both versions use the same caching scheme; the
small variations are due to the true randomness of privacy Boolean guard and privacy
binding generation.

5.3 Performance Improvement

Figure 5(b) plots the performance gain of our three improved versions in comparison
to the baseline Myx version without caching. The curve at the bottom (gain from Myx
version with caching) goes up as expected: the cache size increases with an increasing
number of users, and hence the hit rate and thus the performance gain increase. The
curve in the middle (gain from customized version without caching) is always above
the first curve, meaning that the gains through customization are larger than through
caching. As expected, this difference becomes smaller with increasing number of users
and thus cache hits. The topmost curve shows the gains from both caching and cus-
tomization. While the combined effect is always higher than each single effect, it is
unfortunately not additive. While with increased number of users the gains through
caching increase, each hit ”cancels out” the gains through customization which will
not be invoked in such a case. Larger cache sizes still cause performance gains as is
demonstrated by the slightly increasing distance between the middle and upper curve.
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Fig. 5. Instance reuse and performance improvement (both in %), by cumulative number of users

This differential however grows far less than the slope of the lowermost curve which
represents the gains through caching for the non-customized Myx version.

6 Discussion

Performance Improvement. The evaluation results show that both our customization
and caching improve the performance. The customized versions use a light-weight
PLA representation, which consumes less memory and enables faster PLA selection
and instantiation than the XML-based Myx versions. The multi-level caching mech-
anism saves time and resources that would otherwise be spent on creating new run-
time instances. Under the current completely random assignment of privacy guards and
bindings, the probability of a privacy binding cache hit is 1/ 2TotalConstraints(about
7.9e-31), while the probability of a PCS cache hit is 1/ 2TotalUMCs (about 9.8e-4).
Therefore, the vast majority of instance reuses came from the PCS cache hits.

Practical Implications. The average arrival rate of new visitors in the current experi-
ment setup is 0.5. In contrast, Yahoo.com which Alexa currently ranks No. 1 worldwide
in terms of traffic seems to have a daily reach of close to 30 million unique visitors [22].
This roughly translates into an average arrival rate of 350 users per second. Because of
its modular approach, our framework would be able to handle this workload in a cloud-
computing paradigm [23]. If we continue using our average arrival rate of 0.5 visitors
for each node, then we can handle Yahoo-sized traffic with a cloud that consists of
700 nodes on average. Therefore we believe that with sufficient support from a cloud
computing environment, our approach can scale well to serve internationally operat-
ing websites, which would profit most from our privacy-enhancing framework. As a
reminder though, this number does not include the nodes that would be required to run
the Directory Component, the User Modeling Component, and the Web server.
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Limitations of the Evaluation. Privacy bindings are randomly assigned to sessions in
our simulation, and hence their variations are evenly distributed across users. In real-
ity though, users’ individual privacy preferences are likely to gravitate towards typical
preferences, countries may have typical combinations of privacy bindings, and visitors
from certain countries may be more frequent than from others. The hit rate in the pri-
vacy binding cache is likely to be higher in this more realistic scenario with uneven
distribution, and the number of generated different instances lower than in our simula-
tion, both of which reduces the memory load. Another limitation is that the experiments
were conducted on a single PC platform. When the user modeling server is distributed
in a cloud computing environment, the Scheduler and the cache database are likely to
be overloaded, and therefore will need to be distributed as well.

7 Conclusions

Reconciling privacy and personalization in internationally operating websites is a chal-
lenging problem that no other existing work seems to address. Our PLA-based approach
is aimed at filling this gap, but its resource-intensive PLA selection and instantiation
process put the overall system performance into question. In this paper we discussed
four implementations of our approach and evaluated their performance in a simula-
tion experiment. Our study shows that our light-weight customized implementation
performs better than the original PLA implementation (the Myx version), that our multi-
level caching mechanism improves both versions, and that the customized version with
caching performs best. The average handling time per user session is less than 0.2 sec-
onds for all versions except the Myx version. Overall, our results demonstrate that with
a reasonable number of networked hosts in a cloud computing environment, an inter-
nationally operating website can use our dynamic PLA-based user modeling approach
to personalize their user services and at the same time respect the individual privacy
desires of their users as well as the applicable privacy norms.
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Abstract. Knowledge about computer users is very beneficial for assist-
ing them, predicting their future actions or detecting masqueraders. In
this paper, an approach for creating and recognizing automatically the
behavior profile of a user from the commands (s)he types in a command-
line interface, is presented.

Specifically, in this research, a computer user behavior is represented
as a sequence of UNIX commands. This sequence is transformed into a
distribution of relevant subsequences in order to find out a profile that
defines its behavior. Then, statistical methods are used for recognizing
a user from the commands (s)he types. The experiment results, using
2 different sources of UNIX command data, show that a system based
on our approach can efficiently recognize a UNIX user. In addition, a
comparison with a HMM-base method is done.

Because a user profile usually changes constantly, we also propose
a method to keep up to date the created profiles using an age-based
mechanism.

1 Introduction

Would it not be interesting to recognize a computer user and to know how (s)he
will behave after (s)he types a few commands?

Recognizing the behavior of others in real-time is significant in different tasks,
such as to predict their future behavior, to coordinate with them or to assist
them. In order to act efficiently, humans usually try to recognize the behavior of
others. New theories claim that a high percentage of the human brain capacity
is used for predicting the future, including the behavior of other humans [1].

Specifically, computer user modeling is the process of learning about ordinary
computer users by observing the way they use the computer. This process needs
the creation of a user profile that contains information that characterizes the
usage behavior of a computer user. Experience has shown that users themselves
do not know how to articulate what they do, especially if they are very familiar
with the tasks they perform. Computer users, like all of us, leave out activities
that they do not even notice they are doing. Thus, only by observing users we
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can model his/her behavior correctly [2]. However, the construction of effective
computer user profiles is a difficult problem because of the following aspects:
human behavior is usually erratic, and sometimes humans behave differently
because of a change in their goals.

In recent years, significant work has been carried out for profiling computer
users. In this research, an approach for profiling and recognizing general user
behavior profiles is proposed. This approach is called ABCD (Agent Behavior
Classification based on Distributions of relevant subsequences of commands) and
can be applied for creating and recognizing any behavior represented by a se-
quence of commands (or events). ABCD creates a user profile as a distribution
of relevant subsequences and then statistical methods are applied for recognizing
a given sequence of commands.

However, for evaluating ABCD, the UNIX operating system environment is
used. The creation of the UNIX user profiles from a sequence of UNIX commands
should consider the sequentiality of the commands typed by the user and the
temporal dependencies. In a human-computer interaction by commands, the
sequentiality of these commands is essential for the result of the interaction.
This aspect motivates the idea of automated sequence learning for computer
user behavior classification; if we do not know the features that influence the
behavior of a user, we can consider a sequence of past actions to incorporate
some of the historical context of the user. This aspect is taken into account in
the HMM-based methods, so we will compare ABCD with a method which uses
HMMs for modeling users. Finally, once the user has been classified, relevant
actions can be done, however this task is not addressed in this paper.

This paper is organized as follows: Section 2 provides a brief overview of the
background and related work relevant to this research. Our approach (ABCD)
is explained in detail in section 3. Section 4 describes the experimental set-
ting and the experimental results obtained. Section 5 compares the obtained
results with a very well know technique (HMMs). The proposal for making
ABCD adaptative is detailed in Section 6. Finally, Section 7 contains concluding
remarks.

2 Background and Related Work

Different methods have been used to find out relevant information in the com-
puter user behavior in different computer areas:

Discovery of navigation patterns: Spiliopoulou and Faulstich [3] present
the Web Utilization Miner WUM, a mining system for discovering interesting
navigation patterns in a web site. WUM prepares the web log data for mining and
the language MINT mining the aggregated data according to the directives of the
human expert. This work is complementary to ”Footprints” tool, which focuses
on the visualization of frequently accessed patterns and on the identification of
pattern types that may be of importance [4].
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Web recommender systems: Macedo et al. [5] propose a system (WebMemex )
that provides recommended information based on the captured history of navi-
gation from a list of known users. WebMemex captures information such as IP
addresses, user Ids and URL accessed for future analysis.

Web page filtering: Gody and Amandi [6] present a technique to generate read-
able user profiles that accurately capture interests by observing their behavior
on the Web. The proposed technique is built on the Web Document Conceptual
Clustering algorithm, with which profiles without an a priori knowledge of user
interest categories can be acquired.

Computer security: Pepyne et al. [7] describe a method using queuing theory
and logistic regression modeling methods for profiling computer users based on
simple temporal aspects of their behavior. In a similar area (intrusion detec-
tion problem), Coull et al. [8] propose an algorithm that uses pair-wise sequence
alignment to characterize similarity between sequences of commands. The algo-
rithm produces an effective metric for distinguishing a legitimate user from a
masquerader. Schonlau et al. [9] investigate a number of statistical approaches
for detecting masqueraders.

Although there is lot of work that focuses on user profiling in a specific en-
vironment, it is not clear that they can be transferred to other environments.
However, the approach proposed in this research (ABCD) can be used in any
domain in which a user behavior can be represented as a sequence of commands
or events. Therefore, as sequences are very relevant in human skill learning and
reasoning [10], the problem of user profile classification is examined as a problem
of sequence classification. According to this aspect, Horman and Kaminka [11]
present a learner with unlabeled sequential data that discover meaningful pat-
terns of sequential behavior from example streams. Lane and Brodley [12] present
an approach based on the basis of instance-based learning (IBL) techniques, and
several techniques for reducing data storage requirements of the user profile.

3 ABCD: Agent Behavior Classifier Based on
Distributions of Relevant Subsequences of Commands

Although ABCD can be applied for creating and recognizing any behavior profile
represented by a sequence of commands, this research is focused on creating
computer user profiles from a command-line interface. Specifically, ABCD is
detailed using the UNIX commands environment.

ABCD, as other behavior modeling methods [13], uses a library in which all the
different user profiles recognized are stored. Then, a matching of the sequence
to classify with the Profile-Library is done. Thus, ABCD is divided into two
phases:

1. Construction of the User Behavior Profiles: In this phase, the se-
quences of commands typed by different UNIX users are analyzed and the
corresponding profiles are created and stored in the Profile-Library. This
process is detailed in Section 3.1.
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2. User Classification: The goal of this phase is to classify a new sequence
of commands typed by a user into one of the profiles created in the previous
phase. Section 3.2 explains the proposed statistical classification method.

3.1 Construction of the User Behavior Profiles

In this phase, the first step is to extract the significant pieces of the sequence
of commands that can represent a pattern of behavior. When a user types a
command, it usually depends on the previous typed commands and it is related
to the following commands. According to this aspect, and as it was used in [14],
in order to get the most representative set of subsequences from the acquired
sequence, the use of a trie data structure [15] is proposed. This structure is
also proposed in [16] to learn a team behavior and in [17] to classify the behavior
patterns of a RoboCup soccer simulation team.

The construction of a user profile from a single sequence of commands is
done by a three steps process: 1. Segmentation of the sequence of commands, 2.
Storage of the subsequences in a trie, and 3. Creation of the user profile. These
steps are detailed in the following 3 subsections.

In order to clarify the process for creating a UNIX user profile, let us consider
the following sequence as example: {ls → date → ls → date → cat}.

Segmentation of the sequence of commands: Firstly, the sequence is seg-
mented in subsequence of equal length from the first to the last element. Thus,
the sequence A=A1A2...An (where n is the number of commands of the se-
quence) will be segmented in the subsequences described by Ai...Ai+length ∀
i,i=[1,n-length+1], where length is the size of the subsequences created and de-
termines how many commands are considered as dependent. In the rest of the
paper, we will use the term subsequence length to denote the value of this length.

In the proposed sample sequence ({ ls → date → ls → date → cat}), let 3 be
the subsequence length, then it is obtained: {ls → date → ls} and {date → ls
→ date} and {ls → date → cat}.

Storage of the subsequences in a trie: The subsequences of commands are
stored in a trie in a way that all possible subsequences are accessible and ex-
plicitly represented. In the proposed trie, a node represents a command, and its
children represent the commands that follow it. Also, each node keeps track
of the number of times a command has been inserted on to it. As the de-
pendencies of the commands are relevant in the user profile, the subsequence
suffixes (subsequences that extend to the end of the given sequence) are also
inserted.

Considering the previous example, the first subsequence ({ls → date → ls}) is
added as the first branch of the empty trie (Figure 1a). Each node is labeled with
the number 1 (in square brackets) which indicates that the command has been
inserted in the node once. Then, the suffixes of the subsequence ({date → ls} and
{ls}) are also inserted (Figure 1b). Finally, after inserting the 3 subsequences
and its corresponding suffixes, the completed trie is obtained (Figure 1c).
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Fig. 1. Steps of creating an example trie

Creation of the user profile: For this purpose, frequency-based methods
are used. Specifically, to evaluate the relevance of a subsequence using ABCD,
its relative frequency or support [18] is calculated. In this case, the support of
a subsequence is defined as the ratio of the number of times the subsequence
has been inserted into the trie to the total number of subsequences of equal size
inserted. Calculating this value, the trie is transformed into a set of subsequences
labeled with its corresponding support value. This structure is represented as a
distribution of relevant subsequences. Once a user behavior profile has been
created, it is stored in the Profile-Library with an identification name.

In the previous example, the trie consists of 9 nodes; therefore, the profile
consists of 9 different subsequences which are labeled with its support (Figure 2).

Fig. 2. Distribution of subsequences

3.2 User Recognition

In this second phase, a new sequence of commands typed by one of the users
previously analyzed must be classified. It means that given an observed sequence
E typed by a user and a set of user behavior profiles P = {up1, up2,..., upn}
stored in the Profile-Library, the goal of this phase is to determine into which
profile upi ∈ P the sequence E belongs to.

Firstly, the distribution of relevant subsequences of the new sequence (input)
is created by applying the process explained in the previous section. Then, it is
matched with all the profiles stored in the Profile-Library. As both profiles are
represented by a distribution of values, a statistical test is applied for matching



Creating User Profiles from a Command-Line Interface 95

these distributions. A non-parametric test (or distribution-free) is used because
this kind of tests does not assume a particular population distribution. The
proposed test applied for matching two behaviors is a modification of the
Chi-Square Test for two samples.

To apply the proposed test, the sequence to classify (input) is considered as an
observed sample and the profiles stored in Profile-Library are considered as the
expected samples. Then, this test compares the observed distribution with all the
expected distributions objectively and evaluates whether a deviation appears.

The Chi-Square Test compares the two sets of support values in which Chi-
Square is the sum of the terms (Obs−Exp)2

Exp calculated from the observed (Obs)
and expected (Exp) distributions. However, using this test, all the expected val-
ues are compared but if an observed value is not represented in the expected
distribution, it is not considered. Also, the number of subsequences in an ex-
pected distribution is usually very large, so this kind of comparison can be very
time-consumed. In order to solve these problems, the way to compare the two
distributions is modified to the sum of the terms (Exp−Obs)2

Obs .
An important advantage of the proposed test is its rapidity because only

the observed subsequences are evaluated. However, there is no penalty for the
expected relevant subsequences which do not appear in the observed distribution.

Using this test, a value that indicates the deviation between the observed and
the stored profile is obtained. This deviation needs to be calculated with all the
profiles stored in Profile-Library and the profile that obtains the lowest deviation
value indicates the closer similarity. Also, the number of terms to sum in each
comparison is always the same: number of subsequences of the observed profile.
It means that the degrees of freedom (dof ) are the same in all the comparisons
with the expected behavior profiles. Otherwise, a normalization of the results
according to the dof should be done.

As example, let us consider that the sequence that represents the observed
behavior is: {ls → date → cpp}. Figure 3 shows the comparison between the
previous expected distribution (Expected Profile 1 ) and the observed distribution
(Observed Profile). Obtaining the support value of each subsequence in Figure 3,
the deviation value in this example is: (0,44−0,33)2

0,33 + (0,5−0,5)2

0,5 + (0,44−0,33)2

0,33 +
(0−1)2

1 + (0−0,5)2

0,5 + (0−0,33)2

0,33 .

4 Experimental Setup and Results

For evaluating ABCD in the UNIX environment, we have used 2 different sources
of UNIX data with different number of users to classify:

– Set of 9 UNIX Users: Data1 drawn from the command histories of 9
UNIX computer users at Purdue University over 2 years [19]. Each user file
contains from about 10000 to 60000 commands.

1 ML Repository: http://archive.ics.uci.edu/ml/datasets/UNIX+User+Data
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Fig. 3. Observed and Expected Comparison Example

– Set of 50 UNIX Users: Data2 used in the masquerade-detection studies
done by Schonlau et al. [9]. In Schonlau research, commands from other users
are interspersed as masqueraders data. In our research, the 50 users data are
used without these commands interspersed. Each user file contains 15000
commands.

In both cases, the data is drawn from tcsh history files and pre-processed to
remove filenames, user name, directory structures, etc. Command names, flags,
and shell meta characters have been preserved. However, this analysis is only
based on two fields: Command name and User Identification. Thus, a user is
identified by a set of commands concatenated by date order; for example the
first 10 commands of the User1 in the 50 Users set are: cpp, sh, xrdb, cpp, sh,
xrdb, mkpts, env, csh, csh.

4.1 Experimental Design

In order to measure the performance of the proposed classifier using the above
data, the well-established technique cross-validation is used. For this research,
10-fold cross-validation is used: We remove a 10% of the commands from
the initial data of each user and the corresponding distributions are calculated
(Training Distributions). Then, the portion of data originally taken out of each
user data is analyzed and its corresponding distribution is created (Test Distri-
bution). Using the proposed statistical method, these distributions are compared
and the user is classified. As 10-fold cross validation is used, this process is re-
peated 10 times per user.

The number of UNIX commands analyzed per user is very relevant for the clas-
sification result. Therefore, we have performed several experiments with different
number of UNIX commands (50, 100, 500, 1000 and 5000) per user. These com-
mands are selected from the last commands typed by a user. Also, in the phase
of behavior model creation, the length of the subsequences in which the original
sequence is segmented (used for creating the trie) is a relevant parameter: Us-
ing a longer length, the time consumed for creating the trie and the number of
relevant subsequences in the corresponding distribution increase drastically. In
the experiments presented in this paper, 3 different segmentation values for the
sequence (subsequence lengths) are evaluated: 3, 5 and 10.

2 Schonlau web page: http://www.schonlau.net/intrusion.html
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4.2 Results

In this research, a UNIX command sequence (Test Distribution) is classified into
the user behavior (Training Distribution) with the smallest deviation. Also, the
classification process generates a ranked list with the most likely users at the
top. Although there are users whose behavior is quite similar, in the proposed
experiments, the classification is correct only if the user who typed the sequence
of commands to classify holds the first position of the ranking list.

The results are listed in Table 1. The classification rate is the ratio of the
number of correct classifications made and the standard deviation measures the
dispersion of the classification results according to the obtained ranking list.

Table 1. Classification Results using ABCD. 9 and 50 Users.

ABCD Classifier Results
Set of 9 UNIX Users Set of 50 UNIX Users

Number of Subseq Classification Standard Classification Standard
commands Length rate % Deviation rate % Deviation

50 3 80,00 1,40 48,20 8,99
5 78,89 1,34 48,80 7,73
3 80,00 0,96 53,40 8,42

100 5 76,67 1,08 51,40 9,81
10 78,89 0,83 54,80 6,99
3 90,00 1,08 64,00 9,16

500 5 91,11 1,27 64,20 10,17
10 86,67 1,49 63,80 12,48
3 87,78 1,53 72,00 10,14

1000 5 87,78 1,30 71,20 10,49
10 81,11 1,84 69,00 11,69
3 85,56 1,23 75,80 12,05

5000 5 87,78 1,30 76,60 12,26
10 84,40 1,54 75,00 12,64

We can see from the Set of 9 Users results (Table 1) that even with 50
commands (45 per training and 5 per testing), the classification rate is very
high (around 80%). The results obtained with different subsequence lengths for
creating the trie (3, 5 and 10) show that the higher classification rates are not
obtained using a higher length. The higher classification rate is usually obtained
using subsequences of length 5; this number determines the number of commands
considered as dependent for a UNIX user.

According to the Set of 50 Users results (Table 1), the classification rate is
smaller because of the high number of users to classify. In this case, this rate
increases considerably with increasing the number of commands for training
and testing. Using 5000 commands (4500 for training and 500 for testing), the
classification rate is higher than 75% and if we can get more than 900 commands
for training, the classification rate is higher than 70%.
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5 ABCD vs. HMMs

Recent researches have demonstrated the effectiveness of Hidden Markov Models
(HMMs) for information extraction and they are very used in speech recognition.
However, HMMs can efficiently deal with time-sequential data and can provide
time-scale invariability as well as learning capability for recognition. Therefore,
HMMs are also used in the environment we propose in this research. HMMs have
been used for recognizing automated robot behaviors [20] and recently, for behav-
ior understanding from video streams [21]. In addition, Lane [22] demonstrates
the use of HMMs for user profiling in the domain of anomaly detection using a
data set very similar to the set used in our research. An improved HMM-based
method for this purpose is proposed in [23].

For this reason, to evaluate the results shown in the previous section, we
compare them with a classifier based on HMMs. A HMM is a finite set of
states, each of which is associated with a probability distribution [24]. Transi-
tions among the states are governed by a set of probabilities called transition
probabilities. In a particular state an observation can be generated, according to
the associated probability distribution (it is only the observation, not the state
visible to an external observer).

To define a HMM completely, the following elements are needed: 1) Number
of observation symbols in the alphabet, M. 2) Number of states of the model,
K. 3) A state transition probabilities matrix, A. 4) A probability distribution
in each of the states, B. 5) The initial state distribution, Π .

In order to classify the behavior of UNIX users using a HMM-based method, a
HMM is created for each user as follows: The number of observation symbols
(M ) is the number of different commands typed by the user. The number of states
of the model (K ) is an open question in the use of HMMs for modeling but its
choice is important because it affects the potential descriptiveness of the HMM.
In our research, according to the study done in [22] and in order to compare the
ABCD and HMM results; the number of states of a HMM corresponds with the
subsequence length used in ABCD for creating the trie.

The toolkit Umdhmm [25] was used to create each HMM (UNIX user behavior
model) from the corresponding training data files. After creating the HMMs, the
Forward Algorithm is used to calculate the probability of an observed UNIX
user sequence (Test HMM ) given a user model (Training HMM ). The sequence
of commands is classified into the HMM with the highest likelihood.

Table 2 shows the results using a classifier based on HMMs and using the
same data than in the previous experiments (Section 4). These results show that
with a low number of commands for training, a classifier based on HMMs gets a
low classification rate. Thus, using HMMs we need a high number of commands
to get similar results to the obtained using ABCD. However, creating the user
models with more than 5000 commands, the classification rate is usually a bit
better using HMMs. Even so, the difference in the classification rate between
ABCD and HMMs in the Set of 50 users is very significant. It is remarkable
the high classification rate obtained by ABCD using a low number of commands
(for training and classifying). For areas such as computer intrusion detection,
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Table 2. Classification Results using HMMs. 9 and 50 Users.

HMMs Classifier Results
Set of 9 UNIX Users Set of 50 UNIX Users

Number of Subseq Classification Standard Classification Standard
commands Length rate % Deviation rate % Deviation

3 52,22 2,23 30,40 14,08
50 5 54,44 2,06 32,40 14,72

10 54,44 2,08 34,80 15,02
3 64,44 1,49 39,40 8,72

100 5 61,11 1,53 40,00 8,58
10 62,22 1,60 40,40 8,94
3 63,33 1,22 42,20 6,19

500 5 68,89 1,30 48,20 6,03
10 66,67 1,26 51,20 5,86
3 63,33 1,20 46,20 4,69

1000 5 68,89 1,32 49,20 4,55
10 66,67 1,09 53,20 4,47
3 80,00 1,05 54,20 3,89

5000 5 82,22 0,90 58,20 3,53
10 88,89 0,97 62,20 3,45

this aspect is really important because the detection can be done when the user
only has typed a few commands and the set of users is small.

6 Future Work: ABCD Adaptative

A widely acknowledged challenge in the ABCD is how to accurately profile a
user while his/her behavior changes constantly. Thus, a user profile should be
frequently revised to keep it up to date. To solve this problem, we propose a
technique used by Angelov and Zhou. [26] for analyzing the quality of the rule
base in an on-line fuzzy system. This technique uses the moment when the
information is obtained.

Applying this technique in ABCD, the subsequences typed by a user are in-
dexed with a number that indicates the moment they were read. This value can
be considered as an integer from 1 (the first subsequence read) to the number of
subsequences read. Using this value, the Age of a subsequence can be calculated.
This Age value indicates how old a subsequence stored in a user profile is. The
formula for calculating this value is shown in Equation 1.a.

a. Ages(t) = t −
∑Ns(t)

i=1 Is(i)
Ns(t)

; b. Age(t) =
1
R

R∑
j=1

Agei(t) (1)

where t is the current time instant; s represents a certain subsequence; Ages(t)
denotes the Age of the subsequence s in the moment t ; Ns(t) is the number
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of times the subsequence s was read until the moment t and Is(i) denotes the
moment of the subsequence s when it was read for ith time.

Using this value, the distribution of subsequences that represents a user profile
can be updated on-line. Thus, the Age of each subsequence can be calculated
and compared with the mean Age that is determined in Equation 1.b.

These values can be used for removing older subsequences that were used by
a user but during a long period of time they have been omitted. Also, major
shifts in the user behavior can be detected using the Age value.

7 Conclusions

This paper presents an approach (ABCD) for profiling and classifying computer
users from a command-line interface. The sequence of commands typed by user is
segmented and stored in a trie data structure, and the relevant subsequences are
evaluated by using a frequency-based method. Then, a user profile is represented
by a distribution of relevant subsequences and a modification of the Chi-square
Test for two samples is proposed for recognition of users. In addition, as the
behavior of a user can change constantly, we also propose a technique to updated
these profiles by calculating the Age of each subsequence and removing the no
relevant ones.

ABCD has been evaluated with real-data analyzing two different data sources
which have different numbers of users: 9 and 50 UNIX users. A large set of ex-
periments were conducted and the obtained results by using the ABCD are
very satisfactory. The comparison of ABCD with a classifier based on HMMs
shows that the proposed technique is more suitable in the environment evalu-
ated, mainly when the training data is small. These results are very encouraging
because analyzing few commands, a user (and his/her behavior) can be recog-
nized and then, different actions in the computer system, (such as to monitor,
analyze and detect abnormalities, assist the user, predict his/her future actions
or detect masqueraders) can be executed. However, ABCD is generalizable and
it could be evaluated in many other different domains (the only constraint is
that the behavior can be represented as a sequence of commands or events).

Finally, if we want to analyze hundreds (or thousands) of users, ABCD can
be easily modified for clustering users with similar profiles. This aspect could be
implemented using Evolving Systems [27] and it is proposed for future work.
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Abstract. We propose a novel approach for constructing statistical preference 
models for context-aware recommender systems. To do so, one of the most im-
portant but difficult problems is acquiring sufficient training data in various 
contexts/situations. Particularly, some situations require a heavy workload to set 
them up or to collect subjects under those situations. To avoid this, often a large 
amount of data in a supposed situation is collected, i.e., a situation where the 
subject pretends/imagines that he/she is in a specific situation. Although there 
may be difference between the preference in the real situation and the supposed 
situation, this has not been considered in existing researches. Here, to study the 
difference, we collected a certain amount of corresponding data. We asked sub-
jects the same question about preference both in the real and the supposed situa-
tion. Then we proposed a new model construction method using a difference 
model constructed from the correspondence data and showed the effectiveness 
through the experiments. 

Keywords: preference modeling, context-awareness, recommender systems, 
statistical modeling. 

1   Introduction 

Modeling users’ preferences is a key technology for various personalized applica-
tions, such as recommender systems [1, 3, 14], intelligent user interface, and one-to-
one marketing. Recently, “context-awareness” has become one of the most important 
research issues when constructing preference models. One reason for this is that the 
diversification of contexts/situations in which the user uses the service, e.g. in town or 
at home, as well as the diversification of the services and related items, has skyrock-
eted together with the surge in Internet access via PDAs and cellular phones. These 
trends revealed that users’ preferences dramatically change based on the con-
text/situation. For example, movie preferences may change depending on the mood or 
the persons accompanying the users. 

We proposed a novel method for constructing context-aware preference models us-
ing Bayesian networks [9, 10] and implemented a movie recommender system on 
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cellular phones using the model [12].  There, complex relations among users' profiles, 
contents' attributes, and situation attributes are modeled with a Bayesian network. 

In constructing such context-aware statistical preference models, one of the most 
important but difficult problems is acquiring considerable training data in various 
situations. In particular, some situations require a heavy workload to set them up or to 
collect subjects capable of answering the inquiries involved. As an example, let us 
consider a food recommender system that recommends food such as curry rice and 
beef bowl through cellular phone display by using users’ information.  The system 
should treat such conditions as “a user is choosing food in hot weather when feeling 
tired and hungry.” To collect training data for such situation, the model constructor 
should make subjects tired and hungry, and gather them on a hot day. 

As a way of reducing this difficulty, a small amount of data in a real situation is 
simply collected, or a large amount of data is collected in a supposed/imagined situa-
tion, i.e., a situation where the subject pretends/imagines being in the specific situa-
tion to answer inquiries, instead of setting up a real situation and putting them into it. 
Collecting answers in the supposed situations requires a much lighter workload than 
setting up a real situation. Although the data acquired in the supposed situation may 
differ from that acquired in a real situation, the difference is not taken seriously in 
existing researches and is usually neglected.  

To solve the problem, we have been exploring a novel way of constructing prefer-
ence model using both real situation data and supposed situation data. As the first 
step, we proposed simple methods to obtain a better preference model and confirmed 
the performance improvement against existing approaches through the experiments 
regarding food preference [11]. However, the difference between the preferences 
under the real and the supposed situation has not been investigated sufficiently. 

In this research, to analyze the difference and propose better methods, we collected 
a certain amount of corresponding data. That is, we asked subjects the same question 
about preference both in the real and the supposed situation. Firstly, we designed a 
questionnaire to collect corresponding real/supposed situation data. Then we modeled 
the difference of rating between the real and supposed situation, and proposed a new 
method to precisely predict the rating under the real situation. We confirmed the ef-
fectiveness through the experiments. 

The rest of this paper is organized as follows. Section 2 describes the problem and 
our solution and related works are described in Section 3. Section 4 and Section 5 
describe data acquisition in the food preference domain. Section 6 describes the differ-
ence of preference between the real and the supposed situation and Section 7 provides 
model improvement methods. Section 8 presents model evaluation, while Section 9 
presents discussion and a conclusion.  

2   Issue and Solution 

2.1   Statistical Preference Model 

There has been an abundance of research on constructing statistical preference mod-
els. In most of it, the problem of constructing the statistical preference model is for-
malized as modeling the conditional probability distribution P(V|U, C, S) to predict 
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the value V from U, C, and S. Here, U represents a set of users’ attribute variables, 
such as age, sex, etc. C represents a set of the target contents’ attribute variables, for 
example, category, calorie, fat, salt, etc. for foods. S represents a set of user situa-
tion/context variables such as hungry, tired etc. for food recommendations, and V 
denotes the user’s preference/rating of a given content within a given context. 

2.2   Issue 

To construct context-aware statistical preference models, we should acquire a consid-
erable amount of training data in various situations. However, as described above, it is 
often difficult to collect data under real conditions, because we have to set up a real 
situation and collect subjects capable of answering the question in such situations.  

To reduce the difficulty, we have been exploring a novel approach of combining 
supposed situation data and real situation data [11]. So far, we have proposed two 
model improving methods – the model modification method and inference result 
modification method – and confirmed performance improvement against models 
constructed with only supposed situation data or real situation data through the ex-
periments regarding food recommendation. However, the difference between the data 
acquired in the real situation and that acquired in the supposed situation has not been 
analyzed in detail.  

2.3   Solution 

To clarify the difference, we designed an internet questionnaire survey and collected a 
certain amount of corresponding data in the real and supposed situation. That is, we 
asked subjects the same question about preference both in the real and the supposed 
situation. Consequently, we obtained pairs of real and supposed situation data that 
have exactly the same situational attributes, user attributes, and item attributes. Using 
the corresponding data, we can calculate the difference of preference between the 
supposed and real situation. We construct a statistical model for predicting the differ-
ence from user attributes, item attributes, and situational attributes. Then we propose a 
new method of modeling the preference under real situation by combining the differ-
ence model and the preference model constructed with only supposed situation data. 

3   Related Works 

In the context of preference modeling and recommender systems [1, 3, 14] our works 
are the first attempt to focus on, analyze, and utilize the difference between the pref-
erence under the supposed situation and that under the real situation.  

In the broader context of statistical modeling/learning, the problem of constructing a 
better model by combining data from the target domain with a data from the related but 
not identical domain is investigated under several names such as “model adaptation,” 
“domain adaptation,” “learning to learn,” “multi-task learning,” and so forth [2, 4, 16]. 

As an example, in speech recognition systems, speaker adaptation of acoustic 
model is used to improve the performance of the system for a specific user by com-
bining a large amount of speech data from unspecified users and a small amount of 
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data from the specific target user [6]. Topic adaptation of language models in the area 
of speech recognition and text mining is another example [5, 15].  

Recently, the research on such problems has become a hot topic in statistical learn-
ing and many interesting methods for improving the model performance have been 
proposed [17]. However, most of them start from some assumptions on the relation 
between the target and the related domain. Collecting a certain amount of correspond-
ing data and analyzing/modeling the difference has not yet been conducted. 

4   Food Recommendation 

Our target domain is food recommendation. We are currently developing a food re-
commender system for cellular phone users. When someone is at a food court offering 
various food services, a system that recommends a dish regarding their preference and 
context is convenient. Fig.1 shows the flow of a recommendation process. Firstly, a 
user sends a request for recommendation based on the situation attributes (degree of 
hunger, degree of fatigue, and daily temperature) through his/her cellular phone. Sub-
sequently, the recommender system merges the registered user attributes with the 
input user situational attributes, calculates the probability of the user rating for each 
candidate food and composes a recommendation list of foods according to the prob-
ability of positive ratings. 

In the system, a Bayesian network is used to model the joint probability distribution 
P(V, U, C, S) and calculate the probability of the user rating under a specific situation 
P(V | U, C, S,). In a Bayesian network, each random variable is represented as a net-
work node, and the network links represent dependencies between variables. Condi-
tional independences between variables are represented by the entire network structure 
and used for a more efficient probabilistic inference [7, 8, 13]. 

The recommender system may receive user feedbacks, and periodically, the system 
re-learns the parameters of the Bayesian network model using feedback data to in-
crease the precision of the recommendation. 

Request
Recommender System

1) Input user situation

2) Inference 

3) Recommended Foods

4) User Feedback

5) Update Parameters

 
Fig. 1. Flow of recommender system 
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5   Data Acquisition Method 

To acquire the corresponding data, we designed two stage Internet questionnaire sur-
veys. In [11], we dealt with three attributes of user's situations (degree of hunger, 
temperature, degree of fatigue). In this research, however, we concentrate on the de-
gree of hunger as the target situation attribute because it is easy to get subjects with 
various degrees of hunger even in an internet survey, and it is also easy to judge the 
degree of hunger subjectively for the survey subjects. 

The first questionnaire survey was conducted from 16th to 17th in December 2008. 

− Number of subjects: 746 
− Number of foods: 20 
− Queries: 

− Query group 1: about user demographic and lifestyle attributes: 44 attributes 
such as age, gender, and occupation, brand loyalty, time and expenditure on lei-
sure. 

− Query group 2: about user attributes regarding food appreciation: 19 attributes 
such as food category preference (3-grade scale for each attribute).  

− Query group 3: about rating of several foods and reasons of the rating for each 
food under the real and supposed situations depicted in Table 1: 1 total rating  
(3-grade scale from very satisfied to not satisfied at all) and 19 reasons (impres-
sions of the food such as salty, easy to eat, etc.) (3-grade scale for each reason). 

− Each subject rated foods and answered the queries concerning the reasons for the 
rating 15 times: in 3 situations (1 real situation and 2 supposed situations that are 
different from the real situation) and 5 foods for each situation. 
 

The second questionnaire survey was conducted from 22nd to 24th in December 
2008. 

− Number of subjects: 268 (All subjects in the second questionnaire survey answered 
the first questionnaire survey). 

− Number of foods: 20 (The same as the first survey). 
− Queries:  

− Query group 3 in the first questionnaire.  
− Each subject rated foods and answered the queries concerning the reasons for 

the rating 15 times: In 3 situations (1 real situation that is different from that 
in the first questionnaire, and 2 supposed situations that are different from the 
real situation).  

Table 1. Situations 

ID Situation 
S1 Hungry condition: more than 6 hours since previous meal 
S2 Normal condition: 3 to 5 hours since previous meal 
S3 Full condition: 0 to 2 hours since previous meal. 
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From the result of both surveys, we chose 212 subjects by filtering out unreliable 
subjects. All of them answered both questionnaires. This means that each subject 
rated 5 foods in 6 situations; 2 different real situations and 4 supposed situations. 
Within the 4 supposed situations, 2 situations have the same corresponding one as the 
real situations. Combining the ratings, we obtained 2,120 corresponding data and 
2,120 independent supposed situation data. The data is summarized in Fig.2.  

Independent 
Supposed Situation Data
(S=si, U=ui, C=ci, V=vSi)

2,120 records (Ds1)

Corresponding
Supposed Situation Data
(S=sk, U=uk, C=ck, V=vSk)

2,120 records (Ds2)

Corresponding
Real Situation Data

(S=sk, U=uk, C=ck, V=vRk)
2,120 records (Dr2)

Corresponding
Real/Supposed Situation Data

(S=sk, U=uk, C=ck, V=vRk, V=vSk)
2,120 records

(Real  Situation) (Supposed  Situation)

 

Fig. 2. Data set 

6   Difference of Preference between Real and Supposed Situation 

From the corresponding data Dr2 and Ds2 we calculate the difference of the rating 
V'=VR -VS. Table 2 shows the frequency of each value of the difference in 2,210 cor-
responding data. About 45% of the subjects rated menu differently under the real and 
under the supposed situations. 16% of the subjects rated menu higher under the real 
situation while 29% of the subjects rated menu higher under the supposed situation. 
We applied both paired t test and Wilcoxon signed rank test to the data, and con-
firmed that the difference of ratings is significant even at 1% confidence level. We 
conclude that the difference actually exists. 

Table 2. Frequency of each value of the difference 

-2 
(Supposed situation 
data rated higher) 

-1 0 1     2 
(real situation     

data rated higher) 
226(11%) 388(18%) 1,169(55%) 256(12%) 81(4%) 
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7   Model Construction Methods 

7.1   Model Improvement Method Using the Difference Model 

We propose a new method of constructing the preference model using a difference 
model.  

[Proposed method: Difference modeling]. Firstly, the supposed situation model is 
constructed using all supposed data (Ds1 and Ds2). Here we exploit a Naive Bayes 
classifier for modeling the probability, which predicts the rating from the user attrib-
utes, the menu attributes, and the situational attribute. Then using the difference data 
consisting of S, U, C, V’( = Vr – Vs), the difference model that models P(V’, U, C, S) 
is constructed using also a Naive Bayes classifier (See Fig. 3).  

In the inference step, the following procedure is executed: 

Step1: P(Vs | S, U, C) are calculated using the supposed situation model. Using this 

probability, sV̂ , the prediction of Vs is calculated as the expectation value. 
Step2: P(V’ | S, U, C) are calculated using the difference model. Using this prob-

ability, 'V̂ , the prediction of V' is calculated as the expectation value. 

Step3: Prediction of rating under the real situation RV̂  is calculated as 

'ˆˆˆ VVV SR +=  
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7.2   Model Improvement Methods in Previous Research 

For comparison, we also applied the two model improvement methods proposed in 
our previous research [11]. 

[Method 1: Model modification] To modify and/or integrate a supposed situation’s 
model parameters with a real situation’s model parameters. Firstly, a supposed situa-
tion model is constructed using all the supposed situation data. Subsequently, using 
the same model structure as the supposed situation model, model parameters are re-
estimated with the real situation data. Then by taking weighted sum of the re-
estimated parameters and parameters in the supposed situation model, we get the 
adapted model (See Fig. 4 Method 1). 

When the model is represented as a Bayesian network, each CPT (Conditional 
Probability Table) in the network is obtained by taking the weighted sum of the CPT 
in the real situation model and the CPT in the supposed situation model as: 

))(|()1())(|())(|( xpaxPsxpaxPrxpaxP αα −+=  

Here, Pr(x|pa(x)) denotes the CPT attached to variable x in the real situation 
model. pa(x) is the set of parent nodes of x. Ps(x|pa(x)) denotes the corresponding 
CPT in the supposed model. α is the weight value and determined by try and error 
using training and test data. 
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Fig. 4. Methods in Previous Research: Method 1 and Method 2 
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[Method 2: Inference Result Modification]. To modify and/or integrate an inference 
result of a supposed situation model with an inference result of a real situation model. 
Firstly, two models are constructed using all the supposed situation data, the real 
situation data, respectively. Subsequently, the predicted preference value from the 
supposed situation model is modified and/or integrated with the value from the real 
situation model. This procedure is similar to the previous one. Here, instead of 
smoothing parameters in the model, we propose simply taking the weighted sum of 
the output from two models (See Fig. 4 Method 2). We denote the output from the 

supposed situation model as SV̂  and the output from the real situation model as RV
~

. 

Then the combined output is: 

SRR VVV ˆ)1(
~ˆ αα −+=  

When the model is linear relative to the parameters, it becomes equivalent to 
Method 1. However, if the model is non-linear, such as in a Bayesian network, then 
the result differs. 

8   Evaluation 

The constructed models are evaluated according to the accuracy of their preference 
predictions. 

8.1   Evaluation Criteria  

As a measure of the prediction accuracy, we used the mean squared error (MSE) of 
the prediction. When the total number of predicted ratings is N, the number of values 
of the rating is r, the correct rating value of User i to Food j in Situation k is pijk, and 
the predicted rating value is v, the MSE can be formulated as: 

 

 

8.2   Results  

We divided the 2,120 corresponding data into 1,908 training data and 212 test data. 
2,120 independent supposed situation data and 1,908 corresponding supposed situa-
tion data are used to construct the supposed situation model. 1,908 corresponding data 
are used to construct the difference model in the proposed method whereas 1,908 
corresponding real situation data are used to construct the real situation model in 
Methods 1 and 2. We repeated the experiments 10 times using different divisions of 
training data and test data sets. Table 4 shows the result for the proposed method and 
methods in previous research, and the supposed situation model, which includes the 
mean and standard deviation of MSE scores against real-situation test data. Fig. 5 
shows box-and-whisker plot of MSE score. A box shows the upper and lower quar-
tiles and the median. A whisker shows the upper and lower extremes. We applied the 
paired t-test to compare the MSE values against the supposed situation model. Here, 
we confirmed that the improvements of the MSE scores against the supposed situation 
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model are significant even at the 1% confidence level for all three methods. The dif-
ferences between the three methods are not significant. 

Although the MSE score of the proposed method is similar to the scores of Methods 
1 and 2, for both methods, the optimal value of weighting parameter α should be se-
lected for each dataset. Conversely, the proposed method does not need to tune the 
weighting parameter α. Thus, the proposed method is superior to the previous methods. 

Table 4. Mean and Standard Deviation of MSE score 

Model Mean Std Dev 
Supposed situation model 0.787 0.0455 
Method 1 0.740 0.0489 
Method 2 0.740 0.0486 
Proposed method 0.743 0.0552 

 

 
Fig. 5. Box-and-whisker plot of MSE score 

9   Discussion and Conclusion 

In this paper, we propose a novel way to construct statistical preference model based 
on the study of the difference between the real and the supposed situation data. To 
clarify the difference between the preference in a real situation and a supposed situa-
tion, we collected a certain amount of corresponding data. We confirmed the effec-
tiveness of the proposed method through experiments. The proposed methods can be 
easily extended to other types of classifiers such as SVM, Neural Networks, etc. other 
than the Bayesian network. 
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In the previous research, we dealt with three situations (degree of hunger, tempera-
ture, degree of fatigue). In this research, we focused on the degree of hunger as a 
situational attribute because corresponding data could be collected easily through an 
internet survey. The proposed method is applicable to other situational attributes with 
similar characteristics. 

It is interesting issue to frame this work in the context of Burke's classification of 
hybrid user modeling techniques [3]. The method 2 above, as an example, can be 
categorized as a kind of "Weighted" hybridization in the classification.  

Although we focused on the food preference in this paper, the idea and the meth-
ods are applicable to other domains. We hope to conduct data acquisition and experi-
ments in other domains in future.  
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Abstract. In this paper we target the automatic prediction of two personality 
traits, Extraversion and Locus of Control, in a meeting scenario using visual 
and acoustic features. We designed our task as a regression one where the goal 
is to predict the personality traits’ scores obtained by the meeting participants. 
Support Vector Regression is applied to thin slices of behavior, in the form of 
1-minute sequences.  

Keywords: Personality Modeling, Support Vector Regression, Adaptivity, 
Group Interactions. 

1   Introduction  

Personality is the complex of all the attributes - behavioral, temperamental, emotional 
and mental - that characterize a unique individual. Humans have the tendency to un-
derstand and explain other humans’ behavior in terms of stable properties that are 
variously assorted on the basis of the observation of everyday behavior. In this sense, 
the attribution of a personality and its usage to infer about the others is a fundamental 
property of our naïve psychology and therefore it is an important aspect in social 
interaction.  

In everyday intuition, the personality of a person is assessed along several dimen-
sions: we are used to talk about an individual as being (non-)open-minded, (dis-) 
organized, too much/little focused on herself, etc. Several existing theories have for-
malized this intuition in the form of multi-factorial models, whereby an individual’s 
personality is described in terms of a number of more fundamental dimensions known 
as traits, derived through factorial studies. A well known example of a multi-factorial 
model is the Big Five [1] which owes its name to the five traits it takes as constitutive 
of people’s personality: 

1. Extraversion vs. Introversion (sociable, assertive, playful vs. aloof, reserved, 
shy);  

2. Emotional stability vs. Neuroticism (calm, unemotional vs. insecure, anxious); 
3. Agreeableness vs. Disagreeable (friendly, cooperative vs. antagonistic, faultfinding); 
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4. Conscientiousness vs. Un-conscientiousness (self-disciplined, organized vs. inef-
ficient, careless);  

5. Openness to experience (intellectual, insightful vs. shallow, unimaginative) 

Despite some known limits ([2]; [3]), over the last 50 years the Big Five has become 
a standard in Psychology. Experiments show that personality traits influence many 
aspects of task-related individual behavior (e.g. leadership ability [4], attitude toward 
machines [5]) and also the attitude toward some basic dimensions of adaptivity [6]. 

Although in some applications it would be possible to acquire personality informa-
tion by asking the users directly ([7];[8]), in other cases it would be very helpful to do 
it automatically. For instance, social network websites could analyze text messages to 
try to mach personalities and increase the chances of a successful relationship [9]. 
Tutoring systems could be more effective if they could adapt themselves to the 
learner’s personality [10]. Some studies proved that users’ evaluation of conversa-
tional agents depends on their own personality ([11];[12]). Consequently, a require-
ment for such systems to adapt to the users’ personality, like humans do, is emerging 
([13]; [14]). Because of its relevance in social settings, information on user’ personal-
ity could be useful in personalized support to group dynamics [15].  

The work presented in this paper intends to contribute to the specific task of the 
automatic analysis of people’s personality during social interaction through the analy-
sis of acoustic and visual features. We focus on two personality traits: Extraversion 
and Locus of Control.  

Extraversion, one of the Big Five traits, is the quantity and intensity of a subject’s 
interpersonal reactions, emotional expressiveness, and sociability. Correlation has 
been shown between extraversion and verbal behavior, in particular with prosodic 
features: higher pitch and higher variation of the fundamental frequency [16], fewer 
and shorter silent and filled pauses, and higher voice quality and intensity [17]. More-
over, studies on the differences between the communication styles of introverts and 
extroverts suggest that the latter speak more and more rapidly, with fewer pauses and 
hesitations [18].  

Locus of Control (LoC) reflects a stable set of belief about whether the outcomes 
of one’s actions are dependent upon what the subject does (internal orientation) or on 
events outside of her control (external orientation) [19]. That is, LoC measures 
whether causal attribution [20] for one’s behavior or beliefs is made to oneself or to 
external events or circumstances. It has been used as an empirical tool in several do-
mains; for instance, it was shown that people, who feel they are the source or cause of 
their own attitudes and behaviors (internal LoC), tend to see the computer as a tool 
that they can control and use to extend their capabilities [21]. On the other hand, those 
who attribute their own behavior or attitudes to external factors (external LoC) are 
much prone to regard computers as an autonomous, social entity with which they are 
need to interact. 

In this work, we employ regression analysis on a set of acoustic and visual features 
extracted from a 1-minute slice of the interaction to predict the values of Extraversion 
and LoC that a given participant would score on a validated questionnaire.  

In relevant respects, the task is similar to the one we, as humans, are routinely in-
volved in when judging about strangers’ personality from very short behavioral  
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sequences. Those “intuitions”, based on so-called thin slices of behavior, and the proc-
ess they come by have been the subject of extensive investigation by social psycholo-
gists in the last years [23].  

2   Previous and Related Works  

In [24] the relative frequency of function words and of word categories based on 
Systemic Functional Grammar are used to train Support Vector Machines (SVMs) 
with linear kernel for the recognition of Extraversion and Emotional Stability. The 
data concerning the two personality traits were based on self-reports. 

In [25] and [26] the recognition of personality in dialogue is examined. Later, classi-
fication, regression and ranking models were applied to the recognition of the Big Five 
personality traits and self-reports data were compared with observed one [27]. The 
usefulness of different sets of (acoustic and textual) features, suggested by the psycho-
linguistic and psychosocial literature, were systematically examined. Mairesse et al.’s 
work shows that Extraversion is the easiest personality trait to model from spoken 
language and that prosodic features play a major role. At the same time, their results 
turn out to be closer to those based on observed personality than on self-reports. 

In [28] Naive Bayes and SVMs with linear kernel were trained on a corpus of per-
sonal weblogs, using n-gram features extracted from the dataset, for four of the Big 
Five traits. A major finding of Oberlander and Nowson’s work is that the model for 
Agreeableness was the only one to outperform the baseline. Their personality data 
were obtained through self-reports. 

We are not aware of any attempt to predict personality traits in a social setting be-
sides our previous work [29] in which we used SVM to classify the level of Extraver-
sion and LoC of the participants in 3 classes: low, medium and high.  

3   The Mission Survival Corpus 

For this study, we used a multimodal corpus of multi-party meetings in which groups 
of four people were involved in a social interaction (see [30] for a more comprehen-
sive description), the so-called Mission Survival Task (MST), often used in experi-
mental and social psychology to elicit decision making processes in small groups 
[31]. The MST task consists reaching a consensus on ranking a list of 12 specific 
items useful to allow survival after a plane crashing. First each participant expresses 
his/her own personal opinion and then the group discusses each individual proposal, 
weights the decision and finally ranks the 12 items according to their importance for 
survival. 

Audio was recorded through close-talk microphones worn by each participant and 
through one omni-directional microphone placed in the middle of the table. Eight 
cameras recorded the visual context, four from the corners of the room and the other 
four from the closer walls surrounding the table. 

The corpus consists of audio and video recordings of 12 meetings for a total of 
over 6 hours. Annotations of speech activities and 3D tracking of body activities were 
automatically extracted, as described below.  
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The personality traits of all participants were collected by means of standard ques-
tionnaires validated on the Italian language, namely the Italian version of Craig’s 
Locus of Control of Behavior scale [32], and the part of Big Marker Five Scales re-
lated to the Extraversion dimension [33]. 

The former is composed by 17 items, with a rating scale from 0 to 5 points, while 
the Extraversion questionnaire is composed by 10 items, with a rating scale from 1 to 
7. The individual LoC and Extraversion scores, characterizing personality traits of 
each participant, were obtained by summing the points of each item. The mean of the 
LoC scores for our sample is 27 (standard deviation 7.67; variance 58.86), while for 
the Extraversion the mean is 46 (standard deviation 8.02; 64.30). Both are consistent 
with Italian distribution reported by the validation studies above. 

4   Feature Extraction 

The goal of the learning task is to predict the scores on the two traits of each individ-
ual participants in the context of the social interaction. We therefore extracted a num-
ber of acoustic and visual features for all the participants and we modeled the learning 
task as a regression on the combinations of the vector representing the acoustic and 
visual features of the individual target, combined with the vectors representing the 
features of the other participants.  

4.1   Acoustic Features 

Using the speech feature extraction toolbox, developed by the Human Dynamics 
group at Media Lab1, we extracted 22 acoustic features from the audio recordings. 

The speech features were computed on a 1-minute audio windows. As suggested 
by previous works ([34], [35] and [36]), 1-minute size is large enough to compute the 
features in a reliable way, while being small enough to capture the transient nature of 
social behavior. Table 1 lists the set of acoustic features  extracted from the audio 
corpus. Their relevance for the analysis of human behavior in social setting was dis-
cussed by [37]. They grouped them in four classes measuring vocal signals in social 
interactions: ‘Activity’, ‘Emphasis’, ‘Influence’, and ‘Mimicry’. These four classes of 
features are honest signals, sufficiently expensive to fake that they can form the basis 
for a reliable channel of communication, and they can be used to predict and explain 
the human behavior in social interactions.  

Emphasis is often considered a signal of how strong is the speaker’s motivation. 
Moreover, the consistency of emphasis (the lower the variations, the higher the con-
sistency) could be a signal of mental focus, while variability may signal an openness 
to influence from other people. Emphasis is measured by the variation in prosody, i.e. 
pitch and amplitude. For each voiced segment, the mean energy, frequency of the 
fundamental format and the spectral entropy are extracted (F1, F2, F3, F4, F5, F6 and 
F8). The mean-scaled standard deviation of these extracted values is then estimated 
by averaging over longer time periods (F9, F10, F11, F12, F13, F14 and F16). 

                                                           
1 http://groupmedia.media.mit.edu/data.php 
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Table 1. Extracted acoustic features (Mean and Standard Deviation calculated on 1 minute) 

LABELS ACOUSTIC FEATURES Sel_F Sel_B 

  Extra LOC Extra LOC 

F1 - E Mean Formant  
Frequency (Hz)  

*  * ▲ * ▲ 

F2 - E Mean Confidence in 
formant frequency 

*  * ▲ * ▲  

F3 - E Mean Spectral Entropy   ▲ * ▲ 

F4 - E Mean of Largest  
Autocorrelation Peak 

* ▲  * ▲ * 

F5 - E 
Mean of Location of 
Largest Autocorrelation 
Peak 

*  * ▲ * ▲ 

F6 - E Mean Number of  
Autocorrelation Peaks 

▲  ▲ ▲ 

F7 -A Mean Energy in Frame * * ▲ * ▲ * ▲ 

F8 - E Mean of Time Derivative 
of Energy in Frame 

* * * ▲ * ▲ 

F9 - E SD of Formant  
Frequency (Hz) 

* ▲  * ▲  

F10 - E SD of Confidence in 
formant frequency 

  * ▲  

F11 - E SD of Spectral Entropy * ▲ ▲ * ▲ * ▲ 

F12 - E SD of Value of Largest 
Autocorrelation Peak 

* ▲ ▲ * ▲ ▲ 

F13 - E 
SD of Location of  
Largest Autocorrelation 
Peak 

*  * ▲ * ▲ 

F14 - E SD of Number of  
Autocorrelation Peaks 

 * ▲ * ▲ 

F15 - A SD of Energy in Frame * ▲  * ▲ * ▲ 

F16 - E SD of Time Derivative of 
Energy in Frame 

*  * ▲ ▲ 

F17 - A Average length of voiced 
segment (seconds) 

  ▲ * ▲ 

F18 - A 
Average length of  
speaking segment 
(seconds) 

*  * ▲  ▲ 

F19 - A Fraction of time speaking * ▲  * ▲ * 

F20 - A Voicing rate *  * ▲ ▲ 

F21 - I Fraction speaking over  *  * ▲ * 

F22 - M Average number of short 
speaking segments  

*  * ▲ * ▲ 

       *= features for the target subject, and ▲= features for the other subjects selected by 
the two correlation-based selection procedures. 

Activity, meant as conversational activity level, usually indicates interest and excite-
ment. Such level is measured by the z-scored percentage of speaking time (F7, F17, 
F18, F19 and F20). For this purpose, the speech stream of each participant is first 
segmented into voiced and non-voiced segments, and then the voiced ones are split 
into speaking and non-speaking.  

Influence, the amount of influence each person has on another in a social interaction, 
was measured by calculating the overlapping speech segments (F21). Influence is a 
signal of dominance. Moreover, its strength in a conversation can serve as an indicator 
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of attention. It is difficult, in fact, for a person maintain the rhythm of the conversa-
tional turn-taking without paying attention to it. 

Mimicry, meant as the un-reflected copying of one person by another during a conver-
sation (i.e. gestures and prosody of one are “mirrored” by the other), is expressed by 
short interjections (e.g. “yup”, “uh-huh”,) or back-and-forth exchanges consisting of 
short words (e.g. “OK?”, “done!”). Usually, more empathetic people are more likely 
to mimic their conversational partners: for this reason, mimicry is often used as an 
unconscious signal of empathy. Mimicry is a complex behavior and therefore difficult 
to computationally measure. A proxy of its measure is given by the z-scored fre-
quency of these short utterances (< 1 second) exchanges (features F22). 

4.2   Visual Features 

Regarding the visual context, we mainly focused on few features related to the energy 
(fidgeting) associated with head, hands and body (see Table 2). 

Table 2. Extracted visual features, related to Head, Hands, and Body 

LABELS ACOUSTIC 
FEATURES 

Sel_F Sel_B 

  Extra LOC Extra LOC 

F23 Head fidget-
ing 

 * ▲ * ▲ 

F24 Hands fidg-
eting 

  ▲ ▲ 

F25 Body fidget-
ing 

*  * * 

The fidgeting features have been automatically annotated by employing the MHI 
(Motion History Images) techniques [38], which use skin region features and tempo-
ral motions to detect repetitive motions in the images and associate such motions to 
an energy value in such a way that the higher the value, the more pronounced the 
motion.  

5   Modelling Personality Traits Using Support Vector Regression 

It is a tenet of this study that personality shows up in social behavior, and that our 
acoustic and visual features are appropriate to form the ‘thin slices’ an automatic 
system can exploit to predict personality traits. Our goal is therefore to model and 
predict personality traits by considering the behavior of a subject in a 1-minute tem-
poral window; a task similar to that of a psychologist asked to assess personality traits 
based on thin slices of behavior.  

A regression approach was exploited, based on Support Vector Regression (SVR) 
[39]. Similarly to Support Vector Classification, it produces models that only depend 
on a subset of the training data, thanks to the cost function that ignores any training 
data closer to the model prediction than a threshold ε. Moreover, SVR ensures the 
existence of a global minimum and the optimization of a reliable generalization 
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bound. In ε-SVR the goal is to find a function ƒ(x) that has at most ε deviation from 
the target for all the training data and at the same time is as flat as possible [40].  

We used an ε-SVR with a Radial Basis Function (RBF) kernel. The cost parameter 
C, the kernel parameter γ and the threshold ε were estimated through the grid tech-
nique by cross-fold validation using a factor of 10.2 

5.1   Experimental Design 

Personality can be assessed in two different manners, depending on the role social 
context is assigned. One might argue that the sole consideration of the target subject’ 
behavior (her thin slices) is enough: the way she/he moves, the tone and energy of 
her/his voice, etc., are sufficiently informative to get at her personality. A different 
view maintains that personality manifestation/assessment is sensitive to the social 
context: the same behavior might have a different import if produced in a given social 
environment than in another. We formulate the following hypothesis: 

Hypothesis 1. The consideration of the social context improves personality assessment. 

For our purposes, the social context is encoded through thin slices of the other mem-
bers of the group.  

A second hypothesis we investigate is that personality assessment can be made 
more economical by limiting the analysis to subsets of the features discussed above. 
In this paper the following two feature selection procedures are investigated.  

Correlation-based feature selection. The correlation-based feature selection tech-
nique [41] selects a subset of features that highly correlate with the target value and 
have low inter-correlation. This method is used in conjunction with a search strategy, 
typically Best First that searches the features subset space through a greedy hill-
climbing strategy with backtracking. The search may start with an empty set of fea-
tures and proceed forward (forward search) or with the full set of features and go 
backward (backward search), or proceed in both directions. 

We used the backward and the forward search, applying them both to the features 
of the target subject and to those of the other members of the group. Table 3 and Ta-
ble 4 report the results of the two selection procedures for the two personality traits. It 
can be noticed that the forward search (Sel_F) produces a much larger subset of fea-
tures for Extraversion than for LoC. The backward search (Sel_B), in turn, yields 
more numerically balanced subsets/ 

ANOVA-based Feature Selection. ANOVA-based feature selection was performed 
only on the acoustic features of the target subject, by comparing their means through 
ANOVA: each feature was treated as a dependent variable in two between-subject 
analysis of variance, with factor Extraversion (3 levels: L, score<-1σ, M, -
1σ≤score≤1σ; H, score>1σ) and LoC (3 levels: L, M, H); significance level was 
p<.05. No adjustment for multiple comparisons was performed, in order to have a 
more liberal test. Only the features for which the analysis of variance reported signifi-
cant results were retained, for the each factor, namely: F1, F2, F6, F14, a subset of the  
 
                                                           
2 We used the LibSVM tool, available at http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
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Emphasis class, and F21, the Influence feature, for Extraversion, and F1, F6, F14, the 
same subset of the Emphasis class apart for the mean energy, and F22, the Mimicry 
feature, for LoC. 

We formulate the following hypothesis. 

Hypothesis 2. The selected subsets improve the performance 

A within-subject design was exploited to address the two hypotheses, with factors 
‘Target’ and ‘Others’, each relating to different arrangements of the target subject’s 
(Target) and of the other participants’ (Others) features.  

• ‘Target’ has 3 levels: (i) All features (AllFeat); (ii) the features obtained by 
means of the correlation-based approach (either Sel_F or Sel_B, see below); (iii) 
the features provided by the Anova-based procedure (Sel_A).  

• ‘Others’ has 4 levels: the same three as for Target, plus a level corresponding to 
the absence of any features for the other participant (No_Feat). The presence of 
this level allows to address the contextual hypothesis discussed above. 

For each experimental condition, the training instances included the average values of 
the relevant acoustic and visual feature, computed over a 1-minute window. The 
analysis was conducted through a leave-one-out procedure. At each of the 48 folds, 
training was conducted on the data of all but one subject, who was used for testing. 

6   Results  

Our figure of merit is the squared regression error, SSEER=(yobs-ypred)
2. Results are 

compared to those obtained by the base model that always returns the average (27 for 
LoC and 47 for Extraversion. Its mean SSERR are 59.70 (SD=60.14) for LoC and 
63.63 (SD=93.35) for Extraversion.  

T-tests (p<.05 with Bonferroni corrections) were first conducted comparing the 
performance of the features obtained by means of the forward (Sel_F) and backward 
(Sel_B) search for the correlation-based method in the following conditions: (SEL_F, 
No_Feat) vs. (Sel_B, No_Feat); (SEL_F, All_Feat) vs. (Sel_B, All_Feat); (Sel_F, 
Sel_F) vs. (Sel_B, Sel_B); (All_Feat, Sel_F) vs. (All_Feat, Sel_B). The two sets of 
features never produced significant differences for Extraversion, while Sel_B was 
consistently superior to Sel_F for LoC. Hence, in the following we will consider only 
Sel_F for Extraversion and Sel_B for LoC. 

A repeated measure analysis of variance for Extraversion revealed only a Target 
main effect (F1.435, 47=6.802, p=.004, with Greenhouse-Geisser correction). According 
to pairwise comparisons on Target’s marginals, Target=All_Feat is significantly 
lower than the other two levels (p<.0001). Finally, all the conditions with Tar-
get=All_Feat have SSERR values that are not pairwise statistically different (t-tests, 
p<0.05, Bonferroni correction). Hence, no condition is better than (All_Feat, 
No_Feat) and there is no evidence that the exploitation of the context (as encoded by 
the Others’ features) improves the results. In other words, both Hypothesis 1 and 
Hypothesis 2 cannot be maintained. Finally, (All_Feat, No_Feat) is better than the 
baseline. 
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Table 3. Average SSERR and standard deviations for Extraversion 

 

       * = conditions that are significantly better than the baseline. 

Table 4. Average SSERR and standard deviations for LoC 

 

       * = conditions that are significantly better than the baseline. 

Another repeated measure ANOVA for LoC produced both Target (F1.546, 47=12.362, 
p<.0001) and Target*Others (F1.815, 47=4.838, p<0.05) effects. Concerning marginals, 
Target=All_Feat is better than the others (pairwise t-tests, p<0.05, Bonferroni correc-
tion). The interaction is due to Others=Sel_B that produces very low SSERR values in 
two cases out of three (see Table 3). Conditions (All_Feat, All-Feat), (All_Feat, Sel_B) 
and (Sel_B, Sel_B) do not pairwise statistically differ, provide the best results and are 
all better than the baseline. Hence, for LoC both Hypothesis 1 and Hypothesis 2 are 
verified, the latter limited to a few cases.  

7   Discussion and Conclusions 

This paper aims to contribute to advance the state of the art in user modeling by dem-
onstrating the feasibility of exploiting personality traits. We based our approach on 
the assumption that a) personality shows up in the course of social interaction and b) 
that thin slices of social behavior are enough to allow personality traits classification. 
The first assumption was realized by exploiting classes of acoustic features encoding  
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specific aspects of social interaction (Activity, Emphasis, Mimicry, and Influence) 
and three visual features (head, body, and hands fidgeting). As to the second, we 
considered 1-minute long behavioral sequences. The resulting task for the regression 
model is similar to that of an expert (e.g., a psychologist) that must provide a person-
ality assessment of strangers based only on short sequences of their behavior.  

Based on those assumptions, we designed and executed a regression study address-
ing two hypotheses: a) that two simple feature selection procedures could provide a 
smaller, but still effective, subset of features, and b) that the encoding of the social 
contexts (in the form of the other group members’ features) could contribute to re-
gression performance. The data analysis shows that the two traits we have considered 
behave differently concerning those hypotheses. In the case of Extraversion, no feature 
selection procedure provided results that were no worse than those obtained by means of 
All_Feat for the target subject, and there was no evidence that the consideration of the 
interaction context improve performance. LoC, in turn, seems more capable of taking 
advantage of one of the feature selection procedure (Sel_B) and, what is more, there are 
clear signs that LOC’s manifestation (and/or understanding by an external observer) 
improves if the social context is considered.  

We believe that, if confirmed by further studies, these differences are of some theo-
retical and practical importance: theoretically, the different contextual sensitivity of 
Extraversion and LoC is probably a reflection of deep differences between these two 
traits: Extraversion is more directly linked to (certain) behavioral manifestations than 
LoC, for which the social context acts a moderating factor. Practically, our study not 
only shows the feasibility of automatically assessing personality traits based on thin 
slices of behavior; it also indicates which features (sub)sets are more appropriate: all our 
honest features (limited to the target subject) for Extraversion; the Sel_B subset for both 
the target and the context, in the case of LoC. 

Given these initial encouraging results, several research directions disclose, in par-
ticular in the direction of providing more comprehensive personality assessments that 
can be actually used in realistic setting—e.g., by considering the full set of Big Five 
scales, or traits that, much as LoC, have been shown to affect the relationship between 
humans and machines (e.g., Computer Anxiety). Conceivably, this move might re-
quire considering other context types, beyond the social ones. Traits such as, e.g., 
Conscientiousness, might be better detectable during the execution of specific task 
types, while others, e.g., Computer Anxiety, might better show up when confronted 
with new tasks and/or pieces of technology. Last, but not least, there comes the im-
portant task to connect personality traits to behaviors, attitudes and beliefs of interest 
in a given scenario for the purposes of personalization and adaptation. One might, 
therefore, inquiry which interaction style and/or specific product choice are more 
appropriate to people exhibiting a given level personality profile, and then use this 
information to adapt the system behavior. 
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Abstract. Recent sensor technologies have enabled the capture of users’ behav-
ior data. Given the large amount of data currently available from sensor-equipped
environments, it is important to attempt characterization of the sensor data for au-
tomatically modeling users in a ubiquitous and mobile computing environment.
As described herein, we propose a method that predicts a customer model using
features based on customers’ behavior in a shop. We capture the customers’ be-
havior using various sensors in the form of the time duration and the sequence
between blocks in the shop. Based on behavior data from the sensors, we de-
sign features that characterize the behavior pattern of a customer in the shop. We
employ those features using a machine learning approach to predict customer at-
tributes such as age, gender, occupation, and interest. Our results show that our
designed behavior-based features perform with F -values of 70–90% for predic-
tion. We also discuss the potential applications of our method in user modeling.

1 Introduction

Modeling the context for adapting to users is increasingly garnering interest in studies
of user modeling and adaptive hypermedia. Numerous studies have addressed recog-
nition and modeling of a user’s external context, for example one’s location, physical
environment, and social environment, to provide context-aware information. Although
“context” is a slippery notion [1], it is promising if we can recognize and adapt to as-
pects of users such as their activities, general interests, and current information needs
[2]. Such user models are useful for adaptive context-aware information services in
ubiquitous and mobile computing.

Recently, location information has become widely available in both commercial sys-
tems and research systems. The development of recent sensor devices such as Wi-Fi,
Bluetooth, low-cost radio-frequency tags, and associated RFID enable us to obtain
location-based information support in various situations and environments. One early
and famous project was Active Badge [3]. Since that work, numerous studies of users’
activity recognition and location-aware applications have been developed using location
and other sensory information in the context of ubiquitous and mobile systems [4–8].
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Although user models are sometimes assumed implicitly in these studies, several
studies in recent years have proposed user models for ubiquitous computing. Heck-
mann proposes the concept of ubiquitous user modeling [9]. He proposes a general user
model and context ontology GUMO and a user model and context markup language
UserML that lay the foundation for inter-operability using Semantic Web technology.
Carmichael et al. proposes a user-modeling representation to model people, places, and
things for ubiquitous computing, which supports different spatial and temporal granu-
larity [10]. Automatically obtaining such ubiquitous user models from currently avail-
able location and other sensory information will help realize adaptive context-aware
information services in ubiquitous and mobile environments. As discussed in [11], user
modeling and behavior recognition are mutually complementary: given a more precise
user model, we can more precisely guess the user behavior, and vice versa.

As described in this paper, we propose a method to predict user attributes from lo-
cation information. In particular, we specifically examine the location information of
customers in a shop. We conducted an experiment to obtain empirical data from an
actual shop with more than 100 users. We capture customers’ behavior in the form of
time duration in a block and the sequence between blocks in the shop using sensors of
various types. Based on the behavior data, we design several features that characterize
the behavior pattern of a customer in the shop. We employ those features with a ma-
chine learning approach to learn customer attributes such as age, gender, occupation,
and interests. Consequently, our method can automatically predict a user model of a
new user coming to the environment. We show that some attributes are likely to be pre-
dicted using behavior-based features with F -values of 70–90%. The method is useful
in ubiquitous and mobile environments for adaptive context-aware information services
because it obtains user models automatically from location information.

This paper is organized as follows. In the next section, we describe related work.
We introduce our sensors and describe sensor data in Section 3. The proposed method
to predict user attributes from location information is explained in Section 4. Analyses
of the results are made in Section 5. Finally, we discuss potential applications of our
method in user modeling and conclude the paper in Section 6.

2 Related Work

With recent advancements of sensor devices, numerous studies have addressed the use
of location and other sensory information. Although most studies have specifically ex-
amined recognition of users’ activity [3–5], some studies have recently addressed the
issue of user modeling with location information [6–8]. Most of these studies have em-
ployed knowledge-related features for modeling a user, which require an explicit and
a-priori built representation of the domain knowledge. In contrast, some studies have
investigated modeling a user with features obtained non-intrusively such as observation
of the behavior history and patterns [12, 13] using statistical user modeling techniques
[14, 15]. Matsuo et al. proposed a similar method to predict user attributes using sensor
information [11]. However, they employed only simple location history as the feature
from sensors, whereas we design and combine several features to characterize behavior
patterns, which in turn improves the performance for prediction.
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Several studies in recent years have sought to model users for development of ubiq-
uitous computing [9, 10, 16]. Heckmann proposes the concept of ubiquitous user mod-
eling [9] including a general user model and context ontology GUMO and a user model,
and a context markup language UserML that lay the foundation for interoperability
using Semantic Web technology. Carmichael et al. proposes a user-modeling repre-
sentation to model people, places, and things for ubiquitous computing. That mode of
representation supports different spatial and temporal granularity [10]. Among various
user-modeling dimensions, we mainly focus on long-term attributes such as age, gen-
der, occupation, and interests. Kobsa lists frequently found services of user-modeling,
some of which use users’ long-term characteristics such as knowledge, preference, and
abilities [17]. Jameson discusses how different types of information about a user, rang-
ing from current context information to the user’s long-term attributes, can contribute
simultaneously to user adaptive mechanisms [18]. In the ontology GUMO, long-term
user model dimensions are categorized as demographic information such as age group
and gender, personality and characteristics, profession and proficiency, or interests such
as music or sports. Some are basic and are therefore domain-independent, although oth-
ers are domain-dependent. Our method contributes to the population of such existing
user models by obtaining user attributes automatically.

3 Behavior Data from Sensors

This section presents a description of our sensors and experiments to collect sensor and
user data for designing useful features to predict user models. In our experiment, we
obtain the location information of customers in a shop using sensors of various types.
The shop is virtually divided into multiple blocks. We represent the behavior data of
a customer in the form of the time duration in each block and the sequence from one
block to another.

3.1 Sensors

In our experiment, we use the following sensors of four types as shown in Fig. 1 to
capture location information of customers in the shop:

– IC card: each participant in the experiment is delivered an Integrated Circuit card
(IC card). The IC card readers are attached to the shelves in the shop. The partici-
pants can hold the IC card over the reader on the shelf if they would like to record
their checking the goods on the shelf.

– RFID and Wireless: each participant also receives a mobile device that includes
active Radio Frequency Identification (RFID) and wireless functions. The device
is sufficiently compact that the participant can dangle it around the neck. Active
RFID readers and wireless access points are installed in the shop to detect signals
from the devices.

– Video camera: Video cameras are also installed in the shop to record participants’
motions. The system identifies each participant by analyzing participants’ facial
images in the record video data.
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Fig. 1. Sensors to capture location information of customers in the shop

Fig. 2. Outline view and virtual blocks in the shop where sensor data are collected

Data from these sensors are integrated to estimate the time duration in each block
and the sequence from one block to another in the shop. Using the integrated sensor
data, we can capture users’ locations and transitions between blocks with accuracy of
90%. For our research, we assume that users’ location information is estimated properly
with our sensors.

3.2 Data Acquisition and Representation

To collect the sensor data, we conducted an experiment at a general shop in a city area
that is visited by a wide range of people from youth to seniors. We installed five IC
card readers, three active RFID readers, nine RFID reference tags, three wireless access
points, and five video cameras in the shop. In all, 109 men and women participants
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Fig. 3. Customers’ behavior data based on their location information

Fig. 4. Interface of the system that enables users to create their Blog based on their location
history in the shop

from their late teens to their forties were enrolled in the experiment. Each participant
was provided an IC card and a mobile device. The participants were instructed to walk
around the shop freely according to their personal interests towards the goods.

The shop is divided into several virtual blocks of about a meter square, as shown in
Fig. 2. In our experiment, the granularity of the blocks are decided so that each block
represents a certain kind of goods in the shop. We had seventeen blocks in total. Based
on customers’ location information from the sensors, we represent their behavior data as
the time duration in each block and the sequence from one block to another. To estimate
the time duration and the sequence, we integrate the location information captured from
individual sensors. Then, we obtain behavior data of each participant as shown in Fig.
3. The time duration is counted by seconds.

3.3 Online System

We provided the participants with an online system during the experiment. The online
system automatically generates a personalized Blog template that includes points of
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interest from one’s record of a IC card and one’s location history from the sensor data
(Fig. 4). The participant can freely edit the Blog template and create a Blog during the
experiment. We obtained participants’ subjective sentiment related to the shop or its
goods on this Blog system.

4 Predicting a Customer Model

In this section, we propose our method to predict a customer model consisting of sev-
eral user attributes. The customer model is predicted using a machine learning approach
with features based on customers’ behavior in the shop. We first describe our customer
model to be predicted. Then, we explain the design of customers’ behavior-based fea-
tures to be used for our machine learning method.

4.1 Customer Model

Table 1 shows that we define our customer model using four attributes (age, gender,
occupation, and interest). The attributes of age, gender, and occupation were obtained
from the questionnaire that each participant filled out before the experiment.

Table 1. List of user attributes and their values in a customer model

attribute value (ratio)
age 10s (1.8%), 20s (43.1%), 30s (37.6%), 40s (17.4%)
gender men (54.1%), women (45.9%)
occupation office worker (58.7%), student (24.8%),

housekeeper (10.1%), other (6.4%)
interest interested (45.8%), disinterested (54.2%))

The final attribute interest was obtained from the Blog system that we provided for
participants during the experiment. The Blog contains each participant’s subjective sen-
timent related to the shop or its goods. We manually checked the Blog contents and
counted both positive comments and negative comments for each participant. Accord-
ing to the sums of respective positive comments and negative comments, we classified
each participant according to whether he or she was interested in the shop and its goods,
which then defined that participant’s interest.

4.2 Behavior-Based Features

We now describe our feature design for predicting our customer model. In the shop, a
customer was able to take behavior patterns of several types. Although some customers
might remain in places which interest them, others might stroll around the shop seeking
something interesting for them. Our sensor data capture such different behavior patterns
of individual customers in the form of the time duration in each block in the shop and the
sequence between blocks. We can design several features that characterize customers’
behaviors in the shop given the sensor data. In our research, we specifically examine
the following intuitive features based on customers’ behaviors.
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– binary: whether a customer visits a block or not.
– frequency: how many times a customer visits a block.
– duration: how long a customer is in a block1.
– sequence: how often a customer moves from one block to another.

Matsuo proposed a method to infer user properties from sensor data as a text cat-
egorization problem by converting the sensor data into a sensor-user matrix, which
resembles a document-by-word matrix. In line with this approach, we build the follow-
ing matrices of two types: a user-block matrix (left) and a user-block transition matrix
(right).

u1
...
ui

...
un

b1 ... bj ... bm

v11 ... v1j ... v1m

... ... ... ... ...
vi1 ... vij ... vim

... ... ... ... ...
vn1 ... vnj ... vnm

u1
...
ui

...
un

t1 : b1 → b2 ... tj : bo → bp ... tl : bs → bm

w11 ... w1j ... w1l

... ... ... ... ...
wi1 ... wij ... wil

... ... ... ... ...
wn1 ... wnj ... wnl

Denoting the number of users as n and the number of blocks as m, the user-block
matrix is an n×m matrix U ×B and the user-block transition matrix is an n× l matrix
U × T where l is the number of combination of bordering blocks. We denote vij as the
element of U × B and wij as the element of U × T . Furthermore, binary, frequency,
and duration are derived from U × B and sequence derived from U × T by defining
vij and wij as follows:

– frequency: vij = freq(ui, bj) where freq(ui, bj) is the number of visits of a user
ui at a block bj .

– binary: vij =
{

1 if freq(ui, bj) > 0
0 otherwise

– duration: vij = dur(ui, bj) where dur(ui, bj) is the time of stays of users ui at
blocks bj .

– sequence: wij = seq(ui, tj : bo → bp) where seq(ui, tj : bo → bp) is the number
of transitions of a user ui from a block bo to a block bp.

For frequency, duration, and sequence, we normalized the weight for each feature by
cosine normalization so that the feature weights fall in the [0,1] interval and the feature
vectors become equal in length. The normalization is defined as weightnormalized

ij =
weightij/

√∑m
i=1(weightij)2. Thereby, we generated three other features that we call

n-frequency, n-duration, and n-sequence.

4.3 Prediction

Given the customer model and the feature set, our task is now to predict each attribute in
the customer model using the feature set. For each attribute in the customer model, we
trained a learner that predicts the attribute given a set of training examples that includes
a set of feature values corresponding to the certain value of the attribute. Although

1 If a customer comes back to a block, we count this stay as another time of duration.
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some attributes take multiple values, we solve the two-class problem for every attribute
because the distribution of each value of some attribute is biased. For example, for
occupation, 58.7% of subjects are classiable as “office workers”. Thereby, we train the
learner for occupation using the training examples of positive and negative classes and
solve the two-class problem of classifying people into those who are office workers and
those who are not. Similarly, we train the learner for age to classify people into those
who are in their teens and 20s or 30s and 40s. Regarding gender and interest, they are
also solved as two-class problems because they originally have two classes.

We employ a support vector machine (SVM) as a learner, which creates a hyperplane
that separates the data into two classes with the maximum-margin [19]. The SVMs tend
to be fairly robust to overfitting. In addition, there is a theoretically motivated “default”
choice of parameter setting [20]. The SVM is often used to learn the categorization
problem that is our case reduced from our user modeling problem. We employ a radius
basis function (RBF) kernel, which performs well in our preliminary experiments. The
SVM performance is evaluated using five-fold cross validation.

5 Evaluation and Results

5.1 Attribute Prediction

Performance of the learner for each attribute are shown with Recall, Precision, and F -
value in Table 2. The F -value is a geometric average of recall and precision, defined
as F -value = (2 × Recall × Precision)/(Recall + Precision). For example, if we use
frequency as a feature to predict the age of a customer, the recall is 0.74, meaning that
we can classify 74% of people with the age having a certain value.

On average, the F -value is about 62%, precision is about 60%, and recall is about
70%. However, the performance of the learner varies depending on the attribute to be
predicted. For age, gender, occupation, and interest, the F -values are as high as 0.67,
0.71, 0.79, and 0.62, respectively, with about 0.44–0.98 recall and 0.51–0.74 precision.
Depending on the attribute, the performance varies as much as 0.2 points, which in-
dicates that some attributes are predicted and others are difficult to predict. We claim
that we must carefully select the attribute to be applied for personalized information
services if we use the automatically obtained user model from location information in
ubiquitous and mobile environments.

The learner performance also varies depending on the feature. For age, n-duration
has the highest F -value and frequency is the second best. Regarding gender,
n-sequence is the best and frequency is the second. For occupation, frequency is
the best and n-duration is the second. Finally, teh n-sequence is the best and fre-
quency is the second for interest. Overall, normalization seems to function effectively
for duration and sequence. The learner based on frequency performs well for every
attribute. However, some features are useful for predicting particular attributes. Our re-
sults show that attributes such as age and occupation can be predicted effectively using
features such as frequency and n-duration whereas gender can be predicted effectively
with n-sequence. Selecting appropriate behavior features depending on the attribute to
be predicted is important to obtain a user model from location information. Although
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Table 2. Performances of prediction for respective attributes depending on the feature

age
Feature F -value Precision Recall

frequency 0.62 0.55 0.74
n-freq 0.46 0.50 0.50

bin 0.56 0.61 0.54
duration 0.60 0.61 0.60

n-duration 0.67 0.61 0.78
sequence 0.59 0.55 0.68

n-sequence 0.60 0.54 0.72
average 0.58 0.55 0.65

frequency &
duration & 0.58 0.60 0.58

sequence

gender
Feature F -value Precision Recall

frequency 0.68 0.69 0.70
n-frequency 0.66 0.56 0.84

binary 0.50 0.52 0.54
duration 0.44 0.51 0.44

n-duration 0.52 0.58 0.54
sequence 0.67 0.66 0.76

n-sequence 0.71 0.71 0.78
average 0.59 0.60 0.65

frequency &
duration & 0.69 0.64 0.8

sequence
occupation

Feature F -value Precision Recall
frequency 0.79 0.69 0.98

n-frequency 0.69 0.66 0.80
binary 0.68 0.57 0.86

duration 0.78 0.74 0.83
n-duration 0.78 0.72 0.89

sequence 0.76 0.70 0.91
n-sequence 0.73 0.67 0.87

average 0.74 0.67 0.87

frequency &
duration & 0.75 0.69 0.94

sequence

interest
Feature F -value Precision Recall

frequency 0.59 0.58 0.62
n-frequency 0.58 0.58 0.62

binary 0.55 0.55 0.60
duration 0.48 0.51 0.50

n-duration 0.57 0.54 0.64
sequence 0.55 0.56 0.60

n-sequence 0.62 0.59 0.74
average 0.56 0.55 0.61

frequency &
duration & 0.70 0.67 0.78

sequence

interest seems difficult to predict compared with other attributes, the combination and
selection of features improve the performance, as described in the following section.

5.2 Feature Selection

The results show that behavior-based features are effective to predict some attributes.
We were able to further assume that combining features such that they represent be-
havior patterns in a more detailed way would improve the performance. Although it
is difficult to represent overall behavior patterns using only our simple features, com-
bining those features represents customers’ behavior more precisely than any single
feature. For example, combination of the duration and the sequence can represent a
user moving and stopping. The frequency & duration & sequence in Table 2 shows
the performance of a learner with combined features. For age, gender, and occupation,
a learner with the combined features does not perform better than using the best per-
formance feature. On the other hand, the combined features improve the performance
of a learner for interest as much as 0.08 points from the best performance feature and
0.14 points from average performance. Moreover, interest, which shows a customer’s
positive or negative attitude towards the shop or its goods seems affected by overall
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Table 3. Performance of prediction for interest depending on feature selection

interest
Feature F -value Precision Recall

frequency & duration & sequence 0.70 0.67 0.78
profile (age, gender, occupation, marriage, etc.) 0.74 0.74 0.73

frequency & duration & sequence + profile 0.70 0.72 0.74
selected features 0.72 0.72 0.74

behavior patterns rather than partial behavior patterns. Some attributes are clearly bet-
ter predicted by the combined behavior-based features.

In addition to our behavior-based features, we were able to design various features
using other information sources. For example, if we were able to know user demo-
graphic data such as age, gender, and occupation beforehand, we could use those at-
tributes as features to predict interest. In our experiment, each participant filled out
a questionnaire that enabled us to derive user profile data such as age, gender, marri-
age, occupation, and PC proficiency. Based on the profile data, we design the
profile-based features for predicting interest. As presented in Table 3, a learner with
profile-based features performs better than the combined features. The combination
of profile-based features and behavior-based features does not perform better than the
profile-based features. The features from the user profile are clearly effective to predict
interest. However, behavior-based features can predict interest with comparable per-
formance of the user-model based features. This is important for modeling a user in a
ubiquitous and mobile environment, where it is often difficult to obtain user information
beforehand. Our behavior-based features, which are obtainable from the sensors in the
environment, are useful to predict some user attributes like interest without knowing
the user information.

For this purpose, several feature selection strategies to determine a proper set of
features among many features have been proposed [21]. As portrayed in Table 3, the
performance of a learner with selected features is better than the combination of all
possible features. It is also comparable with the performance of profile-based features.
Feature selection provides a set of weighted behavior-based features; consequently the
weighted features give information about which behavior on a certain location is for
the prediction. This information can be used for installing sensors so that the important
location, the particular block in our case, is properly detected. From a practical per-
spective, such information is useful for arranging displays in a shop or for controlling
customers’ flow in the shop.

6 Discussion and Conclusion

Although we focused on predicting a customer model using features based on cus-
tomers’ behavior in a shop, our method is not limited in such environment. Our method
is applicable to a sensor-equipped environment which could provide a user’s simple
behavior history as described in this paper. By predicting a user model of a new vis-
itor to the environment such as a shop and museum, we can offer personalized infor-
mation services to the visitor. In particular, many researchers have examined systems
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using the user model from location information to improve a museum visitor’s ex-
perience by recommending points of interest and personalizing the delivered content
[7, 8]. Our method can be adopted easily to such existing systems by providing the user
model from location information. Some studies use the user model ontology to provide
such context-aware services [6]. Importantly, our method contributes to the popula-
tion of existing user modeling ontologies for ubiquitous computing such as those of
GUMO [9].

Because we provide an online system that helps a user create a Blog based on his or
her behavior data during our experiment, our method can facilitate creation of a user-
adaptive “Lifelog” by predicting whether the user liked a certain point in one’s behavior
history or not. Lifelog is fundamentally a dataset composed of one or more media forms
that record the same individual’s daily activities [22]. A main challenging issue is how
to extract meaningful information from the huge and complex data which are captured
continuously and accumulated from multiple sensors. Our method can tackle the issue
by predicting what events, states, or places are interesting or important for a user and
summarizing the useful records.

This paper has presented a proposal of a method to predict user attributes from lo-
cation information. In particular, we described our specific examination of the location
information of customers in a shop. We designed several features that characterize the
behavior pattern of a customer in the shop. Machine learning techniques were applied
to learn the pattern between the features and customer’s attributes such as age, gender,
occupation, and interests. Our results show that some user attributes are well predictable
with behavior-based features. The results also show that the selection and the combina-
tion of features are important to predict some attributes. In future work, we will employ
more complicated features that characterize various types of behavior patterns for pre-
dicting user models.
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Abstract. We investigate the utility of an eye tracker for providing
information on users’ affect and reasoning. To do so, we conducted a
user study, results from which show that users’ pupillary responses differ
significantly between positive and negative affective states. As far as
reasoning is concerned, while our analysis shows that larger pupil size
is associated with more constructive reasoning events, it also suggests
that to disambiguate between different kinds of reasoning, additional
information may be needed. Our results show that pupillary response is
a promising non-invasive avenue for increasing user model bandwidth.

1 Introduction

Increasing model bandwidth, i.e., the amount and quality of information avail-
able to a user model, without disrupting a user’s interaction with an adaptive
system is a key user modeling challenge [1]. Arguably, the higher the level of
the information to be captured, the more complex a user model’s construction
becomes, because it may require sophisticated Artificial Intelligence (AI) tech-
niques and innovative sensing devices. Thus, it is increasingly critical to show
that (1) it is feasible to capture the necessary user states (feasibility requirement)
and (2) the the increased model complexity improves system usability (usability
requirement).

Here, we focus on the feasibility requirement, by investigating the utility of
pupillary data provided by an eye tracker for informing a user model on high-level
user states related to affect and reasoning style. Information on how a user is
feeling and/or reasoning can be highly valuable, as it enables an adaptive system
to respond appropriately to the user’s needs and preferences. For instance, users
engage in frustrating tasks on a computer significantly longer after an empa-
thetic computational response (e.g., [2]); learning outcomes are improved when
computational tutors provide tailored prompts to foster meta-cognitive skills,
i.e., domain-independent reasoning abilities (e.g., [3]). However, information on
high-level states is rarely observable and so challenging to obtain unobtrusively.
A promising avenue corresponds to innovative sensing devices, which capture
users’ physiological responses that are a natural by-product of their interaction
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with an adaptive system. For instance, D’Mello and Graessor [4] rely on machine
learning to show that dialog and posture features can discriminate between affec-
tive states of boredom, confusion, flow and frustration. Burleson et al. [5] show
that a learning companion, based on a model incorporating information from
a pressure mouse, posture chair, video camera, and skin conductance bracelet,
impacts students’ motivation and attitudes towards the companion.

There is also work exploring how information on gaze patterns from an eye
tracker can inform a user model, for instance to determine (1) attention shifts
and/or focus [6,7]; (2) high-level reasoning via self-explanation [8], the process of
explaining and clarifying instructional material to oneself [9]. Another branch of
eye-tracking research focuses on pupil dilation. In tightly-controlled experimen-
tal settings, there is a clear link between mental effort and pupil dilation [10,11]
and affect and pupil dilation [10,12], where affective responses and mental effort
increase pupil size. However, these evaluations rely on an experimental protocol
where the context is far removed from what a natural interaction with an adap-
tive system might entail. For instance, subjects categorize emotionally charged
words [12], or listen to affect-induced audio at controlled time intervals [13].
When transferred to more realistic applications, there have been mixed results
with respect to reliability of pupil information. Several attempts to find a link
between reading difficulty and mental effort have failed (e.g., [14,15]), although
Igbal et al. [14] did find that pupil size increased with more difficult file manip-
ulation tasks. Conati et al. [8] failed to find a link between pupillary response
and self-explanation, which is presumably associated with mental effort, and so
pupil size. Clearly, more work is needed assessing the link between mental effort,
affect and pupil response, and its utility for user modeling. Our research is a
step in this direction.

As our test-bed application, we rely on the Example Analogy (EA)-
Coach [16,17], an adaptive learning environment we developed that supports
meta-cognition during example-based learning. Although a formal evaluation of
the EA-Coach showed that in general, it effectively fosters meta-cognition [17],
it also suggested that some students require more support than is currently pro-
vided by the system. Thus, we would like to extend the tutor with affective and
meta-cognitive scaffolding, to help all students learn effectively from APS. Given
that this scaffolding will be based on the EA-Coach user model, as the first step,
we have been investigating ways to increase the model’s bandwidth to provide
adequate information on the relevant student states.

We begin with an introduction to the EA-Coach and its user model. We then
describe the user study we conducted to evaluate whether affect and reasoning
style impacts pupillary response. After we present our results, we conclude and
provide suggestions for some future work.

2 The EA-Coach

The Example-Analogy (EA) Coach [16,17] is an adaptive learning environment
that fosters meta-cognitive skills during analogical problem solving (APS),
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Fig. 1. The EA-Coach Interface: (a) problem window and (b) example window

i.e., using examples to aid problem solving, in the target domain of introduc-
tory Newtonian physics. Two meta-cognitive skills that are relevant to APS and
therefore targeted by the EA-Coach include:

– min-analogy: solving the problem on ones own as much as possible instead
of by copying from examples [18]

– explanation-based learning of correctness (EBLC): a form of self-explanation
that involves using ones existing common sense, overly general and/or do-
main knowledge to infer new rules that explain how a given example solution
step is derived [19].

The EA-Coach includes an interface that students use to solve problems and
refer to examples (see Fig. 1(a) and (b), respectively). To solve problems, stu-
dents draw free-body diagrams and type equations in the problem window (see
Fig. 1a). The EA-Coach does not constrain input of the problem solution, and
students may enter the solution steps in any order and/or skip steps. The tutor
provides immediate feedback for correctness on students’ problem-solving en-
tries, by coloring correct vs. incorrect entries red or green, respectively. It also
informs students when it can not interpret their problem entries, but does not
provide any other feedback or hints (e.g., related to physics).

While working on a problem, a student can ask for an example (via the ’Get
Example’ button, see Fig. 1a). In response, the EA-Coach adaptively selects the
one from its example pool that has the best potential to help the student solve
the problem and learn from doing so, and presents it in the example window
(see Fig. 1b). Example selection is accomplished by a decision-theoretic pro-
cess that we described in [17]; a key aspect of this process is EA-Coach user
model. During selection, the model generates a prediction of how (1) student
characteristics and (2) similarity between the problem and a candidate exam-
ple will impact min-analogy and EBLC, and subsequent learning and problem
solving outcomes. Once an example is presented to a student, the model relies
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Fig. 2. Fragment of the EA-Coach User Model

on the same sources of information (problem/example similarity, student char-
acteristics), as well as a student’s interface actions, to update its assessment of
the student. This assessment enables the EA-Coach to track how the student’s
knowledge and meta-cognition evolve as a result of interacting with the tutor.
The same model structure is used during both modes (prediction, assessment).

2.1 The EA-Coach User Model

The EA-Coach user model [17,20] corresponds to a dynamic Bayesian network, a
fragment of which is shown in Fig. 2. The network’s backbone consists of nodes
representing the solution steps for the problem the student is currently solving,
and the domain rules deriving those steps (see Step and Rule nodes in Fig. 2), as
well as two nodes to model meta-cognitive tendencies (see EBLCTend and Mi-
nAnalogyTend nodes in Fig. 2). For each problem-solving action being modeled,
the network also includes nodes accounting for the impact of the example on
the APS process (see Fig. 2, slice t), as follows: (1) similarity nodes, to capture
the similarity between the target problem and example; (2) copy nodes, to cap-
ture the probability that a student generated the corresponding solution step by
copying from the example; (3) EBLC nodes, to capture the probability that a
student self-explained the corresponding rule from the example with EBLC; (4)
view nodes representing whether a student viewed the corresponding example
step1. When a student generates a solution step in the EA-Coach interface, the
model enters this and example-viewing information as evidence (see shaded Step
and View nodes in slice t in Fig. 2), and subsequently updates its belief in how
the student reasoned (copied vs. self-explained through EBLC). For instance,
in Fig. 2, slice t, a high problem/example step similarity increases the proba-
bility of copying, which decreases the probability of EBLC and so learning of

1 View nodes are only included during assessment mode; the viewing information is
provided by a masking interface that covers the example solution and is uncovered
by moving the mouse over a region; this interface is not shown in Fig. 1 and was not
used in the evaluation described in Section 3.
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the corresponding rule. Note that the EA-Coach model has low bandwidth - for
instance, the only explicit information on if and how a student self-explained
with EBLC corresponds to whether the student viewed the related step in the
example window and/or her subsequent problem-solving entry.

When we evaluated the EA-Coach, we found that in general, the tutor encour-
aged students to engage in the target meta-cognitive behaviors of min-analogy
and EBLC [17]. However, the evaluation also showed that some students need
more explicit scaffolding than what is currently provided by the system. There-
fore, we have been working on designing this support. Since both affect and
meta-cognition play a key role in the learning process, we are exploring incorpo-
rating affective support into the EA-Coach, as well as enriching its current level
of meta-cognitive support. In order for this new scaffolding to be tailored to a
student’s needs, a challenge relates to how the model can obtain the necessary
information, while at the same time preserving the free nature of the interaction
with the EA-Coach.

3 Experiment: User Study

The aim of our study was to explore the utility of information derived from
sensing devices for modeling high-level user states related to affect and reason-
ing style. Here, we focus our analysis on data coming from one sensor: an eye
tracker. The study participants were 15 university students, who were either in
the process of taking a first year university physics course, or had taken a physics
course in high school, but had not taken any higher-level physics courses. This
was the strategy used in the study methodology in [17], on which this study is
directly based. The rationale behind this requirement was to include subjects
who have had some exposure to physics, but who were not so expert as to find
the physics problems trivial to solve, as we felt that this would provide less var-
ied data. Subjects were either (1) payed for their participation (five subjects) or
(2) given extra credit for a course they were enrolled in (ten subjects).

Each study session was conducted separately. During a session, a participant
was introduced to the EA-Coach interface, calibrated an eye tracker, and used
the EA-Coach to work on two Newton’s Second Law problems of the type shown
in Fig. 12. For each problem that subjects solved with the EA-Coach, they were
given the choice of accessing an example, which was provided by the EA-Coach.
The similarity between the problem/example pairs was manipulated, so that for
one of the problems, subjects received a more similar example with respect to
the target problem than for the other problem (following the method described
in [17]). By providing two different scenarios (high + low similarity), we hoped
to maximize opportunities for subjects to express a wide range of affective and
reasoning behaviors. The order of both the problems and the similarity type (low,
high) was fully counterbalanced. Subjects were told that they had 60 minutes
per problem, but that could stop before that if they wished.
2 Prior to and following a session, participants were also asked to fill in questionnaires

to assess their physics and self-regulation knowledge.
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As subjects worked with the EA-Coach, a Tobii T60 eye tracker captured
their gaze information. This eyetracker is a non-intrusive model that is fully
integrated into a 17” monitor and so from a participant’s perspective, it appears
as a regular computer screen. To calibrate the eye tracker, participants were
asked to focus on a series of 16 dots on the computer screen; this phase took
approximately one minute. We also captured other physiological data using a set
of non-invasive sensors, but this data analysis is in progress and is not reported
here (the sensors included a bracelet to measure skin conductance, a pressure
mouse and a pressure pad placed on subjects’ chair, see [21]).

To obtain information on how subjects were reasoning and feeling during the
study, we asked subjects to verbalize their thoughts and feelings via talk-aloud
protocol [22], extended to include affect, as in [23]. The verbal data, along with
subjects’ eye gaze patterns and interface actions, was recorded via the Tobii
system as video files; the EA-Coach logged all interface actions as text files.

3.1 Data Preparation: Coding the Transcripts

To investigate how users’ affect and reasoning related to physiological responses,
we needed data from our study on both kinds of events. To obtain this data,
we first transcribed the video files, including subjects’ actions, utterances and
time stamps when they occurred. We then devised a coding scheme for identi-
fying in the protocols instances of reasoning (e.g., self-explanation) and affect
(e.g., happy).

The reasoning portion of the coding scheme (see Table 1, bottom) is based on
one from a previous study we ran [17]. We coded utterances as self-explanation
if subjects expressed a conclusion about a domain-specific principle related to
physics 3. We coded utterances as analogy if subjects expressed something about
the relation between the problem and example and/or copied from an example
(see Table 1 for examples), but did not provide indications of any other kind of
reasoning beyond the analogy4. Finally, we included an ‘other reasoning’ code
because we wanted to capture instances when subjects expressed some reason-
ing, albeit too shallow to be classified as self-explanation, but that did involve
more than just a straight comparison of problem/example constants via analogy
(see Table 1 for examples). Note that while self-explanation is a highly construc-
tive reasoning activity that correlates with positive learning outcomes (e.g., [9]),
reasoning via analogy is associated with a lack of learning [18]; likewise, in our
classification, ‘other reasoning’ is a less constructive form of reasoning, as com-
pared to self-explanation.

The affect portion of the coding scheme (see Table 1, top portion) is new and
is based on several iterations through the data to solidify the codes. We originally
planned on developing fine-grained categories of affect (e.g., ‘happy’, ‘excited’,

3 We did not distinguish between different types of self-explanation (e.g., EBLC-based
vs. other) because as a first step, we wanted to analyze in general if and how pupillary
response relates to self-explanation.

4 A simple comparison of problem/example constants is not a self-explanation, as it
does not involve a conclusion about a domain-specific principle.
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Table 1. Protocol Codes

Affective Codes:

Code # Description Sample Verbalizations

Positive 68 subject expresses positive af-
fect related to happy or excited
state

“ and i got it right and that makes me re-
ally happy”, “oh that’s exciting”, “HOORAY”,
“now I feel good”

Negative 69 subject expresses feeling neg-
ative affect related to frustra-
tion

“ now I’m mad”, “oh my god this is irritating”,
“NO!!! not correct ”, “Darn it!! ”

Shame 20 subject expresses feeling
shame or remorse

“I really do feel like such an idiot”, “I fail ...
sorry I took so long”

Confusion 29 subject expresses confusion “I’m feeling confused”, “ maybe it wants me to
draw the horizontal ... I can’ understand”

Reasoning Codes:

Code # Description Sample Verbalizations

Self-
explanation

39 subject explains or clarifies a
physics-related concept

‘since it is accelerating I know all the forces
added together don’t equal zero”, “it would be
zero because it is ... there is no x component”

Analogy/
Copy

180 subject draws a comparison
between problem and example
and/or copies but provides no
additional inference/reasoning

“and their a is acceleration of block which is
my mouse”, “mag of the normal force... so this
is e y on mine”

Other Rea-
soning

106 subject expresses some shallow
reasoning that is not a self-
explanation or pure analogy

“ well in this picture it is pulling it horizontally
and then... 90 plus 40 ... 130?”

‘angry’). However, while subjects would sometimes clearly express a particular
type of affect (e.g., ”I feel happy” or ”I’m irritated”), they would also at times
express affect through a single phrase like ”NO!!” or ”HOORAY!”. While in the
latter case, the general direction of the affect, i.e,. positive or negative, was clear
from the tone and the term used (e.g., ”NO!” used to express negative affect),
it was more difficult to unambiguously identify the precise emotion expressed.
Therefore we broadened the affective categories so that positive codes included
instances when subjects indicated feeling excited, happy, or generally good (see
Table 1 for examples). The negative codes included instances when subjects ex-
plicitly expressed irritation or frustration, and/or expressed a negative utterance
like ”darn it!” that related to frustration (see Table 1 for examples).

The coding scheme described above was applied by the first author to classify
the data in the verbal protocols, returning to the video files as needed. Overall,
186 instances of affect codes and 325 instances of reasoning codes were identified
(see Table 1).

3.2 Results

As mentioned above, here we focus on data coming from the eye tracker, and
in particular, on pupillary response. Given that there tends to be variability
among subjects in terms of baseline pupil size, we used Z-scores to normalize
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pupil sizes among participants (i.e., normalized pupil value = (original pupil
value - mean pupil size) / standard deviation, as in [8]). We then associated each
coded utterance in the transcripts with the normalized eye tracker data and the
EA-Coach logs by standardizing the time stamps in the three sources of data
(transcript files, EA-Coach logs, eye tracker logs).

To analyze the data, we originally intended to rely on repeated-measures anal-
ysis of variance and/or paired t-tests as appropriate, i.e., depending on the num-
ber of levels of the independent variable in question (method A, within-subjects
analysis). An alternative technique involves using one-way ANOVA (method B,
between-subjects analysis). Each approach suffers from a limitation. Method A
can suffer from data sparseness, since not all subjects necessarily express all
types of affect and/or reasoning. This reduces the sample size thereby decreas-
ing power and increasing the chance of a type 2 error (i.e., failing to find an
effect when one does in fact exist). The alternative is to use method B, as in for
instance [8]. However, the set of data points associated with a given code are not
independent, which increases the chance of a type 1 error (i.e., finding an effect
when there in fact is none) if method B is used. Given these considerations, we
decided to conduct both types of analyses, to triangulate across findings. We
will now present the results, starting with findings pertaining to affect.

Results on Affect. To investigate the relationship between pupillary response
and affect, we calculated the mean pupil size during the time period a subject
expressed an affective response of the type we identified (see Table 1, top). We
considered a five second time span, starting at the point when the utterance
began (this threshold is similar to that used in related work, e.g., [24]).

We begin with the results from the within-subjects analysis. As anticipated, we
found that each subject did not express every type of affective response, leaving
missing data entries. When we included the confusion or shame affective codes
in the analysis, we were left with only six subjects that expressed all four types of
affect we identified in our analysis. Therefore, we decided to conduct the analysis
on the positive and negative instances of affect only, since this was the only
combination that left us with more than six data points. This analysis involved
ten students; for each student, we calculated the mean pupil size associated
with positive and negative events, respectively. A paired-samples t-test showed
that affect had a significant effect on pupillary response(t(9)=2.294, p = 0.047):
on average, pupil size was smaller when subjects expressed negative affect, as
compared to positive affect (0.0208 vs. 0.3876, respectively).

Recall that the EA-Coach provides immediate feedback for correctness by
coloring subjects’ entries red or green in the interface. Many of our subjects’ af-
fective responses related to entries they generated in the EA-Coach interface, and
in particular were responses to an entry being correct or incorrect. Consequently,
we wanted to investigate whether entry correctness (or lack of) was driving the
affective results. To do so, we compared the mean pupil size five seconds after
correct and incorrect entries. We did not find a significant impact of correctness
(i.e., correct vs. incorrect entries) on pupillary response (t(14)=0.508, p=0.620).
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As far as the between-subjects analysis is concerned, the ANOVA revealed
a significant main effect of affect on pupillary response (F(3,182) = 4.057, p =
0.008). We then conducted Bonferroni post hoc pairwise comparisons to identify
which affective responses differed significantly from one another. The only com-
parison that revealed a significant difference corresponded to the pair positive-
negative affect (p=0.006), where mean pupil size was smaller for negative than
positive (-0.0913 vs. 0.3214), thereby confirming the within-subjects analysis.

Results on Reasoning. To investigate the relationship between pupillary re-
sponse and how subjects reasoned during the study, we calculated the mean
pupil size during the time period a subject engaged in one of the three types of
reasoning we identified in the transcripts (self-explanation, analogy, ‘other rea-
soning’, see Table 1, bottom). For this analysis, we considered a 15 second time
span, starting at the point when the utterance began (this threshold was found
to disambiguate self-explanation and lack of in [8]).

We begin with the within-subjects results. As was the case with the affective
data, each subject did not express each type of reasoning. Nine subjects did
express all three types; for each student, we calculated the mean pupil size for
each type of reasoning (self-explanation, analogy and ‘other reasoning’ events).
Since the reasoning variable has three levels, we conducted a repeated measures
analysis of variance. The results revealed a significant main effect of reasoning on
pupillary response (F(2,8)=3.63, p=0.047). Given that post-hoc tests are not rec-
ommended for within subjects analysis, we followed the method proposed in [25]
and conducted pairwise comparisons to identify how the three types of reasoning
varied from one another. We found that pupil size was significantly bigger for self-
explanation than ‘other reasoning’ (0.4074 vs. -0.0661, respectively; t(9)= -2.382,
p=0.04). We also found that pupil size was bigger for self-explanation than
analogy, but this did not reach significance (0.4074 vs. -.0210, respectively;
t(9)=1.744, p=0.115). The difference between ‘other reasoning’ than analogy
was not significant (-0.0661 vs -0.0210, respectively, t(9)=0.395, p=0.702).

As was the case with the affect-related analysis, we wanted to investigate if
our results were driven by subjects’ problem-solving entries, and in particular the
correctness (or lack thereof) of these entries. For this analysis, we also considered
a 15 second window both prior to and following correct entries, and used paired
samples t-tests to investigate differences in response between these two variables.
We did not find a significant impact of correctness (or lack of) on pupillary
response for either window (before, after).

As far as the between-subjects analysis is concerned, the ANOVA revealed a
significant main effect of reasoning on pupillary response (F(2, 322) = 6.454, p =
0.002). We then conducted Bonferroni post hoc pairwise comparisons to identify
which types of reasoning responses differed significantly from one another. These
results showed that on average, (1) pupil size was significantly bigger for self-
explanation than ‘other reasoning’ (0.2311 vs. -0.0876, respectively; p=0.008)
and (2) pupil size was significantly bigger for analogy than ‘other reasoning’
(0.1195 vs. -0.0876, respectively; p=0.006). There was no significant difference
in pupil size between self-explanation and analogy.
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4 Discussion and Future Work

Our results show that pupillary response is a promising non-invasive avenue
for increasing user model bandwidth. As far as affect is concerned, both the
within and between subject analysis confirmed that subjects had significantly
larger pupil size when they expressed positive affect, as compared to when they
expressed negative affect. In contrast to tightly controlled experiments, our sub-
jects were not induced to express affect, but rather expressed it as a natural
by-product of the interaction with the EA-Coach. Their affective responses in-
fluenced pupil size, information that a user model could take into account when
assessing affect, thereby allowing an adaptive application to tailor the interaction
to a user’s needs. Given that work in psychology shows pupil size increases for
affective responses (e.g., [13]), our results indicate that subjects in our experi-
ment experienced positive affect such as excitement more strongly than negative
affect related to frustration. The context of our experiment, i.e., a pedagogical
one, however, may have influenced particular affective responses, and so more
investigation is needed to see how other, non-educational contexts impact pupil-
lary responses. Another area in need of further research pertains to measuring
affect. We found that talk-aloud protocol was not suited for performing fine-
grained distinctions between affective states. In general, how to measure affect
is a key challenge that is the subject of much research (e.g., see [26] for a review),
but to date there is a lack of complete understanding related to this issue.

Our study also found support for the fact that how subjects reason impacts
pupillary response. As we pointed out earlier, larger pupillary response has been
associated with mental effort in tightly controlled experiments. We compared
three types of reasoning: (1) self-explanation, a highly constructive reasoning
activity, against (2) analogy, which included comparison of problem/example
constants and/or copying from examples and which are not constructive activ-
ities, against (3) other reasoning. Since self-explanation is a more constructive
type of reasoning than the other two, it should result in larger pupil size (as was
for instance suggested in [8]). Both kinds of analyses we conducted did indeed
confirm that self-explanation resulted in significantly larger pupil size than ’other
reasoning’. However, we did not find a significant difference in pupil size between
self-explanation and analogy episodes. In fact, our between-subjects analysis
showed that analogy resulted in larger pupil size than ‘other reasoning’, some-
thing we did not expect, although this result was not confirmed by the within-
subjects analysis. One reason why neither analysis found a difference between
analogy and self-explanation is that analogy may actually require mental effort,
despite the fact that it is a shallow reasoning style. We saw instances in the ver-
bal protocols where subjects struggled aligning the problem/example constants
(e.g., “p underscore y... plus ... plus p [long pause] p is what p [another pause]
applied by child applied force” - a subject trying to substitute example-constant
’p’ with one appropriate to her problem). These difficulties may have increased
mental effort and thus pupil size. Our results suggest that the model may need
additional information to disambiguate self-explanation and analogical reason-
ing. One way to do so could involve having the model analyze attention patterns
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in the interface: since analogy requires the comparison of problem/example con-
stants, but self-explanation does not, including gaze pattern information could
disambiguate self-explanation from analogy.

As our next steps, we plan to conduct additional analysis related to investigat-
ing further the difference between positive and negative affect, and identifying
the mitigating factors driving this difference. Another relevant avenue of inves-
tigation relates to exploring the interaction between affect and cognition. There
is evidence that subjects process information better when they in a positive
affective state [27], and so it would be interesting to analyze if and how this
occurred in our study. We also plan to analyze other aspects of data provided by
the eye tracker (fixations and saccadic eye movements) to explore how they may
inform a user model. We plan to rely on our findings both from this experiment
and subsequent analysis to extend the EA-Coach user model to take into ac-
count eye-tracker information, and design affect and additional meta-cognitive
support based on the revised model. We will subsequently evaluate how this
support impacts the tutor’s pedagogical effectiveness and usability.
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Abstract. The description of the user-system interaction plays a crucial
role in adaptive interactive systems, since the adaptations depend on this
description. User actions in interactive systems can be described as a
sequence of events, which are created by input through input devices as
well as by the system as reactions to these inputs. An interactive system
can observe these events and thus extract information about the user’s
behavior. This paper presents a two-step approach for describing user
behavior from sequences of basic events. First, user actions are recognized
in the sequence of interaction events by means of previously trained
probabilistic automata. Second, a task model describes the higher-level
user activity as a hierarchical composition of these actions. Different
kinds of adaptive support can be derived from this description of user
behavior, such as recommending next interaction steps to the user.

1 Introduction

The number of features of interactive systems, such as digital TV systems or
automotive dashboard systems, often increases when new versions are introduced
[15]. At the same time, the users and thus the requirements become more diverse,
e.g. when older people start using these systems. Adaptation [5] is an approach
to cope with this increasing complexity and diversity by adapting the system
to an individual user to better reflect the respective requirements. Adaptive
interfaces can infer improvements of the system by observing user behavior, for
instance recommending the most probable next action or highlighting the user’s
favorite item to help unexperienced users. In doing so, adaptations can increase
the usability of interactive systems.

Describing user behavior plays a crucial role in adaptive interfaces. User be-
havior is – from a system’s point of view – limited to what the system can
observe: interactions between the user and the system. Perceptual sensors, such
as cameras, microphones, or other physical sensors, are not available in most in-
teractive systems. Further information, such as what the user is doing or thinking
besides this interaction, can therefore not be observed, but only inferred with
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1 [1180520776220] hw name={COMM_0x6e}

2 [1180520776220] event name={Start}

3 [1180520776220] state name={Session_Main}

4 [1180520776376] view name={WelcomeView}

Fig. 1. Exemplary log lines, showing a button press (line 1) and the reactions of the
system to this input (lines 2–4)

a limited certainty. An accurate and comprehensive means for describing user
actions based on the observations of the system is crucial for adaptive interfaces.

This paper presents an approach for describing user-system interactions from a
sequence of basic events, defining higher-level user activity, and triggering adap-
tations derived from this information. The paper is organized as follows. First,
Sect. 2 presents a method for extracting user actions from an event sequence
by means of probabilistic automata, which are trained from annotated log data.
Sect. 3 introduces task models as an approach for describing user activity as a
hierarchy of user actions. Thereafter, Sect. 4 delineates how both techniques in
combination provide a comprehensive description of the user-system interaction
as a basis for executing adaptations. Sect. 5 reviews related work and an outlook
to future work in Sect. 6 concludes this paper.

1.1 User Interactions as a Sequence of Events

User interactions in interactive systems are represented by a series of low-level
events [2], such as key presses, speech utterances by the user, or system reactions,
e.g. internal state changes. For example, if the user presses a red button on a
remote control, a certain action is triggered, e.g. opening a result screen in a
digital TV system. The low-level log data does not directly reveal which action
was performed, i.e., a red button press can be observed, but not that it opens the
result screen. Moreover, a speech utterance can open the same menu, creating a
completely different log sequence for essentially the same action.

All events relevant for describing user-system interactions are represented in
a common format: events have a time stamp, a type, and a set of parameters
that depend on the event type, e.g. the name of the button that was pressed.
These events originate either from a live interaction or from recorded log files.
A short sequence of example events is shown in Fig. 1. User actions consist of
subsequences of events, with an action being represented by different sequences,
as was shown before. Therefore, user actions can be described by collecting these
sub-sequences for every action.

Tasks describe the user’s activity by combining user actions hierarchically.
Task models [13] consist of a set of tasks and provide a comprehensive description
of the user-system interaction at a more abstract level than basic interactions.
A more detailed introduction to task modeling is given in Sect. 3. By extracting
user actions from the interaction events and applying the actions to a task model,
the system is enabled to follow the user’s activity.
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1.2 The DICIT Project

The assessment of this approach was conducted with log data obtained during
the evaluation of a prototype of the DICIT project. The DICIT project is an
European FP6 project that develops a speech-enabled digital TV system [9].
The DICIT system supports distant-talking and natural language interaction.

The prototype provides the standard functionality of digital TV: A TV screen
lets the user watch TV, change the channel and the volume. An electronic pro-
gram guide (EPG) lets the user browse the TV program and select shows by
changing a set of filters, such as time or channel. Moreover, programs can be put
on a recording list. In addition, the user can change settings in a settings menu,
such as switching on or off the speech output. All functions can be controlled
either by remote control or speech. The system is based on a graphical interface;
feedback to commands and help are given by speech output as well.

An evaluation was performed with 20 test subjects, where the users had to
fulfill a number of tasks with remote control and speech interaction, covering all
parts of the system. During the evaluation, extensive log data was collected, with
the average length of these sessions being 24 minutes. The log files are sequences
of user events; a short excerpt of a log file is given in Fig. 1, where a user presses
a button (line 1) that causes different reactions of the system (lines 2-4). The
log format reflects the structure of the events introduced in the previous section.

While the assessment was performed within the digital TV domain, this ap-
proach is general and therefore applicable to other interactive systems. However,
an actual application to other domains is planned as future work.

2 Detecting User Actions in Event Sequences

In order to facilitate a comprehensive description of the user’s actions, meaning-
ful actions first have to be extracted from a sequence of meaningless basic events,
hereby adding semantic information. A certain user action, such as selecting a
channel in a digital TV system, can be represented by different sequences of
events. This section describes how these subsequences can be extracted from
longer sequences of events that represent a user-system interaction.

Our approach deals with systems that do not explicitly provide information
about user actions, but only emit a sequence of basic events from the user-
system interaction. Moreover, if a modification of the system is not feasible, a
keyhole observation must be applied instead. Describing the sequences manually
is tedious and error-prone and therefore not viable. Since the sequences that

Fig. 2. An example of a probabilistic deterministic finite-state automaton
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describe user actions can be quite different in length, hidden Markov models
and artificial neural networks are not well-suited for this problem. Instead, we
present an approach to describe user actions by means of probabilistic automata
trained from annotated data. The model containing the automaton definitions
is called interaction model.

2.1 Probabilistic Deterministic Finite-State Automata

Probabilistic deterministic finite-state automata (PDFA), described in detail by
Vidal et al. [16,17], consist of states and transitions between these states. A state
change is triggered by a certain event with a certain probability. An example
is given in Fig. 2: In state “A”, the event “x” triggering a transition to state
“B” occurs with a probability of 35%, whereas the event “y” going to state “C”
occurs with a probability of 65%. Every state has a probability of being a final
state.

A state acceptor is one application of the state automaton that is used to
determine if and with which probability an automaton matches a given sequence.
Starting at the initial state, the respective transition for every element of the
sequence is taken. If none is found, the automaton does not accept the sequence.
Otherwise, this step is repeated until a final state is found. The probability
of the accepted sequence for this automaton can be computed by multiplying
the transition probabilities of all used transitions. Therefore, the acceptance
probability of the automaton in Fig. 2 for the sequence (x, w) is 17.5%.

A PDFA is generated from a set of sequences as follows (cf. [17]). Starting at
an initial state, a transition and a new state are added to the automaton for each
element of the sequence. If the transition already exists, its weight is increased
instead. After the automaton is constructed, the probabilities of every transition
can be computed from the transition weights.

2.2 Describing User Behavior Using PDFAs

In the following, the application of probabilistic automata to the problem of
recognizing user actions represented by a set of event subsequences from a larger
sequence of events is described. An overview of the workflow is given in Fig. 3.
First, log data, e.g. collected during user tests, is annotated by assigning action
classes that represent an action name to certain sections of the recording. A
PDFA is created from the sequences associated with the respective annotations
for every action class. Finally, an interactive system employs these PDFAs to

Fig. 3. The workflow of the probabilistic automaton approach for recognizing user
actions
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Fig. 4. Evaluation results of the PDFA matching with a test set of 10 log files and a
total number of 1289 user actions

determine the user’s current activity by applying the automata to live log data.
In addition to identifying user actions, parameters of these actions are extracted,
such as the name of the channel for a “channel change” action, thus allowing to
model these values as well.

Annotating the log data and creating the PDFAs. In order to create the
PDFAs for different action classes, annotations are created first using a custom
graphical evaluation and annotation tool [18], which displays log events from a
recorded session in timeline views. Sequences of events are marked in the timeline
views and associated with an action class. Different representations are extracted
for each class by assigning the same action class to different sequences.

Next, the annotated sequences are extracted from the log data and PDFAs
created as described in Sect. 2.1, with every event corresponding to a transition.
However, the context, i.e., the graphical screen or dialog state in which an action
was performed, is relevant for some action classes. For instance, the red button
has different meanings in different screens, e.g. opening the result list or recording
an entry. On the other hand, the context should not be included for patterns
that are the same in different areas of the system, such as scrolling. These events
are differentiated by adding the context to the set of parameters for classes that
require this information and the action class definition stores whether the context
is needed.

Matching. The purpose of matching is to extract user actions from a log se-
quence. Successively, events are submitted to the PDFAs of the individual action
classes. If an automaton accepts a sequence, an interaction of the respective type
was detected. A match factor is computed for all PDFAs that matched a certain
sequence and the pattern is accepted if the factor is above a certain threshold.
Since the probabilities of the branches of long and complex patterns can be low
and since longer patterns should be recognized preferably, the match probability
is multiplied with a length factor to obtain the match factor. The element with
the highest match factor is selected in case more than one match was found.

Evaluation. We performed an evaluation of this approach using log data from
a prototype of the DICIT system, introduced in Sect. 1.2. 20 log files were
annotated with information about user actions using a custom annotation tool
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[18]. 10 sessions were used to train PDFA models and 10 used for the evaluation
by submitting them to the matchers. In these recordings, 32 different action
classes were identified, such as “show results” or “change channel”. The sequence
length of these action classes is between 1 and 64 events, with the average length
being 3.1. On average, the sessions consist of 141 interactions.

The results of the comparison of the automatic and the manual annotations
are shown in Fig. 4. A match rate of 90% could be achieved. Differences can
occur for several reasons. First, an action can be present in the manual anno-
tation, but not in the automatic one (not recognized), i.e., an action did not
occur in the training data. Using more training data can therefore reduce these
kinds of errors. Second, a wrong class can be selected (wrong recognition), which
occurs 26 times in the recordings. These errors can for instance occur if there
are ambiguities in the annotations.

Therefore, PDFAs present a viable means for describing user actions from
basic events. However, this approach has limitations. First, as all statistical ap-
proaches, it highly depends on the annotations, i.e., only patterns occurring in
the annotated sessions can be recognized. In addition, the consistency of the
annotations has an impact on the recognition accuracy: The more errors are in
the annotations used for training the PDFAs, the lower the recognition rate will
be. Moreover, actions that depend on the number and order of events are not
reflected well by the statistical nature of this approach. For instance, the number
of up and down key presses decides which element in a list is selected, but the
probabilistic nature of the automata does not consider this well. As a solution
for this problem, the selection of every list item would need to create a separate
“list selection” event to make it applicable for this approach.

3 Describing User Tasks

Once the single user actions were extracted from the sequence of events, a task
model provides a description of the user’s activity at a higher level. Task model-
ing is an approach used in the development of interactive systems that describes
the user-system interaction by means of a task model. The original use of task
models is in the development, e.g. for an automatic creation of interfaces, or the
evaluation of interactive systems [12]. Our work uses the task model in a differ-
ent way: At runtime, the interactive system observes the user-system interaction
and derives adaptation information accordingly by means of a task model.

3.1 Task Models

Task models are higher-order descriptions of user activity and consist of a set
of tasks, with each task being hierarchically composed of user actions. One of
the most well-known task modeling notations is ConcurTaskTrees (CTT) [13].
A CTT task model consists of a hierarchy of basic tasks, which can be user
tasks, application tasks, interaction tasks, or abstract tasks. Different temporal
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Fig. 5. An example task model that describe the user’s activity when selecting a set
of filter criteria in the DICIT system

operators define in which order these actions can be executed: in an arbitrary
order (interleaving), one action enables another (enabling), iterative (iteration),
optional (optional task), and others.

The task model used in this work is conceptually similar to CTT. However, it
is limited to system and interaction tasks, because actions that do not involve an
interaction with the system cannot be observed. User actions are grouped using
sequences, with each action occurring in the given order, or alternatives, where
only one of the actions occurs. These groups can be optional or iterative, i.e.,
can occur more than once. Actions can be marked as final, i.e., they terminate
the current task. However, such final interactions can reference other tasks.

An example of a task is given in Fig. 5. In this notation, horizontal elements
represent alternatives, whereas vertical ones represent sequences. This example
task model is taken from the DICIT system and describes the selection of filter
criteria in the electronic program guide. After selecting a set of criteria, such as
time or a channel, the user can open the result screen, thus finishing the task.

The ConcurTaskTree Environment (CTTE) [11] is a graphical editing tool for
the CTT notation. A converter allows using a subset of the CTT constructs for
our system and supports the interleaving (mapped to “alternative”), enabling
(mapped to “sequential”), iteration, and optional temporal relationships.

3.2 Using Task Models in Adaptive Systems

Despite being used for the development and evaluation of interactive systems, a
task model can also provide valuable information about the current user-system
interaction by instantiating it at runtime: Adaptations can be initiated based
on information from the task model. Whenever an interaction step was detected
(e.g. by means of the PDFAs discussed in Sect. 2), the task model information
is updated accordingly, either advancing the activation information of a task,
finishing a task, or starting a new one. For instance, if the user enters the elec-
tronic program guide, the task model activates the task “Filter selection” shown
in Fig. 5. The task is completed when the user performs the “Show results”
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action. To ensure the validity of the task model at runtime, the context infor-
mation, which is attached to the actions, is monitored. If it becomes invalid for
some reason, the task is cancelled.

There are a number of applications of task models in adaptive interactive
systems, which will be discussed in the remainder of this section. First, the most
likely next step or sequence of steps can be predicted and adaptive assistance
provided, for instance by help messages or by emphasizing parts of the interface.
For example, if the user has already specified a value for time and channel in
the model in Fig. 5, the system recommends the “Show results” command. The
next section discusses how predictions for the next step can be made by means
of a task model.

The task model also provides information about problems the user has when
working with the system. If tasks switch frequently, e.g. between the “filter
selection” and the “record” task (not shown), the system can infer that the user
requires help and provide support accordingly.

Another information that can be derived form the task model is which features
of the system have not been used by the current user. By marking used parts of
the task model, this information is available directly. If information from other
users is available, the task model can recommend features that were used by
other users, but not by the current one.

Therefore, a task model provides a solid description of higher-level user be-
havior, from which different kinds of information can be derived to trigger
adaptations.

3.3 Predicting the Next Action

This section presents two approaches for predicting the next action and compares
them in an evaluation.

Enriching the task model with statistical information. Adding statistical
information from user sessions to the task model facilitates predictions about the
most probable next step. Past user interactions, either from the current user or
others, are entered into the task model to gain information about which steps
were taken most frequently. In Fig. 5, the probability of selecting a time value in
the main menu is 12%, 14% for selecting a channel, and 21% for opening the
result screen.

This approach always predicts the same action for one location in the task
model, although the action a user is going to perform depends on past interac-
tions. Therefore, a second approach employs Markov chains to produce predic-
tions that consider the interaction history.

Markov chains. Markov chains are a tool for modeling sequential processes and
are based on the Markovian assumption, which states that the next step only de-
pends on the previous one. In [14], first-order Markov chains are used for modeling
link predictions in web sites. We apply this approach to user interactions.
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First, an index is assigned to each action to be able to store actions in vectors
and matrices. The interaction history H stores the last N=5 actions as a set of
vectors h, in which only that index is set to 1 which represents the respective
action. A matrix A stores the probabilities aij that action j follows action i. A
prediction for the next interaction can be computed using formula (1).

s(t) =
N∑

j=1

d(j)h(t − j)Aj (1)

s(t) represents the next step and d is a dampening factor that decreases the
weight of older elements.

The transition matrix T is trained as follows. If the last action was i and
an action j occurs, the value tij of T is incremented by 1. The probability
transition matrix A is computed directly from T by dividing each value by the
sum of the respective row. The matrix can be initialized from recorded training
data and updated with the interactions of the current session to better reflect
the behavior of the current user. However, the prediction can return actions that
are currently not valid according to the task model due to the statistical nature
of the prediction. A combination of the initial prediction with the task model
information ensures the validity of the prediction.

Evaluation. This section compares the prediction accuracy of the two ap-
proaches. Since behavior of real users is erratic, the prediction accuracy can
never be 100%. The same recordings as for the evaluation of the PDFAs were
employed and again 10 sessions were used for training and 10 for testing. A
prediction is made before every interaction and compared to the actual value.

Since predictions can only be made if a task is active in the task model, we
investigated for what number of actions in a session this was the case, called
“task model coverage”. The coverage for the recordings was 99.3%, i.e., the task
model covers almost all of the interactions.

As can be seen in Fig. 6, the combined prediction is more accurate than the
approach using only the statistical task model information. The error rate of
Markov predictions that were invalid but corrected is 1.3%. The computation
time for the Markov prediction amounts to 8.3 ms and 0.2 ms for the task
model prediction. Therefore, including the interaction history in the prediction
improves the accuracy considerably.

Fig. 6. Prediction probabilities for the next user action
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4 Carrying Out Adaptations

In this section, we briefly summarize how the action model and task model are
integrated into an interactive system and how the adaptation component carries
out adaptations using these models. An interactive system sends live log data
to a facility that records all relevant events and forwards them to the action
model, which employs automata to recognize actions. These actions are in turn
forwarded to the task model that tracks the active task. Predictions are made
by combining the information from the task model with a Markov prediction
(cf. Sect. 3.3).

Once a recommendation was computed, the adaptation component adapts the
interactive system to convey this information to the user. Two sample adapta-
tions were implemented in an adaptive prototype of the DICIT system. First,
an adaptive help feature recommends an action to the user. For this purpose,
a help icon is brightened when a prediction was made and the user can open
a help screen. Second, a graphical button that triggers the predicted action is
highlighted. For instance the “Show results” button in the main menu of the
DICIT system is highlighted after the user has selected different filter criteria.
The mapping information between actions and graphical elements was anno-
tated to the button. Therefore, the presented user modeling approach provides a
feasible basis for describing user behavior for this exemplary interactive system.

5 Related Work

This section reviews related work and compares it to the approach presented in
this paper.

Different approaches for recognizing elements from sequences are available.
Sequence mining [8] searches for frequent episodes in a sequence of events. How-
ever, a statement about the meaning of the discovered episodes is not made, but
a comprehensive description of user behavior requires this information. Other
techniques can be employed as well. For instance, user profiles are trained from
user traces in Galassi et al. [4] by means of hidden Markov models for identi-
fying users. Techniques exist for supervised classification, where models – such
as Markov models or neural networks [10] – are trained from labeled data, but
these are not well-suited for sequences of variable lengths, which the automata
user in our approach reflect well.

Task knowledge for supporting a user is employed by Klug and Kangasharju
[6]: The system observes the user’s activity by instantiating a task model at
runtime and generates an improved interface. Another system, an intelligent
classroom [3], recognizes what the users are doing by means of a plan-based
action description and supports users in performing these actions, e.g. by ad-
vancing slides during presentations. However, both systems do not derive explicit
adaptations from the task model.

An overview of predictive statistical models, such as Markov models and
Bayesian networks, is given in Zukerman and Albrecht [19]. A different approach
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is sequence prediction based on sequence mining, thus offering shortcuts for fre-
quently executed action sequences (e.g. [7]), but this technique does not provide
domain knowledge that can be employed for the adaptation presentation. Davi-
son and Hirsh [1] present an example interface using action prediction: Based
on a dataset of UNIX commands, a prediction of the user’s next action is com-
puted. However, a command line interface does not have separate screens and
can therefore perform more global support.

6 Conclusions and Future Work

This paper presented an approach for modeling user behavior from basic events.
First, user actions are extracted from a sequence of meaningless events by means
of probabilistic automata, which are trained with labeled sessions. A task model
tracks the user’s activity, using user actions as building blocks, and triggers
adaptations, such as recommending a next step to the user. An evaluation with
a digital TV prototype showed the viability of this approach.

As future work, we plan to show the applicability of our approach to other
domains than the digital TV example. Moreover, speech-based and multimodal
interaction will be investigated more specifically. A user evaluation with adaptive
systems based on the approach presented in this paper will be conducted to
show not only the feasibility of this approach, but also the benefits for users.
For this purpose, we will employ an adaptation framework that also comprises
an implementation of the presented approach. The focus of this framework is on
the connection between user behavior and adaptations.
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Abstract. Words mean different things to different people, and captur-
ing these differences is often a subtle art. These differences are often “a
matter of perspective”. Perspective can be taken to be the set of beliefs
held by a person as a result of their background, culture, tastes, and
experience. But how can we represent perspective computationally?

In this paper, we present PerspectiveSpace, a new technique for mod-
eling spaces of users and their beliefs. PerspectiveSpace represents these
spaces as a matrix of users, and data on how people agree or disagree on
assertions that they themselves have expressed. It uses Principal Com-
ponent Analysis (PCA) to reduce the dimensionality of that matrix,
discovering the most important axes that best characterize the space. It
can then express user perspectives and opinions in terms of these axes.
For recommender systems, because it discovers patterns in the beliefs
about items, rather than similarity of the items or users themselves, it
can perform more nuanced categorization and recommendation. It inte-
grates with our more general common sense reasoning technique, Anal-
ogySpace, which can reason over the content of expressed opinions.

An application of PerspectiveSpace to movie recommendation, 2-wit,
is presented. A leave-one-out test shows that PerspectiveSpace captures
the consistency of users’ opinions very well. The technique also has ap-
plications ranging from discovering subcultures in a larger society, to
building community-driven web sites.

1 Finding Perspective

The variations in people’s beliefs and personalities lie at the heart of many com-
mon problems where people are trying to make use of information subject to
opinion. People look at reviews of movies and products, but people don’t always
think the same way about them. An online forum of many users is often strewn
with many disagreements, and users have difficulty navigating them to find the
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useful commentary amongst the noise. This is especially true for newcomers to
a forum, where the reputations of the regular contributors are unknown to en-
trants. What is needed here is a tool that lets people express themselves honestly
and then captures even the subtle differences between people and the opinions
in a conversation in a meaningful way.

PerspectiveSpace is an analysis of person-to-person interactions that explores
the similarities and differences in what people believe by discovering descrip-
tive axes on which people can be arranged. These belief patterns underlie the
different “perspectives” that people may have, which can be taken to be the
set of beliefs held by a person as a result of his or her background, culture,
tastes, and experience. In addition to studying the varying beliefs of different
social or cultural groups, PerspectiveSpace has applications in recommender sys-
tems in that it utilizes knowledge about how people think about the items being
recommended.

2 Related Work

2.1 Common Sense

The roots of the PerspectiveSpace project lie in research into collecting and ap-
plying common sense knowledge. Open Mind Common Sense (OMCS)[1] is a
project that seeks to collect a large body of common sense knowledge in natural
language from volunteer contributors over the Internet. ConceptNet[2] is a se-
mantic network designed to be a machine-usable representation of the corpus of
knowledge captured by the OMCS project. The nodes of the semantic network
are normalized strings of natural language, called “concepts,” and these concepts
are interconnected with labeled directed links.

AnalogySpace [3] is a new reasoning technique designed to work well on com-
mon sense knowledge, which is often vague, redundant, or inconsistent. Rather
then compute logical truth, it is oriented towards computing less stringent no-
tions such as similarity, plausibility, analogy, or position along a descriptive spec-
trum. AnalogySpace represents a space of knowledge as a matrix of concepts vs.
features of these concepts. It uses the technique of Singular Value Decomposi-
tion (SVD) to reduce the dimension of this matrix, and find the most important
descriptive axes that best account for variation in the data. AnalogySpace is
computationally very efficient, since the SVD can be computed in advance, and
semantic notions such as similarity can be easily computed at run time with
basic vector mathematics.

The key insight that led us from AnalogySpace to PerspectiveSpace is that
users of a system can be represented as an extra dimension in this matrix.
Different users may or may not agree with any given assertion, which allows
patterns in sets of beliefs or sets of users to emerge from the mathematical
analysis. We observed that these patterns could be used to capture some notion
of perspective, as it is generally understood in user modeling. Details of the
mathematics, and the relationship between AnalogySpace and PerspectiveSpace,
are further explained below.



164 J.B. Alonso, C. Havasi, and H. Lieberman

2.2 Recommender Systems

Recommender systems are tools that look at the behavior (like purchasing ac-
tivity) or direct input (like movie ratings) of a user to make an informed recom-
mendation of content, products, or other entities in which the user would likely
take an interest.

Recommender systems generally come in two types. First, those that are based
on the direct characteristics of the product or item to be recommended. These
represent each item as a feature vector, with features categorized in advance,
and look for similarity between the user’s vector of preferences, and individual
items.

A second category of recommender systems is collaborative filtering, which is
based on similarity between people, according to their history of selected items,
and recommend other items selected by similar users. A notable example of col-
laborative filtering is the Tapestry project from Xerox PARC [4]. A more recent
example that uses SVD is given in [5]. A variant, feature-guided collaborative
filtering, represents the users and items using predefined feature vectors, as for
the case of recommenders based on item characteristics.

PerspectiveSpace also can group users according to their similarity, but with
greater sensitivity to subtle differences in beliefs. Rather than being based on
their direct selection of items, it uses their beliefs about these items, and can
discover emergent patterns of these beliefs. Different users may select the same
item for different reasons, or users who have similar beliefs may nonetheless select
different items. Thus PerspectiveSpace operates at a finer grain than traditional
collaborative filtering. It holds the potential for more nuanced recommendation,
and can deliver better insight into why these recommendations were chosen.

2.3 Sentiment Analysis

Opinion mining and sentiment analysis are disciplines very closely related to
PerspectiveSpace. Morinaga et al. even used PCA to find associations between
products and natural-language opinion terms that describe them [6]. A recent
survey of these fields [7], however, makes it very clear that the field focuses on
finding a general affinity score for a given product using information extracted
(mined) from free text. In particular, emphasis is given to reducing the semantics
of free text to either a “positive” or “negative” opinion. The survey discusses
treatment of reviewer reliability, but that treatment appears perfunctory and
is secondary to establishing the affinity score. Furthermore, there does not ap-
pear to be much treatment of characterizing and differentiating reviewers as is
typically done with recommender systems.

3 Methodology

3.1 From AnalogySpace to PerspectiveSpace

AnalogySpace, mentioned above, is a transformation of the scored assertions
(concepts crossed with features, giving scores) in ConceptNet that yields a
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compressed vector for each concept or feature, permitting elementary linear op-
erations to be used to perform calculations on semantic similarity [3]. Perspec-
tiveSpace, which is separate from but related to AnalogySpace, is a transforma-
tion of the ratings people assign to statements that gives a compressed vector
for each statement and person. The axes of these vectors represent significant
variations which can be used to characterize different subcultures.

There are a couple notable properties of the SVD that are important to Per-
spectiveSpace. One is that the principle components found (termed “axes” in
the lingo of AnalogySpace and PerspectiveSpace) are ordered in decreasing sig-
nificance, and that degree of significance is measured by its singular value. The
most significant axis divides the data into the two most divisive sets of items
and their properties, summarizing groups of properties with a single varying
parameter. In the case of PerspectiveSpace, this varying parameter tends to be
either a divisive issue or a set of beliefs neither held nor contradicted by groups
of people not falling on the axis. Subsequent axes divide and describe the data
along successively less significant but empirically independent parameters. Each
of these varying parameters can be take to describe a group of properties holis-
tically. Another important property is that the discovered axes are orthogonal,
which means that each successively less significant axis describes successively
more subtle variations in the data. In appropriate circumstances, the most sub-
tle variations can be taken to be noise, which can then be removed to make
sensible interpolations of missing data.

3.2 Creating a PerspectiveSpace

As an example for motivating many of the computation steps in calculating
PerspectiveSpace, we introduce 2-wit, a recommender system that recommends
reviews of products in the consumer market (in this example, movies), which
is distinctly different from the traditional approach of recommending products
themselves. First, we will discuss the initial data set and matrix for a Perspec-
tiveSpace analysis, then the normalization and decomposition.

Collecting the Data. The collection of data for PerspectiveSpace must have
four features:

1. contributors must be able to express their beliefs in succinct, natural lan-
guage assertions;

2. agreement and disagreement between contributors on their assertions must
be readily and frequently ascertained;

3. each contribution must be linked to the identity of the contributor; and
4. each contributor may only issue one rating per assertion, though that rating

may be altered over time.

It should be noted that assertions are, in general, structured with “tags”
and “statements.” A tag is a simple indication of what the contributor thinks
about the statement. In the simplest of implementations, the only tag available is
“agree,” which indicates whether or not the contributor believes the statement is
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Fig. 1. A screenshot of the 2-wit collection interface

true. In the case of 2-wit, each statement is a review made of a particular movie.
The tags in 2-wit are “agree,” for indicating that the contributor either agrees
(positive rating) or disagrees (negative rating) with a statement, and “junk”
for indicating that the contributor believes the statement is obscene, spam, or
otherwise generally useless in the opinion of the contributor.

In the case of 2-wit, the interface (see figure 1) presents logged-in users with a
simple box for entering one or more reviews or otherwise short commentaries on
a movie. All of the reviews entered by other users are visible for consideration,
and there are three icons at the top of each review for users to click to express
their opinion of each review: a green thumbs-up (agree), a red thumbs-down
(disagree), and a yellow flag (junk).

Constructing the matrix. The construction of PerspectiveSpace begins with
the preparation of a ratings matrix, which is denoted as MR in this paper.

The rows of MR are person-tag pairs, its columns are assertions or statements,
and its values are ratings. MR is also sparse, which is an important consider-
ation for the normalization methods discussed in section 3.2, and it influences
the choice of SVD implementation. The sparse matrix is populated such that
MR[(i, k), j] is positive if and only if person i gave statement j with tag k a
rating of agreement, negative with a rating of disagreement, and zero with no
rating or a neutral rating.

By coupling tags with people in this manner, an SVD can detect patterns
where one group of people tend to make or believe statements that another
group tends to believe are junk (or otherwise assign a different tag). As such,
the matrix describes the statements (columns) in terms of what people think of
them with rows like “Alice agrees” and “Bob thinks is junk”.
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Normalization. The matrix MR is normalized to obtain M̂R. In the context of
PerspectiveSpace, this process reshapes the data set going into the SVD, while
altering its semantics as little as possible, so as to maximize the effectiveness of
the algorithm.

Sparse mean-shifting. PCA methods generally require that zero-mean vectors be
prepared before performing an SVD[8]. Given that PerspectiveSpace data sets
are usually sparse, some attention must be paid to the shifting of the terms, as
the sparse SVD methods used do not permit the use of nonzero unpopulated
entries. The result is that the shifts take only non-zero columns into account.

This approach, unfortunately, places undue emphasis on negative ratings. In
the OMCS corpus, for example, 75% to 80% of the assertions are considered true
when reviewed by human judges, and so most of the ratings made by contrib-
utors are ratings of agreement. This means that very few ratings by a person,
if any, are negative. Mean shifting thus increases the magnitude of the negative
ratings significantly, while diminishing the magnitude of the many positive rat-
ings. Possibly even more damaging is that people who have only rated things
positively will have no non-zero values in their rows of M̂R.

What is needed is another way to bring the mean rating per person to zero
without introducing an imbalance.

Unity magnitude. Magnitude normalization methods in PerspectiveSpace were
inherited from the methods used in constructing AnalogySpace. Though they
do not accomplish the zero-mean property typically used with PCA, they im-
prove the quality of the discovered axes by preventing the most significant axes
from being dominated by the most populated rows and columns of the input
matrix. When AnalogySpace is prepared without magnitude normalization, the
most significant axes simply described the concepts for which OMCS had the
most data[3]. In terms of 2-wit, a user who rates 100 reviews would overpower
the user who rates 10 reviews in the data set, such that the user who rated
100 reviews would likely establish an axis unto himself/herself. Unity magnitude
normalization rescales the input values, so users can readily establish their po-
sitions in PerspectiveSpace without simply granting the most prolific users their
own axes. This is important, as the data collection process places no constraints
on the relative number of ratings obtained from each person.

An immediately apparent limitation of unity magnitude normalization is that
rows of the input matrix with very little content, which would describe a person
(in PerspectiveSpace) who contributed a single rating, would have just as much
influence in the formation of axes as rows with a lot of content. The solution
adopted in AnalogySpace, and subsequently adopted in PerspectiveSpace, was
to add a constant term in each row to make the magnitude of the normalized
row vary with the magnitude of the initial row.

This normalization model works as follows, with b as the “base parameter”
to be added to each row to diminish insignificant rows and PA as the set of
assertions (that is, all of the columns of MR):
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M̂R[i, j] =
MR[i, j]√

b +
∑

j′′∈PA
MR[i, j′′]2

(1)

Complementary ratings. Under the complementary (or “mirrored”) ratings
model, every assertion was matched with a complementary, opposite assertion.
That is, for every rating a person gives a normal assertion, the person is modeled
to give the opposite rating to the complementary assertion. This ensures that
the average rating given by a user is always zero without placing undue bias on
any particular assertion. As such, the artifacts that appear as a result of using
unity magnitude normalization methods disappears.

This approach can be taken to the logical extreme by having complementary
users in addition to complementary assertions.

Combined magnitude normalization with mirrored ratings. The final normal-
ization method chosen for 2-wit, and recommended for any PerspectiveSpace
preparation, was a combination of mirroring and unity magnitude normaliza-
tion. Mirroring is applied first to ensure that the average value in each row
of the resultant matrix is zero. Applying unity magnitude normalization (with
b = 2.0) does not alter the zero-mean property of the matrix.

Performing the decomposition. Once a normalized matrix is obtained, a sin-
gular value decomposition (SVD) is taken using the Lanczos algorithm, yielding
U , Σ, and V T

M̂R ≈ UΣV T (2)

U gives the coordinates of each user in PerspectiveSpace, while V gives the
coordinates of each assertion in the same space.

4 2-Wit

2-wit, whose name is a contraction of “What Will I Think,” is a web-based
system that collects opinions people have about movies and suggests, to each
user, opinions from other users that he or she might agree with.

The 2-wit implementation, used as an example above, was designed to give
people a social space where they could share their opinions on the movies they’ve
seen, with the general expectation that they could also rely on each other to help
make decisions on movies to see in the future. Though the interface was designed
to emphasize the social nature of the system, it is not a social networking sys-
tem that allows people to declare “friends” or “groups” as contemporary social
networking sites like Facebook permit.

The movie review domain was chosen as for any two people in the same
society, there are likely to be at least a few movies that they have both seen.
At the same time, people’s tastes and opinions of movies are sufficiently varied
to make a range of trends readily detectable. As such, even a small number of
contributors was expected to produce usable results.
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4.1 Using 2-Wit to Evaluate PerspectiveSpace

A variation of the leave-one-out test was performed to test the interpolative
abilities of PerspectiveSpace in the 2-wit implementation. The presumed usage
scenario for the 2-wit movie system is that a user considering movies that he or
she has not seen would search for reviews that he or she would agree with. With
this in mind, the traditional leave-one-out test was extended to leave out one
user-movie pair per trial. As such, all ratings a particular user gave for reviews
of a particular movie were removed for the duration of the trial, and recall was
defined in terms of the number of reviews for which the user’s rating could be
properly estimated. The test, accordingly, is dubbed “leave-some-out.”

In determining viable user-movie pairs for the leave-some-out test, the test
skipped the degenerate case of reviews where only one user provided a rating
in trials testing the applicable user and the relevant movie. Finally, the case of
users who commented on only one movie was also avoided, as there were no
grounds for an SVD to interpolate ratings for such users.

Given these restrictions, it was determined that exactly 61 user-movie pairs
were viable as trials for the evaluation, and so the evaluation covers all possi-
ble user-movie pairs rather than a random subset. This test was also repeated
with varying values of k, which determines the number of axes that should be
computed and used for the analysis.

4.2 Results

The results are shown in table 1. For the purposes of this evaluation, “hits”
are defined as the number of trials in which the user’s rating of a movie review
was successfully interpolated by taking the dot product of the PerspectiveSpace
vectors for the person and the review (a process called perspective projection)
with a threshold τ = 0.01. “Misses” are defined similarly where the rating was
predicted opposite to the the correct value. “Undecided” is defined as the number
of reviews for which the magnitude of the predictive rating was smaller than τ ,
where there is insufficient confidence to make a reasonable estimate of a user’s
acceptance or rejection of the movie review. The “% decided” represents the
fraction of reviews for which a confident estimation was made, while “% correct”
represents the portion of the decided reviews for which the correct estimation was
made.

The results are positive in that 2-wit performed substantially better than
chance in estimating the opinions that users would have about movies. Given
any user-movie pair for testing, the leave-some-out test appropriately excluded
all reviews the user made of any assertion about the movie. It is further inter-
esting to note that the best performance was obtained with k = 4—a reasonable
interpretation of this phenomenon is that the omission of lower-ranking axes re-
moved noise from the data set, particularly excluding “information” that specif-
ically worked to diminish properly-interpolated ratings for which there was no
direct measurement.
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Table 1. Results of the 2-wit evaluation with τ = 0.01

Cumulative Average
Tags k Hits Misses Undecided % decided % correct % decided % correct

al
l 4 215 74 88 77 74 76 78

8 215 74 88 77 74 78 74
16 150 81 146 61 65 63 66

a
gr

ee 4 93 46 43 76 67 76 71
8 92 42 48 74 69 75 69
16 58 45 79 57 56 60 59

j
un

k 4 122 28 44 77 81 76 84
8 123 32 39 80 79 81 79
16 92 36 66 66 72 65 71

5 Other Applications Using PerspectiveSpace

PerspectiveSpace has also been used in other applications. It was used by the
Common Sense Computing Initiative to identify and combat malicious or dis-
ruptive users. When contributors rate statements for truth, such as in OMCS,
one can find the class or classes of users which tend to be at odds with more
trusted users. This is also useful for discovering when a user has created multi-
ple accounts which he uses only to agree with his primary account or bolster his
ratings[9].

SlantExplorer, an application prototype, is a web-based interface for navi-
gating the conflicting opinions that underlie or are otherwise applicable to a
document. SlantExplorer is designed as a tool for composing expository docu-
ments or for assisting users trying to draft document summaries. By considering
the perspectives that people can take on a document, SlantExplorer can help
identify portions of a document of interest to people belonging to particular
groups or backgrounds [9].

6 Perspectives for Understanding an Increasingly
Connected Society

In addition to recommender systems, the potential application domains for Per-
spectiveSpace fall into four major categories: characterizing societies, detecting
microtheories, and community-driven content.

6.1 Characterizing Societies

PerspectiveSpace offers many opportunities for the identification and study of
behavior pattern within a larger community. PerspectiveSpace can tie into the
AnalogySpace family of language analysis tools and together they offers a means
for the systematic study of jargon usage, dialects, and belief patterns related to
culture or subculture. In more general terms, PerspectiveSpace is a tool for opin-
ion analysis, which has direct applications in marketing and political settings.
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With care, these “opinions” can be applied toward understanding the language
of particular groups of people (or characterizing people by the language they
use) in natural language processing applications. A simple example of this ap-
plication would be useful in common sense reasoning. Since people of different
countries and cultures speak the same language, it would be useful to isolate
which users were representative of which cultures.

Natural language processing applications can use PerspectiveSpace to help
model the language patterns of people dynamically by generating perspectives
representative of a speaker from the language he or she uses, including jargon and
idioms. If the PerspectiveSpace were constructed from a semantic resource, these
perspectives could be used in later processing steps to aid with understanding
the semantics underlying a statement. Given, for example sentences like “Soda is
a carbonated beverage” and “Pop is a carbonated beverage,” a system can learn
that a particular group of people using the word “pop” might be significantly
more likely than other groups to mean a carbonated beverage rather than a
small explosive sound.

6.2 Pseudo-microtheories

Microtheories are consistent subsets of larger bodies of assertions, usually de-
scriptive of a specific domain of knowledge. They are usually understood and
discussed in the context of formal reasoning systems: the Cyc project, for exam-
ple, is a body of common sense knowledge professionally-crafted into the form
of formal, logical assertions[10].

Principle perspectives, by virtue of their discovery process, tend to identify
assertions that are believed or disbelieved in tandem by people. This correlation
between assertions appears to imply that the assertions are consistent and related
to each other, which make these assertions like microtheories. We hesitate to
call these assertions “microtheories” as this discovery process does not represent
assertions in predicate logic or show how one assertion can be derived from
others, and these are expected in contemporary notions of “microtheories.”

6.3 Community-Driven Content

PerspectiveSpace offers a variety of interesting possibilities for applications that
use community-driven content, which share the feature that people can con-
tribute to and navigate a body of knowledge on which not every user would agree.
PerspectiveSpace has been tested using the Open Mind Common Sense project[9]
and could be utilized in other websites such as Slashdot[11] and Wikipedia[12].

The use of perspective projection can allow contributors and browsers of a
community-driven content project to work in a space of assertions that are com-
patible with their particular belief patterns. For a contributor, this would allow
him or her to build upon existing statements in greater detail and comfort. For
a browser, this would allow him or her to explore content in a self-consistent
form.
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Subculture detection, on the other hand, can help a contributor or browser
identify and understand the major sides of an argument as well as the prevailing
agreements underlying a discussion.

Using perspective projection and subculture detection, both contributors and
browsers can easily explore different perspectives. PerspectiveSpace gives them
the tools they need to consider counter-arguments and differing opinions.
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Abstract. A key aspect to study in the field of interface agents is the
need to detect as soon as possible the user intentions. User intentions
have an important role for an interface agent because they serve as a
context to define the way in which the agents can collaborate with users.
Intention recognition can be used to infer the user’s intentions based on
the observation of the tasks the user performs in a software application.
In this work, we propose an approach to model the intentions the user
can pursue in an application in a semi-automatic way, based on Variable-
Order Markov models. We claim that with appropriate training from the
user, an interface agent following our approach will be able both to detect
the user intention and the most probable sequence of following tasks the
user will perform to achieve his/her intention.

1 Introduction

Interface Agents [Maes, 1994] are computer programs designed to assist human
users in their computer-based tasks in a personalized manner. This kind of agent
is able to learn interests, preferences, priorities, goals and needs of a user aiming
at providing him/her proactive and reactive assistance in order to increase the
user’s productivity regarding to the application at issue.

With the aim of assisting a user of a software application, interface agents
not only have to learn the user’s preferences and habits regarding the use of the
application itself, but should also consider what his/her intention is before ini-
tiating an interaction with the user. Considering the status of a user’s attention
(i.e. his/her intention or the goal he/she is pursuing) and the uncertainty about
the user’s intentions are critical factors for the effective integration of automated
services with direct manipulation interfaces [Horvitz et al., 1998]. A correct de-
tection of the user’s intention will avoid the agent interrupting the user in an
improper moment. Users generally don’t want to be interrupted while working
on a specific task, unless this interruption is strongly related to the task they
are performing [Whitworth, 2005]. By considering the user’s intention the agent
will be able to answer to his/her requirements always in the realm of his/her
current intention. As a result, we must build agents capable of detecting the
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user’s intention so that it can predict opportune moments for gaining the user’s
attention.

In this work we propose an approach to automatically obtain a model of
the user intentions in a software application to allow a posterior detection of
those intentions. This model aims at being considered by an interface agent as
a context that represents the user’s focus of attention in a particular moment in
the use of the application. The interface agent can use this knowledge to assist
the user in the context of his/her intentions and, moreover, to find a suitable
moment to initiate an interaction with him/her (that is, when the agent is quite
sure of his/her intention). However, how the agent uses the detected intention
to assist the user is out of the scope of our work.

The rest of this work is organized as follows. Section 2 describes some related
work in the area and the problems detected in existent approaches. Next, in
Section 3 we describe our approach to the problem of modeling and detecting
a user’s intention. In Section 4 we present the experiments we performed to
validate our proposal. Finally, in Section 5, we present our conclusions.

2 Problem Overview

Intention recognition in this context can be defined as the process of inferring
a user intentions based on the observation of the actions he/she performs in a
software application. Intention recognition is a special case of plan recognition in
which only the intention of the user, but not the associated plan is predicted. A
complete plan recognition process is a more complex and time requiring task. In
the domain of an interface agent, such as in many other domains, it is preferable a
fast detection of just the user’s intention than a slower detection of the complete
plan needed to fulfill his/her intention.

The basic idea beyond the intention recognition process is to narrow the num-
ber of possible goals the agent believes the user is pursuing. This task is accom-
plished by observing the actions the user performs. For example, when starting
a scheduling application, the user can have any goal G1, G2, · · · , Gn. Now, if
the agent observes that the user performs certain task, like selecting “Add new
contact” in the application menu, the set of goals is reduced to those in which
the task performed is included as a particular step (for example, organizing an
event with the new contact as a participant, or sending a email to him/her). If
the next task observed is “Compose new email”, the set of candidate intentions
can be further narrowed. Note that even if there is only one candidate inten-
tion, the agent will not always be absolutely sure that the user really has that
intention. This way, each time the user performs an action in the application,
the set of candidate intentions might be reduced and/or some intention will be
more probable than others.

The basic algorithm to accomplish plan or intention recognition seems to be
straightforward; however, most of previous approaches to the problem fail in
three main aspects. The first problem that makes many previous approaches
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to the problem of plan recognition unsuitable for interface agents is that
plan libraries are usually hand-coded by a domain expert [Kautz, 1991]
[Charniak and Goldman, 1993] [Horvitz et al., 1998] [Lesh et al., 1999]. Build-
ing a plan library is a tedious and error prone task and the success of a plan
recognizer firstly relies on the correctness and completeness of the plan li-
brary itself. For this reason, in the recent years researchers have put spe-
cial attention in the acquisition of plan libraries by constructing models that
capture regularities in the user behavior. Nevertheless, most of this research
was conducted to learn the parameters of the model, such as probabilities,
while the structure of the model itself remained fixed [Nguyen et al., 2005]
[Duong et al., 2006] [Liao et al., 2007]. On the other hand, few efforts were put
on the task of learning plan libraries from the interaction history of a user with a
software application and the proposed approaches are limited in the kind of plan
structures that they are able to model [Bauer, 1999] [Gorniak and Poole, 2000]
[Garland; and Lesh, 2002]. Behavior usually differs from one user to another and
a predefined structure of plans may not fit a specific user behavior. For these
reasons, the automatic acquisition of plan libraries is desirable.

Second, one of the most important problems that an interface agent faces
when inferring the user’s intention is the uncertainty related to the moment in
which the user starts a new plan to achieve a new goal, that is how does the
agent become aware that the user has already achieved one goal and started
pursuing a new one? This issue is not usually addressed by many approaches
to the problem of plan recognition, and they consider only one "session", which
starts with the first observed action and ends when the algorithm recognizes the
user’s intention. In an interface agent environment, the user will repeatedly start
pursuing new goals in the application, with no preplanned behavior. Moreover,
the user can even change his/her intention without completing his/her previous
goal. This problem is usually tackled by restricting the memory of the plan
recognizer so that it only considers the most recent tasks performed by the user,
or it considers each task for only a fixed interval of time and then they are
completely disregarded [Brown, 1998] [Waern, 1996].

Another issue to take into account is that users usually follow several in-
tentions at a time. Consequently, a plan recognizer used by an interface agent
should be able to manage the realization of multiple user intentions simultane-
ously. Plan recognizers that limit themselves to one-at-a-time intentions are not
suitable in the interface agents domain. Related to this issue is the execution
of noisy tasks. Noisy tasks are tasks that the user performs but that do not
belong to his/her main goal, such as checking the current time while answering
an email. Predictions of a plan recognizer should not be highly affected by the
presence of such kind of tasks.

Although there are many approaches to the problem of plan recognition, no
previous approach is able to manage all the issues stated in this section. In
the next section we present our approach to deal with all these aspects of an
intention recognition system for interface agents.
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3 Proposed Approach

3.1 Learning an Intention Model from Examples

Markov models are a natural way of modeling sequences of actions observed along
time. In its simplest form, a Markov chain is a stochastic process with the Markov
property. Having the Markov property means that, given the present state, future
states are independent of the past states. In other words, the description of the
present state fully captures all the information that could influence the future
evolution of the process. Future states will be reached through a probabilistic
process instead of a deterministic one. At each step the system may change
its state from the current state to another state, or remain in the same state,
according to a certain probability distribution. The changes of state are called
transitions, and the probabilities associated with various state-changes are called
transition probabilities.

Markov chains of fixed order are a natural extension in which the future state
is dependent on the previous m states. Although this extension is beneficial
for many domains, there are some main drawbacks in the use of these models.
First, only models with very small order are of practical value since there is
an exponential grow in the number of states of Markov chains as their order
is increased. Second, for sequences of tasks performed by a user to achieve an
intention, the probability of the next performed task is not always determined
by the same fixed number of previous tasks. There is usually a variable length
previous “context” that determines the probability distribution of what the user
may perform next.

Hidden Markov Models are an alternative way of modeling natural sequences.
Although these models are a powerful and popular representation, there are
theoretical results concerning the difficulty of their learning [Ron et al., 1996].

Variable Order Markov (VOM) models arose as a solution to capture longer
regularities while avoiding the size explosion caused by increasing the order of the
model. In contrast to the Markov chain models, where each random variable in a
sequence with a Markov property depends on a fixed number of random variables,
in VOM models this number of conditioning random variables may vary based
on the specific observed realization, known as context. These models consider
that in realistic settings, there are certain realizations of states (represented
by contexts) in which some past states are independent from the future states
conducting to a great reduction in the number of model parameters.

Algorithms for learning VOM models over a finite alphabet Σ attempt to
learn a subclass of Probabilistic Finite-state Automata (PFA) called Probabilis-
tic Suffix Automata (PSA) which can model sequential data of considerable
complexity. Formally, a PSA can be described as a 5-tuple(Q, Σ, τ, γ, π), where
Q is a finite set of states, Σ is the task universe, τ : Q×Σ → Q is the transition
function, γ : Q×Σ → [0, 1] is the next task probability function, where for each
q ∈ Q,

∑
σ∈Σ

γ(q, σ) = 1, π : Q → [0, 1] is the initial probability distribution over

the starting states, with
∑

σ∈Σ

π(q) = 1.
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A PFA is a PSA if the following property holds. Each state in a PSA M is
labeled by a sequence of tasks with finite length in Σ∗ and the set of sequences
S labeling the states is suffix free. Σ is the domain task universe, that is the
finite set of tasks that the user can perform in the domain. A set of sequences
S is said to be suffix free if ∀s ∈ S, Suffix∗(s) ∩ S = {s}, where Suffix∗(s) =
{si, · · · , sl|1 ≤ i ≤ l} is the set of all possible suffixes of s, including the empty
sequence e. For every two states q1 and q2 ∈ Q and for every task σ ∈ Σ, if
τ(q1, σ) = q2 and q1 is labeled by a sequence s1, then q2 is labeled by a sequence
s2 that is a suffix of s1 · σ.

In contrast to N-order Markov models, which attempt to estimate conditional
distributions of the form Pr(σ|s), with s ∈ ΣN and σ ∈ Σ, VOM algorithms
learn such conditional distributions where context lengths |s| vary in response
to the available statistics in the training data. Thus, PSA models provide the
means for capturing both large and small order Markov dependencies based on
the observed data. In [Armentano, 2008] we proposed an algorithm for learning
such models in an incremental way.

For learning a user’s intention model we follow a Programming By Example
(PBE) [Lieberman, 2001] approach in the sense that the user will teach the agent
what sequence or sequences of tasks he/she usually performs when he/she has
a given intention. However, unlike the classic programming by demonstration
approach, our aim is not to create a program that allows the agent to perform
repetitive tasks on behalf of the user, but to detect the user’s intention that lead
him/her to perform a set of tasks.

Learning the user’s intention model by example has the main advantage that
we do not need any additional information of the domain being modeled more
than the tasks that can be performed in the domain. The agent will be able to
learn regularities in the user’s behavior just by analyzing the examples given by
the user. This way the agent will be able to learn any intention the user may
have in the domain, just by giving an example of how to fulfill this intention.

By using the examples provided by the user, the agent will build a PSA model
for each goal the user can pursue in the domain. When a new example for an
existent model is provided, it may correspond to an alternative way of reaching
the same goal, so the corresponding model is updated to reflect this fact.

3.2 Recognizing a User’s Intentions

To perform plan recognition, the agent will have a PSA model for each goal for
which it was trained by means of examples provided by the user. By having a
separate model for each goal, the agent will be able to track several goals that
are being pursued simultaneously by the user.

Conventionally, to compute the probability assigned by a PSA k to a given

sequence of observations, we should compute PPSAk(r) =
N∏

i=1
γ(si−1, ri), where

γ(si−1, ri) is the probability value assigned in state si−1 to the observed task
ri, and will select the PSA that assigns the maximum probability as the PSA
corresponding to the user’s intention. However, as the user continues performing
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tasks, the total cumulative probability value assigned by each PSA will become
smaller and smaller as we are multiplying values in the range (0, 1]. Furthermore,
we must consider the uncertainty related to the moment in which the user starts
a new plan to achieve a new goal. The agent will be faced with a continuous
stream of tasks and should be able to recognize changes in the user’s current
intention. Moreover, the plan recognition process should not be affected by the
execution of noisy tasks. The problem we are facing is not a classical problem of
classification as we do not predict a “class” (intention) after observing a complete
sequence of performed tasks. In our domain, the interface agent should be able
to predict the most probable intention after each performed task, and the limit
between sequences of tasks corresponding to different intentions is often fuzzy.

To tackle this problem we use an exponential moving average on the prediction
probability γ(s, σ) at each step in each PSA as the predicted value for each
corresponding user intention. Moving averages are one of the most popular and
easy to use tools to smooth a data series and make it easier to spot trends. An
exponential moving average (EMA) [Hunter, 1986] is a statistic for monitoring
a process that averages the data in a way that gives less and less weight to
data as time passes. The weighting for each step decreases exponentially, giving
much more importance to recent observations while still not discarding older
observations entirely. By the choice of a weighting factor 0 ≤ λ ≤ 1, the EMA
control procedure can be made sensitive to a small or gradual drift in the process.
Alternatively, λ may be expressed in terms of N time periods, where λ = 2

N+1 .
EMAt expresses the value of the EMA at any time period t. EMA1 is set to

the a priori probability of the first observed task σ. Then, the computation of
the EMA at time periods t ≥ 2 is done according to equation 1

EMAt = λγPSAi(s, σ) + (1 − λ)EMAt−1 (1)

The parameter λ determines the rate at which older probabilities enter into
the calculation of the EMA statistic. A value of λ = 1 implies that only the
most recent measurement influences the EMA. Thus, a large value of λ gives
more weight to recent probabilities and less weight to older probabilities; a small
value of λ gives more weight to older probabilities. The value of λ is usually set
between 0.2 and 0.3 [Hunter, 1986] although this choice is somewhat arbitrary
and should be determined experimentally.

To sum up, the plan recognition process works as follows: as the user performs
tasks in the application at issue the agent will keep making the corresponding
state transitions in each PSA and computing the exponential moving average
of the transition probability of the performed tasks given each PSA. At each
step, the agent will own a probabilistically ranked set of PSAs which correspond
to the most probable intentions the user may have at each moment.

The problems we pointed out in Section 2 are then solved with our approach.
The uncertainty related to the moment in which the user starts a new plan to
achieve a new goal is managed by the exponential moving average by giving more
importance to recent observations than to older ones. The rate at which previous
intentions are forgotten is controlled by parameter λ of the EMA calculation.
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The fact that users usually pursue several goals at a time is managed by keeping
a set of PSA models, one for each goal the user can try to accomplish. With each
task performed by the user, a transition is made in every model. Noisy tasks are
also considered as the prediction of each PSA is computed as an EMA. Again,
how much this task influences the prediction is controlled by parameter λ of the
EMA calculation. Finally, personalization of the plan library is implicit in our
approach, as it is the user who gives examples on which his/her intentions are
and how to achieve each of them.

4 Experimental Evaluation

In the experiments shown in this section we evaluate two different metrics. The
Error for a model q given an observed task sequence Seq = σ1, · · · , σN is com-
puted as the sum of the absolute differences between the value assigned for each
model with respect to the higher value assigned by all the PSAs, as shown in
Equation 2

errorq(Seq) =
∑N

i=1 |q(σi) − qbest(σi)|∑N
i=1 qbest(σi)

(2)

On the other hand, the Convergence is a metric that indicates how much time
took the recognizer to converge in what the current user goal was. If from the time
step t to the time step corresponding to the last performed task the algorithm
predicted correctly the actual user goal, the convergence is computed as shown
in Equation 3. The time step t is called convergence point.

convergenceq(Seq) =
N − t + 1

N
, (3)

not bestq(σt−1),
bestq(σj), ∀j t ≤ j ≤ N

where bestq(σi) =
{

1 if q(σi) = qbest(σi)
0 otherwise

(4)

4.1 Recognition in the Presence of Noisy Tasks

The purpose of the experiments described in this section is to test the ability of
the proposed model to perform well in the presence of noisy tasks. We considered
three kinds of “noise” that can be observed while performing plan recognition:
Omitted tasks (tasks that were observed in a training sequence and that are
not executed in the recognition process), Inserted tasks (tasks that were not
observed in a training sequence and are observed during the execution of a
sequence corresponding to a given intention) and Replaced tasks (tasks that were
performed in the place of another task that was expected for a given intention).

To test the influence of the length of the task sequences corresponding to the
intentions being modeled in the accuracy of the predictions, we run different ex-
periments for different sequences length. For each experiment we used sequences
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of a fixed length for training 20 PSA models. Each sequence was generated ran-
domly from a set of 26 abstract tasks. Then we altered each training sequence
by introducing different combinations of noise, both in amount and kind to build
25 testing sequences for each model and each combination of noises. The noise
was introduced in amounts varying from 0 to 90 percent of the length of the
sequence and in the three different kinds detailed above.

Figure 1 shows a comparison between the mean error for different values of
λ for sequences of length 5, 15, 25 and 50. We did not compute convergence in
this case because our goal is to evaluate individual sequences so that we can
have a better perception of the influence of noise. We can observe that with
few amount of noise present in the testing sequences, longer sequences lead to
lower error in the prediction for any value of λ. However, as we increase the
noise we introduce in the testing sequences there is a strong dependence on the
value selected for λ and the length of sequences for the error of the predictions.
As a general observation, we can state that higher values of λ make the system
predict shorter sequences better than longer sequences, while lower values of λ
make the system predict better longer sequences of tasks. For long sequences, it
is suggested that the value of λ has to be reduced to 0.1 to obtain better results.
However, for sequences of length 5, the value of λ that leads to lower error in
the predictions is 0.3. This result is due to the fact that a lower value for the
smoothing constant will take into consideration a history longer than 5 tasks,
and this will include tasks not belonging to the current user intention.

4.2 Prediction of Consecutive Intentions

In this section we will analyze the amount of tasks the plan recognizer needs
to observe to detect a change in the user intention (convergence) and how the
execution of consecutive plans affects the error of the plan recognizer. We used
the same set of 20 PSA models as in the previous experiments. For testing,
we generated 50 sequences by concatenating sequences belonging to a set of η
models selected randomly for each case. We experimentally set λ = 0.9, since we
obtained better results with this value of the smoothing constant.

Figure 2 shows a comparative plot of the values obtained for convergence
and error metrics for different sequence lengths when 3, 10 and 20 successive
intentions were simulated.

We can observe that there is a fall in convergence, that is more notorious for
shorter sequences, when we increase the number of successive intentions simu-
lated. For longer sequences, however, there is almost no change in the value for
this metric for 10 and 20 successive intentions. The convergence point is risen
to 1.60, 2.02, 2.06 3.45 for sequences of length 5, 10, 15 and 25 respectively and
for both cases of 10 and 20 successive intentions; for 10 successive intentions us-
ing sequences of length 50 the convergence point obtained is 7.55 tasks and for
20 successive intentions 7.9. For the error metric, on the other hand, the value
obtained is higher as we simulate more successive intentions, but the difference
tends to be smaller for longer sequences of tasks.
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Fig. 1. Average error for different sequences length and different values of the smooth-
ing constant

Fig. 2. Metrics values for different number of consecutive simulated intentions

4.3 Prediction of Interleaved Intentions

In this section we will describe another series of experiments performed to ana-
lyze the behavior of the plan recognizer when the user performs tasks belonging
to different intentions.
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The set of models used are the same we used the previous section. We varied
two variables in these experiments: the number of simultaneous models being
tested η and the percentage of tasks performed before changing the current
intention ζ. The smoothing constant λ was set experimentally to a value 0.9.
For all the experiments η was varied to take values in the set {2, 3, 5} and ζ to
take “chunks” corresponding to the 20, 40, 60 and 80 percent of the length of the
sequences.

For creating testing sequences we randomly selected a subset of the 20 mod-
els and generated a testing sequence by interleaving the tasks belonging to each
model in this subset, taking chunks of a specified size each time. We also ran-
domly selected the next model from which to take tasks, not considering the
same model used immediately before. The last chunk remained usually shorter
than the chunk size ζ. When this was the case, the performance of the recognizer
usually decreased. For each combination of η and ζ we repeated the experiment
50 times selecting different models.

Figure 3 presents the values obtained for convergence and error metrics for
sequences of length 5, 10, 15, 25 and 50.

Fig. 3. Metrics values for interleaved intentions for different sequences length

Notice that for sequences of length 5 by using subsequences of 20% and 80% of
the length of the sequence highly increases the error of the plan recognizer. This
is due to the fact that a subsequence of 20% leads to isolated tasks (sequences of
length 1). This represents a very uncommon situation in which the user would
alternate between different intentions performing one task of each one. Sequences
of length 1 are not sufficient to activate the memory of the model. Something
similar happens with 80% of the sequence length; we will have a subsequence of
length 4 and a sequence of length 1 would be left (the last task in the sequence).
In general, we can observe that the number of simultaneous models considered
in the experiments does not have a major influence in the resultant values for
the error and convergence metrics. We can observe that there is a general better
behavior of the recognition algorithm for both metrics for the case of chunks
with size ζ = 60%. The reason for this is that this is the test case with a better
equilibrium in the sizes of the chunks that lead to a better performance.
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A final observation from the graphics presented in Figure 3 is that our plan
recognizer predict longer sequences better. We obtained an error lower than 5%
and a convergence of more than 80% for the best case of sequences of length 50
for all tested cases of interleaved intentions, and an error lower than 25%, with
a convergence of more than 50% for the worst case of sort sequences of length 5.

One advantage we found for our plan recognizer is that there is no need to
“remember” which was the last task performed before interrupting the current
intention and start pursuing a different goal. Subsequences of the sequences used
to train a model lead to correct predictions, although we do not start executing
the sequence from its beginning.

5 Conclusions and Discussion

In this article, we presented an approach to model and recognize a user’s inten-
tions from the unobtrusive observation of his interaction with a software appli-
cation. We propose the use of Variable Order Markov models to model each user
intention and the use of an exponential moving average to tackle the evolution of
the process through long user sessions. We evaluated our proposal with promis-
ing results. However, there is still a challenge that need further study that is
the way the user will provide the system with training examples for building the
intention models needed by the agent. Currently, we are evaluating our approach
in a concrete application domain, using data collected from the observation of
real users.
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Abstract. Adapting user interfaces to cultural preferences has been shown to
improve a user’s performance, but is oftentimes foregone because of its time-
consuming and costly procedure. Moreover, it is usually limited to producing
one uniform user interface (UI) for each nation disregarding the intangible na-
ture of cultural backgrounds. To overcome these problems, we exemplify a new
approach with our culturally adaptive web application MOCCA, which is able to
map information in a cultural user model onto adaptation rules in order to create
personalized UIs. Apart from introducing the adaptation flexibility of MOCCA,
the paper describes a study with 30 participants in which we compared UI pref-
erences to MOCCA’s automatically generated UIs. Results confirm that automat-
ically predicting cultural UI preferences is possible, paving the way for low-cost
cultural UI adaptations.

Keywords: Cultural User Modeling, Personalization, Localization.

1 Introduction

Today, the number of localized software and web applications underline the growing
awareness that considering culture in user interface (UI) design is the key to improve-
ments in work efficiency and user satisfaction – and thus, to customer loyalty in global
marketplaces [1,2]. The design process is typically done in all conscience of the target
nation(s) by conducting ethnographical analyses. However, due to this time-intensive
endeavor, the manual localization of UIs has proven to be prohibitively expensive. If
software manufacturers are willing to invest this money, another problem remains: the
problem of assigning one interface to a whole nation. In today’s globalized world, it is
highly contradictory to restrict culture to country borders. In fact, although a person’s
culture is certainly influenced by his or her country of residence, other aspects such as
former stays in other countries, the parents’ nationality, or religion also strongly impact
the dynamic nature of cultural background [3].

In this paper we propose to address this problem by an automated customization of
the UI, using a rule base to transform a user’s cultural model into a personalized UI. In
order to reduce the time needed for the initial information acquisition, we show how a
small number of initial questions are already enough to predict user preferences and pro-
vide a suitable first adaptation of the UI. To illustrate this approach, we have developed
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MOCCA, an application that can adapt ten different aspects of its UI (not counting lan-
guage) with 39’366 combination possibilities altogether. In addition to presenting the
technical implementation of the flexible interface generation, this paper also evaluates
MOCCA’s core functionality: the adaptation rules that are responsible for the resulting
UIs.

In the following, we shortly present related work and its limitations before explaining
the basics of our approach. Next, we introduce our test application MOCCA, detailing
on its adaptation possibilities with visible effects for the user, and the technical pro-
cesses in the back-end. We then discuss our experiment, following with a discussion of
the results and their general implications for other culturally adaptive systems.

2 Related Work

Many studies have shown that localization increases user satisfaction and work effi-
ciency; however, many researchers have acknowledged that it is not sufficient for cul-
turally ambiguous users in our globalizing world [4]. While there have been attempts
on cultural user modeling - mostly confined to the area of international e-learning appli-
cations [5] - the major problem of groundbreaking research in this area seems to be the
classification of culture: How can we define culture in order to derive culturally-based
preferences for UIs? Hofstede was one of the first researchers to develop a cultural clas-
sification with the five dimensions Masculinity (MAS), Uncertainty Avoidance (UAI),
Power Distance (PDI), Individualism (IDV), and Long Term Orientation (LTO) [6].
Although often criticized for theorizing culture as a national concept [7], his classifica-
tion has been successfully applied to the field of Human-Computer Interaction (HCI)
[8]. According to Hofstede, who originally developed the dimensions for international
business communication, the dimension Uncertainty Avoidance, for example, reveals
the extent of which people are willing to deal with uncertain and unstructured situations.
In the field of HCI, different studies have demonstrated that it also relates to whether
users like a non-linear navigation, or prefer consistent applications [2,4,8]. Likewise, all
of Hofstede’s dimensions have been mapped to certain aspects of UIs [9,10,11], and his
dimensions have been proven useful for predictive purposes [12]. Apart from the need
for an applicable classification of culture, an approach to cultural adaptivity also re-
quires extremely flexible UIs. So far, adaptive systems have been mostly developed for
different types of learners [13], disabilities [14,15], or know-how [16,17,18]; however,
none of these approaches cater for all the needs of users with different cultural back-
grounds, such as a versatile positioning of UI elements, varying degrees of colorfulness,
or different levels of guidance.

3 Procedure for Cultural Adaptivity

We propose to overcome the problems of manually localized UIs by automatically
adapting them to a user’s cultural background. For first-time users, an application
inquires about the user’s current and former residences, as well as about the respec-
tive durations. For each of these countries, the application retrieves the dimensions
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from a cultural user model ontology. Since previous user model ontologies were mostly
domain-specific and did not include cultural information, we developed the Cultural
User Model Ontology CUMO [19], which contains information such as different places
of residence, the parents’ nationality, languages spoken, or religion. Furthermore,
CUMO contains information about Hofstede’s five dimensions and their values [6].
However, the scores assigned to a user and his cultural dimensions are not static to ev-
erybody residing in the same country, and thus, do not resemble a “national culture”,
as suggested by Hofstede [6]. Instead, we take into account all places of residence and
calculate their influence on the user’s dimensions according to the duration of the user’s
stay at those places [12]:

influenceOfCountryN =
monthlyDurationOfStayInCountryN

ageInMonths
(1)

Retrieving Hofstede’s values (countryScoreH ) for the relevant countries from
CUMO, we are able to calculate the user’s new dimensions with a weighted average:

userDimScoreH =
N∑

i=1

countryScoreH ∗ influenceOfCountryi (2)

(where H is Hofstede’s dimension 1 to 5; N the number of countries the user has lived
in, and countryScorei is the Hofstede score for the respective country.)

The userDimScoreH s are further discretized into low, medium, and high according
to their distance to the world average scores stored in CUMO. Each adaptable aspect of
the application now has a set of rules that associate the user’s classification with a UI
directive influencing the application’s interface. Thus, after obtaining the user’s cultural
classification from CUMO, the application can look up the corresponding adaptation
rules and apply them.

After these first predictions on the user’s preferences, we offer two refinement pos-
sibilities: (1) The user can manually provide more information about his cultural back-
ground, and (2) the application tracks the user interaction, such as mouse movements
and clicks. From both, we are able to derive refining adaptations. For example, if the
user hovers the mouse pointer over a certain area without clicking for a certain time, we
infer that she needs support on which actions to perform next.

4 MOCCA: A Culturally Adaptive To-Do Tool

We have developed a culturally adaptive web application called MOCCA, which is a
web-based to-do list tool that allows users to manage their tasks online. Its goal is to au-
tomatically adapt to the cultural preferences of its users. This user-specific adaptation
is in contrast to the country-specific adaptation of usual localized applications. But how
flexible does MOCCA really need to be? What interaction elements need to be adapt-
able? To answer these question, we looked at the influence of culture on UI perception,
compiled a list of general adaptation guidelines, and evaluated them in a survey [12].
According to these adaptation guidelines, various UI aspects need to be adaptable to
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users’ cultural backgrounds, the most obvious being date and time formats, language,
and the reading direction. These evident aspects are easily changed: the reading direc-
tion, for example, ‘only’ requires to re-align text and elements (such as the naviga-
tion) to the left or to the right. However, it is also said to impact the visual attention
on the UI [20]. Thus, elements that cannot be arranged centrally but still need the
user’s attention should be placed in the lower left corner (for right-to-left readers), or
in the lower right corner (for left-to-right readers). Consequently, MOCCA offers full
alignment of all interface elements to the left or to the right (as shown in Figures 1(a)
and 1(b)).

(a) MOCCA with left-alignment, flat nav-
igation, and color-coded to-dos with high
structuring

(b) MOCCA with right-alignment, high infor-
mation density, flat navigation, and an adaptive
wizard

Fig. 1. Example interfaces for MOCCA

Cultural differences in perception also necessitate other adaptations that are often-
times too subtle to be included in conventional localization. For example, in a neural
fMRI study Gutchess et al. found that Western cultures attend to individual objects more
than people from Asia who usually concentrate on object correlations [21]. Their find-
ings coincide with our adaptation guidelines, which suggest to highly structure objects
for users with a high score for the dimension Long Term Orientation. Hence, MOCCA
offers different levels of content structuring by spatializing objects and color-coding
elements that belong together (see Figure 1).

Even more subtle differences in perception are concealed in Hofstede’s interpretation
of culture. Many researchers have concentrated on the influence of his cultural dimen-
sions on HCI and found that a low score in the dimension Uncertainty Avoidance, for
example, suggests a strong preference for a high information density. High Individual-
ism, in contrast, indicates that the user favors color-coordinated interfaces with fewer
gadgets, such as blinking animations, whereas a high Power Distance Index relates to
the requirement for a higher level of support [12]. Accordingly, MOCCA has to be able
to include an easier navigation with more buttons (Figure 1(a)), or intensify user support
with a wizard (1(b)), to name a few.
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Summarizing, MOCCA has to be extremely flexible in the composition of different
UI elements - more flexible, than required for previous adaptive systems (cf. Related
Work). In the following, we therefore discuss how we implemented this flexibility in
MOCCA and introduce the most important adaptation rules.

4.1 Technical Details and Adaptation Rules

In order to fulfill the requirements, MOCCA has to be sufficiently flexible to allow the
exchange of each UI element with alternative placements. To model the ‘space’ of pos-
sible solutions, the different compositions of UI elements, their dependencies among
each other, their types (e.g. navigation or header), and their representations (for differ-
ent scores in a certain dimension) were modeled in an application-specific adaptation
ontology, which defines the adaptable parts of the UI.

MOCCA considers nine aspects of the interface, each of which can be adapted to ei-
ther a low, medium, or high score of the dimension they are associated with (see Table 1).
In addition, it can adapt itself to the users reading direction (i.e., left-to-right or right-
to-left) resulting in a total of 39 ∗ 2 = 39′366 possible combinations of UI elements. As
an example, consider a user with a cultural background of high Uncertainty Avoidance
and a right-to-left writing direction (e.g., as applicable to some people in Japan). For
such a user MOCCA would trigger the rule if (UAI = high) then show wizard
associated with the interface aspect ‘Support’ (number 8 in Table 1), resulting in a UI

Table 1. Adaptable Interface Aspects

No.Interface
aspect:

Effects: Linked with di-
mension

1 Information
Density

Amount of information visible at first sight, level of hierarchy
in the information representation.

Long Term Orien-
tation (LTO)

2 Navigation Structures the navigation in a range from nested menu items
such as in a tree, to a flat navigation.

Power Distance
(PDI)

3 Workflow I Presence and accessibility of functions, e.g. whether buttons
are always visible or can be activated on mouse-over.

Power Distance
(PDI)

4 Workflow
II

Integration of functions with the interface, e.g. whether other
items are still accessible or the user is forced to concentrate
on the current operation.

Uncertainty
Avoidance (UAI)

5 Structure Different levels of structure for the interface, e.g. grouped in-
formation, accentuated affiliations.

Individualism
(IDV)

6 Colorful-
ness

Influences whether the user interface presentation uses many
different colors or is rather homogeneously colored.

Individualism
(IDV)

7 Brightness
& Contrast

Saturation and contrast of colors, e.g. complementary colors. Masculinity
(MAS)

8 Support Amount of on-site support the user receives, e.g., wizards ver-
sus tool tips.

Uncertainty
Avoidance (UAI)

9 Help text Error messages and general help, e.g. strict or friendly in-
structions.

Power Distance
(PDI)

10 Alignment Alignment of all interface elements to the user’s reading di-
rection.

Reading Direc-
tion
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akin to the one shown in Figure 1(b). In the case of a low Uncertainty Avoidance and
low Individualism the wizard would not be shown and the rule if (IDV = low)
then color-code to-dos would result in an interface comparable to Figure 2(d).

In order to place the elements, MOCCA relies on placement information in the adap-
tation ontology, which includes the preferred precise location, preferred general area (in
case of conflict), extent of the element, priority, and association with the cultural dimen-
sion for each UI element. All elements have to be dynamically composed into a grid
layout. MOCCA first retrieves all possible interface elements from the adaptation on-
tology. For each UI aspect it then chooses the most appropriate element comparing the
user’s cultural preference stored in CUMO with the ones of the elements stored in the
adaptation ontology. Next, all elements are tentatively placed in their preferred location
on a temporary UI grid. In case two elements are associated with the same or overlap-
ping locations, the priority tag in the adaptation ontology decides which element takes
precedence and which one needs to be moved. The elements are then placed according
to the free locations within their preferred general area. The result of this operation is
a non-overlapping two dimensional layout of the culturally appropriate UI elements,
which MOCCA then generates as an AJAX UI.

Apart from the dynamic placement of suitable UI elements, MOCCA has further
adaptation possibilities with an overall effect on all elements, such as color schemes,
languages, or left/right alignment. The choice of these meta elements is made on the
basis of their categorized instances in the adaptation ontology with the same procedure
that has been described for the UI elements.

5 Experiment

We have conducted an experiment on the adaptations in MOCCA comparing a user’s
interface choices to MOCCA’s automatically generated UI. Thus, the experiment eval-
uated the adaptation rules (our predictions).

5.1 Method

Participants. 30 participants (mean = 28.7 y, sd = 3.9 y, 7 female) from the local uni-
versity campus took part, all had high computer literacy, and university education. The
majority had lived in > 2 countries (mean # = 2.5), 22 were non-Swiss nationals, but
had lived in Switzerland for at least 9 months (avg. 3.4 y, sd = 4.3 y). Only 3 of 8 Swiss
participants had always lived in Switzerland and/or did not have foreign parents.

Apparatus. The experiment was carried out using paper-based UI mock-ups in shades
of gray, so that participants were able to choose their preferred layout without the com-
plexity and limitations of a UI design tool. The gray-scale UI elements prevented in-
fluencing the participants’ preferences by the chosen colors – which is often a decisive
aspect of UI acceptance and preference. Each participant was presented with a paper
computer screen and the different UI elements. Participants were able to see all three
UI representations for each task at once and arrange them freely.
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Procedure. Participants were asked to put themselves into the position of a UI designer,
and reflect on their own experiences with UIs. They were encouraged to think aloud
throughout the test, take their time to choose between the elements, as well as further
ask questions for clarification. Throughout the test, we recorded what participants were
saying to be able to retrace the train of thought for their choices. The experimenter then
explained the application purpose, and its main aspects. The experiment consisted of
eight tasks (one for each interface aspect), the participant chose between three inter-
face elements each. Prior to each task, we briefly explained the differences of the three
choices, complying to a precise description to keep the explanation consistent and neu-
tral. Participants then had to place the chosen element within an outline of the MOCCA
interface. The tasks were presented in the same order, however, we counterbalanced the
presentation of the different choices of UI elements between participants. All arrange-
ments of the UI were photographed. Participants also filled out a short questionnaire
about age and gender, current and former residences, durations in years and months,
and nationality of parents. A small incentive was given for time.

Hypotheses. (1) Hofstede’s dimensions can be used as a basis for predicting UI prefer-
ences of culturally ambiguous users; (2) certain dimensions (see Table 1) yield a better
prediction rate for particular interface aspects than others; (3) the majority of incorrect
predictions deviate by only 1 (instead of 2).

Test Design and Analysis. We used a within-subjects design with the following factors
and levels: (1) Cultural Background: 5 dimensions x 3 subdivisions each (low, medium,
high). (2) General User Details: age, gender, computer literacy, (3) Interface elements:
eight elements with three options each, (4) Participants: 30.

For comparing the choice (= our dependent measures) of a UI element for each task
by the user and the system, we first entered the information from the questionnaire
into MOCCA and its user modeling component, receiving a classification of his cul-
tural background into low, medium, or high for each of the five dimensions. We subse-
quently simulated MOCCA’s adaptations by looking up the corresponding adaptation
rule and the resulting UI. The participants’ choices (with a range of three low, medium,
high according to the allocation of the interface element representation in the adapta-
tion ontology) were then compared to the adaptation rules. The probability of guessing
the participant’s choice was p = 1/3. An example: if MOCCA calculated the partici-
pant’s Uncertainty Avoidance Index to be high, but this participant chose the UI element
assigned to the category low, we noted a deviation of 2 (=the maximum deviation). Ex-
perimentally, we tested three of our eight interface aspects on two dimensions in order
to find out whether other cultural dimensions might be more suitable to predict prefer-
ences for certain interface aspects: Task 1 (Information Density) and task 3 (Workflow
I) were additionally assigned to the dimension Uncertainty Avoidance, and task 8 (Sup-
port) to the dimension Power Distance.

Adjustment of Data. We excluded task no. 5 from analysis after the majority of partic-
ipants made a choice contradictory to their oral statements. After inquiring about the
reason for their choice afterwards, most participants stated that the design of the ver-
sion assigned to a low PDI was slightly confusing. In fact, most people who had a low
PDI actually chose the opposite version. Overall, the version for high PDIs was pre-
ferred by 14 participants, which was different to the fairly even distribution of choices
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we achieved testing other interface aspects. After this adjustment, the following sec-
tion reports on data of 7 tasks performed by 30 participants, adding up to 210 choices
altogether.

5.2 Results and Discussion

MOCCA’s adaptation rules accurately predicted the users’ preferences for all seven
tasks at the significance level of at least 5% (χ2 = 44.08, 7.6, 9.89, 15.38, 3.92, 5.61,
3.92; p = 3.14e−11, .006, .002, 8.80e−5, .048, .018, .048; d.f = 1). We achieved an
average deviation of .46 over all dimensions and tasks. The number of correct predic-
tions lay between 15 and 27 (mean = 18, sd = 4.23) with a correct prediction rate of
60.95 %. The number of false predictions with a deviation of 1 lay between 2 and 15
(mean = 9.1, sd = 4.07), and the false predictions with a deviation of 2 ranged from 0
to 6 (mean = 2, sd = 2.23). Table 2 shows a summary of the prediction results relating
to the percentages of correct predictions, and ones with a deviation of 1 or 2. While we
are not so much concerned about the prediction errors with a deviation of 1, the 6.67
% cases with a deviation of 2 are indeed critical. In practice, offering such an interface
to users with opposing preferences without any alternatives could mean that these users
refrain from using the application. It confirms the need for intervention possibilities that
allow the user to choose alternatives in case of a not suitable initial adaptation.

Distribution of Choices. Participants’ choices were almost evenly distributed over the
three interface options: elements assigned to a low score were chosen 72 times, the
ones for a normal score 76 times, and the elements for a high score 62 times. Thus,
participants went for the “extremes” in 134 cases out of the 210 choices (≈ 64%). The
distribution of the users’ scores for each cultural dimension related to this phenomenon.

Prediction of User Interface Aspects. In the following, we describe the most remarkable
results for each UI aspect separately (cf. Table 2):

The information density proved to be very well-predictable with the dimension Long
Term Orientation. For 90 % of all participants we were able to anticipate the correct
choice. As shown in Figure 2(c), for example, participant 27 chose a UI with a high
information density (color-coded to-dos with symbols) and a low level of hierarchy in

Table 2. Summary of the results (in %)

Interface aspect Tested with di-
mension:

Correct Predictions Deviation of 1 Deviation of 2

Information Hierarchy LTO 90 6.67 3.33
Navigation PDI 56.67 36.67 6.67
Workflow I PDI 60 40 0
Workflow II UAI 66.67 30 3.33
Colorfulness IDV 50 36.67 13.33
Brightness & Contrast MAS 53.33 26.67 20
Support UAI 50 50 0

Average 60.95 32.38 6.67
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(a) The UI as chosen by Participant
3 (PDI = low, IDV = high, MAS =
high, UAI = normal, LTO = low).

(b) MOCCA’s UI for Participant 3.

(c) The UI as chosen by Participant
27 (PDI = high, IDV = low, MAS =
high, UAI = low, LTO = high).

(d) MOCCA’s UI for Participant 27.

Fig. 2. The self-built interface and the interface generated by MOCCA for two different
participants

information presentation (permanently visible notes). MOCCA was able to correctly
predict this choice (Figure 2(d)). In contrast, participant 3 chose the UI designed for
normal Long Term Orientation (Figure 2(a)), which shows less information at first sight
by being less encoded with colors and symbols (Figure 2(b)). MOCCA, however, was
not able to correctly predict her choice basing its prediction on a low Long Term Ori-
entation with scarce to-dos and unfolding notes (Figure 2(b)). Nonetheless, a compar-
ison of the two pictures shows that the deviation of 1 in the cultural dimension had
only a small effect on the overall UI design. Altogether, a deviation of 1 occurred in
6.67 % of the cases. For 3.33 % of all participants, MOCCA provided for a low infor-
mation density (as shown in Figure 2(b)), whereas the participant showed a preference
for the opposite, a high information density as in Figure 2(d). We did not find any cases
where participants preferred a low information density although predicted to favor the
opposite.
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We provided three navigation choices: (1) A tree navigation as shown in
Figure 2(b) allows to nest categories and projects and is bound to a list view of the
to-dos in order to be able to sort this list accordingly; (2) a flat navigation bound to a list
view of the to-dos restricts users to clicking on categories or projects, but does not allow
nested sorting; and (3) a flat navigation bound to the picture-representation of to-dos,
as shown in Figure 2(d). We were able to correctly predict the choice for 56.67 % of
participants, and had a deviation of 1 in 36.67 % of the cases. A deviation of 2 was rare
with 6.67 %.

The accessibility of functions for the task Workflow I was accurately predicted for
60 % of the participants. Thus, we were able to anticipate whether participants preferred
a ”hidden” accessibility of functionalities, reaching them only on mouse-over (for a low
PDI), or a constant accessibility, with two differing degrees of information density (for
a normal and a high PDI). For 40 % of the participants we failed the correct prediction
with a deviation of 1; however, none of the participants chose the interface variant de-
viating from our prediction completely (0 % with a deviation of 2).

Workflow II adhered to a self-dependent handling of procedures: MOCCA’s inter-
face can either adapt to a high Uncertainty Avoidance by leading users through a pro-
cess while obscuring other information (e.g. when adding a new to-do), force the user
to concentrate on the current process by making other functionalities inaccessible (al-
though still visible) for a normal Uncertainty Avoidance, or enables more freedom by
permanently accessible functionalities. We were able to correctly predict 66.67 %. Un-
like the choices for other tasks, participants strongly favored the normal version (20
participants were anticipated to choose this version and 17 actually did choose it). In
contrast, only 4 participants chose the low version, and 7 chose the interface element
assigned to a high Uncertainty Avoidance.

Tasks 5 and 6 (Colorfulness and Brightness & Contrast) were expected to strongly
related to each other: Participants who chose a colorful interface (low Individualism)
were thought to prefer bright colors (high Masculinity). Likewise, the choice of an in-
terface with matching colors (high Individualism) was expected to implicate the choice
of a pastel-colored interface with less contrast (low Masculinity). However, 14
participants chose either low/low, or high/high; hence the poor result for these two
aspects.

MOCCA provides support from short tool-tips (low Uncertainty Avoidance), a more
comprehensive help-on-demand after hovering the mouse over different question marks
on the UI, to an extensive wizard. To our surprise, all five users who we had expected to
choose the wizard because of their high Uncertainty Avoidance Score, instead chose the
normal version and rejected the wizard. At this point, it might be important to consider
the level of computer literacy, as well as the level of difficulty of the application into
the design of the adaptation rules. However, although all users had a high computer lit-
eracy and had used to-do applications previously, only five participants chose the tool-
tip designed for users with a low Uncertainty Avoidance Score. Instead, the majority
(20 participants) preferred the more comprehensive help-on-demand. The high number
tending to the middle variant of support explains why we had 0 % with a deviation of
2, but 50 % with a deviation of 1.
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Fig. 3. Predictions based on the initial dimensions (A) result in significantly (***, p < 1e − 7)
more correct predictions than using alternative dimensions (B) for three interface aspects

Suitability of Alternative Dimensions for Prediction. Certain aspects of the UI could
not be clearly linked to one dimension only, as their effect on UI performance is partly
ambiguous. We therefore replaced the dimensions responsible for triggering the UI
elements for three different tasks. Task 3 and 5 (Workflow I and Support) were newly
predicted with the dimension Uncertainty Avoidance (instead of LTO and PDI), and
task 8 was newly predicted with the Power Distance Index (instead of UAI). The di-
mensions that were initially linked to certain interface aspects in the adaptation rules
were demonstrated to be more suitable for prediction (t-test, p < 1e− 7) than the same
test with alternative dimensions (see Figure 3 where column A refers to the initial di-
mensions as listed in table 1 and column B is the result for the alternative dimensions).
This further reinforces hypothesis 2 in that the dimensions incorporated in our adap-
tation rules effect the assigned aspects of the UI, and that the result of our prediction
cannot be reproduced by randomly choosing alternative dimensions.

6 Conclusion and Future Work

In the age of a global software industry the cultural differences in UI preferences be-
come increasingly important. We have introduced a new approach to convert knowledge
about a user’s cultural background into predictions of UI preferences. We exemplified
our approach in the test application MOCCA, which is able to adapt the user inter-
action to the user’s cultural background. In addition, this paper succinctly discussed
the interaction between the application-independent cultural user model ontology, the
adaptation rules, and the application-specific adaptation ontology.

In order to substantiate the approach, we conducted an evaluation with 30 partici-
pants of different cultural backgrounds, demonstrating a high significance in accurately
predicting UI preferences (χ2

(1,N=30), 0.05 < p > 3.14e−11 across all 7 task). With
that, we showed that an automated generation of suitable UIs for different cultural pref-
erences is feasible, providing a basis for future approaches to cultural adaptivity. Our
future work includes usability evaluations of MOCCA in different countries in order to
assess whether its adaptations actually result in an increased work efficiency. We plan
to evaluate both the initial UI, as well as the ongoing adaptations that result from the
continuous prediction, detection, and correction of mistakes of the initial adaptation
with the help of the user interaction tracking.
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Abstract. The vast amount of information presented in museums is often over-
whelming to a visitor, making it difficult to select personally interesting exhibits.
Advances in mobile computing and user modelling have made possible tech-
nology that can assist a visitor in this selection process. Such a technology can
(1) utilise non-intrusive observations of a visitor’s behaviour in the physical space
to learn a model of his/her interests, and (2) generate personalised exhibit recom-
mendations based on interest predictions. Due to the physicality of the domain,
datasets of visitors’ behaviour (i. e., visitor pathways) are difficult to obtain prior
to deploying mobile technology in a museum. However, they are necessary to
assess different modelling techniques. This paper reports on a methodology that
we used to conduct a manual data collection, and describes the dataset we ob-
tained. We also present two collaborative models for predicting a visitor’s viewing
times of unseen exhibits from his/her viewing times at visited exhibits (viewing
time is indicative of interest), and evaluate our models with the dataset we col-
lected. Both models achieve a higher predictive accuracy than a non-personalised
baseline.

1 Introduction

Cultural heritage spaces such as museums offer a vast amount of information. However,
a visitor’s receptivity and time are typically limited, posing the challenge of selecting
personally interesting exhibits to view within the available time. Advances in mobile
computing and user modelling provide the opportunity to assist a visitor in this selec-
tion process — by means of personalised mobile technology. Such a technology can
(1) utilise non-intrusive observations of a visitor’s behaviour in the physical space to
learn a model of his/her interests, and (2) generate personalised exhibit recommen-
dations based on interest predictions. The physicality of the domain poses practical
challenges for developing predictive user models. For example, datasets of visitors’ be-
haviour in the museum (i. e., visitor pathways) are difficult to obtain prior to deploying
mobile technology (e. g., positioning technology).

In this paper, we describe a computer-supported methodology that we used to manu-
ally collect a dataset of visitor pathways in Melbourne Museum (Melbourne, Australia),
and the dataset we obtained. We then present two collaborative models for predicting a
visitor’s viewing times of unseen exhibits from his/her viewing times at visited exhibits:

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 197–209, 2009.
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(1) a memory-based nearest-neighbour collaborative filter, and (2) a model-based ap-
proach utilising the theory of Gaussian spatial processes. Our models were evaluated
with the dataset we collected, by comparing their predictive accuracy with that of a non-
personalised baseline. Both models attain a higher predictive accuracy than the baseline,
with our spatial process model outperforming the nearest-neighbour collaborative filter.

The paper is organised as follows. In Section 2, we outline related research. Section 3
describes our methodology for collecting visitor pathways in a physical museum and the
dataset we obtained, followed by Section 4 where we discuss our models for predicting
a visitor’s viewing times. Section 5 summarises the results of our evaluation, and in
Section 6, we discuss ways to utilise our predictive models in a personalised museum
handheld guide. We conclude in Section 7.

2 Related Research

Personalised guide systems in physical domains have often employed adaptable user
models, which require visitors to explicitly state their interests in some form. For ex-
ample, the GUIDE project [1] developed a handheld tourist guide for visitors to the city
of Lancaster, UK. It employed a user model obtained from explicit user input to gen-
erate a dynamic and user-adapted city tour, where the order of the visited items could
be varied. In the museum domain, the CHIP project [2] investigates how Semantic Web
techniques can be used to provide personalised access to digital museum collections
both online and in the physical museum, based on explicitly initialised user models.

Less attention has been paid to predicting preferences from non-intrusive observa-
tions, and to utilising adaptive user models that do not require explicit user input. In
the museum domain, adaptive user models have usually been updated from a user’s in-
teractions with the system, with a focus on adapting content presentation, rather than
predicting and recommending exhibits to be viewed. For example, HyperAudio [3] dy-
namically adapted the presented content and hyperlinks to stereotypical assumptions
about a user, and to what a user has already accessed and seems interested in. The aug-
mented audio reality system for museums ec(h)o [4] treated user interests in a dynamic
manner, and adapted its user model on the basis of a user’s interactions with the sys-
tem. The collected user modelling data were used to deliver personalised information
associated with exhibits via audio display. The PEACH project [5] developed a multi-
media handheld guide which adapts its user model on the basis of both explicit visitor
feedback and implicit observations of a visitor’s interactions with the device. This user
model was then used to generate personalised multimedia presentations.

These systems, like most systems in the museum domain, rely on knowledge-based
user models in some way, and hence, require an explicit, a-priori engineered repre-
sentation of the domain knowledge. In contrast, our research investigates non-intrusive
statistical user modelling and recommendation techniques that do not require such an
explicit domain knowledge representation [6].

3 Data Collection and Dataset

This section describes our methodology for collecting a dataset of visitor pathways
(Section 3.1), and the dataset we obtained (Section 3.2).
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(a) Melbourne Museum – Ground level (b) Melbourne Museum – Upper level

Fig. 1. Visitor pathway visualised on a site map of Melbourne Museum

3.1 Data Collection Methodology

The GECKO project endeavours to develop user modelling techniques which rely on
non-intrusive observations of users’ behaviour in physical spaces [7]. Developing such
non-intrusive user modelling and personalisation techniques for museums requires data-
sets about visitor behaviour in the physical museum space (i. e., visitor pathways). Data-
sets that are suitable for the development phase can be obtained by manually tracking
museum visitors. Such a data collection methodology is clearly inappropriate for model
deployment, but it facilitates model development by eschewing issues related to tech-
nology selection and instrumentation accuracy.

In the museum domain, traditional manual tracking methodologies include using
printed site maps and a stopwatch to record visitors’ pathways and the time spent at
various exhibits [8]. However, depending on the required level of detail and frequency
of events, such logging techniques can overwhelm a tracker, potentially yielding track-
ing errors. Additionally, they require a substantial transcription effort to digitise the
data. This motivated us to develop a computer-supported methodology for recording
museum visitors’ time-annotated pathways. Hence, in the framework of the GECKO

project, we developed two Java-based tools for manual tracking and visualisation of
datasets, GECKOtracker and GECKOvisualiser respectively.

– GECKOtracker is a clickable interface showing a digitised site map of the physical
space encoded in the Scalable Vector Graphics (SVG) file format. GECKOtracker
resides on portable computers carried by (human) trackers — one tracker follows
one museum visitor at a time. When following a visitor, a tracker logs the visitor’s
position by clicking on the map, while the computer clock delivers the time. A
‘viewing event’ is registered when the tracker clicks on an exhibit. Figure 1 depicts
the site map for Melbourne Museum, together with one of the visitor pathways we
collected.

– GECKOvisualiser is used for post-collection visualisation and analysis of the gath-
ered data. It supports different views of the data (e. g., showing a pathway or the
distribution of viewing times) in two linked formats: visualisation on the site map
(Figure 1) and textual log. GECKOvisualiser was used to gain a better understand-
ing of our dataset, and to correct obvious mistakes made by our trackers.
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Museums such as Melbourne Museum display thousands of exhibits distributed over
many separate galleries and exhibitions. However, normally visitors do not require rec-
ommendations to travel between individual, logically related exhibits in close physical
proximity. Rather, they may prefer recommendations regarding physically separate ar-
eas. In order to gather data for assessing predictive models that support appropriate
recommendations, we grouped Melbourne Museum’s individual exhibits into seman-
tically coherent and spatially confined exhibit areas. This task, which was performed
with the assistance of museum staff, yielded 126 exhibit areas.

GECKOtracker was used by 16 trackers in total, comprising university students and
museum staff. Feedback from trackers and other museum staff indicates that they value
our software. The trackers particularly liked the software’s ease of operation. Feedback
regarding the digital maps of the museum indicates that our maps encode sufficient
information for the trackers to correctly identify exhibit areas — a key requirement
for accurate tracking. Feedback from participants shows that most visitors did not feel
disturbed by a tracker following them through the museum. In fact, some participants
stated that quite early into their visit, they forgot that they were being tracked (despite
being approached at the start of the visit to obtain their approval).

3.2 Dataset

Using GECKOtracker, we recorded the pathways of over 170 visitors to Melbourne
Museum from April to June 2008. We restricted ourselves to tracking first-time adult
visitors travelling on their own, to ensure that neither prior knowledge about the mu-
seum nor other visitors’ interests influenced a visitor’s decisions about which exhibits
to view. Prior to the data collection, we briefed our trackers on the usage of the tracking
tool, the layout of the museum, and its digital representation on the site map. Addition-
ally, we clarified what should be considered a viewing event. After the data collection,
the visitor pathways were post-processed using GECKOvisualiser. For instance, we re-
moved mis-clicks reflecting viewing events that could not have possibly occurred, e. g.,
visitor transitions from one end of the museum to the other and back within a few
seconds, or transitions outside the museum walls and back. We also removed incom-
plete visitor pathways, e. g., due to a laptop running out of battery, or a visitor leaving
unexpectedly. The resulting dataset comprises 158 complete visitor pathways in the
form of time-annotated sequences of visited exhibit areas, with a total visit length of
291:22:37 hours, and a total viewing time of 240:00:28 hours. The dataset also contains
demographic information about the visitors, which was obtained by means of post-visit
interviews conducted by our trackers. In total, we obtained 8327 viewing durations at

Table 1. Dataset statistics

Mean Stddev Min Max

Visit length (hrs) 1:50:39 0:47:54 0:28:23 4:42:12
Viewing time (hrs) 1:31:09 0:42:05 0:14:09 4:08:27

Exhibit areas / visitor 52.70 20.69 16 103
Visitors / exhibit area 66.09 25.36 6 117
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the 126 exhibit areas, yielding an average of 52.7 exhibit areas per visitor (41.8% of the
exhibit areas). Hence, on average 58.2% of the exhibit areas were not viewed by a vis-
itor. This indicates that there is potential for pointing a visitor to relevant but unvisited
exhibit areas. Table 1 summarises further statistics of the dataset.

Clearly, the deployment of non-intrusive personalised visitor support in a museum
requires suitable positioning technology to track visitors, and models to infer visitors’
interests. Although our dataset was obtained manually, it provides information that is
of the same type as information inferable from sensing data. Additionally, the results
obtained from experiments with this dataset are essential for model development, as
they provide an upper bound for the predictive performance of our models.

4 Viewing Time Prediction from Non-intrusive Observations

In an information-seeking context, people usually spend more time on relevant infor-
mation than on irrelevant information, as viewing time correlates positively with pref-
erence and interest [9]. Hence, viewing time can be used as an indirect measure of
interest. We propose to use log viewing time (instead of raw viewing time), due to the
following reasons. When examining our dataset (Section 3.2), we found the distribu-
tions of viewing times at exhibits to be positively skewed (we use the terms ‘exhibit’
and ‘exhibit area’ synonymously in the remainder of this paper). Thus, the usual as-
sumption of a Gaussian model did not seem appropriate. To select a more appropriate
family of probability distributions, we used the Bayesian Information Criterion (BIC).
We tested exponential, gamma, normal, log-normal and Weibull distributions. The log-
normal family fitted best, with respect to both number of best fits and average BIC score
(averaged over all exhibits). By transforming all viewing times to their log-equivalent,
we obtained normally distributed data. This transformation fits well with the idea that
for high viewing times, an increase in viewing time indicates a smaller increase in the
modelled interest than a similar increase in the context of low viewing times.

In this section, we propose two models for predicting a visitor’s (log) viewing times
from non-intrusive observations of his/her (log) viewing times at visited exhibits: a
memory-based nearest-neighbour collaborative filter [10] (Section 4.1), and a model-
based approach based on the theory of Gaussian spatial processes [11] (Section 4.2).

4.1 Nearest-Neighbour Collaborative Filter

Our Collaborative Filter Model (CFM) for predicting a visitor’s viewing times of un-
seen exhibits is a nearest-neighbour collaborative filter [10]. The predictive model is
built by first collecting all observed log viewing times into a matrix of size m × n,
where m is the cardinality of the set V of all visitors, and n is the cardinality of
the set I of all exhibits (we use v ∈ V to denote a visitor, and i ∈ I to denote
an exhibit). To ensure that varying exhibit complexity does not affect the similarity
computation for selecting the nearest neighbours (viewing time increases with exhibit
complexity), we then normalise all these values by calculating exhibit-wise z-scores.
That is, we normalise the log viewing time of a visitor for an exhibit by
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subtracting its log viewing time mean r·i and dividing by its standard deviation σi. The
resultant normalised log viewing times rvi, which are stored in a matrix R of size m×n,
may be regarded as implicit ratings given by visitors to exhibits.

We calculate r̃ai, a personalised prediction of a current visitor a’s unobserved (nor-
malised log) viewing time rai, from the values in R as follows (we unnormalise after-
wards to obtain a log viewing time):

r̃ai = ra· +

∑
v∈N(a,i)

sav (rvi − rv·)∑
v∈N(a,i)

|sav|
, (1)

where ra· denotes the current visitor a’s average normalised log viewing time, N(a, i)
is the set of nearest neighbours, and sav is the similarity between visitors a and v (cal-
culated using Pearson’s correlation coefficient on the normalised log viewing times of
visitors a and v). The set of nearest neighbours N(a, i) for the current visitor a and
exhibit i is constructed by (1) calculating sav for all visitors v who viewed exhibit
i, and (2) selecting the visitors most similar to current visitor a — those for whom
|sav|, the absolute similarity to visitor a, is above a certain threshold. When calculating
r̃ai, we use a weighted mean of deviations from each neighbour’s average normalised
log viewing duration rv· in order to neutralise viewing behaviour differences between
visitors. This weighted mean is then added to the current visitor’s average normalised
log viewing time ra·. Our experiments suggest that these calculations should be per-
formed only after enough evidence has been gathered for obtaining a good estimate of
ra·. In our case, this happens after 20 observations. Prior to that, we estimate rai using
only a (personalised) similarity-weighted mean of the rvis.

Whenever a similarity-weighted personalised prediction is not possible (e. g., when
the set of nearest neighbours is empty), we estimate rai using an unweighted average
of the deviations from the neighbours’ (normalised log viewing time) means [10]:

r̃a
·i = ra· +

∑
v∈N(·,i) (rvi − rv·)

|N(·, i)| ,

where N(·, i) denotes the set of visitors who viewed exhibit i. As above, we use a
simple (non-personalised) mean of the rvis for less than 20 observations in visitor a’s
profile.

We added further modifications from the literature to improve CFM’s performance.
For instance, we use significance weighting [10] to decrease the influence of nearest
neighbours whose similarity value is computed from a small number of co-viewed ex-
hibits. We also employ shrinkage to the mean [12], which has been shown to often
improve statistical estimation, whenever we compute a personalised prediction of rai

(replacing Equation 1):
r̂ai = r̃a

·i + ω (r̃ai − r̃a
·i) , (2)

where ω ∈ [0, 1] is chosen such that an error measure of choice is minimised. We use
the mean absolute error (MAE) (Section 5.1).
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4.2 Gaussian Spatial Process Model

Spatial statistics is concerned with the analysis and prediction of geographic data [11].
Utilising spatial processes, the field deals with tasks such as modelling the associa-
tions between observations made at certain locations, and predicting values at locations
where no observations have been made. The assumption made for spatial processes, that
correlation between observations increases with decreasing site distance, fits well with
our scenario, where viewing times are usually more correlated the more related exhibits
are. Hence, by introducing a notion of spatial distance between exhibits to functionally
specify this correlation structure, we can use spatial process models for predicting view-
ing times. We use s1, . . . , sn to denote the locations of exhibits i, j ∈ I = {1, . . . , n}
in a space providing such a distance measure, i. e., ‖si − sj‖. This distance measure
can be easily obtained for the museum domain. That is, museums are carefully themed
by curatorial staff, such that closely-related exhibits are in physical proximity. Based
on this observation, we hypothesise that physical walking distance between exhibits is
inversely proportional to their (content) similarity. Thus, we use physical walking dis-
tance as our distance measure between exhibits. Specifically, our SVG file-based repre-
sentation of the museum (Section 3.1) was used to calculate the walking distances by
mapping the site map onto a graph structure which preserves the physical layout of the
museum (i. e., preventing paths from passing through walls or ceilings). We normalised
the resulting distances to the interval [0, 1].

Typically, for a visitor v ∈ V , we have viewing times for only a subset of I , say
for nv exhibits. Denoting a visitor’s log viewing time vector with rv , we collect all ob-
served log viewing times into a vector r = (r1, . . . , rm) of dimension

∑m
v=1 nv.1 As-

sociated with each exhibit i is a log viewing time mean r·i and a standard deviation σi.
Let µ = (r·1, . . . , r·n) be the vector of mean log viewing times, and σ = (σ1, . . . , σn)
the vector of standard deviations. Furthermore, µv and σv are the vectors of means
and standard deviations respectively for only those exhibits viewed by a visitor v. For
example, if visitor 1 viewed exhibits 2, 3, 7 and 9, then µ1 = (r·2, r·3, r·7, r·9) and
σ1 = (σ2, σ3, σ7, σ9).

Similarly to spatial processes, our Spatial Process Model (SPM) assumes a special
correlation structure between the viewing times of different exhibits. In our experi-
ments, we use a powered exponential [11]:

ρ(‖si − sj‖; φ, ν) = exp (− (φ‖si − sj‖)ν) ,

where φ > 0 and 0 < ν < 2. That is, ρ(‖si − sj‖; φ, ν) models the correlation be-
tween the log viewing times of exhibits i and j. Let H(φ, ν) be a correlation matrix
with components (H(φ, ν))ij = ρ(‖si − sj‖; φ, ν) collecting all these correlations,
and let Hv(φ, ν) denote a visitor v’s correlation matrix (dimension nv × nv). That
is, Hv(φ, ν) corresponds to H(φ, ν) having removed those rows and columns that cor-
respond to unvisited exhibits. Also, let θ =

(
µ, σ, τ2, φ, ν

)
be a vector collecting the

2n + 3 model parameters, where τ2 denotes the variance of non-spatial error terms
necessary to fully specify the model (they model non-spatial variation in the data).

1 The information in r is the unnormalised equivalent of the information in R (Section 4.1).
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Then, modelling the data using Gaussian spatial processes (a detailed derivation appears
in [13]), r given θ is multivariate normal of dimension

∑m
v=1 nv. As the viewing times

of different visitors v = 1, . . . , m are independent, the model simplifies to

rv |θ ∼ N (µv, Σv) for all v = 1, . . . , m, (3)

where Σv = σv1nvHv(φ, ν)σv1nv + τ21nv is a visitor v’s covariance matrix, and 1nv

is the identity matrix of dimension nv × nv.
Given the model parameters θ =

(
µ, σ, τ2, φ, ν

)
, our model is fully specified. We

employ Bayesian inference using SPM’s likelihood function derived from Equation 3 to
estimate θ from r (in particular, we use slice Gibbs sampling [14]). This solution offers
attractive advantages over the classic frequentist approach, such as the opportunity of
incorporating prior knowledge into parameter estimation via the prior distribution, and
capturing the uncertainty about the parameters via the posterior distribution.

We can now use multivariate normal theory to predict a current visitor a’s log view-
ing times of unseen exhibits, say ra,1, from a vector of observed viewing times ra,2.
This is because (ra,1, ra,2) |θ is normally distributed (similarly to Equation 3). If we
use the following notation[

ra,1
ra,2

]
|θ ∼ N

([
µa,1
µa,2

]
,

[
Σa,11 Σa,12
ΣT

a,12 Σa,22

])
,

then the conditional distribution p (ra,1|ra,2, θ) is normal with mean vector and covari-
ance matrix

r̂a,1 = � (ra,1|ra,2, θ) = µa,1 + Σa,12Σ
−1
a,22 (ra,2 − µa,2) ,

Cov (ra,1|ra,2, θ) = Σa,11 − Σa,12Σ
−1
a,22Σ

T
a,12,

(4)

where r̂a,1 = � (ra,1|ra,2, θ) represents a personalised prediction of the log view-
ing times ra,1. Additionally, a measure of confidence in this prediction can be derived
from Cov (ra,1|ra,2, θ), e. g., by using the variances on the diagonal of this matrix.

Being a model-based approach, SPM offers advantages over memory-based tech-
niques such as CFM. For instance, the model parameters θ =

(
µ, σ, τ2, φ, ν

)
have

a clear interpretation, and the confidence measure provided by the model supports an
informed interpretation of the model’s predictions. Additionally, recommendation gen-
eration is sped up by uncoupling the model-fitting phase from the prediction phase.

5 Evaluation

We describe the experimental setup in Section 5.1, and discuss our results in Section 5.2.

5.1 Experimental Setup

We used the dataset discussed in Section 3.2 to evaluate the predictive performance of
our models CFM and SPM (Section 4). For our experiments, we ignored travel time
between exhibits, and collapsed multiple viewing events of one exhibit into one event.



Non-intrusive Personalisation of the Museum Experience 205

Due to the relatively small size of our dataset, we used leave-one-out cross valida-
tion. That is, for each visitor, we trained the models with the data from 157 of the 158
visit trajectories, and used the withheld visit pathway for testing. For CFM, we evalu-
ated several thousand parameterisations (e. g., varying the maximum number of nearest
neighbours and the shrinkage weight ω), and used the best-performing one for our final
experiments. As mentioned above, SPM’s model parameters θ were estimated from the
training data using slice Gibbs sampling [14]. For CFM, we computed predictions of a
visitor’s log viewing times of unseen exhibits from the (normalised) log viewing times
of the nearest neighbours (Equation 2). For SPM, log viewing times were predicted by
conditioning a multivariate normal distribution (Equation 4), using the parameter esti-
mates for θ to instantiate the model. In addition to CFM and SPM, we implemented a
baseline Mean Model (MM) which predicts the log viewing time of an exhibit i to be
its (non-personalised) mean log viewing time r·i.

We performed three types of experiments: Individual Exhibit, Progressive Visit and
Recommendation Potential.

– Individual Exhibit (IE). IE evaluates predictive performance for a single exhibit.
For each observed visitor-exhibit pair (v, i), we removed the log viewing time rvi

from the vector of the visitor’s log viewing durations, and computed a prediction
r̂vi from the other observations. This experiment is lenient in the sense that all
available observations except the observation for exhibit i are kept in a visitor’s
viewing duration vector.

– Progressive Visit (PV). PV evaluates performance as a museum visit progresses,
i. e., as the number of viewed exhibits increases. For each visitor, we started with
an empty visit, and iteratively added each viewed exhibit to the visit history, to-
gether with its log viewing time. We then predicted the log viewing times of all yet
unvisited exhibits.

– Recommendation Potential (RP). RP assesses the recommendation potential of
our models, i. e., it gives an indication as to whether our models can discover un-
visited but personally interesting exhibits. We predicted the log viewing times of
all unvisited exhibits for each visitor, given his/her complete visit history. We then
counted the predicted log viewing durations that were significantly above the cor-
responding exhibit’s average log viewing time r·i. For this purpose, we used the
95% credible interval around r·i.

For the first two experiments, we used the mean absolute error (MAE) to measure
predictive accuracy as follows:

MAE =
1∑

v∈V |Iv|
∑
v∈V

∑
i∈Iv

|rvi − r̂vi|,

where Iv denotes a visitor v’s set of exhibits for which predictions were computed. For
IE, we calculated the total MAE for all visitors and all exhibits; and for PV , we com-
puted the MAE across the yet unvisited exhibits for all visitors for each time fraction of
a visit (to account for different visit lengths, we normalised all visits to a length of 1).

Figure 2 shows a plot of the relationship between the shrinkage weight ω and the
MAE for CFM. To obtain the plot, we used the best-performing CFM parameterisation
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and varied ω over [0, 1]. For each ω, we averaged the MAEs obtained for the IE and PV
experiments. The mimimum MAE is achieved for ω ≈ 0.75. This value of ω was used
in our comparative evaluations.

5.2 Results

For the IE experiment, CFM outperforms MM, achieving an MAE of 0.7868 (stderr
0.0068). SPM outperforms both MM and CFM, achieving an MAE of 0.7548 (stderr
0.0066). The performance differences are statistically significant with p � 0.01 (upper
portion of Table 2, column ‘log t MAE’).

Computing MAEs with respect to log viewing times penalises errors for higher view-
ing times less than errors for lower viewing times, which is reasonable in our context.
To illustrate the meaning of our results in terms of raw viewing times, we give a few
exhibit-specific MAEs (calculated as for the IE experiment, but on raw viewing times).
The lower portion of Table 2 shows these values for five exhibit areas A to E, which were
selected on the basis of the variability of their viewing times and locations in Melbourne
Museum (marked in Figure 1). The first column in Table 2 designates the exhibit area,
the second and third column the mean and standard deviation of the distribution of view-
ing times for this area (in seconds) respectively (we used the parameters of the fitted
log-normal models to compute estimates of the means and standard deviations), and the
last column shows the MAE with respect to log viewing times. In addition, for each ex-
hibit area, we split the data at the median of the fitted log-normal model, separating low
and high viewing times. We then computed the MAEs for each half separately (fourth
and fifth columns). As expected, the MAEs for the lower half are smaller than the
MAEs for the upper half. For instance, CFM achieves an MAE of 52.6 seconds for the
low viewing times at area C (29.7% of the mean), and 118.7 seconds for the high view-
ing times (67.1% of the mean). For CFM, the average MAE (when averaged over the
five exhibits) as a percentage of mean exhibit viewing time is 26.2% for the lower half,
and 66.4% for the upper half. In contrast, SPM achieves 23.9% and 63.0% respectively.

The performance of SPM, CFM and the baseline MM for the PV experiment is de-
picted in Figure 3. CFM outperforms MM slightly (statistically significantly for visit
fractions 0.191 to 0.374 and for several shorter intervals later on, p < 0.05). There is
a significant improvement in performance for SPM, compared to both MM and CFM
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Table 2. Model performance for the IE experiment (MAE)

Exhibit area
Viewing time lowerMAE upperMAE log t MAE
Mean Stddev Mean (Stderr) Mean (Stderr) Mean (Stderr)

Total MM 0.8618 (0.0071)
Total CFM 0.7868 (0.0068)
Total SPM 0.7548 (0.0066)

Area A 220 246
CFM 60.8 (6.3) 119.1 (12.4) 0.6024 (0.0492)
SPM 53.2 (5.8) 111.4 (11.5) 0.5513 (0.0463)

Area B 115 156 CFM 29.8 (4.0) 84.4 (11.1) 0.6844 (0.0590)
SPM 26.9 (3.7) 76.4 (10.7) 0.6245 (0.0588)

Area C 177 240
CFM 52.6 (6.5) 118.7 (19.2) 0.7038 (0.0587)
SPM 42.8 (5.4) 110.7 (18.0) 0.6308 (0.0531)

Area D 87 149
CFM 20.7 (2.7) 64.9 (11.3) 0.8066 (0.0733)
SPM 20.6 (3.3) 60.6 (10.7) 0.7588 (0.0719)

Area E 75 125 CFM 18.1 (3.5) 47.0 (10.8) 0.7896 (0.1118)
SPM 18.1 (3.5) 49.3 (10.1) 0.7921 (0.1047)

(statistically significant for visit fractions 0.019 to 0.922, p < 0.05). Drawing attention
to the initial portion of the visits, SPM’s MAE decreases rapidly, whereas the MAE
for MM and CFM remains at a higher level. Generally, the faster a model adapts to a
visitor’s interests, the more likely it is to quickly deliver personally useful recommenda-
tions. Such behaviour in the early stages of a museum visit is essential in order to build
trust in the system’s recommendations, and to guide a visitor in a phase of his/her visit
where such guidance is most likely needed. As expected, MM performs at a relatively
constant MAE level. For CFM and SPM, we expected to see a relative improvement in
performance as the number of visited exhibits increases. However, this trend is rather
subtle. Additionally, for all three models, there is a performance drop towards the end
of a visit. We postulate that these phenomena may be explained, at least partially, by
the increased influence of outliers on the MAE as the number of exhibits remaining to
be viewed is reduced with the progression of a visit. This influence in turn offsets po-
tential gains in performance obtained from additional observations. Our hypothesis is
supported by a widening in the standard error bands for all models as a visit progresses,
in particular towards the end (not shown in Figure 3 for clarity of presentation).

For the RP experiment, we obtained the following results. Per visitor (on average),
CFM discovers 29.3 exhibits with predicted viewing times that are significantly higher
than the average. This corresponds to 37.0% of the predictions per visitor (on average).
In comparison, SPM predicts 23.6 such exhibits (30.1% of the predictions). These num-
bers indicate that our models discover exhibits which visitors appear to be interested in
but did not view. As SPM significantly outperforms CFM with respect to predictive ac-
curacy, SPM’s percentage is most likely a more realistic estimate of the true potential
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of our models with respect to visitor support. A more conclusive interpretation requires
a further, more rigorous investigation.

6 Discussion

Recommender systems have often been employed in virtual (i. e., non-physical) do-
mains, where personalised recommendations are directly derived from predicted rat-
ings, e. g., by recommending the items with the highest ratings. In contrast, in a physical
domain, the transition from predicting a visitor’s interests to recommendation genera-
tion is not trivial, as we do not want to recommend exhibits that visitors are going to
see anyway. We suggest the following approach to address this problem. Firstly, use
the predictions generated by interest-based predictive models (Section 4) to build a list
of areas in the museum that a visitor is likely to be interested in, e. g., by determining
whether a predicted interest is significantly higher than the (non-personalised) average
interest. Secondly, form a list of exhibits from a location-based prediction of a visitor’s
pathway through the physical museum [7]. Then, after merging the lists appropriately,
one can recommend exhibits that a visitor may be interested in but is likely to overlook.
This approach requires a strategy for merging the lists, e. g., whether locations that a
visitor is likely to visit anyway should be included (to help build trust in the system) or
excluded (to avoid over-communication). The modality of the presentation, e. g., visu-
alised on a site map or provided in textual or audio form, should be taken into account
when selecting the exhibits to be recommended.

7 Conclusions and Future Work

In this paper, we proposed a computer-supported methodology that we used to collect
pathways of visitors to Melbourne Museum. We presented two collaborative models
for predicting a visitor’s viewing times of unseen exhibits from his/her viewing times at
visited exhibits — a memory-based nearest-neighbour collaborative filter (called CFM),
and a model-based approach utilising the theory of Gaussian spatial processes (called
SPM). Our models were evaluated with the dataset we collected. Our results show that
both models attain a higher predictive accuracy than a non-personalised baseline, with
SPM outperforming the other models. Additionally, in the realistic Progressive Visit set-
ting, SPM rapidly adapts to observed visitor behaviour, addressing the new-user prob-
lem of collaborative approaches.

In the future, we intend to investigate ways of hybridising SPM by incorporating
content-based exhibit features into our distance measure. We also plan to combine our
models with a model that predicts a visitor’s pathway (i. e., a sequence of exhibits),
and develop strategies for delivering useful personalised recommendations about
exhibits.
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Abstract. This paper examines the problem of uncertainty due to in-
strumentation in user modeling systems within spatial domains. We con-
sider the uncertainty of inferring a user’s trajectory within a physical
space combined with the uncertainty due to inaccuracies in measuring a
user’s position. A framework for modeling both types of uncertainties is
presented, and applied to a real-world case study from the museum do-
main. Our results show that this framework may be used to investigate
the effects of layout in a gallery, and to explore the degradation in the
predictive performance of user models due to measurement error. This
information in turn may be used to guide the curation of the space, and
the selection of sensing technologies prior to instrumenting the space.

1 Introduction

Advances in mobile computing and sensing technology have enabled the instru-
mentation of physical spaces in order to track the movements of people and model
their behaviour [1,2]. Typically, these systems are implemented by equipping the
space or the users with sensing technology, and applying machine learning or
probabilistic techniques to build user models from logged sensor input [3,4]. In
principle, this approach appears to be sound. However, in practice it may be
error prone, and hence expensive, as the selected sensor technology or configu-
ration may turn out to be inadequate for the task. Further, compared to virtual
spaces, physical spaces pose additional challenges to user modeling, owing to the
inaccuracies inherent in sensory observations.

In this paper, we propose a framework for investigating the impact of differ-
ent sensing technologies on the predictive performance of user models prior to
deploying a particular technology. To this effect, we simulate sensor logs of users,
and compare the predictive performance of a user model derived from these logs
with that of a user model derived from perfect observations. Our framework was
implemented in the context of the Marine Life Exhibition at Melbourne Museum
(Figure 1(a)), where the derived models were used to predict exhibits viewed by
museum visitors (the perfect observations were obtained by manually recording
the exhibits actually viewed by visitors [5]). These predictions will eventually be
used by a recommendation system that suggests exhibits of interest.

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 210–222, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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(a) Entropy mapping of the exhibition:
darker colour indicates higher entropy.

(b) Probability of viewing exhibit ‘Eat
or be Eaten’ from a square: darker
colour indicates higher probability.

Fig. 1. The Marine Life Exhibit at Melbourne Museum

Our approach requires the following models: (1) a predictive user model of
exhibits to be viewed, which also provides an upper bound of performance; (2) a
spatial viewing model representing positions from which each exhibit can be
seen; and (3) models of sensor characteristics for different types of sensors. Our
predictive model is built from logs obtained by manually tracking the exhibits
viewed by visitors [5]. To link this information to logs that can be obtained
from sensors, we first need to infer a plausible viewing position for each exhibit;
we employ the spatial viewing model to make this inference. Owing to sensor
inaccuracies, a visitor’s position recorded by a sensor may differ from his/her
actual position. The nature and magnitude of this difference depends on the
type of sensor (and even on the specific sensor). Models of sensor behaviour are
needed to incorporate such distortions into the inferred position of a visitor.1

This paper is organized as follows. Sections 2-4 describe our three models.
Section 5 describes the integration of the predictive user model and the spatial
viewing model to generate synthetic pathways through the exhibition and predict
viewed exhibits from positional information. The results of our evaluation are
presented in Section 6, followed by concluding remarks.

1 In principle, we could manually record a person’s position and viewed exhibit di-
rectly. However, our experience shows that recording two separate information items
at the same time places an excessive burden on human trackers, making their logs
more error prone. More importantly, one of our objectives is to produce useful in-
sights from a relatively small amount of easily recorded information.
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2 Predictive User Model

There is a range of statistical models used in collaborative systems for predicting
users’ interests from observed behaviour, e.g., [6,7,8]. These systems have focused
on making predictions in the virtual rather than the physical space. The body
of work pertaining to building predictive models from sensory observations in
physical spaces is more reduced, e.g., [3,4,5], with [5] being the main proponent
of such models for the museum domain.

Our approach requires a user model that exhibits good predictive perfor-
mance, and can be easily sampled from to generate synthetic visitors (Sec-
tion 5.1). In this paper, we have adopted Bohnert et al.’s Transition Model
to represent visitors’ movements between exhibits in a museum [5]. This model
is a stationary 1-stage Markov model, where Pi,j approximates the probability
of moving from exhibit i to exhibit j (i, j = 1, . . . , M and M is the number of
exhibits). The Transition Model has a reasonable predictive performance on a ho-
mogeneous exhibition, such as Marine Life, where visitors’ behaviour is mainly
determined by the layout of the exhibition [5] (a hybrid model combining in-
terest with transitions outperforms a pure Transition Model, but it includes a
non-parametric component, which makes sampling more difficult).

The main issue in fitting the Transition Model is estimating the transition
probabilities from the available traces. The sparse data problem (also known as
the ‘small n, large p’ problem) occurs when there is a small number of data points
n compared to the number of parameters p to be estimated (in our case p = M2,
M = 22 exhibits, and n = 317 total exhibits viewed by 44 visitors). As a result
of this problem, many transitions between exhibits have zero observed counts.
Hence, estimating transition probabilities using a method such as Maximum
Likelihood will lead to zero transition probabilities for these transitions (even
when there is no physical reason for this to happen).

To overcome the sparse data problem, we employ a Bayesian approach, where
our prior distribution over the possible transition probabilities (Pi,1, . . . , Pi,M )
from a particular exhibit i is given by a Dirichlet distribution, Dir(αi, . . . , αi)
(i.e., all the parameters have been set to αi). The posterior distribution of these
transition probabilities is given by another Dirichlet distribution, Dir(ni,1 +
αi, . . . , ni,M + αi), where ni,j is the number of times a user was observed to
have moved from exhibit i to j. To estimate the probabilities Pi,j it is common
to employ the mean a posteriori estimates

P̂i,j =
ni,j + αi

Ni + Mαi
(1)

where Ni =
∑M

k=1 ni,k is the total number of times visitors viewed exhibit i, and
αi can be interpreted as the number of a priori observed counts per exhibit.2

However, as Hausser and Strimmer [9] point out, there is no general agreement
regarding the value of αi. Moreover, they demonstrate that for a small n and

2 αi is often assigned a single value, in which case it is called a ‘flattening constant’.
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large p, in terms of Mean Square Error, a better estimate of Pi,j is obtained by
choosing the αi for an exhibit i to be

αi =
Ni

(
1 −
∑M

k=1 θ̂2
i,k

)
M

(∑M
k=1 θ̂2

i,k + (Ni − 1)
∑M

k=1

(
1/M − θ̂i,k

)2
− 1
) (2)

where θ̂i,j = ni,j/Ni denotes the Maximum Likelihood estimate of the transition
probability from exhibit i to exhibit j.

3 Spatial Exhibit Viewing Model

One of the most interesting and difficult aspects of instrumenting a space such
as a museum is inferring abstract concepts, such as interest or intention, from
measured coordinates. In the museum domain, the time a visitor spent viewing
an exhibit is treated as proportional to his/her interest, and thus provides a form
of implicit rating, which can then be used by a recommender system. Therefore,
in order to infer interest from measurements, one must be able to infer which
exhibit is being viewed by a visitor when standing in a particular place.

Our approach consists of building a probabilistic model of the viewing areas
for each exhibit in the physical space. To facilitate this, we divided the physical
space into a grid. The dimensions of the grid were chosen to balance level of detail
with computational expense (a fine-grained grid provides a lot of detail, but its
integration into a viewing model is computationally expensive). The actual grid
size we chose is 61× 47 = 2, 867 squares, where a square is about 30cm× 30cm.

At each square we placed a multinomial distribution which represents the
probability that a visitor standing at that square is observing each exhibit. Fig-
ure 1(b) illustrates this distribution for the ‘Eat or be Eaten’ exhibit in the
Marine Life Exhibition — the darker squares indicate a higher probability of
viewing the exhibit from there. We now need to specify the probability of view-
ing each exhibit from each square. This was done as follows. We observed visitors’
behaviour in the Marine Life exhibition, and for each exhibit, marked out ar-
eas on the grid where people stood most often to view the exhibit. These high
probability areas (the darkest in Figure 1(b)) were assigned an unnormalized
probability of 1. The probability of the remaining areas was determined by mak-
ing G(i; x, y) – the unnormalized probability of viewing exhibit i from square
(x, y) – proportional to the distance between square (x, y) and the closest high-
probability square (xh, yh) as follows

G(i; x, y) ∝ exp
(
− (x − xh)2 + (y − yh)2

λi

)

where λi is chosen to control the rate of decay. This parameter, which may differ
for each exhibit, reflects how large the viewing areas are in the physical space,
and must be chosen by the space modeler. Based on our observations, we chose
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the same λi (= 3) for all the exhibits (i = 1, . . . , M), as the gallery space was
quite homogeneous.

Clearly, squares from which it is not physically possible to view an exhibit
should have a zero probability associated with them. This is handled by simply
marking the squares that correspond to walls, and setting G(i; x, y) to zero if a
straight line cannot be drawn from square (x, y) to any of the exhibit squares.

The final probability of viewing exhibit i from square (x, y) is estimated by
normalizing over all the exhibits

P(i|x, y) =
G(i; x, y)∑M

j=1 G(j; x, y)
(3)

An interesting use of our viewing model is for assessing the clutter in a gallery.
For each square in the gallery, we have an M -state multinomial distribution
over the M exhibits (i.e., a list of probabilities that a visitor standing at that
square is observing each exhibit). We represent the clutter at each square by the
entropy of this multinomial. Specifically, the entropy H(P) of an M -nomial with
probabilities P = (P1, . . . , PM ) is given by H(P) = −

∑M
j=1 Pj log Pj . H(P) is

maximized when all exhibits are equally likely to be viewed, and is minimized
when one Pj = 1 and the rest are zero (i.e., there is no uncertainty). Figure 1(a)
illustrates the entropy of each viewing square in the Marine Life Exhibition; dark
shading indicates high entropy, and light shading indicates low entropy.

4 Sensor Models

The final component of the user modeling system is the sensor model. This com-
ponent allows us to simulate real-life sensing technologies that are required to
deploy a predictive model in a physical space. Ideally, a sensor model should be
simple enough to easily integrate into a user modeling system, and also abstract
enough to be able to represent a wide range of real-life sensing possibilities. A
suitably abstract sensor model would allow different types of sensing technolo-
gies to be simulated by changing several parameters. Our basic model is that the
measured coordinates (x′, y′) are a realization of a random variable whose prob-
ability distribution depends on the true location (x, y) and the type of sensor
technology deployed. This distribution should be chosen to represent the be-
haviour of some real-life sensor technology. Below we propose models for indoor
GPS, RFID tags and accelerometers. Our evaluation is based on our indoor GPS
model (Section 6).

Indoor GPS or localization technologies. We adopt a simple model
whereby the (x, y) coordinates are distorted by additive Gaussian noise. Under
this regime, the measured coordinates are found by sampling from a bivariate
normal distribution N((x, y),C) with mean (x, y) and covariance C. Usually
one can assume that the accuracy is the same in all directions, and so we can
make the simpler model choice C = σ2I, where I is the identity matrix, and σ
is a constant that is chosen to reflect the expected accuracy of the device. For
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example, if the GPS is nominally accurate to within ν meters, and the (x, y)
coordinates are measured in meters, then σ = ν/2 would be a suitable value, as
such a choice places the bulk of the probability mass within the circle defined
by x2 + y2 = ν2.

RFID-tag arrays. An array of RFID tags positioned through the physical
space can be modeled in a similar fashion to an indoor GPS. Given an array of
active RFID tags, the physical space is divided into a set of (possibly overlapping)
cells that are covered by the RFID tags — each cell potentially spanning several
squares. When a user (wearing a passive RFID tag) moves into a cell, and the
active RFID is activated, the system is aware of the user’s approximate position.
The uncertainty of the user’s exact (x, y) position within a cell may be modeled
by treating the measured (x′, y′) as a Gaussian distribution N((ak, bk),Ck),
where (ak, bk) are the coordinates of the center of the cell covered by active
RFID tag k, and the covariance matrix Ck is chosen to approximate the area of
the cell. A more refined model of a user’s position may be devised by treating
the different cells as discrete states in a Markov model, and noting that a user’s
likely (x, y) position on entering a cell depends on the previous cell s/he was in
(and thus, the direction from which s/he moved into the new cell). However, the
Gaussian model will be insufficient to represent this extra information.

Accelerometer based sensing. The behaviour of accelerometer-based tech-
nology may be modeled as a state-space evolution of (x, y) coordinates with
suitable Gaussian process noise over acceleration (rather than position, as for
the previous devices). In order to model the behaviour of accelerometer-based
technology, we need to simulate trajectories of users’ (x, y) coordinates through
the physical space. Such trajectories should include a sequence of points in the
path between two consecutively visited exhibits, and the time required to tra-
verse this path. The path may be approximated using a shortest path algorithm,
and the traversal time may be approximated using average speeds of visitors and
the length of the path. This information enables the calculation of acceleration
vectors (ẍ, ÿ)t at each time t along the trajectory. Thus, given a starting position
(x, y)0, the measured positions of the user (x′, y′) evolve over time according to
the state-space equations

(x′, y′)t+δ = (x′, y′)t + (ẋ′, ẏ′)tδ (4)
(ẋ′, ẏ′)t+δ = (ẋ′, ẏ′)t + (ẍ′, ÿ′)tδ + εt (5)

where εt is distributed as N((0, 0),C), and C is a suitable covariance matrix
representing the noise due to imperfect measurement of acceleration.

A major problem with acceleration-based tracking is measurement drift. That
is, this technology produces relative positions (in contrast with absolute positions
generated by GPS and RFID tags). Hence, the noise distorting the acceleration
measurements will cause the estimated positions to increasingly drift away from
the truth; the longer the sequence of acceleration measurements, the bigger the
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expected drift. This problem may be alleviated by deploying several absolute
positioning devices (e.g., RFID tags) around the space, and using them to reset
a user’s position when s/he moves past them.3

5 Integrating the User Model with the Viewing Model

The Transition Model presented in Section 2 is based on precise knowledge of the
last exhibit viewed by a visitor. However, if information on the visitor’s behaviour
is being automatically gathered by instruments, then all that is available is a
sequence of (possibly distorted) (x, y) coordinates. Assuming that there exists
some criterion for detecting that a visitor is stationary (and hence viewing an
exhibit), we can decompose the complete (x, y) sequence into a sub-sequence
of stationary (x, y) coordinates (at present, we do not model ‘hovering’ around
an exhibit). From these, we must attempt to infer which exhibit the visitor is
viewing, and then employ our user model to predict which exhibit the visitor
will view next on the basis of this information.

Recall that our manually gathered data consists of a sequence of viewed ex-
hibits (rather than (x, y) coordinates). Hence, in order to make predictions from
(x, y) coordinates, we must first generate positional pathways from information
regarding viewed exhibits. We generate synthetic pathways, driven by the pre-
dictive user model, rather than pathways tailored to the 44 observed users. This
is done to ensure that any deterioration in predictive performance can be at-
tributed to the use of positional coordinates (instead of precise exhibits) and to
sensing distortion due to instrumentation error. Synthetic users were also gener-
ated by [11] for plan-based activities in the virtual space. However, their objective
was to generate new, plausible users, while ours is to filter out prediction errors
made by the user model.

5.1 Generating User Pathways

We generate realistic synthetic trajectories for the Marine Life Exhibition as
follows. We first use the Transition Model (Section 2) to generate a tour (ordered
list) of viewed exhibits, and then apply our spatial viewing model (Section 3) to
transform this list of exhibits to a sequence of plausible spatial coordinates within
the physical space (these coordinates are subsequently distorted by measurement
error).

Generating a tour. The Transition Model proposed in Section 2 assumes that
the primary driving force behind a tour is the layout of the gallery, and that
the probability that a visitor moves to an exhibit depends entirely on the last
exhibit viewed. As mentioned above, this model yields reasonable predictions for
3 If a Kalman filter [10] is used to estimate a user’s current position from the state-

space model (Equations 4 and 5), the effect of resetting a user’s position to within the
accuracy provided by an RFID tag may be naturally incorporated into the Kalman
filtering process by setting the covariance matrix of the Kalman-filter state estimate
to the covariance matrix of the RFID-tag noise model.
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our dataset. Also, Markov models are easy to sample from, thus facilitating the
generation of synthetic tours. Our tours begin at a (fictitious) ‘start’ position,
with the first viewed exhibit being drawn from the possible transitions from this
position; the next exhibit is drawn from the transition probabilities of the first
exhibit, and so on, until a (fictitious) ‘end’ exhibit is drawn.

The generated tours depend on the estimates of the transition probabilities
obtained in Section 2. Due to the small amount of data used to estimate the
multinomial distributions that comprise the Transition Model, these estimates
have a large variance. This variance is not taken into account when point es-
timates, such as those in Equation 1, are employed to define the multinomial
distributions from which samples are drawn. To overcome this problem, we use
the complete Bayesian predictive distribution to generate tours, as follows. For
each exhibit i in a tour, we first sample φ1, . . . , φM from the Dirichlet distri-
bution Dir (ni,1 + αi, . . . , ni,M + αi) for the exhibit (ni,j and αi are given in
Section 2), and then sample the next exhibit from the multinomial distribution
Multi(φ1, . . . , φM ). For small samples sizes, if one was to use a point estimate
to generate tours, the resulting tours would contain less variability than war-
ranted by the data. The full predictive distribution takes this overdispersion
into account, yielding tours with higher variability.

Generating User Coordinates. Once a tour of exhibits has been generated,
we need to place the visitors in physical (x, y) coordinates within the gallery in
a plausible fashion. We employ Bayes’ theorem to produce the probability of a
visitor being at square (x, y) conditioned on the fact that s/he has been viewing
exhibit i, where x = 1, . . . , 61 and y = 1, . . . , 47 (Section 3). This yields

P(x, y|i) =
P(i|x, y)π(x, y)∑

x

∑
y P(i|x, y)π(x, y)

where P(i|(x, y) is obtained from Equation 3.
It remains to specify a prior distribution π(·) over the possible (x, y) positions

where a visitor may be standing. Assuming a simple prior of ignorance, whereby
every square is equally likely to be occupied by a visitor, we obtain

P(x, y|i) =
P(i|x, y)∑

x

∑
y P(i|x, y)

(6)

Now, given that a synthetic visitor is viewing exhibit i, we just need to sample
from a multinomial distribution representing all the squares in the space to
determine a square occupied by the visitor.

5.2 Predicting Exhibits from Positional Information

When a visitor stands in a particular location, there is some uncertainty regard-
ing which exhibit s/he is viewing. The more exhibits are in close proximity (i.e.,
the more cluttered is an exhibit area), the higher the uncertainty. We consider
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two approaches for inferring viewed exhibits from positional information in light
of this uncertainty: Argmax and Weighted.

– Argmax selects the most probable exhibit given the coordinates (x, y) of
the user, i.e.,

jmax = arg max
j∈{1,...,M}

{P(j|x, y)} (7)

The Transition Model is then used to estimate the probability of the next
exhibit i assuming that the current exhibit being viewed is jmax

P̂(i|x, y) = Pjmax,i (8)

– Weighted employs the Transition Model to estimate the probability of going
to the next exhibit i from each other exhibit in the gallery, and calculates
a weighted average of these probabilities on the basis of the probability of
viewing each exhibit from coordinates (x, y).

P̂(i|x, y) =
M∑

j=1

{P(j|x, y) × Pj,i } (9)

We expect the differences in the performance of Argmax and Weighted to be
greatest when the (x, y) coordinates are in areas of high uncertainty, i.e., areas
with many exhibits. When only one exhibit is feasibly viewable from a particular
(x, y) coordinate, the two predictors are expected to coincide (Section 6).

6 Evaluation

We first review the data collection process, followed by a description of our
experiments and the results we obtained.

6.1 Data Collection

As mentioned above, our framework was evaluated on data obtained from the
Marine Life Exhibition at Melbourne Museum (Figure 1). The dataset, which
was gathered manually, consists of tour traces from 44 visitors (Section 2). These
traces contain an ordered list of the exhibits viewed by each visitor, and the
time spent at each exhibit (which is not used in our models, but is necessary for
assessing interest [5]). There are M = 22 exhibits in the Marine Life Exhibition,
and on average, a visitor viewed 7.2 exhibits. We augmented the exhibit list with
fictitious ‘start’ and ‘end’ exhibits in order to naturally incorporate an initial and
final event into our predictive model.

The data for the viewing model were obtained separately from the user mod-
eling data. This was done by observing the movements of visitors to the Marine
Life Exhibition as they viewed the exhibits, and manually annotating a grid-
divided map of the gallery to record their positions (Section 3).
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6.2 Experimental Setup

We conducted two experiments as follows. First we evaluated the performance of
our two position-based prediction models, Argmax and Weighted (Section 5.2),
compared with the performance obtained by the Transition Model alone, i.e.,
from direct observations of the exhibits viewed. We then introduced distortions
modeled by our indoor GPS sensor model (Section 4) into the position-based
predictive models in order to examine the effect of sensor inaccuracy on predic-
tive performance. For both experiments we generated 1000 synthetic tours as
described in Section 5.1.

6.3 Results

Figure 2(a) shows the results obtained by the three predictive models, Argmax,
Weighted and Transition Model, in terms of the average log-loss of the predic-
tions made at each of the 22 exhibits (i.e., the negative-log of the probability
with which the exhibit actually viewed next was predicted). This average, which
is calculated over all the synthetic visitors, summarizes how well the predictive
models perform at each exhibit. The curve is plotted in order of decreasing pre-
dictive performance of the Transition Model, and the crosses mark exhibits for
which the difference between the Argmax and Weighted models is statistically
significant at the 0.05 level. For the position-based models, this plot was pro-
duced on the basis of the (x, y) coordinates where each synthetic visitor ‘stood’
to view each exhibit in his/her tour. The predictions made by the Transition
Model were obtained directly from viewed exhibits. These predictions represent
an upper bound on predictive performance (lower bound on log-loss).

In general, the Weighted method outperforms the Argmax method. When
Weighted does better than Argmax, as for Exhibit 19 (‘Tool Time’) and 21
(‘Deep Freaks’), the difference is quite substantial. In contrast, when Argmax
outperforms Weighted, as for exhibit 18 (‘Sea Floor’), the difference is rather
marginal. It is worth noting that the viewing areas for both ‘Tool Time’ and
‘Deep Freaks’ have a significant amount of overlap with the viewing areas of other
exhibits, while ‘Sea Floor’ is quite separate from its neighbour ‘Sea Mounts’.
Thus, these models behave according to the expectations set out in Section 5.2.

The effect of instrumentation accuracy on predictive performance was tested
with respect to indoor GPS — the instrumentation option being considered at
present by Melbourne Museum. We calculated the average predictive accuracy of
our models under various levels of sensor noise (the average was computed over
all the exhibits in all the tours). The predictive accuracy of a model was calcu-
lated by scoring 1 if one of the top-3 most probable exhibits was viewed next, and
0 otherwise. We chose top-3 (rather than top-1) because top-1 ignores the fact
that top probabilities are often quite similar in our scenario. Figure 2(b) shows
the degradation in the predictive performance of the Weighted and Argmax
models as a function of increasing sensor error ν (Section 4). The true predic-
tion error baseline, which is obtained when the viewed exhibit is known, is 0.54
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Fig. 2. Results for the Marine Life Exhibition at Melbourne Museum

on average (0.32 for top-1 accuracy),4 compared with 0.44 for Weighted and 0.39
for Argmax when ν = 0. This drop in performance as one changes from precise
observations to positional observations may be largely attributed to the clutter
in the gallery (recall that error due to the predictive model has been filtered out,
since this model is also used to generate the synthetic pathways). Our results
show that performance degrades slowly as sensor error increases. For instance,
an error of ν = 5 squares (1.5 meters) results in only approximately 10% drop in
performance. This indicates that a fairly inaccurate sensor technology or a fairly
coarse instrumentation of the museum space may be suitable, which can signifi-
cantly lower instrumentation costs. At the same time, more accurate predictive
user models may be necessary to improve the baseline predictive performance,
possibly in combination with a reduction in the clutter of certain exhibit areas.

7 Conclusion and Future Work

We have offered a framework for investigating the impact of sensing technologies
on the predictive performance of user models in physical spaces. Our framework
combines a predictive user model with a spatial viewing model to produce path-
ways of synthetic users from a relatively small dataset. It then incorporates sim-
ulated sensing distortions from different types of instruments. This framework
was applied to a small, real-life dataset obtained from Melbourne Museum. Our
results show that the Weighted position-based predictive model outperforms the
Argmax model, and that the Weighted model can attain tolerable predictive
performance, even in the presence of a substantial sensory distortion.

4 The predictive performance of the baseline model is lower than that in [5] due to
our sampling approach, which generates tours with higher variability.
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There are several interesting avenues for further investigation. Firstly, we pro-
pose to implement models of the other positioning devices mentioned in Sec-
tion 4, viz RFID tags and accelerometers. In addition, in order to improve the
realism of our models we intend to do the following.

– Devise a more accurate spatial viewing model by considering particular re-
strictions of museums. For example, our model could reduce the probabilities
of squares that are too close to walls or exhibits, and take into account size
of exhibits (bigger exhibits are more likely to be viewed from farther away
than smaller exhibits). The association of suitable attributes with exhibits
will in turn enable the application of machine learning techniques to learn
models of viewing areas for new exhibits.

– Combine a tour generated from a predictive user model and the (x, y) coordi-
nates generated from the spatial model into a dynamic trajectory through the
physical space (rather than just stops at particular exhibits). This requires
the derivation of a path between exhibits (e.g., by using a shortest-path al-
gorithm), and a suitable stopping criterion to determine when a visitor has
paused to interact with an exhibit or is ‘hovering’ around the exhibit. This
criterion could be based on factors such as the direction and velocity of a
visitor’s approach to a particular square.
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Abstract. User modeling systems have been influenced by the overspread of
Web 2.0 and social networks. New systems aimed at helping people finding infor-
mation of interest and including “social functions” like social networks, tagging,
commenting, inserting content, arose. Such systems are the so-called “social rec-
ommender systems”. The idea at the base of social recommender systems is that
the recommendation of content should follow user’s preferences while social net-
work just represents a group of users joined by some kind of voluntary relation
and does not reflect any preference. We claim that social network is a very im-
portant source of information to profile users. Moving from theories in social
psychology which describe influence dynamics among individuals, we state that
joining in a network with other people exposes individuals to social dynamics
which can influence their attitudes, behaviours and preferences.

We present in this paper SoNARS, a new algorithm for recommending content
in social recommender systems. SoNARS targets users as members of social net-
works, suggesting items that reflect the trend of the network itself, based on its
structure and on the influence relationships among users.

1 Introduction

Users are finding it increasingly difficult to locate the right information at the right time.
This is known as information overload problem. Recommender systems have emerged
as an important response to this problem [13,1,14]. Recommender systems form a spe-
cific type of information filtering technique that attempts to predict and present items
(movies, music, books, news, images, web pages) a user may be interested in.

Typically, a recommender system compares the user’s profile to some reference char-
acteristics which may be from the information item (content-based approach) or from
the user’s social environment (collaborative filtering approach). Collaborative filtering
is the most widely used technique for recommender systems. In such systems the gener-
ation of high-quality recommendations for a target user is facilitated by leveraging the
preferences of communities of similar users. Indeed, the collaborative filtering method
takes advantage of the collaborative world moving from the idea that every user con-
tributes with her ratings to the overall performance of the system. In such systems the
only relation among users which is taken into account to produce recommendations is
user similarity while no attention is given to the social relations among users [15].

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 223–234, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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From about 2001 onwards, social relations have been included in many web sites.
We have assisted at a wide revolution in recommender systems user experience. Rec-
ommender systems are no longer centered only on completing a finding task or mak-
ing sales. With the deployment of social networking systems and the overspread of
Web 2.0 the user is no more isolated but part of a social context meant as a network
of users. Besides those systems that already considered the social relations of a user
through group modeling, new systems arose. These can be defined as “social recom-
mender systems”, i.e. systems aimed at helping people finding information of interest
(like recommenders do) and including “social functions” like social networks, tagging,
commenting, inserting content. Some social recommender systems like LastFm, Find-
ory, Memigo, del.icio.us, Tailrank, are even more “social” since the concept of social
network as a network of users is crucial and most of their functions are related with
it. Hence, in social recommender systems users are proposed, on the one hand, rec-
ommended content and, on the other hand, they can browse the content of the social
network, e.g. in LastFm, users can access the playlist music of the users belonging to
their social network.

However, in all such systems the starting idea is that the recommendation of content
is performed simply on the basis of user’s preferences/interests and the social network
just represents a group of users joined by some kind of voluntary relation and does not
reflect any preference. In terms of recommendations, in social recommender system
(see Section 2) social networks are used, at most, to suggest content on the basis of the
similarity among the users partaking the social network.

On the contrary, we claim that social networks are a very important source of in-
formation to profile users. Moving from theories in social psychology which describe
influence dynamics among individuals, we state that joining in a network with other
people exposes individuals to social dynamics which can influence their attitudes and
behaviours. Therefore we assume that individuals become interested in topics or sub-
jects that do not necessarily match their personal preferences and tastes, but that reflect
those of their social network.

We propose a Social Networks-based Algorithm, which we called SoNARS, for rec-
ommending content in social recommender systems, both content-based and collabora-
tive filtering. SoNARS targets users as members of social networks, suggesting items
that reflect not only preference/interest, like in traditional recommender systems, but
also the trend of the network itself, based on its structure and on the influence relation-
ships among users.

The paper will first position our work in the relevant literature (Section 2), and will
then give an overview of the social psychology theories we have referred to define our
research (Section 3). Section 4 will present the Sonars algorithm in detail. In Section 5
we describe the evaluation of the algorithm, using Facebook as test bed social system.
Finally Section 6 concludes the paper and points at future research directions.

2 Related Work

Since 2006 onwards, the rise of Web 2.0 and Social Web has brought people to interact
with other users, their content and tags to find information and to connect with other
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people. In recommender systems some works have started to merge adaptation and Web
2.0. Dourish and Chalmers [4] and Farzan and Brusilovsky [5] use social annotation to
provide social navigation support; Van Setten et al. [18] suggest that tags can become
part of the user profile and Carmagnola et al. [3] exploit tagging in order to infer knowl-
edge about the user.

Besides these works, systems that accompany the recommendation of content to so-
cial networks, namely social recommender systems, have become very popular (e.g.
Pandora1 LastFm2, Findory3, Memigo4, and Tailrank5). Moreover, the KeepUp recom-
mender system [19] applies an algorithm which exploits the implicit social networks
based on shared interests which are created as a side-effect of recommendation pro-
cesses; in this approach, users can “converse” with their peers and manually adjust their
neighbors’influence in determining recommendations.

However, to the authors knowledge, none of the existing social recommender sys-
tems deeply investigate the behaviour of users in social networks for recommendations.
All these systems use a collaborative filtering approach, more specifically a person-
to-person approach, to create for each user a social network of unknown others who
nevertheless have shared tastes, and through whose preferences information can be
filtered on user’s behalf. Like in conventional collaborative filtering approaches, that
whilst they may list “people like you”, they are generally aimed towards informing the
user that “people like you also liked X”. Indeed, recommendations are based on user’s
preferences and social networks are used just to assess user’s preferences based on the
similarity among the user and the other members of her social network.

In other words, social networks allow users to access new interesting information but
they are not considered for their influence on user interests, which appear to be “given”.

The work of Granovetter [7] highlighted how social networks can serve as a source
of new information to which an individual may not otherwise have access.

Based on that, Health and Motta [8], following the principle that knowing who in
the social network knows what, and who is the most trustworthy source of information
on that topic is often the greatest challenge in seeking information or recommendations,
propose an approach for generating trust profiles for members of a user’s social network,
in the context of word of mouth recommendation seeking.

Differently from our approach, they focus on investigating how to exploit social net-
works to judge the competence and trustworthiness of people the user knows, as she
has greater background knowledge of their relevant traits in a particular domain.

On the contrary, we move from social network analysis [16] and social psychol-
ogy theories [17] which describe influence dynamics among individuals (Section 3) to
support the idea that the mere fact of taking part into social relationships may cause
individuals to modify their attitudes and behaviours. Following the the principle of ho-
mophily [12] we state that we are likely to have more in common with members of our
social networks than with other members of the population, and more likely to like what

1 www.pandora.com
2 www.last.fm
3 http://findory.com
4 http://memigo.org
5 http://tailrank.com
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they like, independently by our preferences, and by the competence and trustworthiness
in a particular domain of the network members.

Therefore, the algorithm we propose can be used by social recommender systems to
suggest items not only on the basis of user’s preference/interest, like in traditional social
recommender systems, but also considering the trend of the user’s social network, its
structure and the influence relationships among users.

3 Social Background

Several theories in social psychology describe influence dynamics among individuals.
Since we defined social networks based on social relationships, stating that such a re-
lationship exists between individuals A and B if A performs an action which refers to
or has an effect on user B [16] (e.g., A peruses B’s user profile, as far as the domain
of social websites is concerned), we can claim that joining in a network with other
people exposes individuals to social dynamics which can influence their attitudes and
behaviours. More specifically, we can therefore hypothesize that individuals become
interested in topics or subjects that do not necessarily match their personal pre-existing
preferences and tastes, but that reflect those of the network.

In the following, we briefly sketch three complementary theories of social influence
[17] (Social conformity (3.1), Social comparison (3.2), and Social facilitation, (3.3))
which have been considered for the definition of our algorithm.

3.1 Social Conformity

The classical theory of social influence states that people belonging to a group usually
experience a “pressure to conform”, namely, they tend to change their attitudes and
behaviours to match the expectations of the other members (normative influence).
Conformity can be often limited to exterior, observable features and fail to alter the
underlying principles. According to psychology literature, conformity, far from being
an irrational process based on “suggestion”, is a conscious and rational social dynamic
aimed at allowing people to build an objective and shared vision of the world. Indeed,
when they are required to make a decision or judgment, or to build a theory about some
phenomenon, people take into consideration all the available information, regarding,
on the one hand, their own perceptions and opinions and, on the other hand, social
information coming from relevant others -that is, other members of the group.

In such a scenario, individuals who deviate from the vision advocated by the majority
represent a sort of obstacle for the group to jointly achieve its goals and are therefore
exposed to explicit or implicit pressure to conform; in case such pressure is not effective,
they are usually excluded from the group itself.

As a consequence, people should be interested in topics which reflect the “shared
vision of the world” of the groups they belong to, so that they can conform to it, at least
superficially, and act as fully-integrated group members.

3.2 Social Comparison

People actively seek information about the opinions of others in order to evaluate how
they compare and to correctly form their own attitudes and behaviours. In fact, after
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that social comparison has occurred, people usually act so that they minimize any dif-
ferences they may have found. Social comparison most often occurs when people lack
objective means for evaluation, being in a state of uncertainty about what they should
be thinking or doing; in addition, the effects of social comparison are especially evident
if people compare themselves to individuals who can be considered somehow similar
to them (e.g., for their age or abilities), since these represent good comparison points.

In contrast with conformity, in social comparison processes the influenced individual
plays an active role; moreover, in this case influence is not normative, but informative
(social proof ). As a consequence, people who are new to a certain context or are not
expert of certain domain should be interested in topics which reflect the opinions of
other individuals in their network, since these represent useful information for them to
form their own attitudes.

3.3 Social Facilitation

Social facilitation occurs when people are encouraged in performing a certain target
behaviour as a consequence of the physical or virtual company of other people; in other
words, if they can observe others performing the same behaviour and are conscious that
these people are also observing them.

In contrast with the previously exposed theories, social facilitation dynamics can
influence the level of motivation, involvement, frequency and effectiveness, but do not
refer to behaviours for which a certain individual had no pre-existing interest.

As a consequence, people who are interested in a certain topic, but lack strong moti-
vation, should appreciate information showing that other people in their network share
their interest, since this encourages and motivates them.

4 SoNARS: The Social Networks-Based Algorithm for Social
Recommender Systems

Typically, the recommender module produces a ranked list of domain items tailored to
the user preferences and interests, where such parameters can be estimated considering
different approaches. More specifically, in collaborative recommenders interests and
preferences are inferred on the basis of “person to person” similarity, while in content-
based recommenders they are inferred on the basis of the match between the attributes
of the item and the attributes of the user profile. Finally, hybrid recommenders use both
user similarity and usage data [2,9].

On the contrary, the algorithm we propose exploits foremost social psychology the-
ories (Section 3) to assess the interest of a target user x for an item to be recommended
as a function i) of how much every user y in the target user’s social network likes that
item, independently of the similarity between the target user x and user y, and ii) of
the strength of the relation among the target user x and user y. The idea at the basis
of the algorithm is that the mere fact of taking part into social relationships may cause
individuals to modify their attitudes and behaviours and they are more likely to be in-
terested in what people belonging the their social network like, independently of their
real preferences. Therefore, we consider that an item is likely to be recommended to a
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target user all the more another user in a deep relation with the target one in her social
network likes the item.

The SoNARS algorithm takes into consideration the level of interest a certain item i
has for each person y in the network of the target user x, balancing this value based on
the strength of the relationship between x and y.

In particular, the total score (Scorei) is computed for item i and with respect to the
target user x based on the following formula:

Scorei =

|users|∑
y=1

(Scoreiy ∗ Rxy)

|users|∑
y=1

Rxy

(1)

The formula sums up the results of the product of Scoreiy and Rxy , calculated for
each user y. Scoreiy is the partial score indicating the level of interest item i has for
user y and is determined considering the actions user y performed with respect to item i,
such as clicking, posting, tagging, bookmarking and tagging. Rxy is the value indicating
the strength of the relationship between the target user x and user y. The total sum is
then divided by the term

∑|users|
y=1 Rxy, that is the total weight of all the relationships

between the target user x and each user y in her network.
∑|users|

y=1 Rxy represents
therefore the activism level of user x in her social network.

It is clear from the formula that such a score need not be calculated for each item,
since items for which no partial score Scoreiy exists relative to some user y for whom
the value Rxy is positive can be automatically excluded. In other words, only the items
on which at least one user y actually performed some actions (e.g., clicking, posting or
tagging) can be taken into consideration by the SoNARS algorithm.

Notice that the measure of Scorei as above defined, can be used by social recom-
mender systems purely or such a value can be merged with the score of the actual
interest of user x on item i, based on users’ similarity or by monitoring user and usage
data, as discussed in Section 6.

The following sections present how we estimate i) the strength of the relationship
between x and y (Section 4.1) and ii) the level of interest a certain item i has for each
person y in the network of the target user x (Section 4.2).

4.1 Rxy

Rxy represents the strength of the relation among the target user x and every user y of
the target user’s social network.

Before describing how we assess Rxy , let us explain how we conceive the network of
the target user. According to network analysis, networks allow to represent relationships
among people, which are usually heterogeneous and may vary according to several
parameters such as their content, duration and frequency [16]. Moreover, they may or
may not be mutual and they may be direct as well as indirect (e.g., actors A and B are
directly connected if a tie exists between them; they are indirectly connected if A has
some relationship with a third actor C and C is tied to B).
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A social network can be effectively represented by means of a graph G = (V, E),
where V is a set of nodes, corresponding to the actors, and E is a set of arcs, corre-
sponding to the relationships which tie a couple of actors [16].

In our analysis, networks are defined as ego-centric networks where the target user x
plays the role of focal node and the other nodes represent the users in relation with x6. In
such a network, Rxy is the measure of the strength of the relation among the target user
x and an actor y in her network. In the graph G representing the social network, Rxy is
the length of every arc E joining x to other nodes. The higher is Rxy, the shortest is the
path connecting x and y. But how can we measure the strength of the relation among a
couple of users in a social recommender system? Since we define social networks based
on social relationships, we claim that a relation between individuals x and y exists if x
performs an action which refers to or has an effect on user y. Therefore, the more actions
x performs on y, the higher Rxy will be. Thus, Rxy can be calculated by counting all
the actions performed by x over y. In our case-study application (Section 5), as well as
in many other social websites, a user is allowed to provide users of her social network
with comments, messages, tags, invitations to take part to a virtual group, and so on.

Moreover, we considered that different actions may provide different pieces of evi-
dence about the actual strength of the relation among x and y. The weights have been
assigned based on the ideas expressed by Kobsa et al. [10] and our experience with
iCITY [3].

Rxy is measured applying the following formula:

Rxy =

|actions|∑
i=1

(countxy(i) ∗ actionWeight(i))

|actions|∑
i=1

actionWeight(i)

(2)

For each action type i, (countxy(i) is the total number of actions of type i performed
by user x over user y and actionWeight(i) is the weight of the action type i. The for-
mula sums up the results of the product of countxy(i) and actionWeight(i), calculated
for each action type i; i ranges from 1 to actions that is total number of action types
we consider. Normalization is given dividing by actionWeight(i) which represents the
sum of the weights of all action types.

4.2 Scoreiy

Scoreiy represents the level of interest a certain item i has for user y. This score is
function of the actions user y performed on item i. Actions are considered in number
and type, moving from the idea that actions reveal interest.

Scoreiy is derived by applying the following formula:

Scoreiy =

∑actions
a=1

count(ai)∗AW (a)∑ items
j=1 count(aj)

actions
(3)

6 For simplicity, we consider only direct relationships between the target user and the tied actors.
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where, given the item i and the user y, (ai) is action of type h that user y can perform
over item i, while AW (ah) is the weight associated to an action (a) accordingly to [3].
Finally, (aj) is the action of type h related to item j. The obtained value is then divided
by actions, that is the total number of action types.

A distinct value Scoreiy must be calculated for each item i on which a given user
y has performed at least one action. In addition, such calculations must be repeated for
all users y belonging to the network of the target user x.

5 Experimental Evaluation

Starting from our assumption that users are likely to be influenced by the network they
belong to, the experimental evaluation we conducted aimed at assessing SoNARS al-
gorithm with respect to its capacity to provide users with interesting contents. To this
respect, we needed to understand if the recommended contents actually reflect the struc-
ture and influence dynamics in the social network of the target user or if we missed to
consider some important parameters. Moreover, we were interested in understanding
how relevant network recommendations actually are for users: this would be funda-
mental to assign a correct weight to this kind of recommendations if the network-based
part of SoNARS algorithm were to be coupled with a traditional one, in order to provide
users with contents which depend both on their own interests and on network dynamics.

Subjects. We selected a group of 45 subjects (20-50 years old, 21 females and 24 males)
among the users of Facebook7, according to an availability sampling strategy. Facebook
was chosen as a test-bed since it is a very popular website where we could observe real
social networks. All the selected subjects were considered target users.

Procedure. The experimental procedure consisted of two main steps: first, we identified
the social networks of the target users and, after that, we generated recommendations
for them with SoNARS algorithm. We opted for Facebook groups as items to recom-
mend, for two reasons. First, Facebook groups can be compared to contents to be rec-
ommended in recommender systems; second, the huge number of groups per target user
(approximately 210) suggests that users are probably pursued in subscribing to a group
for other reasons besides their personal interests. Groups exist for very different sub-
jects (from politics, to sport, to fun), organizations and geographical areas and consist in
pages where users can post their contributions (e.g., comments and photos). Users can
subscribe to groups in order to receive updates about their activities in their Facebook
home page. We thought that groups are relevant contents with respect to social network
dynamics since they actually aggregate people.

Social networks were constructed by parsing the target users’ personal pages in order
to identify i) all the persons with whom they interacted and ii) all the actions they
performed which refer to or have an effect on another user. Each action was assigned
a different weight based on the ideas expressed by Kobsa [10] and our past experience
with iCITY DSA [3]. In particular, we considered the actions and the weights reported
in the following in order to compute the value of Rxy for each person belonging to the
network of the target users.

7 http://www.facebook.com/
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Comment: Weight = 0.6
Send Message: Weight = 0.9
Tag photo: Weight = 0.5
Group invitation: Weight = 0.6
Event invitation: Weight = 0.6

The complete list of the groups a certain user subscribed to was retrieved from the
home page of all the people in the network of the target users and the corresponding
partial score Scoreiy was computed for each group. For simplicity, as a special case
of the formula we proposed, we only considered the action of subscribing, which was
assigned a weight equal to 1. The total score Scorei was then calculated for each group,
considering each target user and her network separately from the others. Notice thet we
kept trace of the users who had subscribed to the various groups. Recommendations
for each taget user were generated by sorting the corresponding groups in descending
order, according to their score.

Experimental task. Recommended groups were presented to the target users by means
of a web interface in the style of Facebook pages, displaying the first thirty elements in
the recommendation list (see Figure 1) and clearly indicating the names of the users who
had already joined the various groups. Notice that the complete list of recommended
groups could be retrieved by selecting the “Show all” link, as it normally happens in
Facebook when long lists of groups have to be displayed. Target users were asked to
indicate the groups they would like to subscribe to.

Performance measurement. We used precision and recall, which are popular perfor-
mance measures in the domain of recommender systems [9], as well as accuracy, com-
monly used in machine learning. To evaluation purposes, we considered to be actually
“recommended” only the first thirty groups in the recommendation list, since these are
the items with the highest values for Scorei, that is, those which best reflect network
dynamics. “Correctly recommended” groups are the recommended groups the target
user would like to subscribe to. Groups “chosen by the user” (used in computing recall)
are the groups the user would like to subscribe to, independently of the fact that they
were actually recommended or not. As far as accuracy is concerned, true positives are
represented by the correctly recommended groups, while true negatives are represented
by the groups which were neither recommended (that is, the groups which were not
displayed in the first page), nor chosen by users.

Performance results. The values we obtained were 0.67 for precision, 0.5 for recall
and 0.8 for accuracy. In interpreting these results, notice that all the groups we propose
are recommended, since they were all selected through SoNARS algorithm, according
to the actions that users belonging to the social network of the target user performed
on them; however, each group is assigned a specific score which reflects its esteemed
relevance. When visualizing recommendations, we sort them in descending order ac-
cording to their score and display 30 groups per page, so that the first 30 groups should
be the most relevant to the target user. As explained in “Performance measurement”, in
computing precision, recall and accuracy we only considered the groups displayed in
the first page as recommended.
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Fig. 1. The web interface used for the evaluation of SoNARS

Precision (0.67), which is probably the most interesting measure when evaluating
recommending tasks, is quite satisfactory. This value suggests that network recommen-
dations are actually interesting for users, so that they choose various groups among
those displayed in the first page. Notice that the precision value could have been par-
tially biased by the experimental task itself: as a matter of fact, users have been required
to choose the Facebook groups they would like to subscribe to. This could have led users
to provide socially desiderable answers [11], that is to choose those groups about sig-
nificant and appreciable topics (like for the group “Say no to violence on children”),
regardless of their social networks members subscriptions.

Accuracy (0.8) is definitely good, indicating that the algorithm tends to recommend
groups that users actually choose and not to recommend groups that they do not choose.
However, notice that target users selected on average 15 groups, consequently, the high
value for accuracy is largely determined by the contribution of true negatives.

Notice that precision and accuracy are interdependent measures, since the number
of correctly recommended groups is used to compute both. In examining the results for
these measures, we must take into consideration the hypothesis that the relatively high
number of correctly recommended groups is partially due to our visualization strategy,
which presents the recommended groups in a prominent position. Users may have se-
lected interesting groups in the first pages and then got tired and failed to carefully
examine the whole list, therefore missing potentially interesting groups at the end.
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The relatively low value for recall (0.5), which evaluates the capacity of providing
a large number of correct recommendations, can be explained by the fact that the 30
recommended groups represented on average only one seventh of the complete list,
which potentially contained many other relevant items (e.g., groups displayed in the
second page probably had high values of Scorei for most target users).

As a final remark, consider that our evaluation only considered network-based rec-
ommendations, while users’ personal interests were not taken into account.

6 Conclusion and Future Work

The paper has proposed a new Social Networks-based Algorithm, called SoNARS, for
recommending content in social recommender systems, both content-based and col-
laborative filtering. With respect to the related work, our algorithm estimates user’s
preferences and interests not only considering the actual user’s preference/interest, like
in traditional social recommender systems, but also considering the trend of the user’s
social network, its structure and the influence relationships among users.

The approach at the basis of SoNARS moves from social psychology theories which
support the idea that the mere fact of taking part into social relationships may cause
individuals to modify their attitudes and behaviours. In other words, we state that
users are likely to have more in common with members of their social networks than
with other individualsn, and more likely to like what they also like, independently
of their real preferences and of the competences and trustworthiness of the network
members.

In the immediate future work we plan to exploit SoNARS into iCITY [3], a so-
cial content-based recommender system we developed recently. Such an integration
is aimed at investigating how network- and interest-based recommendations could be
properly coupled in order to improve recommendations of relevant contents to users.
Moreover, we will lead a further evaluation which integrates also a qualitative approach
to collect explicit feedback from participants.

Regarding the algorithm, at the current stage it does not consider that a person’s
social network consists of acquaintances from different contexts. To improve SoNARS,
we are working on modeling the relationship between two people by taking into account
their shared context through FOAF 8.

As a final point, let us consider that in social recommender systems, and in social
networks in general, calculating values of users trustworthiness and reputation is a very
popular issue. In the social networks community several trust propagation mechanisms
have been proposed. They are used to provide a trust value to a directly known user (e.g.
[6]), as well as to all the users of the network. From this perspective, Heath and Motta
[8] define a trust model by eliciting a set of dimensions typically used by people to
determine the trustworthiness of recommendation sources, such as the user experience,
expertise and affinity to her. At the current stage, SoNARS does not take into account
trust. In the long run, we aim at investigating how trust and reputation can affect the
strength of the relationships among users in her social network, how they both influence
users preferences and interests, and how this can be estimated in SoNARS.

8 http://www.foaf-project.org/
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Abstract. Shopping lists play a central role in grocery shopping. Among
other things, shopping lists serve as memory aids and as a tool for bud-
geting. More interestingly, shopping lists serve as an expression and in-
dication of customer needs and interests. Accordingly, shopping lists can
be used as an input for recommendation techniques. In this paper we
describe a methodology for making recommendations about additional
products to purchase using items on the user’s shopping list. As shop-
ping list entries seldom correspond to products, we first use information
retrieval techniques to map the shopping list entries into candidate prod-
ucts. Association rules are used to generate recommendations based on
the candidate products. We evaluate the usefulness and interestingness
of the recommendations in a user study.

1 Introduction

According to user studies, between 50% and 75% of customers use shopping lists
for major shopping visits [1,2]. The shopping list serves various functions; among
other things, it can be used to aid budgeting, or to plan the shopping event [3].
More interestingly, the shopping list also serves as an expression and indication of
customer needs and interests. Accordingly, shopping lists can be used as input for
recommendation techniques. For example, we could suggest additional grocery
products, use the recommendations to rank special offers or to remind the user
about products that might have been forgotten. This paper focuses on the first
of these tasks, recommending additional products to purchase.

The way people normally write shopping lists contrasts with the way stores
maintain information. Most people use generic expressions (e.g., “milk”,
“carrots”) whereas stores tend to use structured formats that refer to prod-
uct level information. Before additional products can be recommended, we must
map the items on the user’s shopping list into products within the store. This
paper describes a methodology that combines information retrieval techniques
with collaborative filtering. We first use a grocery retrieval engine, described
in our previous work [4,5], to map the shopping list items to potential prod-
ucts. Collaborative filtering techniques are then used to recommend additional
products based on the retrieved products. We evaluate our techniques in a user
study.

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 235–246, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The rest of the paper is organized as follows: Sec. 2 describes our grocery
retrieval engine. Sec. 3 describes the methods we use to recommend products, as
well as how we integrate grocery retrieval with recommendations. Evaluation of
our techniques is discussed in Sec. 4. Related work is discussed in Sec. 5. Finally,
Sec. 6 concludes the paper.

2 Background

2.1 Dataset

Our system has been built using shopping basket data from a major store in
Helsinki, Finland. The data includes all grocery purchases made by customers
using loyalty cards during the calendar year 2007. The data includes 12.6 million
products bought in 1.2 million shopping baskets by 140,000 different customers.

The store chain uses a hierarchical taxonomy of the about 20,000 different
grocery products. The taxonomy contains four levels, but the topmost two cate-
gory levels were overly generic and we only consider the two lowest levels in the
rest of the paper. The hierarchy has about 1000 elements on the lowest level and
more than 200 on the second lowest level.

2.2 Grocery Retrieval Engine

In order to map shopping list entries into candidate products, we utilize a grocery
retrieval system that we have built as part of our earlier work [4,5]. The system
takes as an input a natural language query (e.g, milk) and returns a ranked
list of candidate products that match the query. We use a ranking formula that
combines textual features, i.e., product name and category name, with product
popularity information, i.e., how often the product has been purchased. More
specifically, we use the following formula:

relevance(product|item) = p(product|item)
∝ log p(product) + log p(item|product)
≈ log p(product) + λBM25(product|item), (1)

where λ is a weight term and BM25 is the BM25 Okapi function for a query term.
We use a multinomial distribution with a Dirichlet prior to model p(product).
The BM25 Okapi function is given by [6]:

BM25(product|item) =
∑

j∈item

log
N − nj + 0.5

nj + 0.5
(α + 1)fj

fj + α ((1 − b) + bL)
. (2)

Here nj is the number of product names where word j appears, fj is the term
frequency of word j and N is the total number of products. The variable L is the
normalized document length, i.e., the length of the current item divided by the
average item length (in words). Finally, the parameters α and b are predefined
constants; see [6] for details.
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The grocery retrieval system was constructed using the data described in
Sec. 2.1. The category information is utilized in the ranking so that products
matching both in product name and category name receive higher ranks than
other products. In order to achieve this behavior, we use a weighted extension to
BM25 that replaces the term and document frequencies in Eq. 2 with weighted
linear sums [7]:

n′
j = dmj + nj

f ′
j = dcj + fj (3)

Here d is a weight term, mj is the number of category names where word j
appears and cj is the term frequency of word j. See [4,5] for more details about
the system and the techniques we use.

3 Recommending Grocery Products

3.1 Recommending Techniques

Similarly to most of existing work (see Sec. 5), our recommendations are based
on association rules. We consider two types of rules. First, we consider rules that
capture associations between products. Secondly, we consider so-called general-
ized association rules, which utilize the product taxonomy (see Sec. 2.1) in the
mining process and capture associations where the items can be on any level
of the taxonomy [8]. Generalized association rules also use the taxonomy to
prune redundant rules. In the rest of this paper we use the term non-generalized
association rules to refer to the former class of rules.

In order to mine generalized association rules, we first expand the transaction
data by including category information for the products that are part of a trans-
action. As described in Sec. 2.1, we consider two category levels per product.
After expanding the transactions, we use a standard association rule mining
algorithm on the data. In our case we use the freely available Apriori imple-
mentation by Borgelt [9]. We experimented with various support and confidence
thresholds. The quality of the rules seemed to be a smaller problem than the
amount of rules. If the support and confidence values are not small enough, the
association rule mining will not discover any rules for most products. Because of
this, we use relatively low support and confidence thresholds. In the experiments
we use 0.01% (≈ 120 transactions) as the support threshold and 5% as the con-
fidence threshold. As we calculate recommendations for an individual product,
we consider only rules that contain a single item both in the body (antecedent)
and the head (consequent) of the rule (e.g., A ⇒ B).

The resulting rules contain many redundant ones that need to be pruned. We
consider two pruning criteria. First, we remove all trivial rules, i.e., rules that
correspond to relations in the original taxonomy (e.g., milk ⇒ skimmed milk).
Secondly, we prune rules that are not interesting with respect to the taxonomy
structure; see Appendix A for a definition of interestingness and how to compute
it. The pruning step significantly reduces the number of rules. For example,
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mining association rules from the expanded transaction data using the above
mentioned support and confidence thresholds resulted in 565, 302 rules. The
pruning step reduced this to 65, 930 rules. After pruning the rules, we calculate
the lift1 of each rule and store the rules in a database. A similar process is used
for the non-generalized association rules.

The actual recommendations are calculated using individual items on the
user’s shopping list. The first step is to map the item to a product or a list of
products using the grocery retrieval engine described in Sec. 2.2. Assume, for
now, that only the topmost retrieval result is considered. The use of multiple
retrieval results is discussed in the next section. Let j denote the topmost prod-
uct. With the non-generalized association rules we retrieve from the database
rules that contain product j in the body of the rule. With the generalized asso-
ciation rules we consider rules whose body matches either product j or one of
the categories to which it belongs. We go through the top k rules in descending
lift order and use the rule head to make recommendations. If the rule head is
a product, we recommend that product. When the rule head is a category, we
recommend the most popular product from that category. In the experiments
we recommend five products per item, i.e., we set k = 5. This choice is mo-
tivated by our target application and device. The recommendations have been
integrated into Ma$$ive, an intelligent mobile shopping assistant that we are
currently constructing [10]. Ma$$ive has been designed for Nokia E61i devices
and visualizing more than five recommendations would force the user to scroll
the screen in order to see all recommendations.

3.2 Using Multiple Retrieval Results for Recommendations

Using only a single retrieval result can make the recommendations sensitive to
the performance of the grocery retrieval engine and to limit the set of products
that can be recommended. In this section we discuss how to overcome this issue
by considering multiple retrieval results in the recommendation process.

A näıve approach is to consider the top k retrieval results as a candidate
set and use rules whose body matches any of the products in the candidate
set to recommend products. This approach naturally works only if the top k
retrieval results are approximately equally relevant. User evaluations that we
have conducted using our grocery retrieval system and Lemur2 suggest that this
is not the case [4,5]. According to the user evaluations, around 80% of products
are relevant at the topmost ranks whereas only around 70% of products at rank
five are relevant. Hence, we should take the relevance scores of the retrieval
results into account.

A popular approach for integrating scores from multiple systems is to use
a (weighted) linear combination. As discussed by Burke [11], a weighted linear
combination is meaningful only when the relative values of the different systems
can be meaningfully compared. In our case, both the lift and the retrieval results

1 The lift of rule A ⇒ B is defined as P (A,B)
P (A)P (B)

.
2 http://www.lemurproject.org/ [Retrieved: 2008-06-03].

http://www.lemurproject.org/
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are ratios and hence they can be meaningfully compared. The lift is, by definition,
an odds ratio whereas the ranking formula in Eq. 1 corresponds to a scaled and
translated log-odds ratio3. We use the following formula to integrate multiple
retrieval results into the recommendation process:

score(product|item) =
relevance(product|item) + log (lift(product)) . (4)

The user evaluations also indicated that there are seldom more than five
relevant products for a query. For this reason, we do not consider more than five
retrieval results in the experiments.

4 Evaluation

4.1 Experiment Setup

We have evaluated our techniques in a user study. The study was conducted us-
ing an online interface that showed users a list with eleven shopping list items.
For each product we showed five recommendations and asked the users to rate
the suitability and interestingness of the recommendations on a five-point Likert
scale (1 = not suitable at all, 5 = very suitable). We define a suitable recommen-
dation to be a product that the users would consider purchasing together with
the corresponding shopping list item. An interesting recommendation is defined
as a product that the user finds suitable, but that (s)he does not immediately
think of buying together with the corresponding item. These definitions were
visible to the users during the study.

The shopping list items that were shown to the users were randomly selected
from a manually constructed list of seed items. In order to construct the seed
list, we first sampled 800 products from the database according to the products’
purchase frequencies. Next we manually examined each product in the sample
and mapped it into a form that could potentially appear in a shopping list. For
example, the product cucumber domestic 1kg was mapped to cucumber. Some
of the products could not be meaningfully mapped and we dropped them. The
final list contained 762 items, of which 495 were unique.

We consider four methods in the evaluation. As a simple baseline we include
recommendations that are based on the most popular products. We also consider
two techniques that utilize non-generalized association rules. The first of these
uses a single information retrieval result together with rules that are sorted by
lift. The second method is otherwise the same, but it uses five retrieval results.
The retrieval results are combined with the lift values using Eq. 4 in Sec. 3.2.
The final method is based on generalized association rules with a single retrieval
result. All methods were used with the same support (0.01%) and confidence
thresholds (5%).

3 The BM25 Okapi is known to correspond to the log-odds ratio of relevant documents
and non-relevant documents [12].
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We used the different methods to generate recommendations as follows: gener-
alized association rules (Generalized) were used for four items, non-generalized
rules with one retrieval result (Assoc-1) were used for three items, the non-
generalized rules with five retrieval results (Assoc-5) were user for three items
and the most popular products (Frequent) were used for one item. The item allo-
cation and the order of items were randomized. Users were not told which method
was used to generate recommendations or even that different recommendation
techniques were used. The study was conducted using an intercept method at
the public premises of a university building. Each participant evaluated a single
shopping list, i.e., 11 products, and was given candy for participation. In total,
we collected 28 participants and 1470 subjective evaluations4.

4.2 Metrics

We selected the normalized discounted cumulative gain (NDCG) as the evalua-
tion measure. While the NDCG is not commonly used to evaluate recommenda-
tion techniques, it is widely used for evaluating information retrieval results and
it has several properties that make it well suited for our setting [13]. The most
important properties are that (i) NDCG is able to handle non-binary relevance
assessments, (ii) it discounts results at lower ranks and (iii) it allows penalizing
cases where a method fails to recommend any products.

Let ri,j denote the rating that the user assigns to the rank j recommendation
for item i. The discounted cumulative gain (DCG) at rank j equals:

DCG[j] =

⎧⎨
⎩

ri,j j = 1
DCG[j − 1] + ri,j 1 < j < b
DCG[j − 1] + ri,j/ logb (j) j ≥ b

(5)

where b defines the base of the logarithm that is used to discount results. Smaller
logarithm bases cause a sharper discounting. We used the natural logarithm,
which means our results are discounted from rank three onwards. The results of
the different items are summed to form a total score.

Let r̂i,j denote the maximum possible value of ri,j . In our case r̂i,j = 5. By
replacing ri,j in Eq. 5 with r̂i,j for all i and j, we obtain a so-called ideal DCG
value. As the name suggests, the ideal DCG measures how well the system could
perform in the ideal case. The normalized discounted cumulative gain (NDCG)
is defined as the DCG divided by the ideal DCG vector. In our case the ideal
DCG corresponds to the vector (5, 10, 14.55, 18.16, 21.26) times the number of
products for which recommendations have been evaluated.

4.3 Results and Discussion

Users consistently assigned higher ratings for usefulness than for interesting-
ness. The different association rule methods were approximately equal in terms

4 Sometimes the methods fail to generate enough recommendations and hence we do
not obtain user evaluations for all possible items or ranks.
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Table 1. Mean scores for the different methods

Method Usefulness Interestingness

Baseline 2.06 2.06
Assoc-1 2.97 2.76
Assoc-5 2.98 2.50
Generalized 3.13 2.77

Fig. 1. Results of the user evaluation. The value on the y-axis indicates the normalized
discounted cumulative gain and the value on the x-axis corresponds to the rank of the
recommendation. The discounting has been performed using the natural logarithm.
Higher values are better, the range of values is [0, 1]. A difference of 0.1 in NDCG value
corresponds to a difference of 0.5 in ratings.

of average ratings; see Table 1. However, the mean scores are somewhat mis-
leading because they do not consider the distribution of ratings or missing
recommendations.

Figure 1 shows a plot of the NDCG values at different ranks. The non-
generalized association rules with a single retrieval result (Assoc-1) often fail to
recommend any products (18.6% of recommendations missing), which explains
the lower NDCG values despite the approximately equal average ratings. The
non-generalized association rules with five retrieval results (Assoc-5) are able
to recommend products at all ranks (8.9% of recommendations missing), but
the quality of the recommendations rapidly decreases at lower ranks. In terms
of interestingness, the non-generalized association rules are not able to improve
on the baseline. The generalized association rules are clearly the best method.
The quality of the recommendations is consistent across different ranks and the
method is able to recommend products in 92% of cases.

We also separately analyzed the distribution of the users’ ratings; see Fig. 2.
For the non-generalized association rules, the distributions followed a decreasing
exponential curve, whereas for the generalized association rules the distributions
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Fig. 2. Distribution of users’ ratings for the generalized association rules. The x-axis
indicates the rating and the y-axis indicates the number of times the rating was given.

were bimodal. One of the modes was positive or neutral (value 4 for usefulness
and value 3 for interestingness) and the other one was negative (value 1 for both
usefulness and interestingness). Accordingly, our results suggest that (i) users
feel strongly about the recommendations and that (ii) our methods also often
provide recommendations that users find useful.

4.4 Influence of Multiple Retrieval Results

In order to obtain a better understanding of how the number of retrieval results
influences the recommendations, we conducted an offline analysis using the 495
unique seed list items (see Sec. 4.1). In the analysis we varied the number of
retrieval results and calculated the average lift of the recommendations. We con-
sidered both generalized and non-generalized association rules and the retrieval
results were combined using Eq. 4 in Sec. 3.2.

The results of the analysis are shown in Table 2. As expected, the average lift
values increase as the number of retrieval results increases. This result has two
important implications for us. First, since the average lift of the recommenda-
tions increases, we can expect that the quality of the recommendations increases,
or at least that it does not decrease. This implication is also supported by the
user study: the usefulness of the non-generalized association rules increased as

Table 2. The average lift of the recommendations when the number of retrieval results
is varied between one and five

# Results Non-Generalized Generalized

1 5.8 6.9
2 7.1 7.5
3 8.5 8.2
4 9.0 8.4
5 9.7 8.6
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we increased the number of retrieval results while the interestingness remained
the same. Accordingly, generalized association rules with multiple retrieval re-
sults should perform at least equally good as the generalized rules with a single
retrieval result. The second implication relates to the use of Eq. 4 for combining
retrieval scores with lift values. As the lift of the rules increases despite decreas-
ing relevance scores, the comparison of the scores is meaningful and the use of
Eq. 4 is justified.

5 Related Work

Most of the existing work on recommendations in the retail domain builds on
association rule mining. For example, Brijs et al. [14] use association rule mining
to discover frequent itemsets. The frequent itemsets are used together with an
economic model to optimize product assortment decisions, i.e., which items to
have on sale. Anand et al. [15] use association rule mining for designing cross-
sales strategies. While association rules are the most popular technique, also
other recommendation techniques have been suggested. For example, Vindevo-
gel et al. [16] suggest using cross-price elasticities that can be modeled using
multivariate time series techniques.

Many authors have considered the task of making personalized recommenda-
tions in the retailing domain. For example, Cumby et al. [17] predict shopping
lists from the customer’s recent transaction history. The predictions are used to
remind about forgotten products and to target promotions. A combination of a
top-N predictor and a simple discriminative classifier (Winnow, Perceptron or
C4.5) is shown to achieve F-scores slightly over 0.40. Demiriz [18] uses a two-
phased process to recommend products. The first phase consists of association
rule mining, after which the recommendations are re-ranked taking into con-
sideration the similarity of products and the confidence of the discovered rules.
Adomavicius and Tuzhilin [19] discover association rules for individual customers
and propose a validation layer that allows experts to easily investigate and val-
idate the discovered rules.

Also some prototypes of intelligent mobile assistants integrate recommenda-
tion techniques. For example, the SMMART system uses content-based filtering
for location-based marketing [20]. Another example is the SmartPad system
which allows customers to prepare grocery orders remotely [21,22]. In Smart-
Pad, a combination of association rule mining and cluster analysis is used to
make recommendations. Association rules are used to determine relationships
between product categories in the product domain. Cluster analysis is simul-
taneously applied on the customer domain to identify customers with similar
spending histories. Users are then matched with a cluster and cluster-specific
lists of popular products are used to recommend products from categories that
are presumed relevant according to the association rules.

Our work differs from earlier work in three main aspects. First, instead of
using customer transaction history, we make recommendations based on the
customer’s shopping list. While transaction history indicates the user’s general
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interests, the shopping list items indicate his/her current needs. Secondly, while
most of existing work has focused on accurate recommendations, we focused on
recommendations that users find useful and interesting. Finally, another novel
aspect of our work is that we make recommendations from natural language
inputs.

6 Summary and Discussion

We described methods for making grocery product recommendations from shop-
ping list inputs expressed in natural language. Our techniques combine informa-
tion retrieval techniques with association rule recommendations. We evaluated
our techniques in a user study. The results indicate that generalized association
rules provide more useful recommendations than non-generalized rules, and that
they are more robust with respect to information retrieval results. In terms of
future work, our goal is to investigate the usefulness of the recommendations in
a field setting.
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A Interestingness of Generalized Association Rules

The definitions below follow [8]. Let I = {I1, . . . , In} denote a set of items
and let T denote a taxonomy on the items. We require that the taxonomy can
be represented as a directed and acyclic graph. In our case the set of items
corresponds to the union of all products and categories. We use lowercase letters
to denote items, and uppercase letters to denote sets of items. The item x̂ ∈ I
is an ancestor of item x ∈ I if there is an edge from x to x̂ in the transitive
closure of T . In other words, when x is a product, x̂ is an ancestor of x when
x belongs to category x̂. When x is a category, x̂ is an ancestor of x when x is
a subcategory of x̂. A generalized association rule is an implication of the form
X ⇒ Y , where X ⊂ I, Y ⊂ I, X ∩ Y = ∅ and no item in Y is an ancestor of any
item in X .

Let X ⇒ Y be an arbitrary generalized association rule. The rules X ⇒
Ŷ , X̂ ⇒ Y and X̂ ⇒ Ŷ , where we have replaced one or more items from X and
Y with their ancestors, are called ancestors of rule X ⇒ Y . The rule X̂ ⇒ Ŷ is
a close ancestor of X ⇒ Y if there is no rule X ′ ⇒ Y ′ such that X ′ ⇒ Y ′ is an
ancestor of X ⇒ Y and X̂ ⇒ Ŷ is an ancestor of X ′ ⇒ Y ′.

The expected support of X ⇒ Y w.r.t. the rule X̂ ⇒ Ŷ is defined as follows:

EX̂⇒Ŷ [Pr(X, Y )] =
Pr(X)

Pr(X̂)
× Pr(Y )

Pr(Ŷ )
× Pr(X̂, Ŷ ) (6)

The expected confidence of rule X ⇒ Y w.r.t. the rule X̂ ⇒ Ŷ is defined as:

EX̂⇒Ŷ [Pr(Y |X)] =
Pr(Y )

Pr(Ŷ )
× Pr(Ŷ |X̂). (7)

The expected support and confidence of X w.r.t. the rules X̂ ⇒ Y and X ⇒ Ŷ
are defined analogously. A rule is called R-interesting with respect to an ancestor
X̂ ⇒ Ŷ if the support of the rule X ⇒ Y is at least R times the expected support
based on X̂ ⇒ Ŷ or the confidence of the rule X ⇒ Y is at least R times the
expected confidence based on X̂ ⇒ Ŷ . Given a set of rules S, the rule X ⇒ Y
is interesting (in S) if it has no ancestors or it is R-interesting with respect to
all of its close ancestors among its interesting ancestors. In the experiments we
use R = 1.1 to detect interesting rules.
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Abstract. Recent growing interest in predicting and influencing consumer be-
havior has generated a parallel increase in research efforts on Recommender
Systems. Many of the state-of-the-art Recommender Systems algorithms rely on
obtaining user ratings in order to later predict unknown ratings. An underlying
assumption in this approach is that the user ratings can be treated as ground
truth of the user’s taste. However, users are inconsistent in giving their feedback,
thus introducing an unknown amount of noise that challenges the validity of this
assumption.

In this paper, we tackle the problem of analyzing and characterizing the noise
in user feedback through ratings of movies. We present a user study aimed at
quantifying the noise in user ratings that is due to inconsistencies. We measure
RMSE values that range from 0.557 to 0.8156. We also analyze how factors such
as item sorting and time of rating affect this noise.

1 Introduction and Motivation

A common approach to handle digital information overload is to offer users a person-
alized access to information. Recommender Systems (RS), for instance, automatically
suggest new content that should comply with the user’s taste. In the RS literature, these
predictions of user preferences are typically obtained by means of approaches such as
collaborative filtering – i.e. taking into account other users rating history in order to
model the taste of peers – or content-based – i.e. using existing content descriptions to
uncover relations between items. Regardless of the approach, these personalized ser-
vices share a common concern: modeling the user’s taste. Therefore, such systems need
to somehow capture likes and dislikes in order to model or infer the user’s preferences.

User preferences can be captured via either implicit or explicit user feedback. In
the implicit approach [12], user preferences are inferred by observing consumption pat-
terns. However, modeling user preferences on the basis of implicit feedback has a major
limitation: the underlying assumption is that the amount of time that users spend ac-
cessing a given content is directly proportional to how much they like it. Consequently,
explicit feedback is the favored approach for gathering information on user preferences.
Although this approach adds a burden on the users and different users might respond
differently to incentives [6], it is generally accepted that explicit data is more reliable in
most situations.

The preferred method for capturing explicit preference information from users con-
sists of rating questionnaires [1], where users are asked to provide feedback – via a

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 247–258, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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value point on a fixed scale – on how much they like some content. Typically, scales
range from 0 or 1 to 5 or 10 and are quantized to integer values.

Approaches to inferring user preferences are evaluated on the basis of how well
they can match a previously existing rating or anticipate future ones. However, little
attention has been paid to how consistent users are in giving these ratings, how much
input noise can be expected and how this noise can be characterized (see Section 2). The
main contribution of this paper is a user study aimed at characterizing and quantifying
the noise caused by user inconsistencies when providing ratings (see Section 4 for an
overview of the experimental procedure and Section 5 for the results). This estimation
is important because it represents a lower bound on the error of explicit feedback-based
RS.

2 Related Work

The bias introduced in RS by noise in user ratings has been known for some time. Hill
et al. [9] were aware of this issue and designed a small scale experiment to measure
reliability in user ratings. They carried out a two trial user study with 22 participants
and a time difference of 6 weeks between trials. Unfortunately, the noise in user ratings
was a side issue in their overall study and they only reported pairwise correlations.
Cosley et al. [4] carried out a similar experiment using a rate-rerate procedure with two
trials on 212 participants. They selected 40 random movies in the center of the rating
scale (i.e. 2,3 or 4 rating) that participants had already rated in the past – months or
even years earlier, according to the authors. They reported participants being consistent
only 60% of the time. In this study, the measured correlation between trials was 0.70.
Herlocker et al. [8] discuss the noise in user ratings in their review of evaluating methods
for RS. In particular, they introduce the concept of the “magic barrier” that is created
by natural variability in ratings. The authors also highlight the importance of analyzing
and discovering this inherent variability in recommender data sets and include it as a
future line of work.

Mahony et al. [13] classify noise in RS into natural and malicious. The former refers
to the definition of user generated noise provided in this paper, while the latter refers to
noise that is deliberately introduced in a system in order to bias the results. Even though
the focus of their work is on malicious noise, they do propose a de-noising algorithm
that can be used to detect natural noise. Their baseline recommender algorithm reported
a marginal improvement on a reduced data set once the ratings labeled as noise by the
de-noising method are discarded.

To the best of our knowledge, the former are the only pieces of work in the literature
on RS that explicitly address the problem of inconsistencies in user ratings. The work
presented in this paper provides a more detailed study and in-depth analysis with the
aim of characterizing the noise due to inconsistencies in user ratings.

3 Measures of Reliability in User Tests

Our effort to analyze and characterize noise and inconsistencies in user ratings is related
to the concept of reliability of user tests from classical test theory. Reliability in this
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context is defined as the ratio of true score variance over the observed score variance.
This ratio is used as a signal-to-noise measure of a given user test. Since true scores are
unknown, it is not possible to compute reliability directly. However, there are methods
to estimate it [10].

Of particular interest to us is the so-called test-retest reliability. This measure is of-
ten used in psychometry to quantify how reliable a particular “instrument” (e.g. survey
or test) is [15]. The test-retest reliability is a function of the Pearson correlations be-
tween the different trials of the same test. However, it is not sufficient to compute the
correlation between two different trials of the same test. As Heise explains [7], the cor-
relation is aggregating two effects: the instrument’s reliability and the stability of the
user’s judgements. That is, if we measure how much a user likes an item at two dif-
ferent times (separated by a month, for instance) and find a different rating, this could
be due to either the reliability of the measure and the user’s response or to the fact that
the user’s opinion has changed during that period. Therefore, three points in time are
needed in order to distinguish between both effects. Once these are available, pairwise
correlations r12, r23, and r13 can be computed to obtain (a) the overall reliability (Eq.1),
and (b) the stability in users’ opinions from time x to time y, (sxy) (Eq. 2).

rxx = r12r23/r13 (1)

s12 = r13/r23; s23 = r13/r12; s13 = r13
2/r12r23 (2)

Note that neither of the related surveys reviewed in the previous section [9] [4] take
into account the reliability and stability of their studies. This is especially problematic
in the case of Cosle’s et al. experiment where ratings might be separated by months.

4 Experimental Setup

The research questions that we wanted to address with our experiment are: Q1: Are
users inconsistent when providing ratings? Q2: If so, how large is the error due to such
inconsistencies? Q3: What are the factors that have an impact on user inconsistencies?

Apparatus and Procedure. We selected 100 movie titles from the Netflix Prize
database [2]. The selection was done by using a stratified random sample on the movie
popularity curve. We divided the 500000 movies in the database into 10 equal-density
bins and random sampled 10 movies out of each bin – only 100 movies were selected
in order to avoid user churn. By using this procedure, we obtained a sample that in-
cluded a significant portion of unpopular movies that ensured an appropriate spread of
the results.

Our experiment consisted of 3 trials (R1, R2, and R3) of the same task: rating 100
movies via a Web interface. The three trials took place at different points in time, in
order to assess the reliability of the user rating paradigm and to measure the variability
of users. The minimum time difference between trials was set to 24 hours for the first
and second and 15 days for the second and third. Users could stop and resume the trial
at the same spot at any time.
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User ratings were provided on a 1 to 5 star scale with a special crossed-out eye icon
located on the left to indicate unseen movies. Information about the movie included
title, year, director, cast and DVD cover. Users could follow a link to IMDB1 if they
needed further information.

We designed a two part test-retest experiment in order to discern the test reliability
from the user’s stability. In addition, we wanted to analyze whether the elapsed time
between ratings and the order in which items were presented had any influence in the
consistency of the participants’ answers.

Participants were presented with movie titles in a predetermined sequential order so
that the effect of the order of the responses could also be analyzed. Previous research
has shown that sequential user tests generate what is known as the assimilation/contrast
effect [14, 5]: a user is likely to give a lower rating to an item if the preceding one de-
served a very high evaluation. However, if successive items are comparable in their
ratings, the user is likely to assimilate the second item to the preceding one and give the
same rating to both. In addition, and especially in the case of the first and second trials,
we wanted to rule out the effect of any possible sequential memory effect (i.e. remem-
bering the ratings from the previous trial and therefore not paying enough attention the
next time). For these reasons, two different permutations of the movies were created:
permutation 1 (used in trials 1 and 3) was a random order; and permutation 2 (used
trial 2) ordered movies according to their popularity in Netflix.

One possible concern in our experiment design was the short elapsed time between
our trials. Another concern was that the different order introduced in trial 2 could
be introducing a hard-to-isolate confound. To address these issues, we ran a fourth
trial, R4, with a subset of our population (36 users) seven months after our origi-
nal survey. The results are reported separately in section 5.4 as a final support to our
hypothesis.

Participants. Participants were recruited via email advertisement in a large telecom-
munications company. A total of 118 distinct users completed the three trials in the
study. The participants’ age ranged from 22 to 47 years, with an average age of 31.2
years. Almost 90% of our participants were in the 22 to 37 age group and most of them
were male (79.12%). This demographic group corresponds to the most active group in
online applications such as RS [3].

Additionally, we collected data about their familiarity with the movie domain. Par-
ticipants reported watching an average of 1.55 movies in the cinema, 3.8 TV movies,
and 5.13 DVD movies per month. When asked about their familiarity with online rating
systems, participants were somewhat unfamiliar with them (mean: 2.60 on a 5 point
Likert scale). Finally, when asked about Web usage familiarity, our participants con-
sidered themselves to be proficient users, with an average of 4.74 on a 5 point Likert
scale.

5 Results

In this section, we first compare the ratings obtained in our survey with the Netflix
ratings for the same movies. We then present our results by evaluating the test-retest re-

1 http://www.imdb.com
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liability of the experiment as well as user stabilities. Finally, we analyze three variables
that might play a role in determining user inconsistencies: (a) the rating scale, (b) the
order in which the movies were presented; and (c) the moment of time when movies
were rated2.

Comparison to Netflix. The Netflix dataset is one of the most popular benchmarks in
the RS community. Therefore and before further analysis, we compare the behavior of
the participants in our experiment to that of Netflix’ users. First, we compare the ratings
obtained in our survey with those in Neflix. Figure 1 depicts the rating distribution of
the three trials of the experiment, when compared to the Netflix ratings on the same 100
movies. Note how similar both rating distributions are. The main difference is that the
Netflix data set distribution has a higher mean (i.e. Netflix users tend to rate the 100
movies with higher scores than the participants in our study). This observation might
be due to several factors: Our experiment, as opposed to Netflix, asked users to rate
movies that they did not explicitly choose to rate. In addition, our movie sample is
biased towards non-popular movies, which in a different setting most users would have
not rated. Finally, there might also be an effect of our biased demographics.
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Fig. 1. User study data compared to Netflix. (a) Rating distribution in the 3 trials of our survey as
compared to the Netflix data set. And, (b) Cumulative distribution of number of ratings by movie.

Next, we are interested in assessing whether our experiment design – i.e. having
users rate movies in a batch – might be different enough from a real setting that would
bias the results. In our experiment, we measure an average of 18.5 ratings per user in
the worst case (first trial). If we analyze the Netflix dataset, we measure an average
of 5.8 ratings per day (session). However, when we remove sessions with less than 4
ratings from the Netflix dataset, we measure an average of 20 movies per session, larger
than in our study. Note that sessions not removed in this case (i.e. those with 4 or more
consecutive ratings) account for 79.67% of the ratings in the Netflix dataset. Therefore,
our experimental setting seems to be representative of high proportions of the Netflix
dataset (and hence of similar real-life settings).

2 In addition, and in order to rule-out a possible effect of our movie selection procedure, we
computed all values for the 20% most popular movies, observing no significant difference.
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5.1 Test-Retest Reliability and Stability

In order to compute the reliability of our test, we first compute the correlation coef-
ficients between different trials, which result in r12 = 0.8986, r23 = 0.9028, and
r13 = 0.8783. From these values and using Eq. 1, the overall reliability of our experi-
ment is roverall = 0.924. As a first conclusion, we observe that our test has high overall
reliability – any value over 0.9 is usually considered “good” in classical test theory [11].
This result validates the procedure of asking users for their ratings – in the context of
Web-based movie rating – as a good measure of whether they like/dislike these partic-
ular movies. A different question, that we will address later in our analysis, is whether
this procedure is a good way to quantify user preferences. The overall reliability also
sets an upper bound for a predictive algorithm based on this explicit user feedback.

Using Eq. 2, we compute the temporal pairwise stabilities to be: s12 = 0.973, s23 =
0.977, and s13 = 0.951. These stability factors are all high as well. This should be
expected given the short times elapsed between trials: user preferences are not likely to
change in two weeks. Also as expected, the lowest stability coefficient (s13) corresponds
to the longest time interval between trials (at least 15 days between trials 1 and 3).
However, it comes as a surprise that the stability between trials 1 and 2 (at least 1 day
apart) is slightly lower than the that between trials 2 and 3 (at least 15 days). Note that
the stability coefficient might also be accounting for the user’s “learning effect”. Such
intuition is supported by the fact that the stability effect between trials 1 and 2 is not
closer to 1.0 – it is hard to imagine that the users opinions have changed in about 24
hours. The lower values in s13 could in fact be accounting for both change in opinion
and a learning effect. We leave this issue to future work.

These inter-test correlations are the only measures that can be compared to the works
of Hill et al. [9] and Cosley et al. [4], with reported correlations of 0.83 and 0.70 re-
spectively (see Section 2). However, their measures include the effect of both reliability
and stability.

Additionally, we are interested in measuring the impact that a given rating value has
on the overall reliability. Therefore, we compute new reliability values by ignoring all
triplets of ratings where at least one rating equals the value to remove. Removing ratings
2, 4, and especially 3, improves the reliability, yielding new values of 0.93, 0.925 and
0.95, respectively – as compared to the overall reliability of 0.924. On the other hand,
removing extreme ratings (1 and 5) yields lower reliability – 0.88 and 0.89, respectively.
This finding seems to indicate that recommender algorithms could benefit from giving
lower weight or importance to ratings in the middle of the rating scale.

5.2 Analysis of Users Inconsistencies

Next, we shall study the inconsistencies of user ratings across different trials. Table 1
summarizes the results of the experiment when grouping the trials by pairs, where Rk

corresponds to trial k = 1, ..., 3.
Let us define the aggregated rating of user u’s ratings of movie m as a tuple 〈rk〉um,

where rk corresponds to the rating at trial Rk. Therefore, for a given user u and movie
m we have vector of three ratings 〈rum1rum2rum3〉, Note that there are user × movies
tuples (i.e. 118 × 100 = 11800 in our case). A rating is considered to be consistent
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across trials, when all values of rk are the same. Note that we are not interested in those
tuples where all rk are zeros, which is the value used to represent a not-seen.

Effect of “not seen” values. In order to analyze the effect that the “not seen” value
has in our study, we consider two different subsets: a) the intersection or only tuples
where all ratings are seen (> 0) and b) the union, where not seen values are included.
For instance, ratings 〈4, 4, 5〉um would be inconsistent, because user u changed her
evaluation of movie m from 4 to 5 in the last trial. This tuple, however, would be
included both in the intersection and the union set. However, the tuple 〈4, 4, 0〉um would
not be included in the intersection set, because one of the ratings is a not-seen.

Table 1. Summary of results on the pairwise comparison between trials. The first and second
column contain the number of ratings in trials Ri and Rj . The third and forth column depict the
number of elements in the intersection and the union for Ri and Rj . The intersection set contains
ratings in which no element is not-seen, whereas the union set allows for not-seen elements. The
last two columns report the root square mean error of the intersection and the union sets.

#Ri #Rj # RMSE
∩ ∪ ∩ ∪

R1, R2 2185 1961 1838 2308 0.573 0.707
R1, R3 2185 1909 1774 2320 0.637 0.765
R2, R3 1969 1909 1730 2140 0.557 0.694

Table 1 summarizes the users’ inconsistency results. For example, in R1, users pro-
vide 2185 out of the potential 11800 ratings. Thus, 9615 positions in the rating matrix
of R1 are not-seen values. Without taking the actual value of the rating into considera-
tion, the divergence in the number of ratings illustrates how users are not even able to
consistently determine whether they have seen a movie or not. Only 1838 ratings in R1
also appear in R2 – the intersection. If we take the union, we obtain 2308 ratings. The
results are similar on all pairs of trials. With these results, we are able to answer our
first research question Q1.

RMSE due to inconsistencies. We shall now look at the inconsistencies due to a dif-
ferent rating value in different trials. We use the root mean squared error (RMSE) for
easy comparison with previous and related work in the RS literature and in particular
with the Netflix Prize threshold (i.e. desired RMSE of 0.8563) [2]. The right side of
Table 1 contains the RMSE for the intersection and union sets across all trials.

The RMSE for the intersection sets ranges between 0.55 and 0.63, depending on
the trials. Note that the previously computed stability is inversely correlated with the
RMSE. The most stable comparison is between R2 and R3, 0.977, which gives the
smallest RMSE (0.5571).

In the case of the union sets, we replace the not-seen value with the average rating
for that movie. The RMSE is now higher as it is accounting for two types of user
inconsistencies: inconsistencies in labeling as seen or not-seen and inconsistencies in
the actual values. The RMSE ranges from 0.694 to 0.765 in this case.

Note that these values of RMSE represent a lower bound of the RMSE that could be
achieved by a RS built from the data in our study. Therefore, and in the context of our
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study, current RS algorithms would not be able to predict the movie ratings with lower
RMSE that the ones described in Table 1 (unless they are overfitting the training data).
Of course, the particular RMSE values are dataset dependent. With this analysis, we
address our second research question Q2.

5.3 Variables That Have an Impact on User Inconsistencies

In order to answer our third research question (Q3), we analyze the variables that might
play a role in increasing the likelihood of user inconsistencies. In particular, we ex-
plore the impact that the rating scale, item order and user input speed might have on
inconsistencies.

Rating Scale Effect. In the initial reliability analysis presented in Section 5.1, we
showed that removing 2 and 3 star ratings yields higher reliability. We shall now in-
vestigate this further by analyzing which are the most common inconsistencies. Figure
2a shows the probability of inconsistency by the value of the rating between pairwise
trials (R1,R2), (R2,R3) and (R1,R3). In other words, the probability that if users gave
a rating of X in trial Ri, they will give a different rating in trial Rj .
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Fig. 2. Users Inconsistencies. (a) Percentage of inconsistencies by rating value and (b) Distribu-
tion of types of inconsistencies.

Note how ratings with extreme opinions (i.e. the lowest and highest ratings in the
scale) are more consistent across different trials: the probability of inconsistencies is
highest for 2 and 3 stars ratings. The average ratings in our study are 2.73, 2.79 and
2.79 for R1, R2 and R3 respectively. Also note that the probability of inconsistency
with not-seen is lower.

We shall investigate next what are the most common inconsistencies. Figure 2b de-
picts the distribution of inconsistencies by switching the score – note that the Figure
does not include inconsistencies due to not-seen items. The two most common incon-
sistencies are due to a rating drifting between 2 and 3 (about 34%) and between 3 and
4 (25%). Ratings with a ±1 drift account for more than 90% of the inconsistencies.

Thus, ratings in the middle of the rating scale seem to be more prone to inconsisten-
cies than extreme ratings. This observation makes intuitive sense for several reasons:
First, extreme ratings have a lower or higher bound (e.g. you cannot get higher than
5). Also, users are probably more consistent about remembering very good and very
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bad movies, which somehow impacted them. Finally, extreme ratings seem to be less
prone to assimilation and contrast effects. These intuitions, however should be further
investigated in future work.

Item Order Effect. Next, we shall analyze the effect of time on user inconsistencies.
Figure 3 depicts the inconsistencies as they appeared over time while participants filled
out each of the surveys. Note that now inconsistencies are not computed by pairwise
comparisons across trials, but reckoned across the three trials. In our analysis, we com-
pute the ground truth or valid rating for each movie and participant as the rating that
appears at least twice across the three trials. Thus, we assume that the trial with the
different value is the one causing the inconsistency. Note that movies where the three
ratings for the three trials are different from each other are discarded (they represent a
10.69% of the total).
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Fig. 3. Accumulated error across movies. An error is assigned to Ri if its rating is different than
the other R. The movies are set as they appear in R0 and R3.

Figure 3a shows the accumulated inconsistencies over time as movies were presented
to the user, including inconsistencies due to not-seen. Figure 3b excludes the not-seen
inconsistencies.

As Figure 3a illustrates, the first trial R1 is responsible for most of the inconsisten-
cies, followed by the third trial R3. The decrease of inconsistencies in the last trial R3
might be caused by the learning effect, as users would have undergone the survey twice
before. However, when discarding the effect of the not-seen value (Fig. 3b), R1 and R3
exhibit a very similar behavior. This result suggests that a learning effect might only
affect the consistency on discriminating between seen and not-seen movies.

Interestingly, the second trial R2, which took place at least one day after R1 and
where the movies were sorted by increasing popularity, displays the lowest level of in-
consistencies. The improvement in consistency in R2 might be explained by several
factors: First, the short time between trials – only 24 hours. However, neither the pair-
wise stability nor the RSME support this hypothesis. Therefore, it seems that the order
in which the movies are presented (i.e. showing popular movies first) could be the factor
for the consistency gain. Additionally, this result might be related to the minimization
of the contrast effect, as similar movies are shown together.
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To sum up and according to our experiment, a rating interface that groups movies
that are likely to receive similar ratings should help minimize user inconsistencies.

User Rating Speed Effect. The data logs collected in the user study include the exact
time at which each user rating was generated. This allows us to analyze how the speed
with which users rate movies might affect their consistency.

Fig. 4. Graphs depicting time between ratings for (a) R1, (b) R2, and (c) R3. Note that all plots
have the same temporal scale. The clicking time is always between 2 and 8 seconds. The aver-
age clicking time is 4.93, 3.30, 3.08 seconds for R1, R2 and R3 respectively. For reference, a
quadratic fit is also plotted as a line.

Figure 4 depicts the average evaluation time by movies where movies are sorted as
they were presented to the user. Note how in the case of R1 and R3 (sorted at random),
the evaluation time decreases as the survey progresses. This result makes intuitive sense,
as users were probably getting tired or used to the setting. However, in the case of R2
(Fig. 4.b), the evaluation time decreases at first, but then increases again during the last
half of the survey. This behavior might be caused by the way the movies in R2 were
presented: users were fast in assessing unpopular movies, many of which they might
not have seen, at the beginning of the survey. Then, when popular movies appear (and
therefore probably seen by participants), users seem to spend more time thinking about
the rating.

We measure an average rating time of 4.93, 3.30, and 3.08 seconds respectively for
each of our trials. One might expect that faster clicking could introduce more incon-
sistencies due to input error. However, the percentage of inconsistencies per trial are
42.5%, 23.2%, and 32.3%. So, a shorter time between ratings does not imply more
inconsistencies on the ratings.

5.4 Long-Term Errors and Reliability

In this section, we measure the reliability and RMSE of our experiment when removing
the original R2 trial and adding a new one (R4). This new trial was conducted 7 months
after R3, and using the same random movie permutation as R1 and R3. Therefore, we
now have three trials with the same movie order, separated 15 days and 7 months respec-
tively. Our goal is to evaluate if there are significant differences in the values because
of the longer elapsed time and the removal of the different sorting in the intermediate
trial.
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First, and in order to rule out the effects of this smaller – and maybe biased – pop-
ulation, we recomputed the correlations, stability factors, reliability, and RMSE in the
three original trials for this subset of 36 users, observing no significant differences with
the original values reported for the entire population.

Using this new setting, we obtain an overall reliability of 0.8763 – compared to the
original 0.924. Although this is only a 5% difference, we are now below the 0.9 thresh-
old. This is an indication that this kind of rating surveys might not be an appropriate
way to measure user preferences over a long period of time. Our new stability factors are
measured as s13 = 1.0025, s34 = 0.9706, and s14 = 0.9730. Now, and as it would be
expected, we see a much clearer trend: very high stability between the trials separated
15 days and significantly lower for any two trials separated by 7 months.

Finally, we measure our new RMSE values as R13 = 0.6143, R14 = 0.6822, and
R34 = 0.6835 for the intersection, and R13 = 0.7445, R14 = 0.8156, R34 = 0.8014
for the union. First, we observe that the RMSE for trials separated by 7 months, is
significantly larger than in the original setting (see Table 1, columns 6 and 7). In the
original setting, we also measured lower values between consecutive trials, arguably
due to the memory effect. However, when the ellapsed time between consecutive trials
is long enough (e.g. 7 months), this effect is no longer noticeable and the RMSE is larger
for sessions separated a long time, regardless of whether they are consecutive or not.
Note that if we want to measure the effect of both the long time interval plus a change
in movie ordering, we can compute R24 – error between trial 2, sorted by popularity,
and trial 4 with random order and conducted 7 monhts after. The measured RMSE is
now 0.832.

6 Conclusions

In this paper, we have presented a user study aimed at quantitatively analyzing user
inconsistencies in a movie rating domain. Since recommender systems commonly rely
on user ratings to compute their predictions, inconsistencies in these ratings will have
an impact on the quality of the recommendations. We believe that the characterization
of these inconsistencies is of key importance in the RS field.

Our study shows that, although the reliability of the survey as an instrument and the
stability of user opinions are high, inconsistencies negatively impact the quality of the
predictions that would be given by a RS. The calculated RMSE between different trials
ranged between 0.557 and 0.8156, depending on the ellapsed time and whether the “not
seen” ratings effect is ruled out. These RMSE values represent a lower bound (magic
barrier) for any explicit feedback-based RS built from the data of our study unless
overfitting to this data. We plan on carrying out additional studies in order to understand
how well our results generalize to other domains and settings. It is interesting to note
how close these values are to current state-of-the-art recommendation algorithms.

We have also presented a detailed analysis on the nature of user inconsistencies. Our
main findings can be summarized as follows: (1) Extreme ratings are more consistent
than mild opinions; (2) users are more consistent when movies with similar ratings are
grouped together; (3) the learning effect on the setting improves the user’s assessment
on whether she has seen the movie, but not the stability of the rating itself; and (4) faster
user clicking does not yield more inconsistencies.
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We believe that these insights will benefit the design of RS, which could take this
characteristic distribution of inconsistencies into consideration. Future work should val-
idate how much our findings can be generalized across settings, datasets and domains.
In addition, we plan on using the information gathered in this study to analyze how
different recommendation algorithms behave to this type of noise and design strategies
to overcome it.
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Abstract. Recommender systems help users find personally relevant media 
content in response to an overwhelming amount of this content available digi-
tally. A prominent issue with recommender systems is recommending new con-
tent to new users; commonly referred to as the cold start problem. It has been 
argued that detailed user characteristics, like personality, could be used to miti-
gate cold start. To explore this solution, three alternative methods measuring 
users’ personality were compared to investigate which would be most suitable 
for user information acquisition. Participants (N = 60) provided user ease of use 
and satisfaction ratings to evaluate three different interface variants believed to 
measure participants’ personality characteristics. Results indicated that the NEO 
interface and the CFG interface were promising methods for measuring person-
ality. Results are discussed in terms of potential benefits and broader implica-
tions for recommender systems.  

Keywords: Recommender systems, adaptive systems, cold start, information 
acquisition, personality. 

1   Introduction 

This paper presents an evaluation of three innovative interface variants that obtain 
users’ personality characteristics, such as those characteristics described by [1]. In 
doing so, this evaluation has explored how information acquisition of users’ personal-
ity could be used in recommender systems. Recommender systems help users find 
personally relevant content in response to an overwhelming amount of content avail-
able through digital means [18, 19]. Despite evidence that user characteristics (e.g., 
age, gender, occupation) could help lessen the familiar cold start problem affiliated 
with recommender systems, few researchers have ventured into this area [11]. This 
apprehension might be due to perceived difficulty in obtaining these characteristics. 
This paper has incorporated research paradigms from psychology to suggest alternative 
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techniques for measuring users’ personality, which could be incorporated into various 
recommender systems to mitigate cold start. 

The research background provided in this paper comes from the fields of recom-
mender systems and personality. This is followed by a design rationale and process 
for three interface variants designed to measure personality, and by hypotheses for the 
experiment presented in this paper. The Method section describes how these interface 
variants were evaluated. Results of the experiment are then provided, followed by 
discussion and conclusions. 

1.1   Background 

It has been suggested that recommender systems imitate social techniques individuals 
use to get informed about novel experiences, commonly known as word-of-mouth 
[18]. For instance, individuals ask friends for suggestions regarding a good movie, 
music, restaurant, etc. While there are different types of recommender systems, the 
most successfully utilized are collaborative filtering (CF) systems [2, 6], which mimic 
word-of-mouth. Despite their success, one recognized issue with CF systems is cold 
start [11, 16, 20]. Cold start refers to difficulties encountered by recommender algo-
rithms when a new item or user is added to a CF system. Research has often tried to 
address cold start by including content meta-data [e.g., 14, 16, 19, 20].  

Alternatively, other researchers [e.g., 11] have suggested further improvements ad-
dressing cold start in CF systems can be gained via user characteristics (i.e., character-
istics that are inherently part of the user). Though few researchers have tackled the cold 
start problem by leveraging users’ characteristics, this research has shown promise 
[e.g., 11, 12, 15]. So far, this research has only looked at surface-level characteristics. 
Nonetheless, [11] argues that improvements to this research can be gained by measur-
ing more detailed user characteristics. Personality is known to be a stable user charac-
teristic [1, 9], which has been shown to reliably describe various personal habits and 
behaviors [3, 17]. This suggests that by incorporating detailed user characteristics, such 
as personality, it is possible to address the cold start problem and possibly improve 
prediction in current CF systems. 

One identified and well-established model of personality within psychology is 
known Big Five model [9], which outlines five personality characteristics known as: 
 

1. Neuroticism (N) – individual’s propensity to feel fear, sadness, embarrassment, 
anger, guilt, and other emotions of negative affect. 

2. Extraversion (E) – individual’s propensity to be sociable, talkative, assertive, 
active, and prefer environments providing stimulation and excitement. 

3. Openness to Experience (O) – individual’s propensity toward intellectual curi-
osity, imagination, aesthetic and emotional sensitivity, and originality. 

4. Agreeableness (A) – individual’s propensity toward being altruistic, helpful, 
sympathetic, and empathetic toward others. 

5. Conscientiousness (C) – individual’s propensity toward cleanliness, orderli-
ness, determination, and self-control. 

 

The challenge when measuring personality for a CF system, however, is that users 
will likely give up if too much information is required from them when first starting 
to use such a system [16, 24]. According to [21], however, it is also important that 
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why this user information and how it will be used is transparent to the user. So, these 
methods must try to solve cold start while requiring minimal effort from users, or in 
such a way that it is satisfying to users, and while making it clear to the user why this 
information is necessary.  

There are two distinct ways to acquire information from the user: explicit and  
implicit [24]. Interfaces employing explicit user information acquisition ask questions 
that the user is required to answer. Interfaces employing implicit information acquisi-
tion simply acquire user information by observing users’ behavioral patterns. Based on 
previous research [16, 24], it seems likely that implicit acquisition would be preferred 
by users because it requires less effort on their behalf. By developing and testing sev-
eral methods that acquire user information, it provides the opportunity to investigate 
what is the best method for a CF system to measure more detailed user characteristics, 
such as personality. The following section describes the design rationale and process 
for each of the three interface variants that were tested to investigate this issue. 

2   Design Rationale and Process 

Three interface variants have been proposed: 1) the NEO interface, 2) the Commons 
Fishing Game (CFG) interface, and 3) the Implicit Association Test (IAT) interface. 

2.1   The NEO Interface 

The NEO interface was based on the Dutch NEO PI-R [7], acquired personality explic-
itly via 24 screens, each with ten statements numbered sequentially. The NEO PI-R is a 
well-established and reliable method to measure the Big Five [1]. Five radio buttons 
were placed beside each of the 240 statements. Using these buttons, participants rated 
their level of agreement on a scale from 1 (Strongly Disagree) to 5 (Strongly Agree). 
Responses were summed for each of the Big Five characteristics mentioned above. A 
minimum of 264 mouse-clicks was required to rate all items. Figure 1 gives a screen-
shot of the NEO interface. 
 

 

Fig. 1. Screenshot of the NEO interface 
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2.2   The CFG Interface 

The second proposed interface variant was based on a common resources dilemma 
gaming paradigm employed by [10]. In this game, users are instructed to maximize 
the amount gathered from a common resource, which is shared amongst a group of 
players; collectively trying not to deplete this resource. Using 72 University students 
playing with a computerized resource dilemma interface, [10] showed that partici-
pants scoring high on Extraversion gathered more from the common resource in the 
first few rounds, than participants who scored low. Furthermore, participants scoring 
high on Agreeableness tended to gather less as the game went on compared to partici-
pants who score low. To closely follow the resource dilemma interface implemented 
by [10], the CFG interface adhered to the following procedure: 
 

• Participants were told they were playing against 7 other participants and 
players for an unspecified number of rounds for an additional reward in the 
experiment; a €€ 5.00 bonus to the winner.  

• The interface was pre-programmed to last 16 rounds or once the common re-
source was depleted.  

• Participants played against computer opponents. 
• Each round, participants bid on how much of the common resource they 

would gather. 

Fishing was arbitrarily used as the CFG interface theme. There were two scenarios 
provided in [10]’s experiment, one in which resource depletion was slow and one in 
which depletion was rapid. The CFG interface provided only one scenario (slow to 
rapid resource depletion), which was the only substantial change from [10]. This 
interface was first prototyped and pre-tested to ensure that participants understood the 
game play. Figure 2 provides a screenshot of the final CFG interface after usability 
issues found in pre-testing were corrected. The CFG interface used fish bids as its 
DV, which ranged from 0 to 10 units per round. Computer opponents bidding behav-
ior was pre-programmed to withdraw random amounts from the resource with a pre-
specified mean [10]. After bidding, the common fish resource diminished by the total 
number of fish bids gathered by all players, then replenished by 10%. Controls used 
in the CFG interface were a drop-down menu (fish bid amount) and a standard button. 
A minimum of 48 mouse-clicks was necessary to complete the game. 

2.3   The IAT Interface 

The third interface variant was based on implicit measures of personality [5, 22]. 
These measures compared reaction time to visual stimuli associated with contrasting 
personality descriptors. Compared to the CFG interface, the IAT interface is able to 
measure all of the Big Five personality characteristics. Results relating the IAT with 
explicit measures of the Big Five have been inconsistent [e.g., 5, 22]. There are, how-
ever, relatively few implicit tests that have been previously associated with personal-
ity measurement. So, the IAT interface was developed based on the work by [5] to 
explore the efficacy of this implementation in a recommender system.  

The IAT interface was a Dutch adaption from [5]. Participants sorted descriptors 
related to a Big Five personality characteristic or its opposite. They went through five 
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Fig. 2. Screenshot of the CFG interface 

 

Fig. 3. Screenshot of the IAT Interface 

conditions divided into six blocks, one condition for each characteristic. Four blocks 
were practice blocks, which allowed participants to familiarize themselves with cor-
rect and incorrect associations. Pictures were included in these blocks to make the 
interface more engaging. Participants’ reaction times were not taken during this time. 
In the two remaining test blocks, participants were given personality trait descriptors 
(e.g., Outgoing) to associate with a given personality characteristic (e.g., Extraver-
sion). Furthermore, in one test block the given personality characteristic was associ-
ated with self, while in the other test block, this characteristic was attributed to others 
(i.e., not self). The DV for the IAT interface was the difference in time (Dtime) between 
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categorization reaction times in one test block versus the other test block. Keyboard 
inputs collected reaction times (keys ‘a’ and ‘k’). The interface was first prototyped 
and pre-tested to ensure that participants understood the task. Figure 3 provides a 
screenshot of the IAT interface after correcting usability issues found in pre-testing. A 
minimum of 840 key presses was necessary to complete this task. 

3   Hypotheses 

The first hypothesis (H1) reflects literature findings that suggest users will give up if 
too much effort is required when starting to use a recommender system [16, 24]. 
Given these findings, H1 states that both the CFG interface and the IAT interface will 
receive higher user acceptance ratings compared to the NEO interface. 

The second hypothesis (H2) pertains to psychology literature that has related im-
plicit measures of personality to the Big Five. The hypothesis for the CFG interface is 
based on [10]’s results. So, H2a states that participants’ average bids in the CFG 
interface for the first three rounds will be positively correlated to Extraversion, while 
their average bids over all rounds will be negatively correlated with Agreeableness. 
Regarding the IAT interface, H2b is based on [5]’s findings and so, states that meas-
urements of the Big Five taken by the IAT interface will be positively correlated with 
the same measurements taken by the NEO interface. 

4   Method 

4.1   Participants 

Participants (N = 60; 40 male, 20 female) were recruited via a university participant 
database and advertisements distributed across the University campus. Participants’ 
ages ranged from 16 to 62 with a mean age of 30 (SD = 12.6). 

4.2   Materials 

Participants completed the experiment using Pentium 4 computers with Windows XP. 
Monitors had a 1024x768 pixels screen resolution at 85 Hz. The IAT interface was 
created using E-Prime 2.0, while the remaining interfaces were created in C#. Beside 
the measures used to obtain personality via the three interface variants, participants 
also completed a measure of users’ acceptance toward each of these interfaces: 
 

• Ease of Use and Satisfaction Questionnaire (USE) consisted of 8 questions; 4 
questions measuring participants’ perceived ease of use (alpha = .89), and 4 ques-
tions measuring their satisfaction (alpha = .90) with the interface previously used. 
The questions were first developed by [23]. Each question was answered on a 7-
point Likert scale ranging from 0 (Completely Disagree) to 6 (Completely 
Agree). For the current study, these questions were translated in Dutch with some 
changes in wording (i.e., “the system” in the English form specified the interface 
variant that participants just used, when translated into Dutch). 
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4.3   Procedure 

The experiment was a counterbalanced within-groups design where participants were 
tested in groups ranging between 1 and 7 individuals (M = 3.2). After giving consent, 
participants were seated in separate testing rooms with a computer. Participants were 
informed that they would be provided with a series of interfaces, each with its own 
separate instructions. Participants were also told that these interfaces were constructed 
to gather their personality information for use by a recommender system. They were 
further informed that for one of the interfaces, they would be competing against other 
players for a €€ 5.00 bonus, where the highest scorer would receive this bonus. Partici-
pants began the experiment by proceeding through interfaces inquiring about their age, 
gender, and education. Following this, participants then interacted with each of the 
three interface variants (NEO, CFG, IAT), presented in counterbalanced order. After 
each variant, they were given a screen with the USE questions measuring their per-
ceived ease of use and satisfaction toward the preceding interface variant. Once the 
experiment was finished, participants were debriefed and received a €€ 15.00 gift certifi-
cate, as well as the €€ 5.00 bonus, regardless of their performance in the CFG interface. 

5   Results 

We compared interface variants in two ways: participants’ preference toward each of 
these interface variants (H1), and personality measurement accuracy (H2).  

The first comparison analyzed participants’ user acceptance with each of the three 
interface variants. Acceptance scores were obtained via the USE questionnaire de-
scribed in the Method section, which separated acceptance into participants’ perceived 
ease of use and their satisfaction toward each interface variant. A MANOVA was done 
using this data, with interface variant as the repeated measures IV and the aggregated 
scores for perceived ease of use and satisfaction as our DVs. Figure 4 indicates mean 
scores for participants’ perceived ease of use and satisfaction given interface variant. 
The MANOVA showed overall effects of interface variant (F(4, 56) = 14.99, p < .001, 
η2 = .52), and subsequent univariate tests indicated differences in participants’ per-
ceived ease of use scores (F(2, 118) = 17.71, p < .001, η2 = .23), and their satisfaction 
scores (F(2, 118) = 14.62, p < .001, η2 = .20). Regarding ease of use, pairwise com-
parisons (Bonferroni) indicated that participants scored the NEO interface (M = 20.62, 
SE = .412) higher than both the CFG interface (M = 17.43, SE = .668; p < .001) and 
IAT interface (M = 16.17, SE = .724; p < .001). For satisfaction, pairwise comparisons 
(Bonferroni) indicated that participants scored the NEO interface (M = 16.62, SE = 
.646) and CFG interface (M = 14.68, SE = .739) higher than the IAT interface (M = 12, 
SE = .760; p < .001 and p < .01, respectively). 

To better understand these findings, participants’ mean times with each of the in-
terface variants were compared. These means were compared in a 3-way ANOVA, 
with interface variant as the IV, and mean time as the DV. This ANOVA indicated a 
significant difference in participants’ mean time depending on the interface variant, 
F(2, 118) = 307.32, p < .001. Pairwise comparisons (Bonferroni) indicated that par-
ticipants’ mean time with the NEO interface (M = 21:54 min, SD = 6:39 min.) was 
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Fig. 4. Mean scores for participants’ perceived ease of use and satisfaction given interface variant  

Table 1. Personality correlations for the NEO interface compared to CFG and IAT interfaces 

NEO  
N E O A C 

1st 3 rounds -  .29* - -.21 - C
F
G 

All rounds - .38** - -.32* - 

Neuroticism (N) -.19 - - - - 
Extraversion (E) - -.24 - - - 
Openness (O) - - .09 - - 
Agreeableness (A) - - - -.23 - 

I
A
T 

Conscientious-ness (C) - - - - .11 
* indicates p < .05, ** indicates p < .01.  

 

greater than their mean time with the IAT interface (M = 9:49 min, SD = 1:55 min.,   
p < .001), which in turn, was greater than their mean time with the CFG interface  
(M = 5:51 min, SD = 1:28 min, p < .001). 

For the second comparison, Big Five measurements taken by the NEO interface 
were correlated to the measurements hypothesized to be similarly taken by the CFG 
and IAT interfaces. Table 1 shows the personality measurements correlations for the 
NEO interface compared to the CFG and IAT interfaces. Columns in this table pro-
vide each of the Big Five factors, as measured by the NEO interface. The first two 
rows provide the personality measurement correlations between the NEO interface 
and CFG interface (H2a). As mentioned in the Design Rationale and Process section, 
the CFG interface measured personality by using fish bid scores. Based on [10], these 
scores were separated by average fish bid score for the first three rounds and average 
fish bid score over all rounds. The last five rows provide the correlations between the 
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NEO interface and IAT interface (H2b). Only the correlations related to hypotheses 
are shown. As indicated in this table, the NEO interface measurement for Extraver-
sion was positively correlated to both CFG interface measurements: average fish bids 
in the first three trials (r = .29, p < .05), and average fish bids across all trials (r = .38,  
p < .01). Furthermore, the NEO interface measurement for Agreeableness was nega-
tively correlated to averaged fish bids across all trials (r = -.32, p < .05). There were 
no significant correlations between the NEO interface and IAT interface measure-
ments for their matched Big Five factors. 

6   Discussion 

The goal of this study was to compare and gauge the value of the three interface 
variants believed to effectively obtain users’ personality. Results suggest that the 
(explicit) NEO interface and the (implicit) CFG interface both show promise as a 
method to obtain users’ personality, both in terms of personality measurement accu-
racy and participants’ reported ease of use and satisfaction data. The remainder of 
this discussion expands on the interpretation of these results. 

As previously stated, the (explicit) NEO interface and the (implicit) CFG inter-
face both showed promise as an effective and preferred method to obtain users’ per-
sonality. Based on the literature review, however, it was expected that implicit 
measures would be preferred by users because it required less effort on their behalf 
[16, 24]. So, it was somewhat surprising to see that the NEO interface received sig-
nificantly higher perceived ease of use scores compared to the other two interface 
variants. The NEO interface required a minimum of 264 key presses compared to 
840 for the IAT interface. Also, the NEO interface only used two types of buttons 
(radio and standard), while the CFG interface used more complex controls (e.g., a 
drop down menu) that increased the chance of errors made by participants. Thus, 
perhaps one reason the NEO interface received these higher scores from participants 
was because the interface complexity was simpler. More importantly, however, the 
NEO interface also received the highest scores from participants’ satisfaction; 
though these scores were not significantly greater than the CFG interface. Some 
participants freely expressed after the experiment that the NEO interface seemed to 
have a clear purpose, while the purpose of CFG and IAT interfaces remained un-
clear. Given this, these findings might be explained by [21], who argue that recom-
mender systems must be more transparent to users with respect to how they work. 
Thus, these results suggest that the NEO interface, an explicit measure of personal-
ity, was the most promising interface variant in terms of both users’ perceived ease 
of use and satisfaction. 

Even with participants’ clear preference toward the NEO interface, the CFG inter-
face has also shown promise. Specifically, participants’ satisfaction scores toward the 
CFG interface were similar to the NEO interface, indicating that participants’ seemed 
to be reasonably satisfied when interacting with this interface. In addition, significant 
correlations between personality measures taken by the NEO interface and CFG inter-
face for participants’ Extraversion and Agreeableness, suggest that it is possible to 
use this method to estimate personality. It would be necessary to somehow leverage 
the ability of the CFG interface to estimate these personality characteristics more 
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accurately, however, before it would be sufficiently effective for practical applica-
tions, like a recommender system. Furthermore, ideas would have to be generated to 
create a game interface, like the CFG interface, which would be able to estimate more 
of the personality characteristics that could potentially be implemented in a recom-
mendation system. Thus, it would seem promising to explore other game (theory) 
possibilities that could have practical applications to recommender systems. 

When compared to the NEO and CFG interfaces, the IAT interface showed little 
promise in its current state as personality assessment tool. This interface received the 
lowest scores for both participants’ perceived ease of use and their satisfaction scores. 
Again, post-experiment comments from participants suggested that they were some-
times frustrated by the implementation of the pictures in the IAT interface, which 
likely impacted their low satisfaction scores toward this interface. Worse still were the 
correlation results obtained between personality measurements taken by the NEO 
interface and IAT interface, which indicated that the IAT interface did not measure 
personality, or at least not the same characteristics as the NEO interface. While [5] 
found that the IAT measure sufficiently assessed the Big Five, our findings seem to 
agree with [22], who found inconsistent correlations between the IAT measures and 
their respective Big Five counterparts. Therefore, it is argued that the IAT measure is 
not robust enough to be adapted and used in a different context than that used in [5].  
If this is the case, then it would mean that the IAT would be hard to simplify in order 
to reduce effort. This would further suggest that the IAT interface is an inefficient 
personality measurement tool, considering only about 10% of all trials in this inter-
face are used for determining presence of personality traits. 

In closing, should future technologies attempt to improve recommender or other 
adaptive systems by using detailed user characteristics, like personality, these findings 
suggest that such an interface should acquire this data in an explicit manner. At the 
very least, reasons and how such information would be used should be made explicit. 
Additionally, however, there do appear to be opportunities for satisfying and engaging 
interfaces emerging from game theory, which are able to estimate personality.  

6.1   Limitations and Future Work 

An obvious limitation of this work was that it did not formally test recommender 
performance against existing standards, such as current CF recommender systems 
[e.g., 14, 16, 19]. Future research could focus on evaluating the performance of per-
sonality-enhanced CF systems compared to similar recommender functions. 

7   Conclusion 

Three interface variants, which were believed to measure users’ personality, were 
compared. Results suggested that the NEO interface and the CFG interface appear to 
be promising methods for such personality acquisition. While it was particularly sur-
prising that the explicit measure (the NEO interface) seemed most preferred by users, 
this was likely due to the clear and transparent nature of the interface. 

In closing, the results of this study suggest opportunities to create an interface that 
explicitly acquires personality characteristics in an interactive and engaging way, 
which can provide personality-based recommendations related to content. 
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Abstract. In this paper we address the problem of prioritising feed-
back on the basis of multiple heterogeneous pieces of information in
exploratory learning. The problem arises when multiple types of feed-
back are required in order to address different types of conceptual dif-
ficulties, accommodate particular learning behaviours identified during
exploration, and provide appropriate support depending on the learning
mode (e.g. individual or collaborative learning) and/or the stage of the
exploratory learning process. We propose an approach that integrates
learners’ characteristics and context-related information through a Mul-
ticriteria Decision-Making formalism. The outcome is a context-aware
mechanism for prioritising personalised feedback that is tested in an ex-
ploratory learning environment for mathematical generalisation.

Keywords: context-dependent personalised feedback, feedback prioriti-
sation, Analytic Hierarchy Process, Multicriteria Decision Making.

1 Introduction

In exploratory learning, tasks can be approached in many different ways and are
often characterized by some key points the learner needs to address or be aware
of. The actions of learners can indicate what they need help with, but their per-
sonal characteristics may not guarantee the effectiveness of help. Context could
bring valuable information that would make help more appropriate and, thus,
more effective. Context-awareness has been studied in a diversity of domains like
artificial intelligence [1], ubiquitous computing [2], educational psychology [3]
and recommender systems [4]. The definition of context is also diverse, varying
from the wide social context to the specificity of network characteristics.

In this paper we present a context-dependent personalised feedback prioriti-
sation mechanism using the Analytic Hierarchy Process [5], a popular method in
Multicriteria Decision-Making [6]. In our approach context refers to the learn-
ing mode (i.e. individual or collaborative) and to the stages within a task. The
approach is illustrated using an Exploratory Learning Environment (ELE) for
mathematical generalisation and the prioritisations delivered by the proposed
method are validated by experts in the field of mathematical education.

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 271–282, 2009.
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The paper is organised as follows. Section 2 briefly introduces adaptive feed-
back, mathematical generalisation and the system employed; Section 3 presents
the multicriteria decision problem and the Analytic Hierarchy Process method.
Section 4 includes examples of how this approach operates under different contex-
tual requirements and discusses the results, and Section 5 concludes the paper.

2 Adaptive Feedback in Exploratory Learning for
Mathematical Generalisation

Feedback is usually a response to the actions of a learner aiming to correct future
iterations of the actions [7]. It includes information about what happened or did
not happen as a consequence of the user’s actions in relations to the goal [8];
this information is given to the users to compare their performance with the
expected one [9] and to make use of it in the following attempt [8].

In exploratory learning, the freedom given to learners leads to situations when
feedback is required on several aspects. This is also the case of eXpresser1 [10] [11],
which is an ELE for mathematical generalisation that aims to link the visual with
the algebraic-like representation of rules. It enables constructions of patterns,
creating dependences between them, naming properties of patterns and creating
algebraic-like rules with either names or numbers. Some screenshots are displayed
in Figure 1, illustrating the system, two constructions, the properties list of a pat-
tern that is dependent on another one, the properties list of an independent pat-
tern and two examples of rules.

The main area of the screen in Figure 1 displays two constructions. These
are solutions of two learners working independently on a task called “footpath”,
which is typical in the UK curriculum. The task requires to find out the num-
ber of green tiles needed to surround any pattern of red tiles (representing the
footpath). The components of Construction 1 are displayed separately for ease
of understanding; this construction has four patterns: (a) two compact rows of
green (lighter colour) tiles and (b) two rows with gaps in between tiles: one green
and one red (darker colour). The first two mentioned are the same, and conse-
quently, have the same properties displayed in the property list of the highlighted
row in Construction 1. The first property, i.e. number of iterations, shows that
the pattern depends on the red one because the number of iterations of the green
tiles is set to ‘the number of red tiles multiplied by 2 plus 1’; the T box with
the name red and the corresponding value of 3 is called an icon variable and is
used to make a pattern dependent on another; the use of icon variables leads
to general constructions, i.e. they work for any number of red tiles. The second
property, moving left, is set to 1 and the third property, moving down, is set to
0, which makes the pattern a row; for the red pattern moving left is set to 2
and moving down is set to 0, which makes a row with gaps between the tiles.
The last property establishes the number needed to colour all the tiles in the

1 Developed in the context of MiGen Project, funded by the ESRC/EPSRC Teaching
and Learning Research Programme (RES-139-25-0381); http://www.migen.org

http://www.migen.org
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Fig. 1. eXpresser screenshots. The screenshot of the system includes a toolbar, an area
for pattern construction and an area for defining rules; the toolbar (at the top) allows
the following actions: cut, copy, paste, delete, zoom in, zoom out, show grid, grid size
(changeable from here or using the zoom tools), group and ungroup; the main area
has two constructions for the “footpath” task and two property lists; the components
of Construction 1 are also presented separately. The two screenshots at the bottom
illustrate the rules defined by the learners who built the two constructions.

pattern; in the current case it is the same as the number of iterations in the
pattern. However, if a pattern is a group of several tiles, this would not be the
case anymore; for example, if a pattern is a group of three tiles and is iterated
five times, the number required to colour it would be three times five.

Construction 2 is build in a similar fashion, but the compact rows of green
tiles do not depend on the red pattern: the first property (number of iterations)
from the property list is set to 9. At the bottom of Figure 1, two expressions
corresponding to the two constructions are displayed. Expression 1 uses the
name red for the number of red tiles, while Expression 2 is numeric.

In the constructions of Figure 1, both learners follow the same strategy in
surrounding the footpath: two rows of tiles at top and bottom, and one row of
tiles in the gaps of the red pattern; also, for both constructions, the row of green
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tiles with gaps in between (the middle one) does not depend on the red pattern
and the expressions do not correspond to their corresponding constructions.
However, there are a few differences: (a) they work with a different number of
red tiles, i.e. 3 and 4, respectively; (b) the first learner is very close to a general
solution, while the second is still working with the particular case of 4 red tiles;
(c) the expression of the first learner (Expression 1 in Figure 1) is already general,
while the expression of the second learner (Expression 2 in Figure 1) is numeric.

Construction 2 could be used at this point to illustrate how the need for
feedback prioritisation emerges during exploration. In this instance, from peda-
gogical point of view, several issues need to be addressed: (a) the construction is
correct only when the red pattern consists of four tiles, i.e. it is specific, whilst
the aim of the activity is to create a general construction that would work for
any number of tiles; (b) the learner may need to be reminded how to make a
pattern dependent on another (i.e. the use of icon variables); (c) the expression
does not correspond to the construction and contains a mistake; (d) the expres-
sion is specific. To this end, different types of feedback are needed depending
on learner’s characteristics and contextual information. In the next section, we
describe an approach that leads to prioritising feedback on these issues based on
a multicriteria decision making method called the Analytic Hierarchy Process.

3 Analytic Hierarchy Process Formalism

Multicriteria Decision Making (MDM) defines a class of problems where a de-
cision from a predefined set of alternatives needs to be reached by taking into
account two or more criteria. Each alternative is evaluated on the set of cri-
teria; the outcomes provide a means of comparison between the alternatives
that will facilitate a selection of one or more alternatives, or a ranking between
them. Other purposes are classification of alternatives into groups (clustering)
and group ranking [6]. Among the possible approaches of decision problems that
correspond to this description are: statistical techniques, multi-attribute utility
analysis, analytic hierarchy process, knowledge bases, mathematical models, etc.

MDM has many applications in fields where decisions need to be taken. The
Analytic Hierarchy Process (AHP) is one of the most popular methods in MDM
and is widely applied in a diversity of areas like logistics, military, manufacturing
and health-care [12]. Frequently AHP is used in combination with other methods
- a recent literature review [12] reports five main categories of tools integrated
with AHP: (a) mathematical programming, (b) quality function development,
(c) meta-heuristics, (d) SWOT analysis, and (e) data envelopment analysis. Four
works related to higher education are reported in areas of IT-based project se-
lection [13], teaching method selection [14], education requirement selection [15]
and faculty course assignment [16].

In the area of learner/user modelling, AHP has been used in combination with
fuzzy logic [17] for student diagnosis in an adaptive hypermedia educational sys-
tem and in combination with Multi-Attribute Utility Theory (MAUT), another
method from MDM, in recommender systems [18], where the evaluation function
from MAUT is used to rate how well each alternative fulfills the decision criteria.
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The AHP uses a hierarchy to represent a decision problem and to establish
priorities between alternatives depending on a set of criteria involved in the
decision process. It includes three main steps: (a) construction of the hierarchy;
(b) analysis of priorities and (c) verification of consistency.

The hierarchy has the general structure presented in Figure 2. The highest
level represents the goal, which, in our context, is personalised feedback. The
second level includes the criteria based on which the decision should be taken; in
our case, the criteria refer to the learning mode and the stage in the exploratory
task. The third level includes the alternatives to be prioritised with respect to
the criteria; the alternatives correspond to pedagogical aspects of mathematical
generalisation. The first step includes a decomposition of the decision problem
into parts defined by all relevant attributes; these attributes are arranged into
hierarchical levels so as to reach the hierarchical structure presented in Figure 2.

Fig. 2. Hierarchy in the Analytic Hierarchy Process

The analysis of priorities includes pairwise comparisons used to compute
weights for the alternatives, which establish an order between them. This in-
volves two steps: (a) decide priorities between criteria; (b) decide priorities be-
tween alternatives with respect to each criterion. The priorities take the form of
matrices as in (1): one for the first step (priorities amongst criteria) and n for the
second (priorities amongst alternatives) (a matrix for each criterion). For both
types of matrices the values below the main diagonal are the reversed values
from above the main diagonal, i.e. cji = 1/cij , aji = 1/aij, as the comparison
result between objects A and B is reversed when the order changes (B and A).

C =

⎡
⎢⎢⎣

1 c12 ... c1n

1/c12 1 ... c2n

... ... ... ...
1/c1n 1/c2n ... 1

⎤
⎥⎥⎦ , AL =

⎡
⎢⎢⎣

1 a12 ... a1m

1/a12 1 ... a2m

... ... ... ...
1/a1m 1/a2m ... 1

⎤
⎥⎥⎦ (1)

Each pair of criteria ci and cj has an associated value that specifies their
relative importance. The values of cij(1 ≤ i, j ≤ n) and aij(1 ≤ i, j ≤ m) are
determined using a scale from 1 to 9, where 1 means ‘equally important’ and 9
means ‘extremely more important’. For example, cij = 1 means that the criteria
ci and cj are equally important, cij = 3 means that ci is more important than cj
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and cij = 9 means that ci is extremely more important than cj . The vales and
meaning for the inverse pairs are: (a) cji = 1: cj and ci are equally important,
(b) cji = 1/3: cj is less important than ci and (c) cji = 1/9: cj is extremely less
important than ci.

The weight of each criterion is calculated using (2) and the criteria weight
vector is obtained: W = (w1, w2, . . . , wn).

wi =

(∏n
j=1 cij

)1/n

∑n
i=1

(∏n
j=1 cij

)1/n
(2)

For the alternatives, a priority vector is calculated for each matrix (corre-
sponding to a criterion) using the same equation (2). Thus priority vectors:
A(Crj) = (A1(Crj), A2(Crj), . . . , Am(Crj)), j = 1, n are obtained. Matrix A
(3) results from combining the n priority vectors.

A =

⎡
⎢⎢⎢⎣

A1(Cr1) A1(Cr2) · · · A1(Crn)
A2(Cr1) A2(Cr2) · · · A2(Crn)

...
...

. . .
...

Am(Cr1) Am(Cr2) · · · Am(Crn)

⎤
⎥⎥⎥⎦ (3)

By combining the criteria weights and the priority vectors the final alterna-
tives priorities vector P with respect to all criteria is obtained using: P = A∗W .
More specifically, the priority for each alternative is calculated as: pi = Ai(Cr1)∗
w1 + Ai(Cr2) ∗ w2 + . . . + Ai(Crn) ∗ wn, i = 1, m.

Consistency refers to the lack of logical contradictions in the pairwise com-
parisons; for example, if in a matrix the alternative x is more important than
alternative y and less important than alternative z, and, at the same time, y
is more important than z, there is an inconsistency (x is more important than
z (by transitivity through y) and x is less important that z by direct compar-
ison). To verify the consistency of the n + 1 pairwise comparisons matrices (n
alternatives matrices and 1 criteria matrix), an approximation of the maximum
eigenvalue for each matrix, denoted as λmax (see Equation 4) is used to calcu-
late the consistency index (CI). Equation (5) shows how to calculate CI for the
criteria matrix and the n alternatives matrices.

λmaxj = (
m∑

i=1

ai1,

m∑
i=1

ai2, . . . ,

m∑
i=1

aim)∗

(A1(Crj), A2(Crj), . . . , Am(Crj))T , j = 1, n

(4)

For criteria: CI =
λmax − n

n − 1

For alternatives: CIj =
λmaxj − m

m − 1
, j = 1, m

(5)

CI and the Random Consistency Index (RCI) are used to calculate the con-
sistency ratio (CR) as: CR = CI

RCI . The values of the RCI [5] for 1 to 10 criteria
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are displayed in Table 1. Values of the consistency ratio below 0.10 indicate con-
sistency, while greater values indicate the opposite. In the later case, revision of
the pairwise comparisons is necessary.

Table 1. Values of RCI for n = 1, 10

n 1 2 3 4 5 6 7 8 9 10
RCI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49

The overall consistency of the hierarchy is a function of the consistency in-
dexes of all pairwise matrices, the RCI for the number of criteria and number of
alternatives and the weights of the criteria, as in (6).

CR =
CIcriteria + w1 ∗ CIaltCr1

+ w2 ∗ CIaltCr2
+ . . . + wn ∗ CIaltCrn

RCIn + w1 ∗ RCIm + w2 ∗ RCIm + . . . + wn ∗ RCIm
(6)

Summarising, the AHP process involves three main steps: definition of the
hierarchy, analysis of pairwise comparisons and verification of consistency. These
are illustrated through scenarios in the following section.

4 AHP for Context-Dependent Personalised Feedback
Prioritisation

Three scenarios are presented to illustrate the AHP process in the context of
eXpresser and similar tasks to “footpath”. The hierarchy of the AHP formalism
is illustrated in Figure 3: the goal is to obtain feedback priorities; the crite-
ria is the learning mode, i.e. individual or collaborative, and the stage in a
task, i.e. specific and general. The alternatives are feedback on the following as-
pects: (a) correctness of construction (CC); (b) correctness of expression (CE);
(c) construction-expression correspondence (C-E); (d) symmetry of construc-
tion (Sym); (e) generality of construction (CGen); (f) generality of expression
(EGen); (g) use of icon variables (IV).

The pairwise comparisons between criteria and between alternatives vary de-
pending on learner’s (dynamic) characteristics: (a) level of experience (stored for

Fig. 3. AHP hierarchy Fig. 4. Feedback module
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each level of task difficulty), (b) arithmetics knowledge level and (c) preferred
approach: from specific to general (S-to-G) or from general to specific (G-to-
S). The feedback module (Figure 4) integrates this information together with
information about task difficulty to retrieve sets of pairwise relations from the
Knowledge Base. This generates different instantiations of the AHP process. To
illustrate how AHP is going to operate in different situations, three scenarios are
considered below (summarised in Table 2).

Table 2. Scenarios characteristics

Characteristics Scenario 1 Scenario 2 Scenario 3

Mode individual individual collaborative
Task difficulty medium medium medium
Experience low medium low&medium
Arithmetics high low high&low
Approach G-to-S S-to-G G-to-S&S-to-G

The constructions for the scenarios are displayed in Figure 1: Constructions
1 and 2 are used in Scenario 1 and 2, respectively. In the collaborative scenario,
i.e. Scenario 3, the learners who produced these constructions and their corre-
sponding expressions are working together. The pairing for collaboration is made
based on the similarity of the strategy [19] and the complementarity of approach
and/or arithmetic level. A diagnosis of the learners’ constructions [19] is carried
out at the same time with the computation of feedback priorities. Combining
these two sources, a decision is taken with regard to necessary and/or relevant.

Scenario 1. Feedback prioritisation is established by taking into consideration:
(a) the individual learning mode, (b) the learner’s characteristics mentioned in
Table 2 and (c) Construction 1 and Expression 1 from Figure 1. The criteria
pairwise comparison, the corresponding weights and consistency information are
displayed in Table 3; the alternatives pairwise comparison with respect to the
criteria (specific and general context), the priority vectors and the consistency
measures are displayed in Table 4 and Table 5. The final priorities and the overall
consistency are displayed in Table 6. From these tables, the numbers assigned by
the designer of the AHP component are the criteria and the alternatives pairwise
comparisons; the rest are computed using the formulas presented in Section 2.

As the learner prefers the general-to-specific approach, the top item for feed-
back is icon variables as they allow general constructions. The next two items
to give feedback on are correctness of construction and its generality. Construc-
tion 1 has two general components and a specific one, which indicates that the

Table 3. Criteria pairwise comparison, weights, and consistency

Criteria Specific General Weights
Specific 1 1/2 0.33
General 2 1 0.67
λmax = 2.00, CI = 0, CR = 0



Feedback Prioritisation in Exploratory Learning 279

Table 4. Alternatives pairwise comparison, priority vector with respect to the specific
context, and consistency

Alternatives CC CE C-E Sym CGen EGen IV Priority vector
CC 1 2 2 5 2 3 1/2 0.22
CE 1/2 1 1/2 3 1/5 1/2 1/2 0.08
C-E 1/2 2 1 3 1/5 2 1/2 0.11
Sym 1/5 1/3 1/3 1 1/3 1/3 1/3 0.04
CGen 1/2 5 5 3 1 3 1/2 0.22
EGen 1/3 2 1/2 3 1/3 1 1/2 0.09
IV 2 2 2 3 2 2 1 0.23
λmax = 7.75, CI = 0.13, CR = 0.10

Table 5. Alternatives pairwise comparison, priority vector with respect to the general
context, and consistency

Alternatives CC CE C-E Sym CGen EGen IV Priority vector
CC 1 5 5 7 1 5 1/2 0.27
CE 1/5 1 1/2 7 1/5 2 1/3 0.08
C-E 1/5 2 1 3 1/3 3 1/3 0.10
Sym 1/7 1/7 1/3 1 1/3 3 1/3 0.05
CGen 1 5 3 3 1 2 1/2 0.19
EGen 1/5 1/2 1/3 1/3 1/2 1 1/5 0.04
IV 2 3 3 3 2 5 1 0.27
λmax = 7.82, CI = 0.14, CR = 0.10

Table 6. Scenario 1: Feedback priorities and overall consistency

Alternatives CC CE C-E Sym CGen EGen IV
Priorities 0.25 0.08 0.10 0.05 0.20 0.06 0.26
Overall CR = 0.04

learner has used icon variables, so no feedback on that is necessary; as the con-
struction is correct, the first feedback to be provided will be on the generality
of the construction, and more specifically, on the generality of the only specific
component of the construction. From the AHP process, the next priorities are
related to the expression: correspondence between construction and expression,
correctness of expression and expression generality. The last two items are al-
ready in place, so no feedback on them is given. If in the previous step the learner
has made the specific component general, the construction would correspond to
the expression; if not, feedback would be provided to the learner to make sure
the construction (partially general) corresponds to the expression (general).

Scenario 2. In this scenario, the prioritisation is computed for the individual
learning mode, taking in consideration the learner’s characteristics displayed
in Table 2, Construction 2 and its corresponding expression from Figure 1. The
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Table 7. Scenario 2: Feedback priorities and overall consistency

Alternatives CC CE C-E Sym CGen EGen IV
Priorities 0.310 0.108 0.130 0.194 0.092 0.060 0.106
Overall CR = 0.03

procedure is applied as in Scenario 1; only the final feedback priorities and the
overall consistency are reported in Table 7.

As the learner prefers a specific-to-general approach, the feedback addresses
generality at the end. The first aspects to give feedback on are: the correctness
of construction, its symmetry and the correspondence between construction and
expression. The first two aspects are in place, so the feedback would be given on
the correspondence between expression and construction. If the learner addresses
this aspect and the new expression is 2 ∗ 9 + 5, the feedback on the following
item, i.e. correctness of construction, becomes unnecessary. If the learner does not
correct the expression accordingly, the feedback would address the correctness of
expression, pointing out that the construction is correct and that the expression
should correspond to the construction. So, feedback at this point includes the
two interrelated aspects: the correctness of expression and the correspondence
between construction and expression. Only after establishing the correctness of
construction and expression for the specific case of 4 red tiles, the feedback will
address the generality of the construction: the use of icon variables, the generality
of construction, and, finally, the generality of expression.

Scenario 3. In the collaborative mode, the two learners are working together
towards finding a general solution. The first leaner has a construction with 3 red
tiles, while the second has a construction with 4 red tiles. Consequently, a specific
approach on one side will lead to an inadequate construction on the other, which
enforces the learners to work with the general. The feedback priorities for this
particular collaborative situation are displayed in Table 8.

Table 8. Scenario 3: Feedback priorities and overall consistency

Alternatives CC CE C-E Sym CGen EGen IV
Priorities 0.15 0.08 0.11 0.24 0.17 0.05 0.19
Overall CR = 0.03

As the learners are ‘forced’ to work with the general, the first aspect to give
feedback on is the symmetry of construction as, otherwise, it would be difficult
to make it general – as both learners have symmetric constructions, this is not
necessary. The next aspect to give feedback on is the use of icon variables; ideally,
this feedback from the system would be replaced by the feedback of learner one
to learner two, who has a specific construction. The next two aspects to be
addressed are the generality and the correctness of the construction. For the
same reason mentioned previously, the construction will be correct only when
it is general, so generality is addressed first and correctness afterwards. The
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expression is dealt with at the end, starting from the correspondence with the
construction, addressing its correctness and finally, its generality.

The priorities delivered by the AHP process were validated by two experts
in the field of mathematical education who were aware of the way learners in-
teracted with eXpresser. Both of them agreed on the prioritisation for the two
individual situations, but there was one disagreement on the collaborative sce-
nario. One expert agreed with the prioritisation delivered by the AHP process,
while the other argued for the following order: IV, CGen, CC, Sym, C-E, CE and
EGen. This order differs from the output of the AHP process by the fact that
symmetry is moved from the first place to the fourth. The expert’s argument for
this was that they could build a construction that is correct and not symmetri-
cal, but symmetry becomes important at this point because it would facilitate
finding a general expression. On the other hand, the other expert argued that
symmetry is important from the very beginning to facilitate the generality of
construction (and then, the expression) because one of the learners prefers the
specific-to-general approach and also has a low arithmetics ability; therefore,
even if the other learner would be able to reach a general construction, though
non-symmetrical, and to find a corresponding expression, for the other learner
this would be difficult and hardly beneficial.

5 Concluding Remarks

In this paper we have presented a mechanism for personalised feedback prioritisa-
tion depending on the learning mode, i.e. individual or collaborative, the context
within a task, i.e. specific or general, and the learner’s characteristics. The way
the mechanism operates was illustrated in two individual and one collaborative
scenario. The feedback priorities for the individual mode were confirmed by two
experts, whilst the priority given to symmetry in collaborative mode was consid-
ered by one of the experts as too high. One possible explanation for the diversity
of the experts’ opinion could be the added complexity of the collaborative mode,
which is an issue that requires further investigation.
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Abstract. Web search is the dominant form of information access and
everyday millions of searches are handled by mainstream search engines,
but users still struggle to find what they are looking for, and there is much
room for improvement. In this paper we describe a novel and practical
approach to Web search that combines ideas from personalization and
social networking to provide a more collaborative search experience. We
described how this has been delivered by complementing, rather than
competing with, mainstream search engines, which offers considerable
business potential in a Google-dominated search marketplace.

1 Introduction

For all the success of mainstream Web search engines, users still struggle to
find the right information quickly. Poor search productivity is largely a result
of vague or ambiguous queries [6, 8, 20], and there is considerable research on
different ways to improve result selection and ranking. For example, researchers
have looked at ways to bias search towards special types of information (e.g.,
people, research papers, etc.); see for e.g. [9]. Others have attempted to profile
the preferences of searchers in order to deliver more personalized result-rankings
[10, 11,21]. Recently, other researchers have explored how to take advantage of
the collaborative nature of search [1, 12, 14, 13, 17]. In our own research we have
explored a collaborative approach to personalized Web search [4,18,19], profiling
the preferences of communities of users, rather than individuals, and generating
recommendations inline with community preferences; see also [7].

While results have been promising, little attention has been paid to the issue
of deployment and it is difficult to see how these technologies can be successfully
brought to mainstream search. We have previously explored different deploy-
ment options [2, 5] as a way to loosely integrate community-based search with
mainstream search engines. However it has been clear for some time that nei-
ther approach is likely to work for consumer Web search: users want to search
as normal using their favourite search engine. However, the recent arrival of
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browser plugins has presented a new opportunity to deliver third-party search
technology, via the browser, on top of some underlying service like Google.

This paper describes how this has been achieved through a new commercial
venture called HeyStaks (www.heystaks.com). HeyStaks places an emphasis on
the potential for collaboration within Web search as a route to a better search
experience; see also [1,12,14,13,17]. The key motivating insight is that there are
important features missing from mainstream search engines. For example, recent
studies highlight that for 30% of searches the searcher is looking for something
that they have previously found, yet search engines like Google offer no practical
support to help users re-find information. Similarly, for up to 70% of searches
the searcher is looking for something that has recently been found by a friend
or colleague [19]. And, once again, search engines like Google offer no support
for the sharing of search results. Helping searchers to organise and share their
search experiences could deliver significant improvements in overall search pro-
ductivity. We describe how HeyStaks adds these missing collaboration features
to mainstream search engines and present results from a recent usage analysis
based on the initial beta deployment of the system.

2 HeyStaks

HeyStaks adds two basic features to any mainstream search engine. First, it al-
lows users to create search staks, as a type of folder for their search experiences
at search time. Staks can be shared with others so that their searches will also
be added to the stak. Second, HeyStaks uses staks to generate recommendations
that are added to the underlying search results that come from the mainstream
search engine. These recommendations are results that stak members have pre-
viously found to be relevant for similar queries and help the searcher to discover
results that friends or colleagues have found interesting, results that may other-
wise be buried deep within Google’s default result-list.

As per Fig. 1, HeyStaks takes the form of two basic components: a client-
side browser toolbar and a back-end server. The toolbar allows users to create
and share staks and provides a range of ancillary services, such as the ability
to tag or vote for pages. The toolbar also captures search result click-thrus
and manages the integration of HeyStaks recommendations with the default
result-list. The back-end server manages the individual stak indexes (indexing
individual pages against query/tag terms and positive/negative votes), the stak
database (stak titles, members, descriptions, status, etc.), the HeyStaks social
networking service and, of course, the recommendation engine. In the following
sections we will briefly outline the basic operation of HeyStaks and then focus
on some of the detail behind the recommendation engine.

2.1 System Overview

Consider the following example. Steve, Bill and some friends were planning a
European vacation and they knew that during the course of their research they
would use Web search as their primary source of information about what to
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Fig. 1. The HeyStaks system architecture and outline recommendation model

do and where to visit. Steve created a (private) search stak called “European
Vacation 2008” and shared this with Bill and friends, encouraging them to use
this stak for their vacation-related searches.

The HeyStaks Toolbar

The Stak-List

Tag, Share, Vote Actions
Create, Share, Remove Staks

Fig. 2. Selecting a new active stak

Fig. 2 shows Steve selecting this stak as he embarks on a new search for
“Dublin hotels”, and Fig. 3 shows the results of this search. The usual Google
results are shown, but in addition HeyStaks has made two promotions. These
were promoted because other members of the “European Vacation 2008” stak
had recently found these results to be relevant; perhaps they selected them for
similar queries, or voted for them, or tagged them with related terms. These
recommendations may have been promoted from much deeper within the Google
result-list, or they may not even be present in Google’s default results. Other
relevant results may also be highlighted by HeyStaks, but left in their default
Google position. In this way Steve and Bill benefit from promotions that are
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HeyStaks Promotions

Pop-up tag, share, vote icons

Fig. 3. Google search results with HeyStaks promotions

based on their previous similar searches. In addition, HeyStaks can recommend
results from other related public staks as appropriate, helping searchers to benefit
from the search knowledge that other groups and communities have created.

Separately from the toolbar, HeyStaks users also benefit from the HeyStaks
search portal, which provides a social networking service built around people’s
search histories. For example, Fig. 4 shows the portal page for the “European
Vacation 2008” stak, which is available to all stak members. It presents an ac-
tivity feed of recent search history and a query cloud that makes it easy for the
user to find out about what others have been searching for. The search portal
also provides users with a wide range of features such as stak maintenance (e.g.,
editing, moving, copying results in staks and between staks), various search and
filtering tools, and a variety of features to manage their own search profiles and
find new search partners.

2.2 The HeyStaks Recomendation Engine

In HeyStaks each search stak (S) serves as a profile of the search activities of
the stak members and HeyStaks combines a number of implicit and explicit
profiling techniques to capture a rich history of search experiences. Each stak is
made up of a set of result pages (S = {p1, ..., pk}) and each page is anonymously
associated with a number of implicit and explicit interest indicators, including
the total number of times a result has been selected (sel), the query terms
(q1, ..., qn) that led to its selection, the number of times a result has been tagged
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Stak Term Cloud

Stak Activity Feed

Fig. 4. The HeyStaks search portal provide direct access to staks and past searches

(tag), the terms used to tag it (t1, ..., tm), the votes it has received (v+, v−), and
the number of people it has been shared with (share) (all explicit indicators of
interest) as indicated by Eq. 1.

pS
i = {q1, ..., qn, t1, ..., tm, v+, v−, sel, tag, share} (1)

In this way, each page is associated with a set of term data (query terms and/or
tag terms) and a set of usage data (the selection, tag, share, and voting count).
The term data is represented as a Lucene (lucene.apache.org) index table, with
each page indexed under its associated query and tag terms, and provides the
basis for retrieving and ranking promotion candidates. The usage data provides
an additional source of evidence that can be used to filter results and to generate
a final set of recommendations. At search time, a set of recommendations is
produced in a number of stages: relevant results are retrieved and ranked from
the Lucene stak index table; these promotion candidates are filtered based on an
evidence model to eliminate noisy recommendations; and the remaining results
are added to the Google result-list according to a set of recommendation rules.

Retrieval & Ranking. Briefly, there are two types of promotion candidates:
primary promotions are results that come from the active stak St; whereas sec-
ondary promotions come from other staks in the searcher’s stak-list. To generate
these promotion candidates, the HeyStaks server uses the current query qt as a
probe into each stak index, Si, to identify a set of relevant stak pages P (Si, qt).
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Each candidate page, p, is scored using Lucene’s TF*IDF retrieval function as
per Equation 2, which serves as the basis for an initial recommendation ranking.

score(qt, p) =
∑
tεqt

tf(tεp) • idf(t)2 (2)

Evidence-Based Filtering. Staks are inevitably noisy, in the sense that they
will frequently contain pages that are not on topic. For example, searchers will
often forget to set an appropriate stak at the start of a new search session, and
although HeyStaks includes a number of automatic stak-selection techniques to
ensure that the right stak is active for a given search, these techniques are not
perfect, and misclassifications do inevitably occur. As a result, the retrieval and
ranking stage may select pages that are not strictly relevant to the current query
context. To avoid making spurious recommendations HeyStaks employs an evi-
dence filter, which uses a variety of threshold models to evaluate the relevance
of a particular result, in terms of its usage evidence; tagging evidence is consid-
ered more important than voting, which in turn is more important than implicit
selection evidence. For example, pages that have only been selected once, by a
single stak member, are not automatically considered for recommendation and,
all other things being equal, will be filtered out at this stage. In turn, pages that
have received a high proportion of negative votes will also be eliminated. The
precise details of this model are beyond the scope of this paper but suffice it to
say that any results which do not meet the necessary evidence thresholds are
eliminated from further consideration.

Recommendation Rules. After evidence pruning we are left with revised
primary and secondary promotions and the final task is to add these qualified
recommendations to the Google result-list. HeyStaks uses a number of different
recommendation rules to determine how and where a promotion should be added.
Once again, space restrictions prevent a detailed account of this component
but, for example, the top 3 primary promotions are always added to the top
of the Google result-list and labelled using the HeyStaks promotion icons. If a
remaining primary promotion is also in the default Google result-list then this
is labeled in place. If there are still remaining primary promotions then these
are added to the secondary promotion list, which is sorted according to TF*IDF
scores. These recommendations are then added to the Google result-list as an
optional, expandable list of recommendations.

3 Empirical User Studies

In this section we examine a subset of 95 HeyStaks users who have remained
active during the course of the early beta release of the toolbar and service.
These users registered with HeyStaks during the period October-December 2008
and the results below represent a summary of their usage during the period
October 2008 - January 2009. Our aim is to gain an understanding of both how
users are using HeyStaks, and whether they seem to be benefiting from its search
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promotions. Because this is a study of live-users in the wild there are certain
limitations about what we have been able to measure. There is no control group,
for example, and it was not feasible, mainly for data privacy reasons, to analyse
the relative click-through behaviour of users, by comparing their selections of
default Google results to their selections of HeyStaks promotions. However, for
the interested reader, our earlier work does report on this type of analysis in
more conventional control-group laboratory studies [3,4, 19].

3.1 On the Creation and Sharing of Search Staks

Key to the HeyStaks proposition is that searchers need a better way to organise
and share their search experiences. HeyStaks provides these features but do users
actually take the time to create staks? Do they share them with others or join
those created by others?

Fig. 5. (a) Average staks created and joined per user. (b) The percentage of sociable
and solitary users.

During the course of the initial deployment of HeyStaks users did engage in
a reasonable degree of stak creation and sharing activity. For example, as per
Fig. 5, on average, beta users created just over 3.2 new staks and joined a further
1.4. Perhaps this is not surprising: most users create a few staks and share them
with a small network of colleagues or friends, at least initially.

In total there were over 300 staks created on a wide range of topics, from
broad topics such as travel, research, music and movies, to more niche interests
including archaeology, black and white photography, and mountain biking. A
few users were prolific stak creators and joiners: one user created 13 staks and
joined another 11, to create a search network of 47 other searchers (users who
co-shared the same staks). In fact on average, each user was connected to a
search network of just over 5 other searchers by the staks that they shared.

The vast majority of staks were created as public staks, although most (52%)
remained the domain of a single member, the stak creator. Thus 48% of staks
were shared with at least one other user and, on average, these staks attracted
3.6 members. One way to look at this is as depicted in Fig. 5(b): 70% of users
make the effort to share or join staks (sociable users); and only 30% of users
created staks just for their own personal use and declined to join staks created
by others (solitary users).
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3.2 On the Social Life of Search

At its core HeyStaks is motivated by the idea that Web search is an inherently
social or collaborative activity. And even though mainstream search engines
do not support this, searchers do find alternative collaboration channels (e.g.,
email, IM, etc.) with which to partially, albeit inefficiently, share their search
experiences. One of the most important early questions to ask about HeyStaks
users concerns the extent to which their natural search activity serves to create
a community of collaborating searchers. As users search, tag, and vote they are
effectively producing and consuming community search knowledge. A user might
be the first to select or tag a given result for a stak and, in this context, they
have produced new search knowledge. Later, if this result is promoted to another
user and then re-selected (or tagged or voted on), then this other user is said to
have consumed that search knowledge; of course they have also produced search
knowledge as their selection, tag, or vote is added to the stak.

Fig. 6. A representation of the collaboration network among HeyStaks searchers

These relationships between the producers and consumers of search knowledge
within staks effectively creates an implicit social network of search collaboration.
Fig. 6 presents a visualization of this network of the beta users. Each node
is a unique user and edges between nodes correspond to evidence for search
collaboration. These edges are directed: an edge from user A (the producer) to
user B (the consumer) signifies that user B has selected at least one of the
search results that user A has been responsible for adding (through his/her own
selections, tagging or voting activity) to a search stak that is shared between both
users. Of course a single edge can (and typically does) reflect many collaboration
instances between two users. In this example the diameter of the nodes reflects
the reputation of the user in terms of their relative ability to help other users
to search; however a detailed discussion of this reputation mechanism is beyond
the scope of this paper.

Perhaps the first thing to notice is the extent of the collaboration that is
evident among these users. From Fig. 6 we can see that the sharing of search
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knowledge is not limited to to a small clique of especially social searchers. In fact,
far from it, the graph includes 85% of beta users meaning that 85% of users have
engaged in search collaborations. The majority have consumed results that were
produced by at least one other user, and on average these users have consumed
results from 7.45 other users. In contrast 50% of users have produced knowledge
that has been consumed by at least one other user, and in this case each of these
producers has created search knowledge that is consumed by more than 12 other
users on average.

These production/consumption statistics can be contrasted with more con-
ventional social media participation levels, where less than 10% of users actively
engage in the production of information [15]. In HeyStaks, the implicit nature of
search knowledge production means that 50% of users are effectively contributing
to the search knowledge as a side effect of their normal search habits.

Moreover, these collaboration instances are far from being one-offs. As men-
tioned above each edge typically relates to multiple instances of collaboration.
One particular user has been helped by 18 other users during 286 searches. An-
other user has produced search knowledge that 27 users have found to be useful
during 499 different searches.

3.3 Producers and Consumers

These data speak to the potential for HeyStaks as a collaboration platform for
Web search. Clearly HeyStaks is capturing and harnessing a significant amount
of natural search collaboration. In this section we dig a little deeper in to the
nature of this collaboration from the perspective of an individual searcher.

Fig. 7. (a) Average staks created and joined per user. (b) The percentage of sociable
and solitary users.

One question we might ask is to what extent individual users tend to be
producers or consumers of search knowledge. Are some searchers net producers
of search knowledge, in the sense that they are more inclined to create search
knowledge that is useful to others? Are other users net consumers, in the sense
that they are more inclined to consume search knowledge that others have cre-
ated? This data is presented in Fig. 7(a). To be clear a net producer is defined as
a user who has helped more other users than they themselves have been helped
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by, where as a net consumer is defined as a user who has been helped by more
users than they themselves have helped. The chart shows that 47% of users are
net producers. Remember that, above, we noted how 50% of users have produced
at least some search knowledge that has been consumed by some other user. It
seems that the vast majority of these users, 94% of them in fact, are actually
helping more people than they are helped by in return.

3.4 Peer vs. Self Promotions

So, we have found that lots of users are helping other users, and lots of users
are helped by other users. Perhaps this altruism is limited to a small number
of searches? Perhaps, most of the time, at the level of individual searches, users
are helping themselves? A variation on the above analysis can help shed light
on this question by looking at the source of promotions that users judge to be
relevant enough to select during their searches.

Overall, the beta users selected more than 11,000 promotions during their
searches. Some of these promotions will have been derived from the searcher’s
own past history; we call these self promotions. Others will have been derived
from the search activities of other users who co-share staks with the searcher; we
call these peer promotions. The intuition here is that the selection of self promo-
tions corresponds to examples of HeyStaks helping users to recover results they
have previously found, whereas the selection of promotions from peers corre-
sponds to discovery tasks, where the user is benefiting from focused new content
that might otherwise have been missed, or have been difficult to find; see [16].

Fig. 7(b) compares the percentage of peer and self promotions and shows
that two-thirds of selected promotions are generated from the searcher’s own
past search activities; most of the time HeyStaks is helping searchers to recover
previously found results. However, 33% of the time peer promotions are selected
(and we already know that these come from many different users), helping the
searcher to discover new information that others have found.

The bias towards self promotions is perhaps not surprising, especially given the
habits of searchers, and especially during the early stages of stak development.
The growth of most staks is initially led by a single user, usually the creator, and
so inevitably most of the promotions are generated in response to the creator’s
own search queries. And most of these promotions will be self promotions, derived
from the leader’s own search activities. Many staks are not shared and so are
only capable of making self promotions. As staks are shared, however, and more
users join, the pool of searchers becomes more diverse. More results are added by
the actions of peers and more peer promotions are generated and selected. It is
an interesting task for future work to explore the evolution of a search stak and
to investigate how stak content and promotions are affected as more and more
users participate. Are there well-defined stages in stak evolution, for example, as
self promotions give way to peer promotions? For now it is satisfying to see that
even in the early stages of stak evolution, where the average stak as between 3
and 4 members, that 34% of the time members are benefiting from promotions
that are derived from the activities of their peers.
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4 Conclusions

In the late 1990’s the world of Web search was transformed by the idea of
using connectivity information to rank search results, and within a few short
years Google’s PageRank had rendered purely term-based approaches obsolete.
Today, Web search is the primary mode of information access but there is still
considerable room for improvement. We believe that social (or collaborative)
search techniques have the potential to have a similarly transformative impact
on current Web search, and in this paper we have described the result of one
research project in this area which has now matured in to a commercial venture.

HeyStaks is designed to work with mainstream search engines. Users search as
normal but benefit from new collaboration features, allowing searchers to better
organise and share their search experiences. Moreover, HeyStaks harnesses the
product of search collaboration to generate result recommendations that offer
more focused results than the underlying search engine. We have presented the
results of a recent deployment that highlight how many early users have adapted
well to the collaboration features offered by HeyStaks: most users create multi-
ple search staks to store their search experiences and 70% of users share staks
with others. In turn, collaboration has begun to pay dividends for early HeyStaks
users: 85% of users have benefitted from the search experiences of others and, on
average, 34% of the time users are seen to select promotions that have originated
from their peers. Perhaps most surprising is the degree to which users are ac-
tively engaged in the production of useful search knowledge, which forms the ba-
sis of collaboration. Unlike other forms of social media, where a minority of users
(< 10%) participate in production, we have found that more than half of
HeyStaks users are involved in the creation of useful search knowledge.
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Abstract. Collaborative filtering (CF) is at the heart of most successful recom-
mender systems nowadays. While this technique often provides useful recom-
mendations, conventional systems also ignore data that could potentially be used 
to refine and adjust recommendations based on a user’s context and preferences. 
The problem is particularly acute with mobile systems where information deliv-
ery often needs to be contextualized. Past research has also shown that combin-
ing CF with other techniques often improves the quality of recommendations. In 
this paper, we present results from an experiment assessing user satisfaction with 
recommendations for leisure activities that are obtained from different combina-
tions of these techniques. We show that the most effective mix is highly depend-
ent on a user’s familiarity with a geographical area and discuss the implications 
of our findings for future research. 

Keywords: Recommender systems, hybrid models, evaluation. 

1   Introduction 

The variety of opportunities available today makes it difficult to find items that suit an 
individual’s tastes.  On the Internet, people can enter search terms to seek items but 
this only works for items that a person knows how to describe in some form (usually 
simple keyword lists) and potentially misses a variety of items that the person might 
like if only she knew of them. To address this issue, recommendation systems use a 
model of a person’s interests to suggest items that are likely to be close to an individ-
ual’s tastes. They have proven effective at recommending content such as movies, 
books, music, and other kinds of products [18]. 

Early recommender systems were mostly designed for access from a personal 
computer [8, 10]. But more recently the explosion in the number of mobile devices 
has led researchers to examine how recommender systems should be designed for use 
on-the-go [15]. With mobility, recommender systems are used in contexts that change 
frequently, as the user moves about and engages in a variety of activities. The incor-
poration of this contextual information into the recommendation process has been 
identified as a central challenge for the recommender systems community [2]. As 
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such there has been some recent work to extend the power of recommender systems 
to leverage context [1] in the physical world primarily for providing tourist informa-
tion (e.g., [6, 16]), as well as some early efforts at providing mobile restaurant rec-
ommendations (e.g., [17, 21]). 

Another common thread in recommender systems research is the need to combine 
recommendations techniques to achieve peak performance [5]. Collaborative filtering 
is currently the most familiar and most widely implemented technique [13]. It aggre-
gates ratings assigned to items by its users, recognizes commonalities between them on 
the basis of these ratings, and generates new recommendations based on inter-user 
comparisons. But a variety of other approaches are available: content-based, demo-
graphic, utility-based, and knowledge-based techniques have all been actively re-
searched and combined [2, 5], with varying degrees of success. The challenge here is 
to find a combination of algorithms that would best satisfy a user, given her needs and 
circumstances. 

We recently designed and implemented a mobile, leisure-time recommender sys-
tem (codenamed Magitti) to address these two challenges. Magitti delivers recom-
mendations that consider both the user’s contextual data (location, weather, current 
reading patterns, etc.) and their tastes (see [3] for more detail on the system’s imple-
mentation). To determine how to best combine all these information sources, we con-
ducted experiments to find out how to make the most effective recommendations.  In 
this paper, we present results from these experiments indicating which combination of 
recommender techniques might lead to the highest user satisfaction when using such 
mobile, context-aware recommender systems. 

2   Magitti: Recommending Leisure 

The prototype for Magitti serves needs broadly similar to those addressed by other 
mobile recommendation systems such as CitySearch, Yelp, and Zagat.  In addition, 
Magitti performs sophisticated user modeling that combines various kinds of user 
preference data, contextual data, and activity inference. The activity inference mecha-
nism, which is described elsewhere [3], infers which general category of information 
the user is most likely to be interested in.  The categories are “EAT” (restaurants and 
cafes), “SHOP” (retail stores), “SEE” (theaters and museums), “DO” (parks and 
sporting events), and “READ” (news and lifestyle articles). The inference is not per-
fect, but the user can explicitly correct wrong inferences. 

Once the activity category is determined, the recommender engine ranks the items 
in the chosen category by combining results from a variety of models to compute each 
item’s utility. We adopt a hybrid approach [5] for the recommender in order to address 
the issues introduced by mobility and the leisure domain. Indeed, it has been proposed 
that different recommender algorithms are better suited to certain information seeking 
tasks. For instance, CF may generate more serendipitous recommendations, while a 
content-based recommender might produce more homogeneous results with high simi-
larity [13]. Since Magitti needs to support both serendipitous discovery and directed 
search and planning, it makes sense to combine different recommendation techniques. 
A hybrid approach also allows us not only to integrate contextual models when such 
information is available, but also to return useful results when it is not.  
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Table 1. Models used to calculate the ranking of recommended items 

Model Name Details 

Collaborative Filtering Model Unknown ratings are estimated from user similarity on 
known ratings using the Pearson correlation coefficient. 

Stated Preferences Model Explicit preferences for attributes (e.g., “Japanese 
cuisine”) are multiplied by a particular item’s  
attributes, summed, and normalized. 

Learned Preferences Model Time-dependent attributes are learned from proximity 
to other items in historical traces for each user. E.g., 
frequent visits to Mexican restaurants would  
automatically infer a preference for them [3]. 

Distance Model Utilities are scored according a thresholded  
exponential decay function of the distance from  
the user. 

Content Preference Model Keywords from viewed web-page content are extracted 
using TF/IDF [2], and item scores are determined using 
cosine similarity to the keywords in the item’s text 
description. 

Future Plans Model Calendar entries and planning-related natural language 
expressions in messages influence particular attributes 
(e.g., the message “How about pizza tonight?”) 

 
Currently, Magitti combines the six models in Table 1. These models can be 

combined in a variety of ways. In the current implementation we use a simple 
weighted linear combination for its flexibility. With this approach, it is easy to per-
form post-hoc credit assignment and adjust the contribution of each model to the total 
utility accordingly [5]. This lets the recommender not only adapt to the results of the 
evaluation, but also, given enough time and data, learn a weight for each model that is 
independent of each model’s time-varying parameters. 

3   Evaluation 

To better understand how to combine recommendation techniques to be most satisfy-
ing to users, we conducted a qualitative evaluation in which users assessed the  
usefulness and serendipity of recommendations obtained from these models, both 
individually and in various combinations.  

3.1   Method 

We recruited 16 participants through a mailing list internal to our organization (confi-
dentiality agreements prevented us from recruiting external users). The participants 
were offered a $20 gift certificate for completing the evaluation. The participants 
ranged in age from 20 to 60 years old; 11 were male, 5 were female. 
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To facilitate participation and data collection we created a web-based system that  
reproduced the main features of Magitti’s recommendation list. This way, participants 
were free to complete the evaluation tasks at work or from their home, at their own 
pace. We were also able to collect much more data than would have been possible in 
an in situ study. Since our focus was on the quality of recommendations and not on 
activity detection, we limited our content to information about one activity, eating, in 
order to allow comparison between lists of recommendations for the users. 

The participants started by rating a list of local restaurants that they had already 
visited on a scale from 1 to 5. These ratings were necessary to bootstrap the CF 
model. Prior to the experiment, we had 20 members of our team and other employees 
rate the same set of restaurants, which produced enough comparison data to generate 
collaboratively filtered recommendations for each participant. 

The participants then entered explicit preferences to be used by the Stated Prefer-
ences model. They were presented with a list of all possible attribute/value pairs 
available in our restaurant database and asked to assign a value to as many as they 
wished. The participants were told that scores should lie between 0 and 1. 

After the initial setup phase we asked the participants to select one of five street lo-
cations and assume they were being teleported to it on the next coming Friday at 6pm 
to have dinner there. The locations were all well-known neighborhood dining “hot-
spots.” The system then sequentially presented them with five different lists of ten 
restaurants, each generated by one or several of our algorithms. The restaurants were 
sorted in decreasing order of utility, and the algorithm used to generate the list and 
each restaurant’s utility score was not shown to the participants. For each list, the 
participants answered “Would you be interested in dining at this restaurant?” using 
one of three choices: “(1) Definitely,” “(2) Maybe,” or “(3) Probably not.” The par-
ticipant could also decline to answer. We also asked them to say whether they had 
already been to each restaurant they chose to evaluate. 

Beyond its name and address, our Web interface also displayed the following in-
formation about each entry, just like Magitti would: (1) its relative distance to the 
participant’s chosen location, (2) the average past user ratings, (3) pricing informa-
tion, and (4) (if available) three user comments. To help investigate various biases we 
also asked participants two questions about each list: 

(1) “To what degree did the user comments affect your decision (from 1 [not at all] 
to 10 [very much])?” 

(2) “To what degree did the existing ratings influence your decision (from 1 [not at 
all] to 10 [very much])?” 

We also asked the participants to complete the same tasks for other locations 
among the five, if time permitted. 

3.2   Algorithms Tested 

The nature of our experiment prevented us from testing all the recommendation mod-
els available in Magitti. Models relying on historical information would have required 
extensive use of the mobile device to generate useful recommendations for the par-
ticipants, which we could not achieve during the timeframe of this study. As such, we 
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did not evaluate Learned Preferences and Future Plans.  Moreover, privacy concerns 
about collecting participants’ Web usage data prior to the experiment prevented us 
from bootstrapping the Content Preference Model. Without such data, the model is 
effectively deactivated. Consequently, the five algorithms studied were: 1) Collabora-
tive filtering; 2) the Stated Preferences model; 3) the Distance model; 4) a mixed 
algorithm using (1-3) with even weights; 5) a mixed algorithm using (1-3) with re-
spective weights of (0.2, 0.75, 0.25). 

This set of algorithms is diverse and interesting for comparison purposes. CF is a 
good representative of a high-serendipity model with high dependence on user input. 
The Stated Preferences model is a good example of a static utility-based approach that 
produces results consistent with a user’s explicit tastes, but without much variability. 
And finally the Distance model illustrates how contextual data (in this case, location) 
can be integrated with other recommendation techniques.  The weights for Algorithm 
5 were determined empirically by the experimenters after using the system over sev-
eral months—they are closest to what we felt was the “ideal” combination, based on 
our usage patterns. 

Magitti has a facility for automatically learning weights over time that maximizes the 
models that best predict the items that the user will select. However, it requires more 
usage data than we could conveniently collect for this study, and therefore the weights 
of each model were kept constant for the duration of each experimental session. 

3.3   Results 

Our 16 participants evaluated a total of 99 recommendation lists. Most completed the 
tasks for one location only, a few did two. Twelve (out of the 16) participants rated 
results generated by all five algorithms. This resulted in a total of 940 restaurant rec-
ommendation assessments.  Some did not assess all items in a list, which was allowed 
by the protocol. 

Usefulness of Recommendations. In order to evaluate the usefulness [13] of each 
algorithm we first computed its average “score” by assigning a value of 1 to 
“definitely”, 0.5 to “maybe” and 0 to “probably not” for each user assessment of an 
algorithm’s recommended items. Table 2 summarizes the results. The results indicate 
that CF seems to dominate, offering on average recommendations that are more likely 
to be followed than other algorithms. The difference is statistically significant, 
F(2.3816) = 13.0211, p<0.01. 

Table 2. Average usefulness score for each algorithm 

Algorithms N ratings Average Variance 

CF 110 0.75 0.13 

PREFS 220 0.54 0.15 

DISTANCE 200 0.43 0.15 

ALL EQUAL 180 0.56 0.14 

CUSTOM WEIGHTS 210 0.56 0.14 
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It is possible, however, that users might favor familiar places. To explore this pos-
sible confound we repeated the above analysis, this time excluding places that had 
already been visited (see Table 3). The results are again statistically significant, 
F(2.3872) = 3.4395, p<0.01. CF retains its edge but the effect is less dramatic than 
before. 

Table 3. Average usefulness scores, excluding already visited locations 

Algorithms N ratings Average Variance 

CF 46 0.57 0.14 

PREFS 154 0.46 0.12 

DISTANCE 139 0.37 0.13 

ALL EQUAL 112 0.48 0.12 

CUSTOM WEIGHTS 135 0.45 0.13 

Table 4. Average number of items classified as “novel” by the participants 

Algorithms N users Average Variance 

CF 8 4.25 5.36 

PREFS 12 7.92 7.72 

DISTANCE 11 6.55 3.47 

ALL EQUAL 12 5.83 7.06 

CUSTOM WEIGHTS 12 7.00 7.64 

 

The Novelty Factor. While CF appears to stand out in terms of the usefulness of its 
recommendations, it did not generate as many novel recommendations as we had 
expected. The differences between Table 2 and Table 3 already pointed in this 
direction and we therefore decided to investigate the issue in more depth by computing 
the average number of novel items returned by each algorithm. 

Table 4 clearly shows that CF yields the smallest number of novel items, despite its 
reputation as the most serendipitous algorithm [13]. The results are statistically sig-
nificant, albeit a bit weaker than before: F(2.5571) = 2.8553, p<0.05. It is interesting 
to note that models based on distance or stated preferences greatly outperform CF. As 
a consequence the two mixed models also score higher on novelty since they mix the 
three other algorithms (CF, Preferences, and Distance) in various proportions. The 
custom weights model (0.2, 0.75, 0.25) scores much better than an even mix and it is 
even fairly close to the highest score (7.00 vs. 7.92). This confirms our intuition, 
based on system usage, about the overall balance that needs to be achieved between 
models to generate the most serendipitous recommendations, which was the main 
goal of our design. In particular, it looks like while CF is clearly useful (especially for 
people unfamiliar with an area) and needs to be taken into account, its overall contri-
bution needs to be downplayed against more “static” models like stated preferences 
and distance to optimize novelty. But these results also show that this mix is still not 
ideal and could be further improved upon. 
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Another interesting discovery is that the number of items rated “definitely worth 
visiting” is inversely correlated with the number of novel items generated by an algo-
rithm (r=0.79). This might be a reflection of some risk aversion from our participants 
when choosing restaurants: while exotic places are attractive, they might also disap-
point. This is an interesting illustration of the tension created by mixing the results 
from heterogeneous models in the same list and potentially argues for more user con-
trol over which model should be on or off, as suggested by Schaefer et al [19]. 

Predictive Accuracy. We initially designed our system with a Model Weights Learner 
that automatically adjusts the contribution of each individual model based on a user’s 
implicit feedback. However, this only works if at least some of the models predict a 
utility for an item that is close to the user’s true rating of this item. We therefore looked 
into the predictive accuracy of each algorithm. 

Table 5. Average error (deviation from user rating) for each algorithm and each participant. 
Cells are blank if too little data was available to compute the error. 

 CF PREFS DISTANCE ALL EQUAL 
CUSTOM 

WEIGHTS 

P1  0.21  0.05 0.01 

P2 0.02 0.08 0.32  0.04 

P3   0.34  -0.40 

P4  -0.42 0.47 0.03 -0.17 

P5  -0.35 0.23 -0.11 -0.63 

P6 0.13     

P7  -0.22 0.29 0.00 -0.45 

P8 0.25 0.02 0.21 -0.22 -0.12 

P9 0.09 -0.10 0.16 -0.08 -0.15 

P10 0.50 -0.06 0.48 0.24 -0.09 

P11 -0.07 -0.08 0.24 -0.09 -0.38 

P12 0.30 -0.71 0.38 -0.23 -0.50 

P13  -0.42 0.48 -0.02 -0.39 

P14 0.30 0.07 0.19 0.12 -0.08 

P15    -0.06 -0.36 

P16 -0.02 0.05 0.37 0.08 0.02 

MEAN 0.17 -0.15 0.32 -0.02 -0.24 

SD 0.19 0.26 0.11 0.13 0.21 

 
Table 5 lists the average error for each algorithm and each participant. For each rec-

ommended item, we subtracted the user’s assessment (by again mapping “definitely” 
to 1, “maybe” to 0.5, and “probably not” to 0) from the item’s predicted utility. We 
then averaged these values over all items recommended by a given algorithm. This 
gives us a sense of how much an algorithm over- or underestimates item values. 

Several interesting trends can be seen. First, it is clear that the accuracy of any  
algorithm varies greatly across users. For instance, the Stated Preferences model  
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overestimates the value of items for P1 (0.21), but also underestimates the same value 
for P12 (-0.71). This is a clear argument in favor of a dynamic model weights learner 
that would adjust each model’s contribution over time on a per-user basis (using the 
same examples, the learner should downplay Stated Preferences for P1, but increase 
its contribution for P12). Second, the average error across all participants indicates 
that some models tend to over- or underestimate a user’s value of an item. For some 
algorithms this is not surprising: for example, the Distance model returns maximum 
utility (that is, 1 or close to it) for all items that are within range, but the probability 
that all of them will be useful to the user is low—consequently, the model often over-
estimates the value of an item (mean error: 0.32). More surprisingly, it looks as if CF 
overestimates value overall (mean error: 0.17) while Stated Preferences underesti-
mates (mean error: -0.15). The differences are statistically significant, F(2.5306) = 
19.1794, p<0.01. Since the three models appear to “pull” in opposite directions, the 
algorithm mixing them all with equal weights is overall fairly accurate, deviating 
from a user’s assessment by only -0.02 on average. 

Influence of Comments and Ratings. Magitti does not limit itself to displaying a 
ranked list of recommended items based on information internal to each algorithm. As 
we mentioned earlier, the device’s interface also displays the average user rating for 
each item, as well as detailed comments from other users. We wanted to assess the 
influence of this additional information on a user’s final decision since earlier 
research shows it can have a significant impact [7]. 

Table 6. Average influence of comments and ratings for each user 

 Influence of… 

Participant COMMENTS RATINGS 

P1 2.5 1.7 

P2 5.0 3.6 

P3 6.0 1.0 

P4 6.4 6.6 

P5 6.5 2.5 

P6 7.0 7.2 

P7 7.7 3.8 

P8 3.3 5.0 

P9 2.9 1.1 

P10 6.0 4.0 

P11 7.0 1.0 

P12 8.0 5.8 

P13 6.0 4.8 

P14 10.0 1.6 

P15 6.0 1.7 

P16 9.5 4.0 

MEAN 5.7 3.2 

SD 2.8 2.4 
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Table 6 summarizes our participants’ answers to the two questions they received af-
ter assessing each recommendation list. Several interesting trends can be seen. 

First, it looks as if comments have more influence than ratings (the difference is 
significant, F(3.8893) = 46.4293, p<0.01). It is clear that users pay attention to re-
views written by other users and that these reviews affect their decision, probably not 
to the point of totally overriding an algorithm’s ranking but still with some signifi-
cance (the average reported influence is close to 6/10). The detailed nature of these 
reviews (many are several paragraphs long) and the fact that they come from human 
beings and not from the system probably both play a role in their impact. Conversely, 
a simple average rating is probably too limited to have a great influence. 

Second, it is clear that the impact of this additional information varies greatly across 
users. For instance, while P1 claimed being almost “immune” to the effect of com-
ments (2.5/10), P10 was greatly swayed by them (10/10). The differences between 
users are significant both for comments (F(1.7885) = 8.1037, p<0.01) and ratings 
(F(1.7907 = 17.1247, p<0.01). Again, this great variability illustrates how difficult it 
can be to satisfy all users with a “one size fits all recommender,” which argues in favor 
of rich interfaces and dynamic, adjustable recommender systems. 

Another way to look at the same data is to average the influence of comments and 
ratings by algorithm type rather than participants. This is shown in Table 7. There 
does not appear to be much variability across algorithms. The differences are not 
significant either for comments (F(2.4685) = 0.6253) or ratings (F(2.4685) = 0.6373). 
User-generated data like comments appear therefore to have a purely subjective influ-
ence that does not affect one type of recommender algorithm more than another. 

Table 7. Average influence of comments and ratings for each recommender algorithm 

Algorithms COMMENTS RATINGS 

CF 5.2 2.5 

PREFS 6.3 3.7 

DISTANCE 5.1 3.2 

ALL EQUAL 5.8 2.9 

CUSTOM WEIGHTS 5.8 3.3 

4   Discussion 

Collaborative filtering algorithms have been at the core of most recommender systems 
for more than a decade. As we argued in our introduction, however, the move towards 
mobile and context-sensitive systems seems to require more complex, hybrid ap-
proaches. Our experiments provide evidence as to how much improvement these 
approaches provide, and what combination of models is most promising. 

It is important to mention at first that CF, by itself, still generates recommendations 
rated as the most useful by our participants – a testament to the value of this algorithm 
and proof that simplicity is often a virtue. However, our data allowed us to refine this 
picture and shed light on CF’s limitations for mobile and context-aware systems. In 
particular, it appears that CF is most useful for people unfamiliar with an area. This 
would make it particularly well suited to applications like a tourist guide.  
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The problem, however, is that overall, each individual algorithm has a tendency to 
under- or overestimate utility. Our data shows that, since they each pull in opposite 
directions, a mix of models with even weights tends to be fairly accurate and assigns a 
utility to each item that is close to a user’s eventual rating. For users highly familiar 
with an area, such a mix of models generates recommendations that are as useful as 
CF alone, but more diverse. However, the most diverse and novel recommendations 
are obtained by combining the models using the custom weights we had chosen based 
on our own usage. While users would be less likely to follow-up on all of the recom-
mendations from the latter algorithm (it is more error-prone), it is clearly the most 
serendipitous and probably closest to our design intentions. 

Our analyses also clearly show that, to perform well, a hybrid recommender should 
be customized for each user. There is simply too much variability in the accuracy of 
each algorithm across users for a “one size fits all” approach to be satisfying. More-
over, our data also indicates that the eventual mix of models and their weights could 
benefit from a user’s input in order to reduce the tension between getting items that are 
either too exotic or too familiar. This argues in favor of an automated approach to 
weights learning, but with the addition of transparency and control  [9] so that the user 
can override some of the estimated parameters if desired. 

Finally, it is worth noting the considerable influence that user-generated content, 
like comments about restaurants, can have on some users. For this subpopulation, it is 
almost as if the system could dispense with complex recommendation techniques in 
favor of user reviews, since the latter become the ultimate decision factor.  

5   Conclusion 

Mobile location-based systems are increasingly becoming a practical means for provid-
ing context-specific information.  Recommending information takes the effort out of 
location-based information retrieval so that users need no longer shoulder the entire 
burden of searching for information relevant to them. The most effective solutions will 
likely combine explicit user input with implicit and/or contextual data. 

To understand which combination might be the most useful, this paper has pre-
sented results from an evaluation of a context-aware recommendation system that uses 
a mixture of models to make recommendations. Our data indicates that, for systems 
targeted at users highly familiar with the intended geographical area of use, collabora-
tive filtering alone is not enough. Indeed, our data shows that a hybrid approach com-
bining collaborative elements with more static preferences and contextual data like a 
user’s location has the potential to generate recommendations that are more novel and 
useful. However the contribution of each model to such a combination appears to be 
highly dependent on the user of the system, which argues in favor of an individual, 
automated model weights learner – provided the weights and types of models are made 
transparent to the user, in order to allow them to alter the mix of models if they feel the 
need. Indeed, the hybrid approach has the potential to generate results that are either 
too exotic (and therefore not acted upon) or too familiar (and therefore ignored). Put-
ting the user in the loop would help ensure the right balance is achieved. The addition 
of user-generated content like restaurant reviews also helps put the recommendations 
into context, which some users find very influential. 
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We believe that these results are broadly applicable to the design of future mobile, 
activity-based recommendation systems. More research is needed to refine our under-
standing of the design of such systems—in particular, it would be interesting to con-
duct an experiment like ours on a larger scale, with the addition of other models, and 
over a longer usage period. While we plan to investigate these issues in future work, 
we also hope this paper inspires others researchers interested in the intersection be-
tween recommender systems, mobility, and context-awareness. 
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Abstract. Today’s mobile leisure guide systems give their users unprecedented 
help in finding places of interest. However, the process still requires significant 
user interaction, for example to specify preferences and navigate lists. While in-
teraction is effective for obtaining desired results, learning the interaction pattern 
can be an obstacle for new users, and performing it can slow down experienced 
users. This paper describes how to infer a user’s high-level activity automatically 
to improve recommendations. Activity is determined by interpreting a combina-
tion of current sensor data, models generated from historical sensor data, and 
priors from a large time-use study. We present an initial user study that shows an 
increase in prediction accuracy from 62% to over 77%, and discuss the chal-
lenges of integrating activity representations into a user model.  

Keywords: Bayesian Inference, recommender systems, activity inference. 

1   Introduction 

In the past few years, people have increasingly relied upon electronic city-guides 
(such as Yelp, CitySearch, Zagat, Google and Yahoo! local search, and navigation 
systems such as Garmin and TomTom) to decide how to spend their leisure time. 
These guides typically give information such as venue name, category, location, de-
scription, and user reviews and rankings. People value these services. A recent study 
found that one quarter of mobile information needs were related to either discovering 
a point of interest, or getting directions to one [1]. However, the same study found 
that many of these users often found the interaction experience to be cumbersome and 
frustrating. 

Recommender systems such as Netflix’s for movies or Amazon’s for online goods 
simplify the search process in other domains by building user models. However, these 
systems typically only model persistent user preferences. They do not capture the 
situational user preferences that might depend on location, time of day, weather, and 
other variables, which are critical for a mobile city leisure-time guide. 

Contextual data, however, is not so easy for a recommender system to use. Models 
constructed directly from one context may not easily generalize to another. For exam-
ple, visits to several different geographical regions are informative for new visits only 
if all these visits are recognized as belonging to a common pattern, such as going out 
for lunch. The multidimensional streams of contextual data are therefore more easily 
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utilized if they are abstracted into a categorical variable that represents the user’s 
activity, such as eating, shopping, etc. This approach allows a context-aware recom-
mendation system to be factored into two parts, the first that recognizes the activity, 
and the second that uses the stream of the user’s activities. 

Of course, it is also possible for a user to explicitly specify their activity. However, 
this adds complexity to the system, which, as explained above, is a serious barrier for 
the average user. Furthermore, advertising systems, which must also select the best 
information for a particular situation, do not always have direct information about the 
user’s activity of interest or the user’s future activities of interest. Being able to auto-
matically infer a user’s current or future activity, however imperfectly, is valuable for 
such advertising systems.  

In this paper, we show how to use activity inference to improve the recommenda-
tions of a mobile leisure guide. We describe a system, codenamed Magitti, that pro-
vides mobile recommendations through a thin mobile client supported by a backend 
server. The server predicts activity (such as eating or shopping) and preferences (such 
as fast food versus elegant dining) from the contextual data obtained from the client’s 
low-level sensors. A user study demonstrates how the various activity-inference com-
ponents work together and provides an initial indication of the accuracy of activity 
inference. We conclude with a number of lessons that we learned during the devel-
opment and evaluation of the prototype. 

2   Related Work 

An early activity-based information retrieval system was Pepys [2]. It proposed using 
activity but did not explore how to detect it or built models from it. More recent ap-
plications specific to tourist guides take the user’s location into account [3] but do not 
build rich models of user preferences. Modeling user preferences has been at the heart 
of recommender system research for over a decade [4]. Recently there has been con-
siderable interest in recommenders that take the user’s current context into account 
[5], however practical systems (such as CRUMPET [6] and COMPASS [7]) primarily 
use location, and do not infer and predict activity from a wider variety of contextual 
data sources.  

A growing number of papers have investigated ways to answer the question “What 
are you doing now?” Some prominent work includes models for activity recognition 
[8], wearable systems [9], Conditional Random Fields using GPS data [10], and pre-
dictive systems using temporal patterns [11] and spatial patterns [12]. Activity based 
systems have been proposed for several purposes, including monitoring of the young 
or elderly, providing cognitive assistance, managing time, assessing interruptibility, 
conducting market research, improving advertisement targeting, and assisting trans-
portation decisions. To our knowledge, our work is the first that aggregates many 
different kinds of information sources to determine activity for the purposes of lei-
sure-guide recommendations. 

3   System Overview 

Magitti differs from existing leisure guides like Yelp and CitySearch by providing a 
highly customized experience that unobtrusively adapts both to the user’s individual 
preferences and to the user’s current contextual situation. Although the eventual target 
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market is residents of large Japanese cities, the prototype was constructed and tested 
using content for Palo Alto, California. 

The prototype comprises two parts. A mobile client runs on a mobile smartphone 
(WindowsMobile). The client gathers data about the user’s physical context (GPS, time 
of day, user inputs, and weather) and her data context (content of emails sent/received, 
calendar, web pages and documents viewed, and applications used). This information 
is sent over a mobile data connection to a server. The server preprocesses the textual 
data, and then passes all data to two modules, the Activity Prediction Module and the 
Recommendation Module. The Recommendation Module is ultimately responsible for 
generating the recommendation using the activity generated by the Activity Prediction 
Module and using minimal additional information from the contextual data (such as 
distance to venues).  

The general system architecture and recommendation module are discussed in 
other publications [13, 14]; this paper describes and evaluates the activity prediction 
module.  

3.1   Activity Prediction 

Magitti represents activity by a categorical variable that takes one of five values: 
“EAT” (eating at a restaurant), “SHOP” (shopping inside a store), “SEE” (passively 
enjoying entertainment such as a movie or sports event), “DO” (working out, attend-
ing special events), and “READ” (reading articles on the device). Although this repre-
sentation covers only some leisure-time activities, it does correspond to classes of 
information that are typically sought from a leisure guide. We found them to be easily 
understood by first-time users [13]. An activity prediction is represented by a prob-
ability distribution over the possible activity types. The prediction thus provides an 
indication of the certainty the system has about its predictions, which helps the re-
commender module rank its item list. 

A common approach to predicting activity is to collect labeled contextual data and 
apply machine learning techniques. However, the complexity of the input data, indi-
vidual user variation, and need to produce accurate results “out-of-the-box” suggests 
instead that a structured model could leverage existing datasets such as national activ-
ity studies, land-use surveys, and local business directories. This strategy has been 
used by others (e.g., Krumm et al. [12]) in other domains.  

Our structured model combines activity predictions from five separate primitive 
activity models, which are listed later in this section. The compartmentalization of 
models reflects the sources of data we were able to obtain, and allows each model to 
be independently constructed, tested, and debugged. The models fall into two classes: 
static prior models and personalized updating models. The static prior models are 
critical for making sensible predictions before data can be gathered for a specific user. 

PopulationPriorModel. The first of the five models, the PopulationPriorModel, 
predicts the user’s activity from the time of day, day of week, and current weather. It 
makes use of data from a large time-use study, the Leisure-Time Activity Survey 
from the Japan Statistics Bureau. This data set contains the proportions of the 
activities performed by about 10,000 people during any fifteen minute period on 
October 20, 2001. Figure 1 shows an example of the prior distribution derived from 
this data set. 
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Fig. 1. The fraction of the population engaged in various activities in the data from the Japan 
Statistics Bureau, as a function of time of day during weekdays. Weekends show more activity 
diversity. 

PlaceTimeModel. The PlaceTimeModel uses both time and location to generate a 
distribution over activity values. The notion of location used in this model is coarse, 
characterizing zones within a city as primarily shopping, dining, etc. The backing data 
used for this model was hand-constructed and verified using data collected from a 
user study of actual activities (described in Section 4). By default, the model generally 
predicts EAT (because it is the most likely activity), except in the afternoon, when 
SHOP is more likely. However, if the user is in a shopping district, then SHOP is the 
default activity, with EAT only being predicted around noon and in the later evening. 
SHOP is also predicted at large isolated retail stores. SEE is always predicted around 
movie theater complexes or performance halls. 

UserCalendarModel. The UserCalendarModel is the third model. This model 
determines a set of likely activities from information parsed from the user’s electronic 
communication or from the text in their appointment calendar. The model searches for 
structured text patterns containing information such as meeting times and names of 
venues (e.g., “Lunch at 12:30? Joe’s Diner?”). Predicted events are extracted and 
stored on a calendar internal to the model. When the user asks for recommendations 
around the time of an appointment, this model outputs an activity distribution with a 
high probability for the activity that corresponds to these plans. If there are no plans 
associated with the query time, this model outputs a uniform distribution. If messages 
contain negative information (e.g. “I can’t meet for dinner”), the system produces a 
distribution that is uniform except for the activity that the user is not interested in, 
which is given a low probability score.  

LearnedVisitModel. This model also predicts the user’s intended activities from time 
of day, but unlike the PopulationPriorModel and PlaceTimeModel, this model 
personalized its predictions to each user by learning from observations of their 
contextual data history. For example, if a user has a shifted work schedule, and often 
goes to restaurants at 2:00 pm instead of noon, then the system would infer that 2:00 pm 
is the user’s usual eating time on workdays even though 12:00 pm would be 
recommended by the prior models. 
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Learning this model is more difficult than learning a model of online purchases of 
movies or books. Here, the activities—dining, watching movies or visiting a park—
are not directly observable. This model must be learned from indirectly labeled data. 
We use a database of venues (restaurants, parks, stores, institutions such as schools 
and libraries, etc.) and the user’s GPS trace to determine a set of possible visits to 
venues. Venue types are then directly mapped to activities.  

Unfortunately, inferring a user visit to a venue from a GPS trace is not trivial. 
Merely having a point near a venue is not sufficient to infer a visit. Points correspond-
ing to the user simply passing by a venue without stopping can be filtered out using a 
minimum duration metric [14], although short visits may then be missed. Also, cur-
rent positioning technology is only accurate within 10 meters (30 feet). Because many 
downtown storefronts are narrow and buildings have multiple floors, many venues 
may match a single GPS coordinate.  

Fortunately, we are ultimately interested not in the specific venue, but in the activ-
ity. Activity is more likely to be stable over time and location than any specific venue. 
We therefore map each candidate venue’s type to an activity. So if the user spends 
time near “Joe’s Taco,” this would map to a venue type of “restaurant” and activity 
type EAT. If “Joe’s Taco” is near “Bob’s Shoes,” SHOP might also be a candidate. 
But evidence for SHOP will be reduced if another day at around the same time the 
user visits an isolated restaurant, or a restaurant in a food court. By sampling over 
many days and locations, the stable pattern will emerge. 

Formally, we want to estimate a simple model of the form ),|Pr( TLA  where A is 
an activity to be inferred, L is a given location, T is a given time, and V is a (latent) 
venue. We assume a Bayesian Network in which location is conditioned on venue, 
venue is conditioned on activity, and activity is conditioned on time. By applying 
Bayes’ Rule, re-introducing the marginalized-over venue, applying the product rule, 
and applying the independence assumptions of the Bayesian Network, we can decom-
pose ),|Pr( TLA  into the probability of a location given a visited venue )|Pr( VL , 
the probability of a venue given an activity and time )|Pr( AV , and the prior prob-
ability of an activity given a time )|Pr( TA .  

 

The location model )|Pr( VL  is based on a Gaussian weighting of Euclidean distance 
from the venue, and is not learned from data. The venue selection model )|Pr( AV  is 
also fixed, and is based on intuitive rules associating venues with activities. )|Pr( TA  is 
learned from a training set )),(,),,(),,(( 2211 nn TLTLTL K  without activity labels. For 
each location, we hypothesize visits to all venues. Because the probability that a loca-
tion is a visit to a venue falls off quickly with distance to the venue we need only con-
sider nearby venues. We employ a spatial data structure to rapidly retrieve relevant 
venues. Each venue has an associated activity. We then create a new datapoint for each 
activity label to get ),,,(( 111 TLA  )),,(,),,,( 222 mmm TLATLA K . Note that one location 
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can generate multiple activity labels. We use this set together with the likelihood func-
tion )|Pr()|Pr( AVVL  to create a set of weighted counts for a standard Dirichlet poste-
rior over activities A conditioned on time and location ),|Pr( TLA . The variable T is 
discretized to 15 minute intervals spanning the week. To improve performance, the 
system precomputes activity distributions for each 15 minute interval of the week.  

A similar mechanism indirectly learns user’s context specific preferences. For in-
stance, we can look up the attributes of restaurants the user has visited and use these 
to create counts for the user’s cuisine preferences or restaurant type. This allows the 
system to learn concepts such as the user’s preference for fast food at lunch but nice 
restaurants at dinner.   

LearnedInteractionModel. The final model, the LearnedInteractionModel, also 
constructs a model of the user’s typical activities at specific times, but using a different 
data source from the LearnedVisitModel. The LearnedInteractionModel model looks 
for patterns in the user’s interaction with the mobile device rather than patterns in the 
user’s visits to different physical locations. Magitti lets users override the system’s 
activity prediction when it is incorrect. These override commands are logged, and used 
to form activity patterns. Like the LearnedVisitModel, this model works well when the 
user shows repetitive behavior. Data from the LearnedInteraction Model is shifted by 
fifteen minutes to account for the delay between a request for information and 
beginning the corresponding activity. 

To meet the real time constraints for information delivery, the learning of the 
LearnedFromVisits model and the LearnedInteractionModel is done separately from 
the recommendation retrieval. Statistics are compiled into tables indexed directly by 
time of week so that they can be retrieved quickly and with little overhead. 

Activity inferences are made by combining the predictions from all five models. 
For the learned models, a context-specific confidence measure derived from model 
counts is used to suppress the learned model influence when it has insufficient data. 
All models predict activity so there are five possibly differing predictions for the 
user’s current activity at any one time. We use geometric combination of activity 
distributions provided by these models, inspired by Hinton’s Product of Experts [16], 
in which the distribution from each model is raised to a constant model specific power 
and then the results are multiplied together. The multiplicative form allows models 
that are informative (highly peaked) to dominate models that are ambiguous (diffuse). 

3.2   Query Context Prediction 

Generally, when making an activity prediction, the system uses a context appropriate 
for immediately useful information: the current location, and a time fifteen minutes 
into the future. However, the user can override these defaults when planning for a 
future activity. For instance, a user might leave the office and want to find a restaurant 
in a specific neighborhood for later in the evening. It would be a mistake for Magitti 
to recommend currently open restaurants in the office’s immediate vicinity.  

The query context prediction module learns to predict the context in which the user 
is actually interested. The context could be the user’s current context. Data for learn-
ing is gathered, as with the LearnedInteractionModel, from the user’s interactions 
with the Magitti interface. For instance, whenever the user is at the office late in the 
day, she may manually switch the location context to downtown and time context to 
7pm. A mechanism similar to the LearnedVisitModel is used to learn how to infer the 
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queried context from the querying context. This context can then be fed to the activity 
prediction models when they estimate the activity distribution. 

4   User Study 

We conducted a user study to evaluate how well the system predicts activities. Eleven 
participants carried the device for two days each. Participants were recruited from 
within our organization. The participant pool included researchers as well as adminis-
trative staff. To motivate subjects to use the devices we rewarded participants with 
cash discounts for leisure activities that they engaged in while using the device. We 
later determined the ground truth of what leisure activities took place through partici-
pant surveys, interviews, receipts, and data collected on the device.  

Table 1. The five different activity predictors. The predictors combine results from individual 
models that make separate activity inferences using different data sources. 

Activity Predictor Inputs Outputs 

Baseline None Always “EAT” 

PopulationPriorModel Day of Week, Time of 
Day, Weather 

Most common activity using fixed 
tables 

PopulationPriorModel + 
LearnedVisitModel 

Day, Time, Weather, 
User ID 

Product of prior probabilities and 
probabilities from per-user table.  

PlaceTimeModel Day, Time, Weather, 
GPS Locations 

Activity determined by place-
specific rules 

PlaceTimeModel +  
LearnedVisitModel 

Day, Time, Weather, 
GPS Locations, User 
ID 

Product of PlaceTime prior  
probabilities and per-user profile 
table probabilities 

 
While participants used the device, their location data and interactions with the de-

vice were recorded. Using these data traces, we tested how well different activity 
prediction mechanisms worked by replaying each trace for each activity predictor. We 
evaluated the five different activity predictors shown in Table 1. Each predictor con-
tained a different combination of the models listed in Section 3.1. Participants did not 
use the messaging or appointment capabilities, so we do not include the UserCalen-
darModel in our analysis results. Furthermore, because users were only using the 
device for two days, we did not enable the Query Context Prediction mechanism. 

4.1   Overall Results 

In total, participants performed 45 different leisure-time activities. Participants clearly 
favored some activities over others: 28 were EAT, 14 were SHOP, one was SEE, two 
were DO, and none were READ. 
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Fig, 1. Overall Results for different activity predictors 

Figure 2 shows the overall results for the different activity predictors. The figure 
reports the percent of activities that were predicted correctly. Generally, the accuracy 
rises as the predictors incorporated more information and as they adapted to the par-
ticular user’s behavior patterns. We now consider the performance of each activity 
predictor in detail. 

4.2   Baseline Predictor 

The Baseline activity predictor always predicts the same kind of activity. It is an im-
portant comparison point, because the baseline prediction can always be made quickly 
and without any input data. In our user study and the data from the Japan Statistics 
Bureau, EAT is the most frequent activity, so it determines the baseline. In our user 
study, 62% of activities are predicted correctly by just predicting EAT. 

4.3   Population Prior Predictor 

Surprisingly, the PopulationPriorModel performed worse than the baseline, correctly 
predicting only 60% of the activities in the user study. Although we first suspected 
that this arose from discrepancies between Japanese behavior and our American par-
ticipants, inspection of American time-use studies showed little difference. Instead, 
the poor performance arose because there are a fair number of EAT activities at times 
that the predictor predicts a different activity. We suspect our user data may be biased 
towards eat since our recommendation database contained a bias towards restaurants, 
and because users may have eaten more to take advantage of our subsidies.  

4.4   PlaceTime Prior Predictor 

The PlaceTimeModel does much better than the PopulationPriorModel, correctly 
predicting 77% of all activities. Figure 3 shows what happens. The background shad-
ing shows the activity prediction for each place, and the striped zones show the num-
ber of participants performing each activity at any time. Shopping is much more 
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Fig. 2. The PlaceTime prior’s performance on the EAT and SHOP activities. Although the time 
priors are imperfect, they identify activities more accurately than a time-only prior could do. 

common at a shopping center than on the urban street, where eating is more common, 
although time does still play a role. Notice that the PlaceTimeModel still predicts 
incorrectly sometimes—eating happens in the afternoon on the street and in the shop-
ping center, and shopping happens in one instance during the lunch hour in both 
places. 

4.5   Learning Predictors 

The two remaining activity predictors incorporate the learned user models. In a fully 
deployed system, Magitti would collect data over the course of several weeks and find 
any repeated patterns. But because of the short duration of the user study, data was very 
sparse. Training set performance, calculated by building a model from all the data and 
testing the model’s performance again on that same data, raised the PopulationPrior-
Model from 60% to 73%, and the PlaceTimeModel from 77% to 82%. However, these 
figures should only be interpreted as an indication that the learning modules do work—
the actual benefits in a deployed system would depend on the prior weights and the 
regularity in the user’s schedule. Other longitudinal activity studies have shown that 
such regularity does exist, although in amounts that vary from person to person [17]. 

4.6   Failure Cases 

The prediction failures suggest ways that activity might be predicted more accurately. 
Some single-purpose mid-day snacks were missed by the activity predictors that did 
not incorporate learning. Multi-purpose trips were generally predicted incorrectly; this 
might be improved with a model that explicitly handles multiple activities as part of a 
sequence occurring during a single trip. Finally, one case involved confusion on the 
user’s part. The system mispredicted that he wanted to eat when in fact he wanted to 
shop, however because it was late, no shops around him were open, so the system 
assumed otherwise. 
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5   Discussion 

The size and scope of our user study limited the quantitative analysis of our activity 
inference mechanisms. This is not a surprise—realistic performance evaluation of 
activity inference systems faces many challenges, including battery life, spotty network 
coverage, and long study durations between the situations that are being studied. How-
ever, our evaluation also led to several qualitative observations worth mentioning. 

First, although we selected the five-valued categorical variable representation for 
activity believing that it would simplify the design, it was not problem-free. First, this 
representation did not match the activity representation used by the PopulationPrior-
Model. We mapped between the two taxonomies, but this introduced some confusing 
classifications. For example, when browsing the interface, some users expected that 
“visit museum” would be classified under SEE because it was a primarily visual, 
while others expected it to be classified as DO, because it involved active choice and 
exploration.  

Another challenge was the mixed-initiative interface design. Although our goal 
was to minimize the user interaction necessary to get relevant results, we could not 
predict interest accurately enough to be completely automatic. We did observe several 
situations in which users needed to manually direct the system’s inferences. A longer-
running study would illuminate how much of this could be learned by a detailed per-
sonal model that had more data about its user. 

Yet another issue unique to this domain is the complex relationship between the 
contextual data and the user’s sought-after information. There are other ways in which 
activity might be predicted, such as pooling data from multiple users, clustering users, 
and incorporating sequential models. Although we primarily used time and location, 
more accurate predictions might be possible by using other data streams such data 
collected from infrastructure sensors or purchase records. 

Finally, any system that collects contextual user data must protect users’ privacy. 
This is especially important when such data is being used to make decisions about 
what information is presented to users. It is important that policies be established 
about how long data is retained, how data is used, and that users be informed about 
these policies, and given full control over their data and the ability to opt-in and opt-
out whenever they choose. 

6   Conclusion 

The mobile recommender domain can greatly benefit from artificial intelligence and 
personalization. The small screen and limited input options limit rich interactions, and 
thereby create a greater need for personalization. Fortunately, mobile devices provide 
additional sources of contextual data (such as location) that are currently unavailable 
on desktops, further strengthening the case for predictive models on mobile devices. 
Applied correctly, this data can make a big difference in the user experience.  

This paper has described the activity inference and learning mechanisms behind 
such a system. Results from a user study show that both prior information about gen-
eral population behaviors and personalized user models can improve activity inference 
accuracy. Prior information that combines place and time is particularly effective, 
improving the accuracy from 62% to 77% for our prototype. We have also described 
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other techniques that can improve accuracy even further, as well as research challenges 
to be overcome. We believe that all these results provide evidence that activity infer-
ence will play an increasingly important role in recommender systems in the near  
future. 
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Abstract. This paper covers a comparison between two distinct approaches to 
neural network modeling. The first one is based on a developing of a single 
neural network model to predict bad debt events. The second one is based on 
combined models, building firstly a clustering model to recognize the pattern 
assigned to the customers, with a particular focus on the insolvency, and then 
developing several distinct neural networks to predict bad debt. In the second 
approach, for each group identified by the clustering model one neural network 
had been constructed. In that way, we turned the quite heterogeneous customer 
base more homogeneous, increasing the average accuracy for the predictive 
modeling once several straightforward models were built. 

Keywords: Data Mining, Knowledge Discovery, Predictive Modeling, Pattern 
Recognition, Artificial Neural Networks, Link Analysis, Clustering, Nearest 
Neighbor, Telecommunications, Customers behavior, bad debt events. 

1   Introduction 

Data mining have been widely recognized as a powerful tool for many kind of busi-
ness applications such as fraud detection and direct marketing [1], [2] and [3]. Never-
theless, one of the important issues in data mining, which is roughly discussed in the 
literature, is data mining deployment actions, i.e. the results of feedback actions taken 
from the knowledge arisen from data analysis. 

This paper presents a case study about development of pattern recognition and 
predictive models in order to understand and prevent bad debt events. The purpose of 
this set of models is to avoid financial losses assigned to customers’ insolvency [4]. 
This paper presents a discussion on the importance of business goals understanding 
in order to direct the choice of algorithms and to offer a better interpretation of the 
results. 

On this case study we compare two distinct approaches, a single neural network 
model to predict bad debt events and a combined approach based on a clustering and a 
prediction models. The clustering model was based on link analysis over the custom-
ers’ relationship records, followed by a clustering approach using the nearest neighbor 
technique [6]. The clusters found were used to drive the second predictive modeling 
approach. The predictive models were based on MLP neural networks [5]. 
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2   Developing the Customer’s Behavior Segmentation 

Since the customers’ behavior was unknown, the first step of the second approach was 
to build a link analysis over the customers’ relationship. The link analysis algorithm 
has used the call detail records, establishing the network of calls among the customers. 
Each customer is represented by a node, and a nonparametric clustering method was 
performed to separate the customers into distinct groups of similarity. The nearest 
neighbor’s technique clusters the nodes based on a specific number of neighbors. This 
clustering approach uses variable-radius kernels. The link analysis algorithm in this 
particular case has used ten different neighbor values to find the optimal number of 
clusters. According to the customer’s data provided was found five optimal clusters 
based on the nearest neighbor technique. 

Therefore, the clustering process due to the link analysis has identified five distinct 
groups, named G1 to G5, according to different profiles assigned to the customer’s 
relationship. As the main focus here is to predict the bad debt events, although the 
clustering process was established by the relationship among the customer’s calls, the 
relation between population, billing and insolvency, for each group, is shown in 
Figure 1 as a way to present the clusters distinct characteristics in terms of business 
perspective. 

It is possible to conclude that group G1 presents average usage with relative com-
promise of payment; group G2 presents average usage with low compromise of pay-
ment; group G3 presents low usage with good compromise of payment; group G4 
presents high usage with compromise of payment; group G5 presents very high usage 
with relative compromise of payment. 

 

Fig. 1. Comparison of the attributes raised by the clustering model 

Analyzing each group individually allows us to raise an important knowledge 
about the different customer’s behaviors and then direct the forward predictive model-
ing. One of the most important features of the segmented groups is the relation be-
tween the billing and the insolvency values according to the delay of payment. Those 
variables provide a clear understanding of the customers’ capacity of paying on each 
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cluster and, therefore, allow us to quantify the insolvency risk. Another important 
analysis is the relation between the insolvency values and the average payment delay 
of a certain group. Most part of the large telephone companies work with an ex-
tremely tight cash flow, with no gross margin and small financial reserves. As a con-
sequence, for a reasonable period of delay associated with high insolvency values, it 
is necessary to obtain financial resources in the market. Since the cost of capital in the 
market is bigger than the fines charged for delay, the company has revenue losses, 
i.e., even if the company receives the fines, there is a cost to cover the cash flow. 

3   Directing the Predictive Model Due to the Clustering Results 

The bad debt prediction model was built over the entire data set, including all custom-
ers, insolvent or not. In order to build a supervised learning model, customers were 
classified as “good” (G) or “bad” (B) according to the company business rules. Cus-
tomer was classified as “bad” if the payment delay was greater than 29 days and as 
“good” otherwise. The customer base has around 72% of “good” customers and 28% 
of “bad customers. 

The objective of the classifier model is to predict “bad” customers based on their 
profile, before any payment delay, allowing the company to decide the best preven-
tion action to take, according to the customer groups identified in the previous seg-
mentation models. 

The classifier was built as a bagging of neural network classifiers [8], by previ-
ously dividing the base into a different of groups with distinct behavior. This proce-
dure has enhanced the overall performance of the classifiers. The five distinct groups 
raised previously by clustering approach were used to feed the neural network classi-
fier models. 

MLP neural network were used in each one of the sub-classifiers [5]. The parame-
ters of each sub-classifier were optimized for their respective data subset. Individual 
model results of each model, computed by five-fold cross validation are presented in 
Table 1. The results are presented in terms of the sensitivity ratio for each class, i.e. 
the ratio between the correctly and the total of instances of each class in the data base 
and the number of records assigned to each group. 

Table 1. Accuracy of the individual classifiers 

Group Records Good accuracy Bad accuracy 
G1 51,173 84.96 87.37 
G2 22,051 82.89 91.12 
G3 17,116 85.13 92.14 
G4 23,276 82.69 89.04 
G5 171,789 81.58 88.36 
 Average accuracy 84.45 89.60 

 
By developing the classifier model as a bagging of five classifiers, each of it using 

segmented samples of customers, it is possible to adequate and specify each model 
individually. This procedure has allowed achieving more accurate predicting models. 
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For comparison reasons, a single neural network model was developed previously 
using the same basic configuration, but using the entire database, i.e. without segmen-
tation. This model, not present here in details, reached a sensitivity ratio of 83.95% 
for class “good”, and 81.25% for class “bad”. 

Comparing the classification model based on a single data sample with the bagging 
approach, the benefit to the class “good” sensitivity ratio was small, only 0.5%. How-
ever, the sensitivity ration achieved for class “bad” with the bagging approach was 
more than 8% better than the one obtained with the single base, as shown in Table 2. 

Table 2. Overall accuracy from the single and combined prediction models 

Model approach Class GOOD Class BAD 
Single 83.95 81.25 
Combined 84.45 89.60 

 
Since billing and collection actions are focused on the class of “bad” clients, the 

gain in the classification ratio of good clients was not very significant, but the gain in 
the bad clients classification ratio was extremely important, since it helps directing 
actions more precisely, with less risks of errors and, consequently, less possibility of 
revenue loss in different billing and collection politics. 

4   Establishing the Action Plan According to the Models Score 

Due to Brazilian regulations, telecommunications companies are obliged to pay value-
added taxes on sales and services when issuing the telephone bills. Independent of 
whether the client will pay the bill or not, when the bills are issued, around 33% of the 
total amount is paid in taxes by the company to the government.  

The insolvency classification model can be very efficient to predict the customers 
that will not pay the bill. Therefore, an action inhibiting issuing bills for clients that 
tend to be highly insolvent can avoid a considerable revenue loss for the company, 
since it will not be necessary to pay the taxes.  

In the classification model development, the customers’ trend to become insolvent 
or not varies according to the confidence values issued. Taking only the range with 
95% to 96% of confidence value to the “bad”, which means the top hit rate from the 
model, there are a total of 55,859 customers with high risk to not pay their bills. Since 
the monthly average billing of these clients is about $47.50, the total possible value to 
be identified and related to insolvency events is $2,653,303, which corresponds to 
$875,590 in taxes duties. 

The average accuracy level of the combined classifier is 89.6% for the bad class 
observations that are predicted as really belonging to the bad class. This ratio was 
obtained from the insolvency classification model based on cross-validation. Then the 
total of customers whose telephone bills issuing would be correctly inhibited is 
50,049. Based on the same billing average, the value relative to non-payment events 
is about $2,377,328. Hence, the total taxes that can be correctly avoided by inhibiting 
the telephone bill issuing are about $784,518. 
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Taking into consideration the model classification error, the population of incorrect 
predictions is about 5,810 customers, with a billing loss around of $275,975. The 
value that would be assigned to the tax must not to be considered as loss, and thus 
must be subtracted from the total amount of billing loss, which is in that case $91,072. 

In order to get an estimation of the total of revenue recovering due to tax avoiding, 
we have to consider the number of bills correctly avoided, and the total of taxes as-
signed to them, and the number of bills incorrectly inhibited, subtracted the taxes 
embedded. This estimation was computed on a monthly basis, considering a linear 
and constant behavior of the insolvent customers, which has actually been happening 
for the last years. The amount of tax recovery can be estimated as around $599,615 
per month. 

Table 3. Summary figures assigned to the revenue savings 

 Customers Billing Taxes 
Total 55,589 2,653,303 875,590 
True predicted 50,049 2,377,328 784,518 
False predicted 5,810 275,795 91,072 
Taxes avoided   599,615 

 
Considering the same process of billing issue avoided for the single prediction 

model, developed earlier but not described here in details, which achieved a hit rate of 
81% of accuracy, the monthly savings would be around $228,924. The gain in terms 
of accuracy between both models is just 8% for the bad customer’s class. However, 
the earnings reached in financial terms would achieve more than 160%. 

5   Evaluation and Conclusion 

This work has shown a real application of data mining techniques for insolvency 
prevention and revenue recovering. A distinct approach was covered, based on a clus-
tering model for customers’ behavior recognition and hence a set of classification 
models for insolvency prediction based on the bagging data sets according to the 
segmentation results. 

The segmentation model has allowed to structure the knowledge about the custom-
ers’ behavior according to particulars characteristics, based on which they can be 
grouped. The segmentation model allowed the company to define specific relationship 
actions for each of the identified groups, associating the distinct approaches with some 
highlighted features. The analysis of the different groups identifies the main character-
istics of each of them according to business perspectives. The knowledge extracted 
from the segmentation model, which is extremely analytical, helps to define more 
focused actions against insolvency creating more efficient collecting procedures. 

The classification models have allowed company to anticipate specific events, be-
coming more pro-active and, consequently, more efficient in the terms of business 
processes. The deployment of the classification results, even considering an overesti-
mated classifier error, has shown to be significantly compensating as tax recovering 
policies. 
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Abstract. Current publication sharing systems weakly support creation
and personalization of customized user concept spaces. Focusing the at-
tention on the user, SharingPapers, the adaptive publication sharing
system proposed in this paper, allows users to organize documents in
flexible and dynamic concept spaces; to merge their concept map with
a social network connecting people involved in the domain of interest;
to support knowledge expansion generating adaptive recommendations.
SharingPapers presents a multi-agent architecture and proposes a new
way of representing user profiles, their evolution and views of them.

1 Introduction

Over the last decade, the Web has undergone great changes; there is a growing
evidence of two parallel worlds, the traditional world constituted by expert and
selected contributors and the new Web 2.0-based world, in which each user may
become author, tag and share documents with a world wide community.

In this new context, an interesting example is provided by the publication shar-
ing systems [1,2]; unfortunately, these systems weakly support creation and per-
sonalization of customized user concept spaces [3], representing them in a static
and flat way. This problem has been partly analyzed in Bibsonomy [1], that al-
lows users to organize the tags into hierarchies by exploiting an if...then relation;
this approach enhances the manual tagging activity, but it does not offer either
support for organizing knowledge or for personalized recommendations.

On the other hand, collaborative [4], content [5] and hybrid [6] recommen-
dation frameworks improve searches over the available information bases, but
few works (such as [7,8,9]) use the tags for recommending new resources: in [7],
the authors use a extension of the PageRank algorithm for ranking resources,
tags and users in a folksonomy; in particular, in [8], the authors use hierar-
chical clustering of tags for personalizing navigational recommendations; in [9],
the authors measure the users’ similarity considering their past tag activity and
inferring tags’ relationships based on their association to content.

Nevertheless, such recommendation systems consider only the tags and not
the goals and the context of the user’s tagging activity.

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 325–330, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In this paper, we present SharingPapers, an adaptive publication sharing sys-
tem, that allows users: to organize documents in flexible and dynamic concept
spaces, using innovative and dynamic data structures (the Nelson’s zz-structures
[10]); to merge their concept map with a social network connecting people in-
volved in the domain of interest; to support knowledge expansion generating
adaptive recommendations. These recommendations are generated analyzing the
user’s concept space, and evaluating the similarities among them in order to re-
veal the similarity among goals and perspectives of each user. The paper is
organized as follows: in Section 2 we describe the architecture of SharingPapers;
then we deepen the discussion about the organization of user concept spaces in
Section 3, and we propose a simple schema of recommendations in Section 4.
Finally, Section 5 concludes the paper.

2 SharingPapers

SharingPapers presents an agent-based architecture shown in Figure 1.

Cognitive 
Filtering

Knowledge 
 Base

Navigator Knowledge Editor

Recommender
Digital 

Library 1

Information 
 Base

Knowledge
Extractor

WEB

...

Digital 
Library 2

Fig. 1. System architecture

The main modules are:
- the Cognitive Filtering module uses the IFT algorithm [11] and specialized
agent classes for browsing and accessing a set of external sources (Web sites
and digital libraries), looking for relevant documents. The filtering operation is
performed according to a set of defined information needs and populates the
Information Base.
- The Knowledge Extractor module is specialized in extracting, from documents
present in Information Base, attributes (such as the title of a paper, its authors,
its year of publication) and relations (such as the network constituted by co-
authors, or by people having a same affiliation, etc.), in order to populate the
Knowledge Base (see Section 3);
- The Navigator module provides views on the Knowledge Base, enabling users
to navigate among documents and social networks. Examples of views have been
proposed in [12].
- The Knowledge Editor module implements the features users can invoke in
order to manually modify and re-arrange their personal space, defined as concept
space (see definition in Section 3); more specifically, each agent keeps track of
the interaction of each user and translates the actions performed by himself into
a set of operations on his/her concept space: users can create new entities, add
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them to their concept spaces, or connect them with existing entities.
- The Recommender module suggests tags, recommends to visit parts of concept
spaces (belonging to other users) and calculates personalized rankings on papers.

3 Organizing the Knowledge Base

In our system, the users are represented by their concept space: it contains a
collection of papers and a social network.

Papers are connected in an innovative structure by links (indicating, for exam-
ple, common keywords or tags), while the social network is constituted by users
sharing interests and/or contents. A user concept space presents a dynamic struc-
ture, evolving in accordance to user behavior (new searches, adding-deleting new
contents or tags, etc.).

The concept space (Map) related to the user u is formally defined by
Mu = (Su, Enu, Reu, Acu) where: Su represents its topological structure; Enu

= {η1u , η2u , . . .} defines its local environment; Reu = {ρ1u , ρ2u , . . .} is the fi-
nite set of incoming requests; Acu = {α1u , α2u , . . .} is the discrete, finite set of
possible actions.

In particular, Su = (MGu, Tu, t) is a zz-structure, an edge-colored multigraph
where MGu = (Vu, Eu, f)1 is a multigraph, in which the set of vertices Vu =
{Pu, Uu}. Pu is the collection of papers of the user u, Uu the set of users connected
to u; Tu is a set of colors (T refers to Tag), and t : Eu → Tu is an assignment of
colors (tags) to edges of the multigraph; ∀x ∈ Vu, ∀k = 1, 2, ..., |Tu|, degk(x) =
0, 1, 22. Interested readers will find a deeper discussion about zz-structures in
[10], [3], and [12]. In Figure 2 (left) is shown a graphical example of a generic
Mu.

   u2
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Fig. 2. An example of user concept space (left) and four dimensions of it (right)

Pu = {p1, . . . , pn} contains papers of interest for u, while Uu = {u, u1, . . . , um}
contains his/her social network; 7 different colors-tags (identified with different
types of line style - normal, thick, dashed, double, etc.) are associated to the
edges. Each tag identifies a link among vertices; for example, the tag (dashed
line) connecting p1, p7, p6, p5, p4 represents papers sharing a same tag or topic;
1 Multigraph definition: MGu = (Vu, Eu, f) is a multigraph composed of a set of

vertices Vu, a set of edges Eu and a surjective function f : Eu → {{v, v′} | v, v′ ∈
Vu, v �= v′}.

2 degk(x) denotes the degree (that is, the number of edges incident to x) of color tk.
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the tag (double line) connecting u, u7, u6, u5 indicates co-authors of one or more
papers; the tag (long dashed line) connecting users u, u4, u3, u2 groups members
of the same research group; the tag (dotted line) connecting users and papers in
u4, p8, p7, p1, p2 and u2, pn identifies the author and a set of his/her papers.

For each color tk, we may isolate a specific sub-graph of Mu, constituted by
the set of vertices Vu and edges Ek

u ∈ Eu, containing edges of the unique color
tk. Each sub-graph of Mu is called dimension of color tk and is denoted by Dk

u.
Formally, a dimension Dk

u = (Vu, Ek
u, fu, {tk}, tu), with k = 1, ..., |Tu|, is a graph

such that (1) Ek
u �= ∅; (2) ∀x ∈ Vu, degk

u(x) = 0, 1, 2.
Using dimensions, the topological structure of Mu can be seen as Su =⋃|Tu|

k=1 Dk
u. In this way, a dimension is defined in terms of one or more connected

components, that it, some paths and a set (eventually empty) of isolated cells.
For example, four paths present in Mu are shown in Figure 2 (right).

When the user enters in the system for first time, his/her concept space is
automatically initialized by a set of dimensions. Papers that the user wrote, cited
or tagged are imported in specific dimensions, as well as the papers presented in
the events (conferences, journal, workshop) that (s)he attended. Similarly, co-
authors and other people involved in the user research activity are also imported
in the social network considering common publications, events and organizations.
As second step, users can invoke the Knowledge Editor in order to manually
modify and re-arrange their concept spaces. In this way, users can create new
entities, add them to their concept spaces or connect them with existing entities.
In its entirety, the concept space represents the user and model him/her; the
interaction with the system is stored in it, generating new dimensions or updating
the existing ones. Each dimension groups the resources labelled by the same tag
and specifies a user interest, while sets of dimensions are used to identify his/her
goals and perspectives. Specialized classes of agents manage the user model and
calculate personalized recommendations, as described in the next Section.

4 Recommendations in SharingPapers

An important feature of the zz-structures is the intrinsic simplicity to contex-
tualize information and to retrieve all documents and info related to a given
resource, starting from the resource itself. On this feature is based our collab-
orative approach for recommendations: starting from the set of tags (that is,
dimensions), that identify the current user’s interests, we apply a four steps pro-
cess: (1) expanding the set of tags for similarity; (2) comparing the collections
of documents, associated to the set of tags; (3) ordering similar collections, as-
signing them a score of similarity; (4) ordering similar papers, assigning them a
score of similarity. Each step enables the system to provide intermediate specific
types of recommendation: (1) new tags for selected resources; (2) new similar
users; (3) new collections of resources; (4) new specific resources.

In order to simplify our discussion, we identify with ti a generic topic (tag or
set of tags), and with Di

u the dimension related to the user u, containing only
the papers tagged also with ti. Here, we propose the application of the recom-
mendation mechanism to a specific user dimension Dk

u.
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(1) Expanding the set of similar tags. In order to obtain a high recall, we are
interested to find tags similar to the starting tag tk; for this reason, we apply
a non-adaptive reasoning for stating tag similarity considering the frequency of
association to a certain paper.
Let wk(p) be the number of times that tk has been associated to the paper p:

wk(p) =
∑
u′∈U

wk
u′ (p) where wk

u′(p) =
{

1 if degk
u′(p) �= 0

0 otherwise

wk(p) is expressed in terms of the number of times that tk has been associated to
the paper p from each generic user u′ (that is, wk

u′(p)); in particular, degk
u′(p) �= 0

indicates that the paper p has been tagged with tk in the concept space of
user u′.

Now, we consider a set P of papers, and the vector w̄i = (wi(p1), . . . , wi(pN ))
if N = |P |, specified for the generic tag ti.

In order to measure the similarity between a chosen tag tk, and another generic
tj , we apply the cosine similarity on related vectors w̄k and w̄j .

tag sim(tk, tj) = cos(w̄k, w̄j) =
w̄k · w̄j

‖w̄k‖ ∗ ‖w̄j‖

This measure allows us to assign a score of similarity to each tj ∈ T in re-
spect to tk. So, we consider top scored tags, T k, as the most similar tags to the
input tk.
(2) Comparing user dimensions. As second step we compare the dimensions la-
belled by tags in T k, evaluating the number of resources that they share; in
fact, as stated from traditional collaborative techniques, if two users share a
lot of resources (in our system, if their concept spaces contain a common set
of resources), there is a greater probability that they have a common informa-
tion need. The Jaccard similarity coefficient is applied as user similarity metric,
∀tj ∈ T k, ∀u′ ∈ U :

user sim(Dk
u, Dj

u′) =

∣∣∣V k
u ∩ V j

u′

∣∣∣∣∣∣V k
u ∪ V j

u′

∣∣∣
This metric compares the dimension of interest for u (that is, Dk

u) with the dimen-
sions of other users and allows us to assign them a score of similarity.
(3) Ordering dimensions. For obtaining an order, which considers both tag and
user similarities, we define, ∀tj ∈ T , ∀u′ ∈ U , the following metric:

scoretk
u (tj , u′) = tag sim(tk, tj) ∗ (user sim(Dk

u, Dj
u′) + 1)

This value can be used for suggesting, to the user u, personalized navigation
paths on dimensions defined from other users.



330 A. Dattolo, F. Ferrara, and C. Tasso

(4) Ordering papers. Finally, we associate a score to each paper present in the
chosen dimensions:

scoretk
u (p) =

∑
∀tj :degj

u′ (p) �=0 ∀u′∈U

scoretk
u (tj , u′)

Top scored resources are suggested.

5 Conclusion

Web 2.0 users share a huge size of user generated content and assign them tags
for simplify new searches, but current systems do not provide users with tools
for organizing own concept spaces, allowing only a flat organization of them.
This paper proposed a concept model focused on a dynamic and flexible organi-
zation of user concept spaces, and an adaptive and customized recommendation
mechanism. Implementation is currently ongoing and experimental evaluation is
planned for the next future.
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Abstract. We report on results of a paper-based lab study that used information 
on task performance, self appraisal and personal learning need assessment to 
validate the adaptation mechanisms for a work-integrated learning system. We 
discuss the results in the wider context of the evaluation of adaptive systems 
where the validation methods we used can be transferred to a work-based set-
ting to iteratively refine adaptation mechanisms and improve model validity.  
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1   Evaluating Adaptive Systems in Due Time 

Learning systems that adapt to the characteristics of their users have had a long his-
tory. Due to the complexity of most adaptive systems, it has been acknowledged that 
rigorous evaluation is indispensable in order to deliver worthwhile adaptive function-
ality and to justify the considerable effort of implementation. This is also reflected in 
the substantial amount of evaluations that have been published so far. Van Velsen et 
al. [1] present an overview and have noted several limitations in current evaluation 
practices. A variety of evaluation frameworks have been presented [2], [3], [4], all of 
which propose to break down the adaptive system into assessable, self-contained 
functional units.  

The core research question when evaluating an adaptive system concerns the ap-
propriateness of the adaptation. Typically, two aspects are distinguished, (a) the infer-
ence mechanisms and (b) the adaptation decision. While endeavors related to (a) seek 
to answer the question if user characteristics are successfully detected by the adaptive 
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system, evaluations of (b) ask if the adaptation decisions are valid and meaningful, 
given selected assessment results.  

It is recommended that these two research questions are investigated in an experi-
mental setting using a running system (or prototype) where the algorithms are already 
implemented [1], [3]. The problem is that in many situations the development cycle of 
the software product is short and the evaluation might become obsolete as soon as a 
new version has been developed [4].  

For this reason, we are pursuing a multifaceted evaluation approach for adaptive 
systems. By gathering both field and experimental evidence, we are checking validity 
of models and appropriateness of the adaptation mechanisms over the course of de-
sign, implementation and use of the system in an iterative manner. With this article, 
we describe an experimental evaluation that seeks to answer the above mentioned 
research questions in a controlled lab situation but without a running prototype, that 
is, in due time before the system is actually developed. After a brief presentation of 
the results, we will discuss the wider implications of our approach for evaluation 
research for adaptive systems.  

2   Evaluation of an Adaptive Work-Integrated Learning System 

Our paper-based evaluation has been conducted in the course of the APOSDLE1 pro-
ject. APOSDLE is a system for supporting adaptive work-integrated learning (WIL). 
With WIL, we refer to learning that happens directly in a user’s work context, which 
is deemed beneficial for maximising learning transfer [5]. APOSDLE offers learning 
content and recommends experts based on both the demands of the current tasks, as 
well as the user’s state of knowledge with regard to this task. APOSDLE is currently 
available for five different application domains. The experiment in this article has 
been conducted for the requirements engineering domain.  

2.1   Adaptation in APOSDLE 

Corresponding to the basic ideas of competence-based knowledge space theory [6], 
the users’ knowledge states in APOSDLE are modelled in terms of sets of competen-
cies (single elements of domain related cognitive skill or knowledge). In order to 
make inferences on a user’s competencies, APOSDLE observes the tasks a user has 
worked on in the past. Each of the tasks is linked to a set of competencies (task de-
mand). Taking into account the task demands of all previously performed tasks, their 
frequency and success, APOSDLE builds the user’s instance of the user model by 
making inferences on the likely state of knowledge. In the following, this procedure 
shall be termed task-based competency assessment.  

In order to adapt to the needs of a user in a given situation, APOSDLE performs a 
learning need analysis (also termed competency gap analysis elsewhere): The task 
demand of a task is compared to the set of competencies of the user. If there is a  
discrepancy (learning need), APOSDLE suggests learning content which should help 
the user acquire exactly these missing competencies in a pedagogically reasonable  
                                                           
1 APOSDLE (www.aposdle.org) has been partially funded under grant 027023 in the IST work 

programme of the European Community. 



 Evaluating the Adaptation of a Learning System before the Prototype Is Ready 333 

sequence. In order to perform these adaptations, the domain model of APOSDLE 
contains tasks and competencies as well as a mapping that assigns required competen-
cies to tasks. A prerequisite relation exists both for competencies and for tasks.  

For the present study, the domain model was modelled in terms of the tasks in the 
requirements engineering domain (e.g. Complete the normal course specification for 
a use case, or Carry out a stakeholder analysis), as well as the competencies needed 
to perform these tasks (e.g. Understanding of strategic dependency models, or Knowl-
edge of different types of system stakeholders). The model has been constructed, ini-
tially validated and refined in a previous study [7]. 

2.2   Design, Procedure and Hypotheses of the Study 

The aim of our study was to test different algorithms for task-based competency 
assessment and learning need analysis. The participants were a sample of nineteen 
requirements engineering (RE) students. We had selected eight tasks from two sub-
domains of the RESCUE process (Requirements Engineering with Scenarios in 
User-Centred Environments, [8]). According to the domain model, 22 competencies 
were required in total to perform well in these eight tasks.  

Each student had to work on four exercises which had been constructed to directly 
map to the tasks from the task model. For example, they were asked to write a use 
case specification for an iPod, or to carry out a stakeholder analysis for a realtime 
travel alert system of an underground. The exercises were constructed to be ecologi-
cally valid, i.e. that they corresponded well to tasks that would have to be conducted 
by requirements engineers in a work-based setting. The sequence of exercises was 
randomized across participants. 

Before conducting the exercises, students gave both competency and task self ap-
praisals. Performance in the exercises was measured by marks assigned by a professor 
of RE. After each exercise, students were asked for an appraisal of their performance 
for the exercise just conducted. They were also asked to indicate which additional 
knowledge they would have required to perform better, both in a free answer and a 
multiple choice format. Answers from the free answer format were later subjected to a 
deductive content analysis that mapped each free answer to a competency from the 
domain, or a new one. The multiple choice items contained all competencies assigned 
to the particular task in the domain model as well as a number of distractors, i.e. other 
competencies not assigned to that task. Competencies had been reformulated to de-
scribe personal learning needs (e.g. I would need to learn what is a domain lexicon 
and how to apply it).  

Self appraisal was included in this study as it is a common and economical way to 
assess competencies or performance in the workplace [9]. In accordance with prior 
research [10], we expected that self appraisals would correspond to actual task per-
formance (hypothesis 1). The second hypothesis looked at the personal learning needs 
indicated by the students. We assumed that competencies selected by the students for 
each task would, in a substantial proportion of cases, correspond to competencies 
assigned to the task in the domain model. If this were not the case, learning need 
analysis based on the task-competency assignment in the domain model would not  
be possible. Lastly, we employed different algorithms for task-based competency 
assessment and investigated whether they would correspond to competency self  
appraisal by the students (hypothesis 3). 
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2.3   Results of the Study 

2.3.1   Hypothesis 1: Self Appraisal and Task Performance 
A one-way Analysis of Variance which compared the marks received for the exer-
cises between those students that had indicated they were able to perform the task 
without assistance and those that had indicated otherwise showed that contrary to our 
expectations there was no relationship between self appraisal before task performance 
and task performance as assessed by the marks received (F (1,69) = .007, ns.). There 
was, however, a moderate relationship between self appraisal after task performance 
and task performance itself as measured by a Spearman Rank Correlation Coefficient 
(ρ = -.38, p < .01). It appears that students were not able to realistically predict their 
performance in the tasks before they conducted the exercise. Their appraisals after 
task performance, then, were slightly more accurate. 

2.3.2   Hypothesis 2: Personal Learning Needs  
Asked for their personal learning needs after the exercises, the students were signifi-
cantly more likely to chose learning needs assigned to the particular tasks (M= 2.63) 
than distractors (M= 1.06) (t = 5.23; p < .001). This confirms the hypothesis and is an 
indication of the overall validity of the modeled structures. Similarly, learning needs 
extracted from student free answers in the content analysis were to a large degree 
those originally assigned to the particular task (60 vs. 39). Two of the tasks account 
for more than two thirds of the contradicting answers, namely task 3 (17 contradicting 
learning needs) and task 4 (11 contradicting learning needs). This gives strong reason 
to believe that there had been missing competency assignments for these tasks. Par-
ticularly, six new competencies that had not been part of the original list were sug-
gested from analyzing the free answers. These include items like Knowledge about 
different types of requirements. These missing competencies may have also led to 
violations of the prerequisite relation on tasks which were found when comparing the 
relation to the obtained answer patterns. 

2.3.3   Hypothesis 3: Task-Based Competency Assessment 
Assessing competencies from the observation of task performance is one of the key 
benefits of using competence-based knowledge space theory. The usual way to do this 
is to take the union of all assigned competencies for all successfully mastered tasks. 
As [11] has shown previously, this method may lead to contradictions, especially in 
the case where the numbers of competencies assigned to tasks are large, and therefore 
suggests using both positive as well as negative task performance information. In the 
present study, we have compared two algorithms to predict the knowledge state of the 
students from task based information. Three predictors for task information were used 
(task self appraisal prior to task, task self appraisal after task, and task performance 
assessed by the expert) and each was correlated with competency self appraisal. 

Although in all three cases, correlation coefficients were higher for the algorithm 
that took negative task performance information into account, the coefficients were of 
only small magnitude, ranging between ρ=-.017 and ρ=.129 (Spearman Rank Correla-
tion), and with only one becoming significant. We partly attribute these low correla-
tions to the fact that competency self appraisal is probably not a very accurate criterion 
for the actual knowledge state of our subjects. 
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3   Discussion and Outlook 

The results caution towards the use of self appraisal information as a criterion vari-
able for evaluating the adaptation of a learning system, but also as an input variable 
for the user model. Self appraisal by our subjects showed to be unrelated to their 
actual performance. A possible reason for this may be that the students were rather 
inexperienced in the domain. We assumed this also holds for the case of work-
integrated learning, which is in line with [12] who found high validity of self ap-
praisal only for experienced job holders. Also social desirability may have resulted 
in answer tendencies, as all performance appraisals before task execution were much 
higher than after. 

The results for task-based competency assessment were largely unsatisfying due to 
low validity of the criterion variable. Future research will show whether our algo-
rithms prove to be more successful than traditional measures. In any case, the ques-
tion of a valid criterion variable for a knowledge state (which at the same time has 
ecological validity), will continue to be a challenge in work-based learning.  

Checking for personal learning needs has proven to be a promising way to iden-
tify parts of the models with low validity (missing competencies in our case). In 
combination with indicators that estimate violations of the prerequisite relation from 
answer patters, these methods can be used to iteratively refine models once they are 
in use. 

We are currently planning an extensive summative evaluation of the APOSDLE sys-
tem and the components contained therein. A purpose of the study reported here was to 
gain an understanding of how paper-based methods could be applied for evaluating the 
adaptation of a learning system specifically in the context of adaptive work-integrated 
learning so that they may be incorporated in a more comprehensive evaluation approach 
in a field setting. For that reason, all the validation methods employed here can be easily 
transferred to a setting where the learning system is in operation and provides sugges-
tions for learning needs and learning content during actual task performance. The role of 
the RE professor in our study could then be taken by supervisors of those working in the 
tasks. Short and unobtrusive system dialogues after task execution could be used for 
collecting self appraisal as well as indications of actual personal learning needs from the 
learners. This information could then be fed back to adaptation designers to iteratively 
refine the adaptation decision or the underlying domain model, such as suggesting addi-
tional competency assignments for particular tasks or missing competencies altogether. 
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Abstract. The web has become a major source of information to learn about a 
topic. With the continuous growth of information and its high connectivity, it is 
hard to follow only the links that are relevant and not to get lost in hyperspace. 
Our aim is to support people who read documents in a highly connected informa-
tion space, helping them remain on focus. Our contextually-aware in-browser 
text summarisation tool, IBES, does this by capturing users’ current interests and 
providing users with contextualised summaries of linked documents, to help 
them decide whether the link is worth following.  

Keywords: user’s interest; tailored summaries; browsing support tool. 

1   Introduction 

The web has become a major source of information to learn about a topic. With the 
continuous growth of information and its high connectivity, it is hard to follow only 
the relevant links and remain focused. While reading a document, people often en-
counter a promising link, which they decide to follow, only to discover after a quick 
browse that the document is not relevant to their current needs. Often, to avoid losing 
their focus, people open the linked document into a new tabbed window to which they 
return later. In such cases, users usually have many tabs opened. When they finally 
get to the linked documents to read them, they sometimes wonder why they opened 
these documents in the first place.  

Our aim is to support people who read documents in a highly connected information 
space. In particular, we want to provide them with support to remain on focus. Our 
contextually-aware in-browser text summarisation tool, IBES, does this by capturing 
users’ current interests and enabling users to obtain summaries of linked documents to 
help them decide whether the link is worth following. Then, when they follow a link, 
the system reminds them of their interest at the time they opened the document. Impor-
tantly, the summaries IBES generates are not generic, but rather are tailored to the 
user’s current interests.  

It is difficult in the general case and without a priori interactions for a system to 
know a user’s interest. We hypothesise that what a user is currently reading reflects 
his or her immediate interest. We exploit this snapshot of the user’s current interest 
to produce tailored summaries of related documents. We also provide an interface 
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enabling them to remain focused on what they are reading and to remember how 
they reached a specific document. 

2   The In-Browser Elaborative Summariser (IBES) System 

2.1   Overview 

The IBES system is an internet browser1 plug-in designed to support users browse 
through a large amount of information in order to learn about a topic. Based on the 
hypothesis that the user’s reading context is a convenient, even if approximate, snap-
shot of the user's current interest, IBES obtains and captures this information through 
simple and efficient methods. It essentially notes the current page and the specific 
sentence of interest through a mouse-over movement: when the user moves the mouse 
over an anchor text link, this indicates to IBES the specific interest.  This information 
is then exploited to generate a summary of the linked document.  

The summary is generated using extraction-based summarisation techniques (cf: 
[1]) and is tailored to the current reading context. This summary thus acts as a preview 
of the document in relationship with the current document. It is provided to the user 
within their reading context, in a popup window. This enables the user to stay in focus. 
The user can then decide, based on this preview summary, whether the link is worth 
following or not. 

The IBES System is illustrated in Fig. 1 below, using a Wikipedia text. It can be 
characterised as follows: 

• User Need: Tell me more about the sentence that I have just read (the linking sen-
tence), using content from the linked document. 

• Possible User Tasks: Verify the statement just read; Learn more about that proposi-
tion; Decide if the linked document is worth reading. 

• Interaction: The user moves the mouse over the hyperlink. This sets the linking 
sentence as the user’s interest. This is passed to the summariser. 

• System Output: IBES pops up a window which provides a preview for the linked 
page. It contains the first sentence of the linked document and a dynamically cre-
ated summary that is tailored to the current user interest.  

• Interaction: Having read this preview, the user can go to the linked page (see Fig. 2) 
or simply close the popup window.  

In the example of Fig. 1, the user is reading about Louis Pasteur and moves his 
mouse on the link for “microbiology” in the sentence: “He is regarded as one of the 
three main founders of microbiology, together with Ferdinand Cohn and Robert 
Koch.” IBES takes this sentence as the user’s reading context and generates an extrac-
tive summary of the linked page, taking this context into account (the Summary in 
Context). Here, 6 sentences out of 78 were extracted from the linked page, and all 
relate to the founding of microbiology. The popup also includes the first sentence of 
the linked document, which, in Wikipedia, describes the main entity for the article. 

 

                                                           
1 We currently work with the Firefox browser. 
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Fig. 1. A summary generated when moving the mouse over “microbiology” 

Showing the summary as a popup window in the user’s browser page enables 
readers to keep their focus on what they are reading. Presenting a summary tailored 
to the reading context enables them to be in a better position to decide whether to 
follow the link: they can tell from the contextualised summary whether the linked 
document is likely to be relevant to their current focus, or they might have obtained 
already the information they were seeking. IBES highlights the relevant words in the 
contextualised summary. The popup window also contains the link (not shown) so 
that readers can easily follow it. If the user decides to follow the link, IBES will 
remind users as to how they reached the new page, thus further supporting users to 
maintain their focus, and it will provide a link back to that previous reading context. 
This is illustrated in Fig. 2. Finally, IBES highlights on the linked document the 
sentences that were included in the Summary in Context for ease of navigation in the 
page (not shown). 

Note that another link to the same document will have a different reading context, 
and thus a different summary will be generated, as seen in Fig. 3. The reading context 
is on the profession “microbiologist”, and the sentences extracted, this time, are more 
about the description of the discipline. This summary and that of Fig. 1 only have 1 
sentence in common. 
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Fig. 2. In the linked document: IBES reminds the user of its original reading context 

 

Fig. 3. Another summary of the page “Microbiology”, but from a different reading context 

2.2   Capturing the User’s Interest 

IBES considers that the current document represents the general user interest, and the 
linking sentence the specific one. It captures these two aspects. IBES currently per-
forms only limited language processing (e.g., sentence segmentation). All sentences 
are represented using a vector space approach [2]. The simplicity of methods like the 
vector space approach is appropriate in contexts where the user needs to see and  
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understand how the summaries are generated. The linking sentence is also recorded as 
such, so that IBES can use it to remind users of their original reading context.  This 
method is simple and scalable. It does not require any information about the domain 
and does not need the identification of the user. 

2.3   Generating the Contextualised Summary 

When the user moves the mouse over a link, the IBES extension is triggered and pro-
vided with three pieces of information: 

1. The linking page: the contents of the page being read; 
2. The linking sentence: the text of the sentence in which the link is embedded; and 
3. The linked page: the contents of the linked page to be summarised. 

In extractive summarisation, a document is analysed to find its key words, assumed 
to represent what the document is about (cf: [1]). Representative sentences containing 
these words are then selected to form a generic summary of the document.  In IBES, 
instead of choosing the sentences based on the key words of the document, the system 
chooses sentences that are related to the linking sentence. As mentioned, sentences 
are represented with vector space approaches. The cosine metric, a simple, scalable 
and fast method, is used to compare the vector space representation of each sentence 
in the linked page to the vector for the linking sentence.   

3   Related Work 

Our work falls under “user-focused” (or topic-focused, or query-focused) summarisa-
tion (cf: [3]; also, e.g., [4]) in which a summary takes into account some representa-
tion of the user’s interests, typically as indicated in a profile or from a question/query.  
In IBES, users do not have to issue queries, and there is no need for an a priori pro-
file. A user’s current reading is taken to be his or her current interests. Also, our 
summaries are not generated in a search context, but as support to the task of brows-
ing through cited documents while reading a specific article. 

Amitay and Paris [5] exploited link text for summarisation, recycling human-
authored descriptions of links from anchor text to generate web-pages summaries. In 
our work, we use the anchor text to provide a context for the summary.   

Other researchers have studied aspects of graph theory applied to summarisation, 
e.g., [6, 7], although they do not focus on a live reading context as we do.  

Other work has addressed the issue of capturing the user’s interest for Web person-
alistion, e.g., [8, 9]. Our work is more concerned with exploiting user’s interests to 
tailor summaries of related documents and thus can be seen as complementary. We 
were interested, however, in using as simple a technique as possible to capture the 
user’s interest. 

4   Discussion  

IBES provides a summary of a document tailored to the user’s current reading context 
within a browser, enabling a reader to get an overview of a linked document without 
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losing his or her focus. Currently, the reading context is taken to be the sentence in 
which the link occurs. We have done experiments with the size of this window to 
model the user’s interest, but our results so far are inconclusive. We will continue to 
explore this issue. We will also investigate tracking users’ interests over time.  

IBES currently works on Wikipedia, but its underlying modules are generic. There 
are only two features of IBES that are specific to Wikipedia: 1. the inclusion in the 
preview of the first sentence of the document. We thought that this overall description 
of the page would be useful in a preview; 2. the module that strips off navigation 
panels/etc. to provide access to the text proper.  We are studying algorithms that 
would work on arbitrary web pages. Note that we have applied the work to a different 
data set: scientific articles (linked through citations).  

We are designing an end-user evaluation to determine the utility of our context-
sensitive summaries. In future work, we intend to explore additional summarisation 
strategies and the applicability of the tool for other types of document.  
 
Acknowledgments. We would like to thank Julien Blondeau for his work on the 
system and Nathalie Colineau for her comments on an earlier draft of this paper.  
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Abstract. This paper focuses on the utilization of the history of navi-
gation within recommender systems. It aims at designing a collaborative
recommender based on Markov models relying on partial matching in or-
der to ensure high accuracy, coverage, robustness, low complexity while
being anytime.

Indeed, contrary to state of the art, this model does not simply match
the context of the active user to the context of other users but partial
matching is performed: the history of navigation is divided into several
sub-histories on which matching is performed, allowing the matching
constraints to be weakened. The resulting model leads to an improvement
in terms of accuracy compared to state of the art models.

1 Introduction

Due to the increase of the size of the web and the Internet traffic, users are
overwhelmed by the quantity of information available. Personalization and rec-
ommendation systems, that predict user attempts and propose resources linked
to their tastes, are thus becoming more and more popular.

Several types of recommender systems have been studied, as content-based
recommenders, collaborative filtering, etc. In the frame of collaborative web rec-
ommender systems, not only the set of resources consulted by all the users has to
be used, but the order of consultation of these resources is of major importance
and has to be exploited to perform accurate recommendations. State of the art
approaches use datamining techniques to perform recommendations, and the web
usage mining can be defined as “the automatic discovery and analysis of patterns
and clickstream collected as a result of interactions with Web resources” [1]. To
discover navigational patterns, sequential association rules (SAR), Markov mod-
els (MM), etc. are classically used, among which MM are the most popular due
to their accuracy.

In this article, we design a model that takes advantage of all the previous
models, in terms of accuracy, robustness, space complexity and coverage. Fur-
thermore, it is anytime, allowing its use in all real-time applications.

Section 2 presents some datamining models used in recommender systems and
put forward that partial matching allows high coverage and robustness. Section
3 defines the proposed model. The next section is dedicated to the evaluation of
this model. Conclusion and perspectives are put forward in the last section.
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2 Datamining Models for Recommender Systems

This section is dedicated to state of the art of datamining models used to perform
history dependent collaborative recommendations. All these models assume that
the consultation of a resource depends on the resources that the active user has
previously consulted.

2.1 Sequential Association Rules

In the frame of web navigation [2], Sequential association rules (SAR) are used
to capture dependences between resources. SAR are of the form X => Y where
X (the antecedent) is a sequence of items. Y , called the consequence, is a single
resource.

In the recommendation step, if the antecedent of a SAR matches the history of
navigation of the active user, we can deduce that the corresponding consequence
resource is highly probable and may thus be predicted.

The advantage of SAR is that they are robust to noise: the SAR learned are
not necessarily contiguous. Thus the matching step is more permissive than in
the case of Markov models described in the next section. The use of SAR leads
to a model with a low space requirements. The main drawback of SAR is the
time required to learn them and filter out the most relevant ones. Such models
also result in a low coverage.

2.2 K-Order and All kth-Order Markov Models

A k-order Markov model (KMM) assumes that the consultation of a resource de-
pends only on the k previously accessed resources, the resources consulted before
these k resources are considered as non-informative. Thus, a KMM computes the
probability of accessing a resource given the sequence of the k previously accessed
resources. Let Sa = ra1, . . . , ral be the active session, made up of the sequence
of resources consulted by the active user ua. A KMM estimates the probabil-
ity p(ral+1|ral−k, . . . , ral) for each candidate resource. The resources that are
recommended are those that have the highest probability.

Obviously, the higher the value of k is, the most accurate the probabilities are
(in the case of a sufficiently large training dataset), and it has been shown [3]
that the accuracy of KMM increases with the value of k. However, the higher
the value of k is, the larger the number of states to be stored is and the lower
the coverage is (as the probability that the history of size k perfectly matches
one state of the model decreases).

To cope with the coverage problem, a All-kth-order Markov model (AKMM)
has been proposed [4]. In this model, various KMM of different order k are
trained and used to make predictions. Predictions are first computed by using a
k-order MM, if no prediction can be performed, a k − 1 order MM is used, etc.
until a recommendation can be made. Such models provide a high coverage, but
the number of states is dramatically increased.

KMM and AKMM are not robust to noise, as the history of navigation has
to perfectly match a state of the model used. KMM and AKMM quickly reach
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their limits when the order of the models grows: both performance and accuracy
decrease due to the size of the training data (probabilities are no more reliable).

2.3 Skipping Based Markov Models

The probabilistic model k-order Skipping Markov Model (KSMM) presented
in [5], uses a KMM that allows skipping between the elements of the k + 1-
tuple, both during training and recommending step. The distance is limited to
a predefined value D. Such a model has a low space complexity (similar to a
KMM) while using resources at a distance higher than k. A weighting scheme is
applied to these k + 1-tuples, according to the distance between the resources.
The frequency of a k + 1-tuple in the training corpus is equal to the weighted
sum of all the occurences of this k + 1-tuple (within a distance lower than D).
The corresponding conditional probabilities are then computed. Let for example
the sequence (x, y, t, s, x, y, z). The triplet (x, y, z), occurs twice and the two
weighted occurrences are added to the frequency of the triplet.

During prediction step, given the sequence of navigation of the active user
(ra1, . . . , ral), the probability of each resource ral+1 is computed as follows:

P (ral+1|H) = P (ral+1|ral−D, . . . , ral) = 1 −
∏
h∈H

1 − P (ral+1|h) ∗ w(h, H) (1)

where h sums over all the sub-histories of size k within the window of size D
and w(h, H) is the weight of history h in the whole history H . The probability of
a resource ral+1 is based on the probability that none of the histories h predicts
ral+1 as following resource.

This model has the advantage to use long-distance resources while being a low
order MM and low complex. This model has been proved to be more accurate
with a higher coverage than the corresponding KMM, but has the drawback of
not reaching a total coverage (it is however higher than the one of KMM).

2.4 The Advantage of Partial Matching

We have seen that SAR enable the use of long-distance resources in the his-
tory as they enable distance between the elements of the history that match
the rule; only a sub-part of the history is used: they perform partial matching.
This partial matching makes the model robust to noise and enables to perform
recommendations even when the whole sequence of navigation of the active user
does not perfectly match training data.

The KSMM model also divides the history into sub-histories and performs
recommendations by using these sub-histories. Once more, this partial matching
is robust to noise: the consultation of additional resources slightly influences the
recommendation process, whereas it highly influences the accuracy of KMM and
AKMM.

The KSMM model is robust and accurate, due to partial matching, its main
drawback is its coverage as matching is performed only on sequences of size k.
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Let us remember that a 100% coverage is reached by AKMM due to the use of
several KMM models of different order, but is not robust.
We propose here a model that exploits the characteristics of both preceding
models (partial matching and several values ok k), resulting in a model having
a high coverage and a high accuracy while being robust.

3 A All-kth-Order Skipping Markov Model

To prevent from the coverage problem of the KSMM, while keeping its high
accuracy, we decide to create a all-kth order Skipping Markov Model (AKSMM).
On the same principle than AKMM, k KSMM models are developed (from order
1 to order k). The KSMM of order k is first used to perform recommendations; if
no resource can be recommended (the history of the active user does not match
any conditional probability of the model), then order of the model is iteratively
decreased until a resource can be recommended.

As the KSMM is more accurate than a KMM, we assume that the AKSMM
will be more accurate than a AKMM while having a 100% coverage.

The resulting recommender is robust to noise as it relies on skipping, it has a
100% coverage rate and a low state-space complexity.

4 Experimental Evaluation

4.1 Corpus and Protocol

The dataset used for the evaluation is provided by the Crédit Agricole SA French
banking group. It is made up of the logs collected on 3, 391 distinct Web pages
(of an intranet of the group) browsed by 815 bank clerks, corresponding to a
corpus of 123, 470 anonymous consultations. The corpus has been divided into
training and test sets of 90% and 10% respectively.

To assess our models, we use the top-m score. This metric evaluates the av-
erage pertinence of recommendation lists. For each history of the test corpus, a
recommendation list of size m is built, containing the m most probable resources
according to the model. If the resource actually consulted by the user is in the
recommendation list, the recommendation is considered as a success. This metric
represents the percentage of pertinent recommendations.

We also evaluate the models in term of coverage, i.e. the percentage of cases
where the model can recommend a resource.

4.2 Experimental Results

Before evaluating the AKSMM in terms of accuracy and coverage, the left part of
Table 1 presents performance of KMM and AKMM on our corpus for comparison
purpose. The size of the recommendation list is set to the usual value of 10.

We can first notice that, the optimal value of k for KMM is 2 (the recom-
mendation list is computed based on the two previous resources consulted by
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Table 1. Accuracy and coverage of KMM and AKMM according to the value of k

KMM AKMM KSMM AKSMM
k Acc. Cov. Acc. Cov. Acc. Cov. Acc. Cov.
0 31.88 100 31.88 100.0 31.88 100 31.88 100
1 67.38 96.5 64.83 100.0 69.23 99.9 69.21 100
2 68.14 84.4 65.16 100.0 71.21 98.8 70.81 100
3 61.82 51.0 61.34 100.0 64.98 77.4 67.71 100
4 60.66 27.8 60.51 100.0 53.69 43.7 67.68 100
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Fig. 1. Accuracy of AKSMM according to the distance D and the order value k

the active user), which leads to the highest accuracy (68.14). The corresponding
coverage value is relatively high (84.4%), but is lower than for KMM of lower or-
der. The accuracy of AKMM (that has a constant coverage) increases according
to the value of k, until a value of k = 2, then accuracy decreases (as does KMM).
Let us notice that the accuracy of AKMM with k = 2 is lower than KMM with a
similar value of k. That is explained by the fact that 15.6% of recommendations
have been computed with KMM of order k < 2, that have a lower accuracy.

The right part of Table 1 presents the accuracy and coverage of the KSMM
and AKSMM with the maximum distance value set to D = 10. The value of
D has been fixed to 10 as [6] showed that, on the same corpus accuracy of
KSMM increased with the value of D and convergence was reached with a value
of D = 10. As for KMM and AKMM the optimal value of k is 2 that reaches
the best accuracy for both models.

In the whole table, we can notice that low order models are not evolved
enough to obtain high accuracy values. At the opposite, high order models are
too specific for this corpus and do not lead to high accuracy, we face the data
sparsity problem. A value of k = 2 seems to be the best tradeoff on this corpus.

In order to study the characteristics of AKSMM, Figure 1 presents the accu-
racy of AKSMM, according to the distance D and the value of k. We can first
notice that the accuracy of several models increase according to the size of the
window. In the case of AKSMM of order 2, it increases by more than 5 points
when the size of the window grows from 3 to 7, a larger window has no influence
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of the performance. Convergence is reached with a value of D lower than for
KSMM. However, the AKSMM of order 1 reaches its optimal accuracy with an
even smaller window size. AKSMM of order 3 and 4 also improve their accuracy
according to the distance, but their accuracy is lower than the the AKSMM of
order 2, once more due to the data sparsity problem.

So, we can conclude that the AKSMM we propose is promising due to its
accuracy, coverage, robustness and complexity.

5 Conclusion and Perspectives

In this paper, we focus on context dependent recommender systems. The
AKSMM model we design takes advantage of several state of the art models,
expecially of skipped-based Markov models and all-kth-order Markov models. It
results in a low-order Markov model that has a high coverage. This model has
moreover a low space complexity. Experimentations show that the accuracy of
this model outperforms those of the other models, while having a 100% coverage.
We show that the accuracy increases according to the size of the history used to
perform recommendations.

In a future work, we will test this model on larger corpora, to study the
model proposed. Moreover, we envisage to design an alternative to the AKMM
by using, when necessary, at the same time several models of different order.
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Abstract. We are working on the problem of modeling an analyst’s in-
tent in order to improve collaboration among intelligence analysts. Our
approach is to infer the analyst’s goals, commitment, and actions to
improve the effectiveness of collaboration. This is a crucial problem to
ensure successful collaboration because analyst intent provides a deeper
understanding of what analysts are trying to achieve and how they are
achieving their goals than simply modeling their interests. The novelty
of our approach relies on modeling the process of committing to a goal as
opposed to simply modeling topical interests. Additionally, we dynam-
ically generate a goal hierarchy by exploring the relationships between
concepts related to a goal. In this short paper, we present the formal
framework of our intent model, and demonstrate how it is used to detect
the common goals between analysts using the APEX dataset.

1 Introduction

We study the problem of modeling an analyst’s intent to improve the effective-
ness of collaboration among intelligence analysts. Our approach offers a way to
improve the diversity in a collaborative group by looking at the commonalities
of the overarching goals that the analysts share instead of specific topics. Most
of the existing approaches to modeling users for group collaboration explore the
similarity of the users’ topical interests [6,12]. There are two problems with this
approach. First, people with similar interests may get stuck at the same peaks
because they view and solve problems similarly [7]. Secondly, topical interests
only show what the users have in common but do not show how the users achieve
or use these interests for their tasks. We address these gaps by taking the first
step to capture the user’s intent where the intent is defined as an analyst’s goals,
commitment to achieve these goals, and actions leading toward these goals. We
believe that with this level of understanding of the analyst’s intentions, collab-
oration groups may be better formed with people who are working toward the
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same big goals and different courses of action. Moreover, to improve the effec-
tiveness of collaboration, it is crucial to find people with precise descriptions of
their overarching goals and find them early enough to make the collaboration a
success.

This problem is challenging because it involves several fields in the design
and evaluation of an intent model, including sociology, computer science, and
psychology. Two important research questions need to be addressed: (i) What
is user intent and how do we capture it?; and (ii) How do we evaluate the
effectiveness of the intent model? Our approach differs from existing approaches
that capture a user’s intent in an information seeking task (such as [1], [2], [4],[3],
[9]) in that our model provides information about the process of a user’s intent
as opposed to a simple categorization of intent. This model is different from our
previous user modeling approach ([10], [11]) in that the previous model focuses
on capturing a user’s topical interests as opposed to the process of achieving an
overarching goal.

We developed a computational model to capture user intent by analyzing the
actions taken by the user as well as the contents of relevant snippets and docu-
ments arising from his actions. Our model dynamically creates a goal hierarchy
by finding the common concepts shared by directed acyclic graphs representing
the relevant information. We capture the information on What the user’s focus
is (his goal), How committed he is to a particular goal, and Which actions he has
taken to achieve this goal.

We demonstrate how our intent model is used to capture an analyst’s intent
by two simple experiments using the APEX dataset, which was created by the
National Institute of Standards and Technology (NIST) to simulate an analytical
task in the intelligence community. This collection included 8 analysts, their
recorded actions over time, and their final reports. The preliminary assessment
shows that our intent model captures the overarching goals more precisely and
earlier in the analytical process than the model capturing only a user’s interests.
This paper is organized as follows: we describe our framework in detail. Next,
we present two experiments with four pairs of analysts in the APEX collection.
Finally, we present our future work.

2 Our Intent Model

Definition: We define a user’s intent (I) as a tuple I = {G, A, C} in which
G is a set of goals, A is a set of actions to achieve these goals, and C is a set
of real value(s) indicating how committed an analyst is to each goal in G. Our
definition of intent is consistent with those found in the social sciences [5]. Our
goals are characterized by their category and content. The category represents
the user’s intent generally, such as “Searching for evidence”, “Going through a
set of documents”, while the content represents the detail information, such as
“Imar’s leaders support nuclear programs.” Note that the names in this paper
are changed. Based on our definition of intent above, the model needs to provide
the information on What the analyst’s focus is (his goal); How committed he
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is to a particular goal; How the analyst is achieving this goal; and finally, Why
the analyst is trying to achieve this goal. Our aim is to explore the relationships
among the components related to goal, actions and commitment to tie them
together in the intent framework. Therefore, this model has three inter-related
components: Rationale, Foci and Action networks.

Rationale network: A Rationale network is a directed acyclic graph (DAG)
that consists of 2 types of nodes: (i) Context: includes concept and relation
nodes that are extracted from the content of documents, snippets, annotations
generated by an analyst; and (ii) Goals: represent what the analyst is aiming for.
These goal nodes represent the detail information and are called content-based
goal nodes. There are “context” links between context nodes, “support” links
between context nodes and goal nodes, and “link-to” links between goal nodes.
We construct the Rationale network from a user’s query, and relevant snippets
and documents as follows: (i) Convert a user’s query, snippets or relevant docu-
ments into a document graph (DG) representation. The DG representation has
been used in our prior work for building user models for information retrieval
[10], [11]. “Context” links are created between these context nodes. (ii) Insert a
content-based goal node into the Rationale network and add the “support” links
from this goal node to all the concept nodes generated in Step (i). (iii) Update
the Rationale network by finding the common ancestors of the concept nodes
that are the children of the newly added goal node with the sets of concept nodes
associated with the existing goals. If such an ancestor is found, a goal node is
created and the link-to connections are created between the common ancestors
and the existing goals. An example extracted from a Rationale network built for
APEXF analyst in our experiment shows that the analyst focuses on a common
goal of “nuclear program Imar”, which are supported by two sub goals “Retain
a snippet representing the Grand Aya Ali al-Sistani”, and “Searching informa-
tion on which Imarian clerical leaders debate”. These two subgoals, in turns, are
supported by context nodes such as “decision maker”, “nuclear program”, and
“grand Aya”.

Foci network: A Foci network is a snapshot of the Rationale network with addi-
tional information on commitment level and interest list. Each node has a name,
a set of weighted interests, and a real number representing the commitment level
for the focus. The name of a node in this network is the same as a name of a
content-based goal in the rationale network. The set of interests consists of the
context nodes which are the children of the corresponding content-based goal in
the rationale network. The weight for each interest is the ratio of the frequency
of the given interest concept over the total concepts related to the given goal.
The commitment is currently computed by a linear function over the frequency
and recency of the focus being pursued. The frequency is the ratio of the number
of times this goal occurs in the rationale network over the total time slices. The
recency is computed as follows: (1 − (t − ti))/(t + 1) in which t represents the
current time slice and ti represents the latest time slice this goal is active.
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Action network: An action network has two components: a long-term com-
ponent represented in a Hidden Markov Model (HMM) ([8]) and a short-term
component represented in a Bayesian network. The HMM contains 3 states and
8 observations representing possible states and actions in an analytical process.
The 3 states are “Searching for Evidence”, “Going through documents”, and
“Examining evidence”. The 8 observations are “Start application”, “Search”,
“Retain” (triggered when an analyst bookmarks, prints, saves a document, or
cuts and pastes information from a document to his/her report), “Access” (trig-
gered when an analyst opens a document to view), “Make Hypothesis”, “As-
sociate Evidence” (triggered when analyst links a document or a snippet to a
hypothesis), “Assess” (triggered when analyst assesses how relevant a document
or snippet to a hypothesis), and “Discard” (triggered when a user discards ev-
idence). The Bayesian network contains category-based goal and action nodes,
and the links from category-based goals to actions. A category-based goal node
is inferred from the HMM. We use a frequency table to update the conditional
probability table for each node in the action network. An example extracted
from an action network in one of our experiments shows that the analyst is
searching for evidence and has taken several searches on “Imarian clerical com-
munity stand on Aya and president Amar’s policies with regards to Imarian’s
civilian and military nuclear program”, and “clerics who support Imarian nuclear
program”.

Intent inference: we determined the intent information as follows: (i)G is de-
termined by finding the nodes in the Foci network with the highest commitment.
Set them and their related context nodes in the Rationale network as evidence.
(ii) A spreading activation process is performed on Rationale network to find
the set of the most active goals. We added those goals to G. (iii) The action
nodes that relate to these content-based goals with the corresponding time in
the action network, are set as evidence. We perform a belief update and find the
category-based goals in the action network with the highest marginal probability.

3 Preliminary Assessment

Our objectives are to show that (i) we capture user intent more precisely in the
analytical process compared to the simple interest lists; and (ii) we capture user
intent earlier in the analytic process compared to the interest-based approach.
These objectives help us to get closer to our ultimate goal which is to improve
the diversity in a collaborative group by looking at the commonalities of the
overarching goals shared by intelligence analysts. We use the APEX collection
(offered by NIST), which has 8 analysts. Each analyst was requested to assess the
two hypotheses: “Where does the Imar clerical community stand on Aya?” and
“President Amar’s policies with regards to Imar’s civilian and military nuclear
program?”. Their actions are captured and stored in a common repository. There
are 5613 events in total.

For the first objective, we choose four pairs of analysts who have different
actions (APEXL and APEXC, APEXE and APEXH, APEXL and APEXK,
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APEXF and APEXB). The intuition behind this selection is that it addresses
the diversity issue by combining people with different actions because they offer
different perspectives. We considered Retain and Search events in this experi-
ment. These analysts have different actions because they always belong to dif-
ferent clusters when we use K-means clustering algorithm to cluster their set of
queries. Additionally, even though they have the same overarching goals, their
final reports have distinct conclusions. In our first experiment, we ran our intent
model 7 times. Each time, we used 25 consecutive events from each of the chosen
analysts that represented the actions that the analyst has done on December 11,
2007. For each pair of analysts, we defined the precision of our intent model as
the ratio between the number of relevant common goals of the two analysts in
the pair over the number of common goals. A common goal is a goal node that
is found in both intent models representing these corresponding analysts. For
the interest model, we considered a set of common concepts found in both the
interest lists as the set of common goals. We took the set of terms from the two
working hypotheses as the ground truth of the analysts’ goals. The average of
precision for the interest model for these four pairs is 0.43 (sd=0.08), and for the
intent model is 0.74 (sd=0.15). The paired t test results reveals that the results
are statistically significant (n=4, p-value= 0.0396). In the second experiment, we
measured the time at which the common goals of these two analysts were found
for our intent model and the model containing only interests. We chose APEXF
and APEXB for this experiment. For each analyst, we created our intent model
on the fly with the inputs from the set of 40 events and output three compo-
nents of our intent model for each time slice. We chose 40 events for each analyst
(APEXB and APEXF) on December 11, 2007 such that they did not start with
the same focus. APEXB started with the question on “nuclear weapon program
and Imar” while APEXF asked about “grand Aya”. We found out that at time
t=5, our intent model has precisely picked up the common goals of Imar nuclear
program and cleric leaders while at time t=8, the interest model has picked up
“cleric”, “Imar”, “nuclear” as interests.

This scenario gives us some insights to develop a more comprehensive eval-
uation plan in which we divide the set of events for each analyst into a set
of sessions and perform similar assessments over the numerations of the set of
sessions of all analysts.

4 Conclusion and Future Work

In this paper, we have described the intent model that is used to capture a
user’s intent in an analytical process. The intent is defined as a set of goals
that a user is trying to achieve, a set of actions leading toward the goals, and
commitment level that represents how committed the user is to those goals. Our
formal framework contains three inter-related components: Rationale, Foci, and
Action networks. We develop two simple experiments in which we show that,
by capturing the overarching goal of an analyst, it may help precisely describe
what he is actually trying to achieve, comparing to listing a set of topics that
he currently is focusing on.
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There are many interesting and potential directions that we continue to ad-
dress. In terms of implementation, the generation of a goal description from the
set of information including content of relevant documents and query, descrip-
tions of actions and description of the general goal of the analyst is needed to
be coherent, logical and informative. We consider some heuristics to fuse several
sources of information. In terms of evaluation, we look forward to extending be-
yond the development of the proof-of-concept scenarios to confirm if the results
in our preliminary assessment hold for all analysts on a much more comprehen-
sive evaluation. In addition, we continue to use the APEX dataset and measure
how accurate the actions (or a sequence of actions) are predicted. In terms of
effectiveness to forming collaboration, we need to define a measure to assess the
diversity of a collaborative group and how diversity can improve the effectiveness
of collaboration. We plan to find out whether the group consisting of analysts
recommended by finding the common intent is more diverse than the group with
analysts recommended by the existing approaches such as collaborative filtering,
and content-based filtering.
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Abstract. Collaborative filtering (CF) techniques have proved to be
a powerful and popular component of modern recommender systems.
Common approaches such as user-based and item-based methods gener-
ate predictions from the past ratings of users by combining two separate
ratings components: a base estimate, generally based on the average rat-
ing of the target user or item, and a neighbourhood estimate, generally
based on the ratings of similar users or items. The common assumption
is that the neighbourhood estimate gives CF techniques a considerable
edge over simpler average-rating techniques. In this paper we examine
this assumption more carefully and demonstrate that the influence of
neighbours can be surprisingly minor in CF algorithms, and we show
how this has been disguised by traditional approaches to evaluation,
which, we argue, have limited progress in the field.

Keywords: Recommender Systems, Collaborative Filtering, Predictive
Accuracy.

1 Introduction

Collaborative filtering (CF) [2] has become a popular recommendation technique
and has been applied successfully in many online applications. Different types of
CF techniques all share an ability to harness the past ratings of users (over some
catalog of items) in order to predict a user’s likely rating for an unseen item. In
a recommender system, CF techniques can be used to recommend items with
high predicted ratings while suppressing items with low predicted ratings.

In this paper we will focus on two common flavours of collaborative filtering,
so-called user-based and item-based based techniques. Given a target user t and
a target item i, a rating rt,i is computed as a combination of a base estimate
(B) and a neighbourhood estimate, where the former is generally taken to be
the average user or item rating and the latter is some function of the ratings
assigned by the target’s nearest neighbours, N , see Eq. 1. The neighbourhood
estimate is essentially a way to refine the rather blunt, initial base estimate in a
way that should improve the accuracy of the resulting prediction.

rt,i = B + f(t, i,N ) (1)
� This work is supported by Science Foundation Ireland under grant 07/CE/I1147.
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User-based and item-based approaches differ principally in the way that they
compute and combine the neighbourhood estimates into the overall prediction
process. For example, the classic approach to user-based collaborative filtering
is presented by [2] and shown in Eq. 2. Here the base estimate is based on the
target user’s average rating r̄t, and the neighbourhood estimate is based on a
weighted-average of the extent to which similar neighbours u ∈ N appear to like
or dislike the target item. Neighbour similarity, St,u, is usually calculated using
Pearson’s correlation (comparing target user and neighbour ratings). The extent
to which a neighbour likes or dislikes the target item is based on whether their
rating for i is greater than or less than their average rating r̄u.

rt,i = r̄t +
∑

u∈N (ru,i − r̄u) × St,u∑
u∈N |St,u|

(2)

Item-based CF can be presented similarly (see [1]) such that predictions are
computed according to Eq. 3. This time the base estimate is the target item’s
average rating r̄i across all users and the neighbourhood estimate is based on
a weighted-average of the extent to which the user’s existing item ratings differ
from the average rating received by those items across all users. The similarity
Si,j between items i and j is computed using the adjusted cosine metric [3] and
the neighbourhood N consists of each item j previously rated by the user.

rt,i = r̄i +

∑
j∈N (rt,j − r̄j) × Si,j∑

j∈N Si,j
(3)

The assumed power of collaborative filtering is derived largely from its neigh-
bourhood estimate which must perturb the base estimate by the correct magni-
tude and in the correct direction. It is surprising, to us at least, that there has
been no detailed examination of these common collaborative filtering techniques,
that focuses on the individual base and neighbourhood estimates.

In this paper we argue that a more principled approach to CF design and eval-
uation is merited and that it is important to consider more carefully the influence
of base and neighbourhood estimates if we are to significantly advance the cur-
rent state-of-the-art. The main contribution of this paper is an initial analysis
of these estimates across three standard CF datasets using both user-based and
item-based techniques, with the surprising result that the neighbourhood esti-
mates plays a relatively minor, and often unreliable, prediction role. Moreover,
we argue that traditional evaluation methodologies have served only to disguise
this effect, and we propose a return to an analysis of the extremes as originally
proposed by [4], which seems to have been largely forgotten by the community.

2 The Importance of Good Neighbours

In this section we focus on the assumption that underlies user-based and item-
based CF–namely, that the neighbourhood estimate, in general, improves the
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Table 1. Dataset Statistics

Datatset # Users # Items # Ratings Sparsity Rating Scale

MovieLens 943 1,682 100,000 93.695% 1–5
Netflix 24,010 17,741 5,581,775 98.690% 1–5
Book-Crossing 77,805 185,973 433,671 99.997% 1–10

Table 2. Magnitude, correct direction (%) of neighbourhood estimate and overall MAE

User-based Item-based
Mag. Cor. Dir. MAE Mag. Cor. Dir. MAE

MovieLens 0.43 66% 0.73 0.34 64% 0.73
Netflix 0.41 66% 0.7 0.35 67% 0.69
Book-Crossing 0.99 53% 1.53 0.94 63% 1.34

prediction accuracy of the base estimate. We test this assumption on three com-
monly used, large-scale, real-world datasets: MovieLens (100K)1, Netflix2 and
Book-Crossing [5]3. Since the trends observed for MovieLens and Neflix are sim-
ilar, we at times report on just one. Dataset statistics are given in Table 1.

We first examine the direction of the neighbourhood estimate, i.e. how of-
ten the base estimate is pushed closer towards the true rating, see Table 2. For
MovieLens and Netflix, we find that the neighbourhood estimate produces an ad-
justment in the correct direction (on average across both user- and item-based
CF) in only 63% of cases. This means that 37% of the time, the neighbour-
hood estimate is actually pushing the prediction from the base estimate in the
wrong direction, thus making it less accurate. For the Book-Crossing dataset,
user-based CF performs particularly poorly, with only 53% of neighbourhood
estimates contributing in the correct direction, and actually performing only
slightly better than chance. This implies that CF is contributing to poorer qual-
ity predictions in just under half the cases; we will return to this in Section 3
where we will discover more positive results in different regions of the ratings
space. The differences in results for user-based CF across the datasets correlate
well with dataset sparsity but a deeper analysis is left for future work.

Table 2 also shows the average (absolute) magnitude of shift produced by the
neighbourhood estimate. For both MovieLens and Netflix, neighbourhood esti-
mates contribute less than 1/2 point on the 5-point scale. For Book-Crossing,
the average magnitude is approximately 1 point on a 10-point scale. Clearly, the
ability of the neighbourhood estimate to significantly influence the final predic-
tion is limited. The cumulative distribution functions (CDF) of neighbourhood
estimate magnitudes in Figure 1 (a) show that in fact this aspect of the CF algo-

1 http://www.grouplens.org/
2 http://www.netflixprize.com/
3 In Netflix, we performed our analysis on a randomly selected 5% of users and associ-

ated ratings; for Book-Crossing, we ignored implicit ratings. All results are obtained
using 10-fold cross validation to make predictions for randomly selected test ratings.

http://www.grouplens.org/
http://www.netflixprize.com/
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Fig. 1. (a) Cumulative distribution functions showing the magnitude of the neighbour-
hood estimate and (b) frequency of ratings in MovieLens and Netflix datasets

rithm has ultimately little influence on the predicted rating. This is true across
the three different datasets and both the user- and item-based algorithms.

We can attribute the lack of contribution of the neighbourhood estimate to
one of two potential factors. Firstly, since most of the ratings in the datasets
fall around the average rating, see MovieLens for example in Figure 1 (b), the
required neighbourhood estimate is in fact small. However, we cannot rule out
the possibility that CF only appears to be working well because there are many
ratings that are close to the average rating. More importantly, the key challenge
for the algorithm surely is how it performs when a rating lies closer to the
extremes, i.e. when it is rated very high or very low. In the next section, we will
examine our results in more detail and look at these cases individually.

3 MAE Evaluation Metric

Prediction accuracy in CF is usually measured using mean absolute error (MAE)
across a set of predicted ratings.4 The MAE data in Table 2, shows that the user-
and item-based techniques perform reasonably, with predicted ratings within
20% of true ratings. However these results are misleading and, as first proposed in
[4], it is vitally important to consider the distribution of prediction errors at the
rating extremes, a fact seemingly often ignored in conventional CF evaluations.

Figure 2 presents a more fine-grained analysis by calculating both the mean
and standard deviation of the prediction error at each point on the ratings scale.
This time the results tell a very different story. We can immediately see that,
while the algorithms perform reasonable well in the mid-range of the ratings
scale, they perform very poorly at the extremes, particularly at the low end of
the ratings scale. This means that these algorithms are not capable of reliably
predicting items that will be loved or hated, with the risk that mediocre items
will be recommended in practice. Predictions using the Book-Crossing dataset
4 We focus on MAE here as it is the most common metric used for evaluating prediction

accuracy. We leave an analysis of other metrics used, e.g. RMSE, for future work.
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Fig. 2. Mean and standard deviation of prediction error across the ratings scale
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Fig. 3. (a) Difference between the actual and the required neighbour estimate for user-
based CF for MovieLens, and (b) ratio of the neighbourhood estimate to base estimate
for user- and item-based CF for MovieLens and Netflix

are especially poor, probably due to the high sparsity of this dataset; for example,
user-based CF (UB) is only able to predict the rating of a disliked item to within
5 or 6 ratings points on average (and with high variation) on a 10-point scale.

These results suggest that CF is performing poorly exactly when it is most
needed: at the extremes. This is reinforced by Figure 3(a), which shows the
difference between the required shift needed to make a correct rating prediction,
and the actual shift that the neighbourhood estimate delivers in practice (here
we focus on user-based CF for MovieLens). At the extremes, the actual shift is
far from what is required. Interestingly however, the direction of shift is at least
more accurate at the extremes. For example, the shift is in the correct direction
about 80% of the time for MovieLens items that are rated as 1 or 5.

In Figure 3(b) we get a sense of this for predictions computed across different
ratings, where the ratio of the neighbourhood estimate to the base estimate is
plotted. As expected, the relative contribution of the neighbourhood estimate is
minor across the ratings scale, but there is an interesting effect at the ratings
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extremes where neighbours exert a stronger influence. For example, with the
MovieLens dataset and user-based CF, there is a neighbourhood-to-base estimate
ratio of 0.2 at the first rating point, meaning that the neighbourhood estimate
is contributing 20% to the predicted rating. This is twice the contribution that
is noted for higher points of the ratings scale, but it is still low.

4 Conclusions and Future Work

CF techniques generate predictions by relying, in part, on the ratings of a neigh-
bourhood of similar users or items. In this paper, we have explored just how
important a role neighbours play in prediction; something that has not be ex-
amined in detail before. What we have found is surprising. Notwithstanding the
significant research that has been invested in neighbourhood selection techniques,
the influence of neighbours remains relatively minor (neighbours not usually ex-
erting enough of a shift on the base estimate) and often unreliable (neighbours
often shifting the base estimate in the wrong direction). This has a number of
important implications. Firstly, as a community, we need to better understand
the factors that influence the ability of neighbours to improve a baseline predic-
tion. Secondly, from an evaluation perspective we need to recognise that simple
MAE-style evaluations serve only to disguise important prediction errors, espe-
cially for extreme ratings. At the very least a more fine-grained error analysis
is required in order to highlight the significant variations in error across a given
ratings scale. As a final point, we need to emphasise the importance of develop-
ing new CF algorithms that offer prediction improvements on extreme ratings
because, ultimately, users need to receive reliable recommendations containing
items they strongly like and avoiding items they strongly dislike.
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Abstract. The complex nature of virtual environments customarily hin-
ders users to interact in a natural, intuitive and optimal way. Different
user characteristics are hardly taken into account when designing 3D
user interfaces for virtual environments. We envision that user interac-
tion in virtual environments can be enhanced by integrating adaptation
and personalization into 3D user interfaces. Through our research, we
aim to provide adaptive and personalized 3D user interfaces for enhanc-
ing user interaction in virtual environments. The establishment of a user
model becomes an important first step to facilitate adaptation and per-
sonalization to the user. In order to partly construct the user model,
we carried out an experiment on 3D target acquisition task with four
user groups (differing in experience level and gender). In this paper, we
present a general user model that will enable first-time users to benefit
instantly from adaptation and personalization in virtual environments.

Keywords: virtual environments, adaptive 3D interfaces, user model.

1 Introduction

The emergence of virtual environments (VE) can be demonstrated by a consid-
erable number of applications in various fields, such as architecture and product
design, medical and health care, military, and entertainment. Many of these ap-
plications employ highly interactive three-dimensional (3D) user interfaces in
order to support performing complex tasks in virtual environments [1]. Users
have a high degree of freedom in choosing which interaction technique to use to
accomplish a certain task. This may introduce complexity for users and obstruct
them from interacting in a natural, intuitive and optimal way.

When designing 3D interaction techniques for virtual environments, different
user characteristics (e.g. preferences, abilities, and experience level) are usually
not taken into consideration. As a result, many techniques generally work only
for a typical user group. When other user groups with different characteristics
join in, the VE application may have limited usability. For example, selection
techniques using the virtual pointer metaphor such as ray-casting may be less
suitable for users with limited motor abilities. User-specificity should be consid-
ered in the design of 3D user interfaces to improve the usability of 3D interaction
techniques [1].

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 361–366, 2009.
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Research into adaptive user interfaces for virtual environments has received
only limited attention. Through our work, we would like to investigate the pos-
sibility of adaptation and personalization in virtual environments. This paper
describes the conduct of an experiment as an attempt to construct the user
model for realizing adaptive and personalized 3D user interfaces.

2 Related Work

Adaptive and personalized interfaces have gained a significant interest in the re-
search community for the past several years. Adaptation and personalization in
virtual environments has been explored less often, as interaction in virtual envi-
ronments (3D interfaces) is more complex than in WIMP applications. Neverthe-
less, Wingrave et al. [2] and Celentano et al. [3] have looked into adaptivity and
personalized interaction in virtual environments by learning user behavior and
preferred method of interaction. Both works investigated users individually
and not focusing on groups of users.

It is widely accepted that individual differences exist and interfaces should
differ to accommodate the diversity among individual user or groups of users.
Adaptive user interfaces, which learn a user model from traces of interaction with
users, can be considered as one way to accommodate these individual differences
and level up users’ performance in using an interface. User models contain in-
formation and assumptions about users which play an important role in the
adaptation process of user interfaces to the needs of different users. There are
several approaches in constructing user models: stereotyping/group user mod-
els [4] and learning general and individual user models [5]. Little attention has
been spent on these user modeling approaches in the context of adaptation and
personalization in virtual environments.

3 Experiment

It is our goal to support adaptation and personalization in order to support our
users when interacting in a virtual environment. As a first step, we build the user
model that will later on be used to assess the adaptation and personalization of
interaction techniques. To develop the user model, an experiment was conducted
to identify the characteristics of different user groups. We investigated four user
groups which are differed by experience level and gender.

3.1 Context

In this experiment, we chose to investigate selection techniques because selection
is a fundamental task in virtual environments. We were also interested to inves-
tigate user interaction in a virtual environment with controlled variables, such as
high density of objects and target occlusion. Therefore, we based the experiment
on Vanacken et al. [6] which evaluated several selection techniques for dense and
occluded virtual environments. In the study, they found the bubble cursor and
the depth ray technique performed best. Therefore in our experiment, we looked
into 3D target acquisition task with these techniques.
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3.2 Methods

Participants. Sixteen participants ranging from 18 to 31 years old were equally
divided into groups of novice females/males and experienced females/males.
None of the novice participants had experience with a virtual environment. All
participants were right-handed and screened using the Stereo Fly Test SO-0011

to check their stereoscopic depth perception.

Apparatus. As input device, a Polhemus Fastrak 6 DOF magnetic tracker
built in a handheld case was used in this experiment. The tracker was updated
at 120 Hz with precision of less than 1mm. The display used was a 2.4 m x 1.8
m polarization projection screen with passive stereo using two DLP projectors.
During the experiment, participants stood at the designated position which is
about 1 m in front of the screen. Figure 1 illustrates the experiment apparatus.

(a) (b)

Fig. 1. The experiment apparatus: (a) The magnetic tracker (b) The projection screen

Procedure. Randomly pre-generated scenes of the environment were shown on
the projection screen. For a more detailed information on the generation of the
scenes, please refer to [6]. The scene consisted of a start target (white sphere),
a goal target (red cube), and 45 distractor targets (blue spheres). Participants
were asked to execute a target acquisition task, which they first selected the
start target and then the goal target as fast as possible while minimizing errors.

Before the experiment, participants were given a description of each technique
and a practice session to help them get acquainted with it. After the experiment,
participants completed a post-experiment questionnaire administered in Morae2

and were also interviewed to gather insights about their impression and prefer-
ence of the techniques.

Design. A repeated measures design was used in this experiment. The inde-
pendent within-subject variables were: interaction technique, IT (bubble cursor,
depth ray); density spacing, DS (1, 2.5, 5 cm); visibility condition, VC (visible,

1 http://www.stereooptical.com/html/stereo-test.html
2 http://www.techsmith.com/morae
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partially occluded, occluded); and target distance, TD (15 cm, 25 cm). Expe-
rience level (novice, experienced) and gender (male, female) were independent
between-subject variables. Task completion time and subjective feedback were
measured.

Each participant completed the experiment in 45 minutes averagely. The ex-
periment session was divided by two techniques, with three blocks applied for
each. Within each block, the 18 combinations of DS, VC, and TD were repeated
once in a random order, resulting in a total of 36 trials. The order of tech-
niques was counterbalanced across the participants within the user group. Par-
ticipants were given a short break between the session of the first and the second
technique.

3.3 Results

In this paper, we focus our analysis on users’ performance and preference. The
analysis of these findings were later used as basis to construct the user model.
We also observed several identical findings as Vanacken et al. [6] that confirmed
the validity of our experiment; these findings will not be discussed further here.

Performance. In our analysis, we excluded the trials in which errors occurred
and removed outliers that were more than three standard deviations from the
group mean (2.7% of the data).

Repeated measures analysis of variance showed a significant main effect of
experience level on task completion time (F1,12 = 10.63, p<0.05). This indicates a
difference between novice and experienced participants. Experienced participants
perform faster with average completion time of 3.15 s, than novices with 4.23 s.

However, we also found that experience level had no significant interaction
effects with all of the other independent variables (interaction technique, den-
sity spacing, visibility condition, and target distance). This finding was somehow
disappointing since we expected to find that novices perform better than expe-
rienced participants (or vice versa) with a particular interaction technique in a
certain environment condition.

Based on these findings, we decided to bring the analysis on the individual
level and looked at the results of each participant separately. We found that
there is a quite distinctive pattern between novices and experienced participants.
Among most novices, the difference of task completion times between the bubble
cursor (BC) and the depth ray (DR) technique are more pronounced as shown in
Figure 2(a). Different from novices, the differences are hardly noticeable among
experienced participants as shown in Figure 2(b) .

Preference. In the post-experiment questionnaire, participants were asked to
state their preferred technique in a certain environment condition. A chi-square
analysis on the number of preferred choices showed no significant effect for ex-
perience level (χ2(6)= 3.67, p=0.722) and gender (χ2(6)= 7.67, p=0.264).

However, on the individual level, we found again another interesting pattern
between novices and experienced participants. Experienced participants prefer
the technique that they also perform better with, so there is a correlation between
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(a) (b)

Fig. 2. Completion times by environment conditions: (a) Novice (b) Experienced

Table 1. General user model

Environment condition Interaction technique

Occluded-Dense-Near (ODN) Bubble Cursor
Occluded-Dense-Distant (ODD) Bubble Cursor
Occluded-Sparse-Near (OSN) Bubble Cursor
Occluded-Sparse-Distant (OSD) Bubble Cursor
Visible-Dense-Near (VDN) Bubble Cursor
Visible-Dense-Distant (VDD) Depth Ray
Visible-Sparse-Near (VSN) Bubble Cursor
Visible-Sparse-Distant (VSD) Depth Ray

their performance and preference. This is somewhat different with novices, some
prefer the technique which they perform slower with. We also noticed that some
participants prefer the last technique they performed, this may show a possibility
of preference bias because of recency effect.

General user model. Despite the fact that experienced participants perform
better than novices, it was also found that there is no difference between ex-
perienced users and novices with regard to selection technique itself. We failed
to find any trends and therefore were unsuccessful to construct a group user
model. Instead, we proceed with a general user model [5] which is constructed
based on the performance and preference of participants as a whole. In order to
simplify the conditions for adaptation, we also reduce the number of environ-
ment conditions from 18 to 8 conditions. We discarded the partially occluded
and middle-dense condition since we found these conditions to be nonsignificant.

Table 1 shows the general user model in summary and provides an explicit
information basis about users’ performance and preference for 3D target acqui-
sition task in virtual environments. For example when users interacting in dense
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and occluded virtual environments, the bubble cursor technique can be offered.
Then, when users switch to dense and visible virtual environments, the change
of selection technique can be offered to depth ray.

4 Conclusions and Future Work

We presented a study in adaptation and personalization as an approach to in-
crease usability in virtual environments. We have illustrated the general user
model constructed, which provides information about users’ performance and
preference for 3D target acquisition task in virtual environments. This model
can be beneficial for first-time users who have no prior interaction history.

Overall, this study provides new insights and reveals promising prospects into
adaptation and personalization in virtual environments, especially concerning
3D interaction techniques. In addition, exploring other 3D interaction techniques
such as navigation or manipulation might be intriguing. However, our priority
is to test the general user model and construct individual user models.
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ropean Regional Development Fund) and the Flemish government. We greatly
appreciate Lode Vanacken for his abundant help and Joan De Boeck for his valu-
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Abstract. This paper describes an experiment in which we tried to predict the 
learner’s answers from his brainwaves. We discuss the efficiency to enrich the 
learner model with some electrical brain metrics to obtain some important in-
formation about the learner during a test. We conducted an experiment to reach 
three objectives: the first one is to record the learner brainwaves and his an-
swers to the test questions; the second is to use machine learning techniques to 
predict guessed and random answers from the learner brainwaves; the third is to 
implement an agent that transmits the prediction results to an Intelligent Tutor-
ing System. 21 participants were recruited, 45827 recording were collected and 
we reached a prediction accuracy of 96%. 

Keywords: Intelligent Tutoring System, Brainwaves, Learning, Guess. 

1   Introduction 

“when you can measure what you are speaking about, and express it 
in numbers, you know something about it; but when you cannot 
measure it, when you cannot express it in numbers, your knowledge 
is of a meagre and unsatisfactory kind; it may be the beginning of 
knowledge, but you have scarcely in your thoughts advanced to the 
state of Science” Lord Kelvin 

 

Using precise measures to get information from the learner state is a key point in 
improving the learner model within an Intelligent Tutoring System (ITS). The learner 
model is an important component within an Intelligent Tutoring System (ITS). By 
defining efficient metrics related to the learner behavior, an ITS increases its ability to 
adapt the material to the learner. Many researches in the field of Artificial Intelligence 
and Cognitive Sciences have contributed to the evolution of the learner model and the 
tutorial strategies. Thus, to the cognitive model [15] were added other layers like the 
psychological model [5], the affective model [10] and the motivational model [3] with 
specific tutorial strategies. To get information about the learner, data collection meth-
ods have also evolved from self report [2] to facial expression analysis [13], posture 
and gestures interpretations [1] to biofeedback measurements [6,7,8]. Recent ap-
proaches combine different kinds of information channels to increase the prediction of 
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the emotional and cognitive learner states [9]. In the filed of biofeedback measure-
ments, few researches were done and many tracks remain unexplored.  

Our previous works focused on using the Electroencephalogram (EEG) and col-
lecting brainwaves during learning tasks [6,7,8]. Results show that the student’s affect 
(Anger, Boredom, Confusion, Contempt, Curious, Disgust, Eureka, and Frustration) 
can be accurately detected (82%) from brainwaves [7]. We have also conducted an 
experimentation in which we explored the link between brainwaves and emotional 
assessment on the SAM scale (pleasure, arousal and domination). Results were prom-
ising, respectively with 73.55%, 74.86% and 75.16% accuracy for pleasure, arousal 
and dominance [8]. Those results support the claim that all rating classes for the three 
emotional dimensions (pleasure, arousal and domination) can be automatically pre-
dicted with a good accuracy through the nearest neighbour algorithm. These results 
suggest that inducing some brainwave states could help learners increase their ability 
to concentrate and decrease their stress levels.  

This time we are interested in the test period. We want to track the electrical brain 
activity of a learner when he is answering questions. A learner can guess the right 
answer or not and when he answers he indicates if he is sure or not. The question of 
this paper would be then “Can we predict the learner’s answer from his brainwaves?”  

We believe that the cognitive state has an impact on brainwaves which inform about 
the learner’s answer. In order to investigate this hypothesis, this paper has reached 
three objectives. The first one was to conduct an experiment to record the electrical 
brain activity of 23 participants when they were answering 35 questions. The second 
objective was to use machine learning technique to predict the learners’ answer from 
his brainwaves. The third objective was to complete our previous work and implement 
an agent to be added to the architecture of a multi-agent system that measures brain-
waves and predicts efficient learner’s metrics.  

1.1   Measuring the Brainwaves 

Brain activity is characterized by the production of electrical signals reflected in brain 
waves. These are of very low voltage and are measured in Hertz or cycles per second. 
Brainwaves are rapid fluctuations of voltage between parts of the brain that are de-
tectable with an EEG. Bioinformation allows us to reorganize the brain’s activities 
through mental training.  

The brainwaves that we measured were categorized into 6 different frequency bands, 
or types. According to their frequency, the waves are given the following names : delta, 
theta, alpha, beta1, beta2 and beta3 waves. Each of these wave type correlates with a 
particular mental state [14]. Table 1 lists the different frequency bands and their associ-
ated mental states. The performance of our mind depends on the predominant type of 
wave at any given moment: 

Research has shown that although one brainwave state may predominate at any 
given time, depending on the activity level of the individual, the remaining five brain 
states are present in the mix of brainwaves at all times. In other words, while some-
body is an attentive state and exhibiting a beta2 brainwave pattern, there also exists in 
that person's brain a component of beta3, beta2, alpha, theta and delta, even though 
these may be present only at the trace level. 
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Table 1. Brainwaves and Mental States 

Wave Frequency Mental State 

Delta 0-4 Hz 
Deep sleep. Hypnosis. Increasing immune functions. Physical 
and mental restructuring. 

Theta 4-8 Hz Deep relaxation. State of meditation. Increase in creativity. 

Alpha 8-12 Hz 
Mental and muscular relaxation. Positive thought. Improved 
memory. Assimilation and capacity for study. Improved per-
formance in sport. 

Beta1 12-15 Hz Relaxed focus. Improved attention. 
Beta2 15-20 Hz Vigilance. Logical reasoning. Conscious attention. 

Beta3 > 20 Hz 
Fully awakened state. Vigilance. Tension-anxiety-stress. 
Confusion. Irritability. Psychosomatic problems.  

2   Study Methodology 

Initially, we selected 24 undergraduates from the Computer Science Department at 
University of Montréal. 3 of them were discarded because their low French language 
level of comprehension. One day before the experiment, participants were asked to 
read one time and carefully a set of 7 articles. They were selected from old French 
newspapers. On the day of the experiment, we recorded the brainwaves of each par-
ticipant when he was answering the 35 questions related to the 7 texts he read before 
(Figure 1).  

 

 

Fig. 1. The Test Interface on the left and the participant wearing Pendant EEG on the right 

The EEG used is Pendant EEG [12]. Pendant EEG sends electrical signals to the 
computer via infrared connection. The electrical signal recorded by the EEG is sam-
pled, digitized and filtered to divide it into different frequency bands. Light and easy 
to carry, Pendant EEG is not cumbersome and can easily be forgotten within a few 
minutes. The learner wearing Pendant EEG is completely free of his movements: no 
cable connects him/her to the computer. When asked a question, a participant indi-
cates if he knew the answer or if answers randomly. In both cases, the answer could 
be right or false. Table 2 shows the whole possibilities. The test duration’s varies 
from 15 to 20 minutes for each participant. 



370 A. Heraz and C. Frasson 

Table 2. Learner’s types of answers to the questions  

Code Answer Meaning 
RG Right: Guessed The learner knew the answer and he guessed right 
RR Right: Random The learner did not know the answer but he guessed right 
FG False: Guessed The learner thinks he knew the answer but he does not 
FR False: Random The learner did not knew the answer and he guessed false 

 
Over 2 weeks and for a total duration of 30 hours, we collected 45827 recordings in 
the database. We had 17157 recordings of RG answers, 10803 of FR answers, 5608 of 
RR answers and 12259 FR answers. Right answers represent 49.68% of the sample. 
Among of the right answers, 24.63% were a RR answers.  

4   Machine Learning: Training and Results 

For classification we used WEKA, a collection of machine learning algorithms rec-
ommended for data mining problems implemented in Java and open sourced under 
the GPL [16]. The problem of determining the learner’s answer types from the brain-
waves amplitudes can be represented as the following mapping function. 
 

( )[ ] answerAmplitudef →321 ,,,,, βββαθδ           (1) 

Many classification algorithms were tested. The best results were given respectively 
by the algorithms: Classification via Regression, Decision Tree, Bagging, Random 
Forest and k-Nearest Neighbour (k=1). Table 3 shows the overall classification results 
using k-fold cross-validation (k = 10). In k-fold cross-validation the data set (N) is 
divided into k subsets of approximately equal size (N/k). The classifier is trained on 
(k-1) of the subsets and evaluated on the remaining subset. Accuracy statistics are 
measured. The process is repeated k times. The overall accuracy is the average of the 
k training iterations.  

The various classification algorithms were successful in detecting the learner an-
swers’ types from his brainwaves. Classification accuracy varies from 90% to 98%. 
Furthermore, Kappa statistic scores is excellent, they vary from 0.87 to 0.98. Kappa 
statistic measures the proportion of agreement between two rates with correction for 
chance. Kappa scores ranging from 0.4 – 0.6 are considered to be fair, 0.6 – 0.75 are 
good, and scores greater than 0.75 are excellent. 

Table 3. Best Accuracies  

Algorithm Accuracy Kappa Statistic Mean Absolute Error 
Classification Via Regression 90.62% 0.87 0.16 
Decision Tree (J48) 91.60% 0.88 0.05 
Bagging 96.56% 0.95 0.10 
Random Forest 98.36% 0.98 0.04 
K-Nearest Neighbor (K=1) 98.57% 0.98 0.01 

 



 Detecting Guessed and Random Learners’ Answers through Their Brainwaves 371 

Table 4. Detailed accuracy by Class  

TP Rate FP Rate Precision Recall F-Measure Class 
0.987 0.008 0.987 0.987 0.987 RG 
0.985 0.005 0.984 0.985 0.985 FG 
0.981 0.003 0.981 0.981 0.981 RR 
0.986 0.005 0.987 0.986 0.986 FR 

 
For the k-Nearest Neighbor (k=1) algorithm, table 4 shows the details of classification 
accuracy among the 4 classes (the 4 types of the learner’s answers). 

5   Conclusion and Perspective 

This study used machine learning techniques to test the hypothesis: “We can predict 
the guessed and the random learner’s answers from his brainwaves”. 21 participants 
were recruited and 45827 instances were recorded into the database. We used Pendant 
EEG to measure the brainwaves while the participants were asked to answer some 
questions related to the texts they read the day before. The participant wearing Pendant 
EEG is completely free of his movements: no cable connects them to the machine 
Pendant EEG sends the electrical signals to the machine via an infrared connection. 
With this infrastructure, we reduced the possible side effect of the material. We ac-
knowledge that the use of EEG has some potential limitations. In fact, any movement 
can cause noise that is detected by the electrodes and interpreted as brain activity by 
Pendant EEG. However, we gave very strict instructions to our participants. They were 
asked to remain silent, immobile and calm. We believe that the instructions given to 
our participants, their number (21) and the database size (45827 records) were able to 
considerably reduce this eventual noise. Results are encouraging. In fact, the K-means 
analyses resulted in accurate predictions 98.57% and the Yuden’s J-Index is 98.46%. 
These results show that we could incorporate an agent into our previous multi-agent 
system that send this information to an ITS to improve the pedagogical strategy and 
influence the learner brainwaves for a better results. An ITS should select an adequate 
pedagogical strategy that adapt to certain learner’s mental states correlated to the 
brainwaves frequency bands in addition to cognitive and emotional states. 
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Abstract. Adaptive course generation becomes more appropriate for
realistic usage scenarios and more flexible if it includes mechanisms
deciding just-in-time which content, which exercises, which external re-
sources, and which tools to include for an individual student. We devel-
oped such a just-in-time delivery framework (called Dynamic Items) that
is used for enhancing the adaptivity of (educational) online material gen-
erated by the web-based platform ActiveMath. This paper describes
the framework and discusses several new learning opportunities created
by Dynamic Items for an individual student.

Keywords: E-learning and intelligent learning environments, Tailoring
information presentation to the user, Supporting learning and reflection.

1 Introduction

Course sequencing dynamically selects the most appropriate resource at any mo-
ment as defined in [1]. A course is not generated beforehand but step-by-step,
hence it can react to the student’s current context. However, this local adap-
tation, with its transitions from resource to resource makes it hard to convey
information about the structure of a course [2]. Moreover, it prevents the gener-
ation of courses which only differ in places, e.g., for a class in school.

In course generation, the course is generated completely before it is presented
to the learner. This has the advantage that the course and its structure can be
visualized to the learner. In addition, the student can navigate freely through the
course. However, our experience shows that a fully personalized course material
that is automatically adapted to an individual learner at creation time does not
always satisfy the needs of learners and teacher at runtime. Rather, there are
parts and activities in a course which need runtime adaptation, e.g.,

(1) in a classroom, a teacher mostly wants to provide the same material for
every student (important for communication about the material with and among
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students) and at the same time wants to take advantage of dynamic adaptation
at places (for more or less training and for adjusting the difficulty of problems).

(2) While a student learns his competencies change and, hence, a dynamic
selection of learning objects, especially of exercises, makes sense.

(3) For self-regulated learning, a student should be able to include additional
learning objects in his personal course on demand.

(4) Similar to an advanced organizer [3], a dynamically generated text (orga-
nizer) should prepare the student’s mind to what he has to expect and how this
is connected to his previous learning.

(5) For access to external tools, the eLearning system should be able to pa-
rameterize the call according to the current performance of the student.

To address these issues, we developed the generic framework Dynamic Item for
dynamic decisions and implemented it in ActiveMath. It combines adaptive
course generation with dynamic features some of which we know from adaptive
hypermedia (dynamic selection and sequencing). In the remainder of the article,
we describe the Dynamic Item framework and some instances. After the pre-
liminaries, we discuss the principles and the architecture in §3. We also present
details of different transformers of Dynamic Items and describe how each serves
educational purposes. Finally, conclusions and related work summarize what was
achieved and how this differs from other approaches.

2 Preliminaries

ActiveMath [4] is a Web-based intelligent learning platform for mathematics,
which has been developed since 2000 at the Saarland University and DFKI.
It uses an extension of OMDoc, a knowledge representation for mathematical
documents [5] to encode its learning objects. OMDoc consists of different types
of elements, such as definition, symbols, example, exercises, text, etc.

The pedagogical knowledge of ActiveMath is implemented in its “tutorial
component”. Its sub-component “course generator” (CG) [2] generates courses
adapted to a particular learner, based on metadata of the learning content as well
as information from ActiveMath’s student model that is available at generation
time. Based on competency values from the student model, the CG searches for
appropriate learning objects which satisfy certain constraints. From the search
results and depending on learning scenarios it assembles the learning objects
and generates a table of contents whose elements are either a predefined learning
object or a Dynamic Item.

3 The Dynamic Item Framework

Dynamic Items are abstract learning objects and a parameter specifies their type
In contrast to standard OMDoc elements, a Dynamic Item can be dynamically
generated by using a context defined by up-to-date pedagogical and user infor-
mation. A Dynamic Item is always re-generated when executed, i. e., whenever
the learner opens a page that contains a Dynamic Item. This property allows to
keep the presented information up- to-date.
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3.1 Workflow of the Dynamic Item Framework

Fig. 1 shows the workflow of the Dynamic Item framework. It consists of three
stages: generation stage, adaptation stage and presentation stage.

Either fetched from a persistent pre-authored content repository or generated
by different learning services (see §3.3), an OJDynamicItem element is input to
the Dynamic Item transformer. Information about pedagogical goals and con-
straints processed during course generation are stored within this element. The
Transformer takes the Dynamic Item element whenever the student first looks
at the page that contains the element and renders the Dynamic Item representa-
tion to ordinary OMDoc, taking into account up-to-date user information. The
resulting OMDoc elements are then transformed into the presentation format
selected by the user e. g., html.

Fig. 1. Workflow of the Dynamic Item Framework

3.2 The Generic Dynamic Item Representation

Dynamic Items are represented by an extension of OMDoc which requires more
complex processing than a common OMDoc. It looks as follows.

<dynamic-item type="type " servicename="serviceName "

queryname="queryName ">

<ref xref="r 1" /> ...<ref xref="r n" />

<queryparam attribute="p 1" value="v 1" />

...

<queryparam attribute="p m" value="v m" />

<OMOBJ> ...</OMOBJ><OMOBJ> ...</OMOBJ>

</dynamic-item>

The type specifies the type of a Dynamic Item. Currently, ActiveMath sup-
ports the following three types: dynamic tasks, calls to a learning-support service
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and symbolic representations for text generation. The attributes servicename
and queryname allow for further differentiation, for instance, starting a concept
mapping service in exercise or example mode.

The optional children of a Dynamic Item specify information about the con-
text: relevant learning objects (referenced using the ref element), mathemat-
ical terms in OpenMath format (OMOBJ), and additional parameters given as
attribute-value pairs (queryparam).

3.3 Examples of Dynamic Item Transformers

We implemented various transformers of Dynamic Item in ActiveMath.
(1) Dynamic Tasks : these are place holders for a single or a sequence of learn-

ing objects that achieves a task. Tasks stand for pedagogical activities, such as
training or illustrating a concept. During course generation, the CG selects the
appropriate learning objects that help a learner to perform this activity. Using
dynamic tasks, course generation can stop at a level that specifies what kind of
learning object should be selected but does not specify which ones. When the
learner first visits a page that contains a dynamic task, the task is passed to the
course generator. Then, the course generator assembles the sequence of resources
that achieve the task for that student. The student model is queried to provide
the current competencies of the learner.

(2) Learning Services: these are place holders for services such as concept
mapping tool, an Open Learner Model, a Computer Algebra System, and an
Exercise Sequencer (ES) to be called dynamically. For instance, the ES can be
driven by different strategies, such as based on competency levels [6] that pro-
vides exercises until the student has reached a goal level. ES also provides general
feedback depending on the learner’s problem solving success (e.g., whether the
student has reached a higher competency level).

(3) Dynamic Text Generation (Narrative Bridges): are place holders for dy-
namically generated template-based narrative bridges. These bridging texts serve
the following purposes: (i) they explain the purpose of a course or a section at
a level of abstraction higher than the level of single learning object; (ii) they
link consecutive sections and provide coherence that a mere sequence of educa-
tional resources might lack. The student’s profile is used to automatically select
the proper language (ActiveMath is a multi-lingual platform) and templates
adequate for specific learning context (e.g., middle school or university).

(3) Dynamic External Resources: are place holders for dynamically chosen hy-
perlinks. Students can easily add an external resources (e.g. entries in Wikipedia)
they found and add it to the current course. The assembly tool of ActiveMath
[7] uses this functionality to add user-selected content to an assembled course.

(4) Gap Detection: is an application with which authors can request a course
generation that characterizes learning objects, which are not yet available but
would fit best for a specific set of students. Based on our approach, the gap
detection application generates text characterizing the missing learning object
for authors instead of inserting the actual learning object. This helps authors to
fill gaps in the content.
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4 Related Work

Our work is different from Adaptive Hypermedia systems such as AHA! [8].
There, the focus lies on adapting the individual hypertext document. Whenever
the user accesses a concept, a set of rules adapts the resulting document. In
our approach, the focus lies on the book metaphor: a complete course is gener-
ated and navigation is unrestricted so that the user can visit each page of the
course any time. In such a setting, our mechanism enables to have part of the
course completely generated and parts of it dynamically. Furthermore, unlike
in AHA!, a page can contain several concepts. Selector [9] first determines the
skills/concepts to be taught and then selects or constructs the required learn-
ing object. This is very similar to our approach, with the exception of dynamic
tasks which allows our CG to interrupt the planning process and select the spe-
cific learning objects at a later. In the following section, we discuss the significant
performance improvements made possible by dynamic tasks. KnowledgeTree [10]
and its extension ADAPT2 is a distributed architecture for adaptive e-learning
that integrates different learning services. A teacher can author a course and add
references to static and dynamic learning objects (service calls). Our framework
allows the automatic generation of courses, including the selection of such ser-
vices. Automatic generation in KnowledgeTree might be possible, too, but to our
knowledge has not been investigated. The Medea framework [11] allows integrat-
ing different learning environments. Compared to our approach, Medea is more
general but also carries some overhead. For instance, to integrate an intelligent
service, such a service requires a student model, a set of domain concepts and a
set of services implemented as web services.

Compared to existing work, our approach focuses on an abstract represen-
tation of service invocation that is easily authorable and that can be created
manually by human authors and automatically during course generation.

5 Conclusion

This paper presents a novel approach for just-in-time adaptivity integrated with
course generation. It is more general than the common dynamic selection and
sequencing of adaptive hypermedia. At generation time only the type and con-
straints of a Dynamic Item are determined. Dynamic Items enable persistent
storage of information about pedagogical goals and constraints processed dur-
ing course generation. The implementation of the Dynamic Item framework in
ActiveMath enables novel features such as dynamic tasks, learning services
and dynamic text and link generation.

Due to the very general design of Dynamic Item and its many usages, it is
difficult to make a general evaluation of the framework. However, it significantly
enhances the performance of ActiveMath, especially the longer the generated
courses. Without dynamic tasks, generating a short course (six pages, 37 learning
objects) takes less than half a second–an acceptable delay. But generating a long
course (80 pages, 365 resources) takes five seconds. In contrast, using dynamic
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tasks, generating the same long course takes again only half a second. Such
consideration are especially important for an actively used system like Active-
Math, which is used by hundreds of students in several schools.
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Abstract. The web is increasingly used as an information source to gain new 
knowledge but the management of found web pages can be a challenging task. 
Often social tagging systems are used for resource management. Besides the 
obvious use of tags – organizing a collection of web resources – they support 
functionalities like sharing resources with other users and recommendation of 
further possibly relevant web pages. This paper describes a novel application 
based on an extended tagging concept that can improve resource management 
and recommendation. Adding semantic information to tags and tagging frag-
ments of web pages instead of whole web pages enhance the possibilities of 
well-known tagging applications. Individual knowledge networks are the basis 
of this tagging concept. A first prototype is developed as proof of concept. 

Keywords: Semantic Tagging, Knowledge Networks, Resource Management. 

1   Introduction 

In this time of fast changing circumstances and new challenges in job and life it is 
often necessary to learn continuously. It is not feasible anymore to learn for the whole 
life in advance or attending many advanced trainings. Permanently changing tasks 
require learning when it is needed. This form of “learning on demand” is a kind of 
learning where the learning process is self-directed and resources are searched 
autonomously. Increasingly, the web is the source for new information but the web 
pages are seldom worked up for learning purposes. There is no teacher who structures 
the learning process and provides relevant resources. Thus a big challenge is the re-
source management.  

Collaborative tagging systems are one possibility for this sort of knowledge organi-
zation [1]. We developed an extended semantic tagging concept which is explained and 
compared to popular tagging applications in the next section. Our extension of the 
well-known tagging concept is based on individual knowledge networks as described 
in section 3 and has some benefits that are described in section 4 e.g. with regard to 
reflection of the learning process, collaboration, filtering and recommendation. Fur-
thermore we developed a prototype with basic functionalities which is shown in sec-
tion 5. This paper concludes with a summary and further steps. 
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2   Concept of Extended Semantic Tagging 

This section shows that collaborative tagging systems are useful to support resource 
management. Based on evaluating existing applications we developed a concept that 
enhances the well-known tagging concept towards an extended semantic tagging 
where not only whole web pages can be tagged but also fragments of web resources. 
These tags can be specified through a type and linked with other tags.  

2.1   Related Systems 

In collaborative tagging systems users can label resources with tags that make sense to 
them to sort the web pages into their own personal resource organization. By aggregat-
ing the tags of all users, folksonomies emerge that everyone can profit from. Either the 
tags are predefined in a controlled vocabulary or they are arbitrary. [2] provides an 
overview of the collaborative tagging phenomenon/applications and discusses poten-
tials and problems of uncontrolled vocabularies. Unlike organizing web pages into 
browser bookmark folders or saving in folders on hard disks where users have to de-
cide which folder to choose, in tagging systems they can add more than one keyword. 
For example, a web page about a comparison between the programming languages 
Java and Python, could be tagged with the keywords “java”, “python”, “comparison”, 
“interesting” and can later be easily found again using each one of these tags, whereas 
in a hierarchical organization the user would have to decide which folder to use. 

In the following, four free collaborative tagging applications are described repre-
sentatively in regard to tagging features: Delicious1, Faviki2, Zigtag3 and CiteULike4. 
They allow users to tag, save, manage and share web pages. CiteULike is specialized 
in managing and discovering scholarly references. In tag clouds, tags are visualized 
differently, e.g. in varying sizes based on frequency of use. They serve to browse the 
own collection or the resources and tags of other users. To be up to date, tags can be 
subscribed to via RSS feeds or so-called watch lists. If users save a resource, most 
systems recommend tags, e.g. on the basis of a combination of tags of the user and the 
folksonomy. In tagging applications it is often possible to build up networks or groups 
with other users, in order to share bookmarks and to follow group tagging activities. 
While saving web pages, the Delicious plug-in fills in the title of the web page and 
text snippets in the page if something is marked. CiteULike offers BibTeX import 
services for selected publishers while saving articles and users can indicate the read-
ing priority of articles. Faviki und Zigtag use semantic tags. In Faviki, tags must cor-
respond to Wikipedia concepts i.e. tags refer to Wikipedia5 pages. When tagging a 
page in Zigtag, users can define a meaning for their tags so that the tags are more than 
just simple keywords. Semantic tagging can solve the problems of synonyms and 
homonyms. Based on these tagging features we developed a concept of extended 
semantic tagging. 

                                                           
1 Delicious, http://www.del.icio.us, Online 2009-01-17 
2 Faviki, http://www.faviki.com, Online 2009-03-15 
3 Zigtag, http://www.zigtag.com, Online 2009-03-15 
4 CiteULike, http://www.citeulike.org, Online 2009-01-17 
5 Wikipedia, http://en.wikipedia.org/wiki/Main_Page, Online 2009-03-15 
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2.2   Extended Tagging of Web Page Fragments 

Tagging is described in [3] as “a way of making sense of many discrete, varied items 
according to their meaning”. Tags which are added to a resource have a semantic 
meaning for the user who saves the resource – sometimes tags make only sense for the 
individual depending on the personal situation. Users have diverse motivations to tag. 
Thus tags can have different functions [4], e.g. expressing opinions like “interesting” 
or “relevant”. Moreover they can be used for identifying persons and topics like “java” 
or “python”. They can be used for goal management as well, for example “writing a 
paper for UMAP09”. These different motivations and functions show that users have a 
particular concept in mind while tagging, like shown above it can be e.g. a topic. We 
propose to let users add this concept type while tagging. Therefore we examined possi-
ble tag types which are relevant for personal resource management and introduced an 
extendable type set that contains topic, person, goal, event, location and miscellaneous. 
In section 5 we show with our prototype that users can add the type easily with little 
effort. 

Furthermore, users should be able to connect tags with tags in order to express re-
latedness between them. For example, a user discussed an article of a web page with 
an expert whom he met at a conference. Then the user could tag the article with this 
person and the person with the name of the conference and he could label the relation 
between the tags with e.g. “met at”. Probably the user will remember the person or the 
conference later instead of the article title. Because a web page can contain different 
articles with dissimilar topics, the user is interested in a particular fragment of the 
page. Thus we propose to link tags to the fragment instead of the URL in contrast to 
known tagging systems, where tags are bound only to URLs. Moreover, users should 
not be forced to comply with a predefined typology or structure, but should be able to 
add information to tags or resources that are considered relevant by them and to de-
cide themselves which and how much information, e.g. to add a deadline to a goal.  

3   Individual Knowledge Networks as Basis 

Knowledge networks are a good technical basis to realize the concept described in the 
last section. A knowledge network – also called semantic network – is defined in [5] 
as “a graphical notation for representing knowledge in patterns of interconnected 
nodes and arcs”. We use the concept knowledge networks in this paper to avoid asso-
ciation with formal ontologies. As demanded, each user can configure his knowledge 
network individually. There are no experts upfront who model the semantic networks. 
Each user builds up his individual semantic network gradually through tagging re-
sources and adding information. Web page fragments and tags are nodes in the 
knowledge network and the action of tagging connects the nodes. Relations between 
tags can have properties as well, e.g. the relation between two goals can have the label 
“is sub-goal of”. Besides managing nodes and relations, knowledge networks can be 
searched semantically; this means that the knowledge network can use the relations 
between nodes to answer the search query (see figure 1 right for a more detailed ex-
ample). The whole concept of our knowledge networks and their usage in learning 
scenarios is described in [6].  
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4   Benefits 

The extended tagging concept based on individual knowledge networks has some 
benefits e.g. regarding to reflection, collaboration, filtering and recommendation. 
 

Reflection. Tagging with goals can serve as a simple task management. Users can 
structure their search and learning process if they specify tags as goals. Users can 
observe their search progress based on the web resources they have saved and identify 
knowledge gaps. Thus, a visualization of resources connected to goals can support the 
reflection of the self-directed learning process. 
 

Collaboration. Users can integrate subsets of other knowledge networks in their own 
network, so they don’t have to switch between the view of the own collection and the 
whole network – as it is often the case in tagging applications. The integration could 
be supported with the aid of (semi-)automatic merging algorithms. For example, if a 
user merges a topic tag with the topic tag of someone else he can be informed if the 
other user adds new resources. This subscription mechanism is comparable to RSS 
feeds or watch lists. 
 

Filtering and Recommendation. Often tags fit only to particular contents and rec-
ommendation algorithms can provide more precise results if the algorithms work on 
fragments instead of comparing URLs or whole pages. Folksonomies are increasingly 
used to suggest further relevant web resources. As described in section 2 tags can 
have different functions. Recommending could be refined if tag types (like the topic 
type) are included in the algorithms. Similarity matching algorithms on schema and 
structure level (like graph matching algorithms) could profit from this additional in-
formation. Tag types which make only sense to single individuals like “interesting” 
could be left out. Semantic searches enhance the possibilities of full-text searches 
because it can search along relations, e.g. a resource can be found with a location tag 
– even if the resource doesn’t contain the location. While navigating through the 
knowledge networks it can be helpful to filter particular tag types because filtering 
reduces the amount of displayed data.  

5   Implementation 

We implemented an application with basic functionalities of extended tagging as a 
proof-of-concept. Our prototype system is composed of three parts: a platform for 
managing the knowledge networks, a client and a web service that handles the access 
between them. The client is embedded as a plug-in into the sidebar of the web browser 
Firefox6 because mostly a web browser is used to search for information in the web. 
Users can save the current opened web resource in their knowledge network via button 
or drag and drop. The URL, the title and marked fragments of the web resource are 
extracted and a screenshot is saved automatically. The client offers a dialog with dif-
ferent input fields – one for each tag type. The users have only to choose the respective 
text field to specify a tag with a type. By tagging, the according nodes (i.e. tags, tag 

                                                           
6 Mozilla Firefox, http://www.firefox.de, Online 2009-01-10 
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types and resources) in the knowledge network are linked. Tags are arbitrary and are 
created automatically, if they haven’t existed yet. The tag types are individually ex-
tendable; this means that the users can configure a tag type with new properties and 
thereby new input fields are created in the dialog form.  

The sidebar (see figure 1 left) presents additional information when a new web page 
is opened in the browser, e.g. the user is notified that the web page has already been 
saved in the own knowledge network or in the network of someone else. In addition, 
further web resources are recommended that can be relevant for the current search 
process. Thumbnails of saved resources in the bottom part of the sidebar visualize the 
current research management progress so that the users can reflect their search process. 

  

Fig. 1. (left) Screenshot of the sidebar. (right) Screenshot of the Net Navigator showing a sub-
set of a knowledge network. A connection between two resources is inferred over the relations 
between two conferences covering the same topic.  

We use K-Infinity7 for storing, managing and searching the knowledge networks. 
This platform has a Knowledge Portal with special features. For example, the users 
can graphically browse the knowledge network in the Net Navigator, where tag types 
are marked with different icons. In figure 1 (right), the connection between two re-
sources (page icon) inferred over relations between two conferences (calendar icon) 
covering the same topic (bulb icon) is shown. 
                                                           
7 Intelligent Views: http://www.i-views.de, Online 2009-01-17 
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6   Conclusion 

This paper introduces a novel extended collaborative tagging concept based on indi-
vidual knowledge networks where semantic information can be added easily to tagged 
web pages or fragments of web pages while specifying a type to a tag, linking tags 
with tags and the possibility to extend tags if needed. This concept enhances the pos-
sibilities of collaborative tagging systems with regard to resource management, and 
despite of its simplicity it can have effects on reflection of learning processes, col-
laboration, filtering and recommendation. The prototype shows that this extended 
semantic tagging concept is not only a theoretic construct and the simplicity of its 
usage will be evaluated soon in a user study. Further steps are improvements of the 
prototype, for example implementing buddy lists in order to realize different access 
and visibility permissions in the knowledge network. 
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Abstract. Working memory (WM) is a psychological construct that has a major 
effect on information processing, thus signifying its importance when consider-
ing individual differences and adaptive educational hypermedia. Previous work 
of the authors in the field has demonstrated that personalization on human fac-
tors, including the WM sub-component of visuospatial sketchpad, may assist 
learners in optimizing their performance. To that end, a deeper approach in WM 
has been carried out, both in terms of more accurate measurements and more 
elaborated adaptation techniques.  This paper presents results from a sample of 
80 university students, underpinning the importance of WM in the context of an 
e-learning application in a statistically robust way. In short, learners that have 
low WM span expectedly perform worse than learners with higher levels of 
WM span; however, through proper personalization techniques this difference 
is completely alleviated, leveling the performance of low and normal WM span 
learners. 

Keywords: Adaptive Hypermedia, e-Learning, Working Memory, Individual 
Differences, User Profiling. 

1   Introduction 

Individuals are characterized by numerous intrinsic traits and states, which relate to 
their learning performance. Chamorro-Premuzic and Furnham report personality, IQ, 
fluid intelligence and approaches to learning as predictors of academic performance 
[1]; state-like individual differences, such as anxiety, have been found to mediate the 
effect of trait-like differences [2], while Lau and Roeser identified groups of students 
that exhibit consisted academic performance in relation to their motivation and nu-
merical, verbal and spatial cognitive abilities [3]. Among intelligence and motivation, 
working memory (WM) is also a predictor of performance [4]. 
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Personalized educational systems have indeed emerged in the field of adaptive hy-
permedia [5,6,7,8], sharing a common research interest on the construct of learning 
style. Style is placed between personality and cognition [9],  defining classifications 
of learners (see Cassady’s overview of learning style theories [10]); still, neither of 
the cognitive, motivational or state-like factors influencing academic performance can 
be adequately addressed in such a generic way. 

In an effort to build an adaptive educational system that incorporates psychological 
constructs that reflect individual differences, both trait and state-like, the authors pre-
sented a three-dimensional user representational model, which includes a) cognitive 
style [11], b) speed of processing, visual attention, WM, and c) emotional processing 
of the user [12]. Intelligence and fluid intelligence have deliberately been excluded, 
since it would be very complex to establish personalization rules- according to our 
opinion off course. Still, it is important to report that WM is correlated to general intel-
ligence, at least to some extent [13,14]. 

In the context of empirically evaluating this model, personalization on the basis of 
cognitive style, visual WM and anxiety was proven to increase the performance of 
learners [15]. Still, the construct of WM was only partially approached and measured, 
especially when considering that it is one of the main predictors of performance in 
every aspect of learning [16]. This paper presents the authors subsequent work in the 
field of WM and personalization. 

2   Theoretical Background, Hypotheses, and Implications 

One of the predominant theories of WM is Baddeley and Hitch’s multicomponent 
model [17]. According to Baddeley, “the term working memory refers to a brain 
system that provides temporary storage and manipulation of the information neces-
sary for such complex cognitive tasks as language comprehension, learning, and 
reasoning” [18]. 

A brief description of the WM system is that is consisted of the central executive 
(CE) that controls two slave systems: a) the visuospatial sketchpad and b) the phono-
logical loop. A later addition to the model is the episodic buffer that provides a tem-
porary interface between the slave systems and the long term memory [19]. Both 
subsystems and the CE, which are generally independent from each other [20], have 
limited capacity. 

The idea of exploring the role of differences in WM in the context of hypertext en-
vironments has indeed generated research [21,22], while Cognitive Load Theory is 
often used when referring to guidelines for designing hypermedia applications, related 
to WM span [23]. 

2.1   Hypotheses 

Our research hypotheses were formed as follows: 
 

i) Are WM measurements tools appropriate for the context of hypermedia 
learning? 

ii) Do low WM learners perform worse than those with higher levels of storage 
capacity and CE function in a hypermedia learning environment? 
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iii) Would it be possible to level low WM learners’ performance with their nor-
mal WM counterparts’ through personalization techniques? 

2.2   Classification and Personalization 

The classification of users according to the two WM tests (visual memory and 
CE/verbal storage) was another issue of concern, since it would be possible for a 
user to perform significantly better in only one of the tests. The system however 
measured the aggregated performance of users’ in both tests, albeit with additional 
considerations. 

It should be clarified that our main concern is to identify users with low WM. The 
threshold that distinguishes medium from high WM individuals was known for the 
case of the visual test, but the modified CE/verbal storage test was not tested across a 
standard population. By conducting a pilot study, we adopted a relative threshold for 
identifying low WM individuals. Users who scored below the 1/3 of the aggregated 
score were classified as low WM learners, along with those who scored very low in 
one of the two tests, assuming that they lack the corresponding WM resources. 

As it concerns the low WM personalized condition, the learning content was al-
tered in two ways. Firstly, the simultaneously per webpage presented content was 
segmented. Fewer learning objects (images and paragraphs of text) were assumed to 
require less cognitive resources from users with limited storage capacity and atten-
tional control. 

The second method of personalization was the annotation of textual objects. This 
approach is partially derived from studies exploring the relationship of hypertext and 
WM [21]. Bold text and colors were used for important concepts, links and titles, in 
an effort to help learners organize information. In a sense, the system imposes on low 
WM learners a strategy of reading and organizing information; this was related, 
though not very closely, to the fact that strategies such as rehearsal have a positive 
effect on low WM learners [24]. 

3   Experimental Method 

3.1   Design and Procedure 

The experimental design was a between participants memory test. There were three 
groups of users: a) a control group of users with normal/high levels of WM, b) a 
group of low WM users who received the same with the control group on-line course 
and c) a group of low WM users who received a personalized course. All learning 
environments were personalized on learners’ cognitive style. 

The participants were students from the University of Cyprus, with their age vary-
ing from 18 to 21 years. The number of valid participants was 80 out of a total of 91 
users; 11 were excluded due to very poor performance in the WM tests, which could 
imply failure to follow the tests’ rules. 

The subject of the e-learning procedure was an introductory course on algorithms. 
This course has also been used in our previous experiments, mainly because partici-
pants lack any previous knowledge on computer science. Immediately after the com-
pletion of the course, participants were asked to take a comprehension on-line test 
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about what they had been taught. Their scores on this test was the dependent variable 
indicating academic performance. 

3.2   Materials 

In the case of visuospatial WM span, a tool was already available [25]; it only had to 
be implemented in the .NET platform of our environment. 

The authors however were not aware of an electronic version of a phonological 
loop span and CE test. For that reason, we were provided with an extended Greek 
version of the listening sentence recall test of the WMTB-C [26]. For the electronic 
version of the test we opted for on-screen presentation of written sentences rather than 
auditory articulation. 

This probably leads to a differentiated form of the original test, addressing perhaps 
different aspects of WM that those originally intended; still, by experimentally assess-
ing the validity of the measurements, we expected that the relative classification of 
learners would be more appropriate for a web-environment. 

4   Results 

Low WM learners in the non-personalized condition performed worse, while the 
mean score of low WM learners in the personalized condition was not only equal but 
higher than that of the control group (normal/high WM learners). Specifically, low 
WM learners’ score was 52% in the non-personalized and 67.4% in the personalized 
condition (15.4% increase of performance), while the control group achieved a 63.4% 
score. 

This difference is statistically significant at zero level of confidence: a non para-
metric analysis of variance was performed, since the assumption of homogeneity of 
variances was not met: Welch statistic(2, 47.980)=9.312, p=.000. 

Post hoc analysis of variance (Tamhane's T2) revealed that the differences are sta-
tistically significant between the non-personalized low WM group and the other two; 
the personalized low WM group did not differ from the control group. 

It should be noted that scoring in the two WM tests was not correlated. This is in 
line with the fact that the components of Baddeley and Hitch’s model are relatively 
independent; otherwise, the validity of our measurements would be questioned. Addi-
tionally, there were absolutely no interactions or correlations of cognitive style with 
performance in WM tests or scoring.  

5   Discussion 

According to this research, individual differences in WM may partially predict the 
performance of users. Profiling users with respect to their WM capacity in order to 
provide them personalized instruction increased their level of comprehension. Consid-
ering that the difference in score reached 15.4%, attributed only to WM, a combined 
model of individual differences could possibly make a great difference in optimizing 
learners’ performance in educational hypermedia. 
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There are however some limitations. The personalization rules were based on our 
assumptions; simple ideas often work, but considering the depth and numerous impli-
cations of WM, further research is needed to establish adaptive educational hyperme-
dia design guidelines. Also, it remains ambiguous whether low WM learners where 
assisted more by the segmentation of the content or the annotation of the text. We also 
consider that there is still room for improvement in capturing electronically the WM 
capacity of users. 

Nevertheless, our research hypotheses were confirmed, and the notion that WM is 
a key factor in e-learning was validated; instead of simply acknowledging this effect, 
it is possible to assist learners effectively, putting into practice the theoretical back-
ground of this construct.  
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Abstract. In this paper, we present a novel approach to track user in-
teraction on a web page based on JavaScript-events combined with the
Semantic Web standard Microformats to obtain more fine-grained and
meaningful user information. Today’s user tracking solutions are mostly
page-based and lose valuable information about user interactions. To get
an in-depth understanding of user’s interests and intentions from ob-
serving him while interacting on a website, interaction data needs to be
tracked on an event rather than on a page basis enhanced with semantic
knowledge to understand the user intention. Our goal is to create an
easy-to-integrate user tracker that is capable of collecting tracking in-
formation of configurable depth and feeding a highly sophisticated user
model needed to provide personalized services such as recommendation
and search.

Keywords: user modeling, semantic web, microformats, user behavior,
user tracking, AJAX.

1 Introduction

In recent years, we experienced two major paradigm shifts coming with the Web
2.0: Improved technical possibilities led to more and more complex and inter-
active websites and that changed the way users understand and use the Web
dramatically. Today, users understand themself as a part of the Web and de-
mand for ways to express their beliefs and thoughts. Therefore, web applications
offer more and more ways to allow users to tailor the site according to their
needs. Successful examples are MySpace1 where the user can completely person-
alize the profile site or Facebook2, allowing the user to share information with
social contacts in several ways. These paradigm shifts, firstly from static to more
complex and interactive web applications, and secondly the change of the user
role from consumer to producer are accompanied with new requirements on user
tracking systems.

In this paper, we introduce a new user tracking approach capable of track-
ing a user on complex and interactive sites and to preserve the binding of se-
mantic knowledge found on a site while tracking user actions in order to feed
1 http://www.myspace.com
2 http://www.facebook.com
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a sophisticated user models. Our goal is to extend the process of Web Usage
Mining (WUM) to an Semantic Web Usage Mining process (SWUM) to collect
fine-grained data from user interactions to provide personalized services such as
recommendation and search.

1.1 Requirements and Approach for the User Tracking System

To gain meaningful information on how users interact with web applications, the
collected information needs to be more detailed than that provided by tracking
the navigation between pages or by analyzing web server log files. The system
has to track partial reloads, clicks, mouse movement or input of text. There-
fore, an advanced tracking system has to overcome the old request and response
paradigm and track information to a greater degree on a JavaScript-event basis.
Fig. 1 shows that the tracking of JavaScript-events already provides detailed in-
formation about the user interaction, e.g. it is possible to detect in which part of
the page a user is active, e.g. scrolling or typing, or if he is idle and thus, allows to
build more detailed user model. On top of this, the tracked information can also
easily be utilized to perform more in-depth usability tests, e.g. [1] showed that
the mouse movement and the viewing direction directly corresponds. Although

Fig. 1. Level of detail of tracked information based on JavaScript-events

JavaScript-event based tracking allows us to obtain interaction information from
complex, interactive web pages, the underlying semantic knowledge and meta in-
formation about the user intention behind an action is still lost. To overcome this
drawback, we extend the tracking system to collect meta information related to
an user action. Therefore, we use the wide spread standard Microformats3 to de-
scribe concepts on web pages. This allows us to connect interrelated information
on a web page on the one hand and to describe information on a page in detail
on the other hand. Hence, it allows us to obtain more meaningful statements
than by just tracking JavaScript-events. Fig. 2 depicts this approach. It shows
interrelated information on a Web page which could be obtained by a single
user action. The last point relates to the implementation and the willingness of
operators and users to use the system. Therefore, the effort for an operator to
integrate the tracking system into a Web site must be minimal and the tracking
system should not affect the user experience.

3 http://microformats.org/
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Fig. 2. Level of detail of tracked information based on JavaScript-events enhanced with
semantic information

1.2 Related Work

The addressed problems are also discussed in a number of previous publications.
In [2], the authors embedded JavaScript code in the web page to track rudimen-
tary actions like the coordinates of the mouse. [3] focus on mining client-side
access logs of a single user or client and then incorporates fuzzy logic to generate
a usage ontology and to generate personalized usage knowledge from the ontol-
ogy. With their UsaProxy, [4,5] investigate a solution to track user interaction
using standard web technologies to ease usability evaluation of Web applications
outside the lab. Therefore, they implemented a HTTP proxy solution to extend
passed web pages with JavaScript-events to track user interaction on these pages.
In [6], JavaScript-events are associated with concepts providing a context of such
an event to be able to adjust the portal accordingly. All relevant UI elements
are linked, done via the HTML ID-element, to an concept ontology containing
semantic information about the element. The work of [6] is the most similar to
our approach. Yet, the approach to use the ID-element is complicated due to the
fact that IDs often are generated and that this approach is still a proprietary
solution. However, our approach offers important enhancements. The usage of
Microformats allows us to add semantic information in a safe way to a web page
and since Microformats are an open standard, these semantic information can
be used by other applications, too.

2 The Tracking System

In this section, we describe the user tracking system we have implemented con-
sisting of a client and server part. We depict the architecture of the system and
explain the functionality of the subparts.

The client performs two major tasks: tracking all actions performed by the
user and extracting the semantic information of the web site. In case of a mean-
ingful connection, the semantics are attached to the user actions and sent back
to the server. The server receives, processes and persists the data. Both parts are
designed to realize an easy integration into existing sites. The tracking server can
either be integrated in Java–based web sites or deployed standalone for non-Java
systems. The client is integrated by adding an additional JavaScript library to an
existing web page. Since JavaScript is the base technology of the Web 2.0, major
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browser types support it, also it is widely accepted by the users. To ensure a
maximum of browser independence, we limited our tracking to ten event types,
which are principally supported: load, unload, click, focus, scroll, mousemove,
keypress, change, resize, and contextmenu.

To enable tracking on the client, a single JavaScript object is registered as a
handler of these events at the root of the web page. This handler identifies the
HTML element which was the target of an event, extracts connected semantics
and additionally calculates values that indicate the user activity. The user activ-
ity is a measure combining the number of events and view duration of a user on a
page. Therefore, the time the user stays on the page is divided in discrete slices.
A time slice is considered as an active one, if at least one event was recognized
within. The processing of semantic information starts when an event, that indi-
cates a meaningful user activity such as click, is triggered. The extraction starts
at the target element of the event and parses the DOM tree for Microformats.
If a Microformat is found, the semantic data is retrieved. To avoid too much
load for the client, the tracked information is bundled and transferred to the
server only with load, unload, click and change-events. The data is encoded in
the JavaScript Object Notation (JSON) to minimize data size.

Fig. 3. Tracking server architecture

The server, depicted in Fig.3 consists of four layers. The Track Controller
receives the client data and distributes it to the event handler on the next layer.
Here, a first combination of event data and semantic information is done. These
aggregations, called interaction, indicate composed types, e.g. the click -event in
combination with a mousemove-event is is a drag interaction. The click -event
is also a selection if the clicked item contains a Microformat. The third layer,
the Interaction Controller, processes the Microformat information. The parsed
Microformats in combination with an event type are aggregated to sophisticated
interactions, e.g. a conversion if the user triggers a click on a marked item which
is useful to test the usability of a marketing campaign. The bottom layer persists
the data. It is also possible to use defined AspectJ pointcuts to enable the Web
application to replace or add tracking code according to the applications needs.
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3 Evaluation

The first tests were conducted within the Personal Information Assistant(PIA).
PIA is a web application that provides functionality to search and organize
scientific publications and authors. We chose PIA to integrate and evaluate our
tracking system because it makes plentiful use of the Web 2.0 techniques and
therefore, most of the interactions will not derive in a navigation to another site,
but modify the content of the current site. This allows us to test if the tracking
system fulfills the requirement to track complex, volatile and highly interactive
sites. The obtained data will show if the system met the requirement to supply
fine-grained interaction information. We created a short usage scenario to show
the quality and the quantity of collected data which is tracked by our system:

Fig. 4. Tracked information triggered by the drag action

A user searches for publications by typing a keyword into the search field.
Afterwards, he scrolls down through the result list to the fourth result and drags
it onto the search field to modify the search query. The Microformats vcard is
used to represent the properties of authors and hproduct for the publications. The
properties type and title are matched directly to the similar named properties
of hproduct, others were defined only for PIA, e.g. the properties publication-
date, publication-place, author, publisher, tag and abstract. During the described
scenario, the system has tracked three types of interactions: Leaving the start site
and entering the result site was represented as an interaction of type navigation.
An activity indicator was created for each site containing information about the
visit duration, number of reloads, total event count and the activity rate. The
rate was on both sites noticeable high indicating that there were no breaks in the
usage. The next interaction recognized, was of the type search. This interaction
contained the search string itself as well as the type of creation. The type of
creation distinguishes the two searches of the scenario because the second was
triggered by drag ’n’ drop, which is represented by a separate interaction type.
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Fig. 4 depicts the kind of information that is retrieved for a selection, which
is actually a drag’n’drop action. Not only the dragged item and the belonging
properties are tracked, in fact, the drag action triggered the system to include
information about on-site user activity, information about surrounding elements
and detailed information about the dragged item such as position in the list and
information about the target of the drag action and what type of element it
is. These extra information are extremely valuable for tasks like Re-Ranking of
result lists which is shortly discussed in the conclusion and outlook section.

4 Conclusion and Outlook

In this paper we presented an approach to track user interaction data and pre-
serving semantic knowledge on complex and interactive Web sites. We showed
that our approach comes with some major enhancements compared to existing
solutions. The usage of Microformats enables an easy integration into existing
web sites and allows us to interrelate data on these sites. This allows us to ob-
tain fine-grained information connected with semantic knowledge that opens new
chances to personalize web sites. Our next research steps are to model the col-
lected information in a behavior ontology to allow information exchange across
applications and to use the collected data to evaluate new Re-Ranking methods
of the result list based on the position information of items the user was previ-
ously interested in. Another approach is to use the activity data to recognize an
user based on his behavior on a web page. Furthermore, user privacy issues will
be part of further research.
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Abstract. Workers from all sectors use software applications to complete day-
to-day tasks. The mastery of new software applications can be frustrating to us-
ers who are otherwise job-experts and can temporarily decrease productivity. 
Job and task experts are not well served by tutoring approaches that combine 
instruction about the task with instruction about the tool. This work presents an 
architecture and prototype implementation that selects timely, task-appropriate 
hints for expert users as they work with an application to complete real tasks.  
The architecture maintains models of user and task, as well as a specialized 
model of tutoring-for-experts that was created by observing human tutors. This 
research shows that domain experts can be successfully scaffolded with adap-
tive hints while doing their work and that they endure less cognitive load than 
users for whom the scaffolding is not adapted to the task. 

Keywords: adaptive help, tutoring, expert users, scaffolding.  

1   Introduction 

Software systems have become increasingly complex over the past few years. Typi-
cally, users interact with a handful of applications that facilitate many types of inter-
action, which increases the work required of the user in order to learn to use the 
application. One such feature rich applications is the open source development envi-
ronment, Eclipse1, which has several completely separate perspectives for develop-
ment tasks.  

However, when users are faced with software change, they do not flock to training 
courses and manuals to learn about their new software. Rather, 90% of users begin to 
use the software and learn by trial and error [1]. One possible explanation for the 
reliance on trial and error is that many people are beginners with respect to the soft-
ware, not with respect to the task that needs doing. What the task expert needs is the 
knowledge necessary to be immediately productive with the software, not several 
hours of programmed instruction. 

This paper presents an architecture for a tip/hint system that addresses the learning 
needs of task experts who are using new software packages. The tip/hint system ac-
commodates the tendency toward trial and error approaches, encouraging the user to 
                                                           
1 www.eclipse.org/ 
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experiment with software features while trying to help the user minimize errors by 
pointing out the features most likely to be useful for the subtask being attempted. The 
architecture uses models of tutoring, user, and task to adapt the provided hints to the 
users.  

2   Tip and Hint Systems for Experts 

Eclipse, or any other integrated development environment, provides a unified set of 
development tools and interfaces for manipulating the code, tools for teamwork, and 
debugging or error checking code. Eclipse’s interface is composed of a set of views, 
each offering different actions, features, and tools to the user. A grouping of related 
views forms a perspective, which provides the tools necessary for common task types. 

The prototype implementation of the tip/hint architecture focuses on users of the 
Eclipse Debug Perspective, which provides tools to identify and correct programming 
errors. Even though the tools are extremely useful, many programmers avoid using 
the Eclipse Debug Perspective because it is complex and time consuming to learn to 
use. A proof-of-concept prototype of the tip/hint architecture was created within the 
Eclipse Debug perspective. Senior computer science students used the environment to 
debug a program for a memory game. In the experiment, all experimental participants 
were provided with hints; half of the participants received hints that were adapted 
using the hint/tip architecture. 

2.1   Hint/Tip Architecture 

The architecture proposed is shown in Figure 2. The Hint/Tip interface is a separate 
component from the software being used, the Modeling component, and the Tip Se-
lection component. This architecture provides a loosely coupled design that can be 
applied in a variety of settings and hardware configurations and not necessarily em-
bedded in the user software.  

 

Fig. 1. Hint/Tip Architecture 

2.1.1   Tutoring Objects 
A good tip and hint system should carefully select instructional materials to match the 
characteristics of the user and the task, but to do that, the tip/hint system requires an 
understanding of the available tutoring objects and their expected effect. 
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Six categories form the core of a hierarchy for describing tutoring objects within 
the tip/hint architecture. The categories describe the objective of a tutor when provid-
ing a particular tutoring object: ask exploratory questions; provide illustrative exam-
ples; provide feedback; relate task to existing knowledge; focus the learner on the 
goal; and provide organizational hints [3].  

The tutoring objects in the tip/hint architecture are instantiations of Shareable 
Content Objects (SCOs) from the Shareable Content Object Reference Model 
(SCORM) [4].  

2.1.2   Models and Modeling 
The tip/hint architecture uses models about the user (learning style and expertise), 
task, a model of tutoring, and a model of hint interface to inform the adaptive algo-
rithm. The modeling component of the architecture is responsible for the maintenance 
and updating of those models, which can be dynamically updated (task, tutoring ob-
ject, hint interface, and hint history models in the prototype), or statically added 
(learning style and expertise models in the prototype) to the model repository.  

Models of user: The architecture uses two models of user characteristics: learning 
style and expertise. The Felder-Silverman learning style model [5] is used because it 
aligns well with characteristics of adult learners [6].  

The learning style model in the tip/hint architecture uses the input aspect of the 
model (visual/verbal) to select a suitable presentation for tutoring objects. The proc-
essing, perception, and understanding aspects of the learning style model are used in 
tutoring object selection [7].  

A dynamic mechanism for identifying the application-expertise of the naïve user is 
ideal for this architecture, since the user will learn while completing tasks and the 
adaptive hints should take that learning into account. Machine learning algorithms can 
use data such as menu selection or mouse movement to classify the expertise of a user 
[8]. The hint/tip architecture is designed to utilize such a classifier-based predictor of 
expertise, although the prototype implementation used a static measure of expertise. 
Experimental participants were prescreened and only those who were good object-
oriented (Java) programmers but also novices with respect to the Eclipse Debug Per-
spective were selected.  

Task Model: The task model reflects the possible tasks the user may attempt using 
the target application. The model then uses information about which task the user is 
attempting, and which tasks for the overall goal have been completed to dynamically 
determine the user’s current task. While the hint/tip architecture could incorporate 
any type of task model, this research did not address the problem of automated task 
modeling. 

The task model for the prototype models the five software bugs that users were to 
find and correct during the experiment. Each bug is modeled as a single task. JUnit2 
tests are used by the modeling component to estimate the completion of each task at 
any point in time. The prototype modeling component also observes the user’s loca-
tion within source code files to help identify his or her current task.  

                                                           
2 junit.org 
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Expert Tutoring Model: The model of tutoring used for this research was created 
through examination of the interactions between human tutors and domain experts 
who were learning to use new software. The creation of the tutoring model was done 
using the domain of computer games, and the learners were gaming experts who had 
never used the target application, an online virtual world. The tutors were both expert 
gamers and experts with the virtual world. The data from this study was used to con-
struct a belief network for predicting the likelihood that a specific tutoring object is 
appropriate given the context of the learner.  

Table 1. Example beliefs from Expert Tutoring Model 

Tutoring Object for Index 2 Tutoring Object Provided previously 
 Is Incorrect & Provide Hint to Fix Error 

Explicit Correct Acknowledgement 0.2070 
Is Incorrect and Provide Hint to Fix Error 0.1724 

Is Incorrect and Provides Direction to Fix Error 0.1724 
Implicit Incorrect Acknowledgement 0.1034 
Implicit Correct Acknowledgement 0.0690 

Explicit Incorrect Acknowledgement 0.0690  
Is Incorrect and Indicate Error Location 0.0690  
Is Incorrect and Provide Error Diagnosis 0.0690 

Is Correct and Elaborate 0.0345  
Confirmation of Consistency 0.0345 

 
An excerpt from this belief network can be seen in Table 1. The excerpt calculates 

the suitability of the different types of tutoring objects for the second (and subse-
quent) interactions with the learner. Suppose that the tip system has provided a hint to 
help the user complete a problematic task, but has determined that a second hint is 
required. As can be seen in Table 1, the tutoring object with the highest probability of 
being a useful next step is the acknowledgement of correctness, which would be given 
if the user correctly completes the subtask. If the tip system determines that the user 
needs additional help, the table shows that either providing a second hint, or providing 
direct instruction has equal predicted usefulness to the user. The completed belief 
network forms the tutoring model for the prototype implementation. 

2.2.3   Tutoring Object Selection 
The two-stage selection algorithm chooses an appropriate tutoring object for the 
learner, using the information contained in the models, and, when possible, suggests a 
presentation for the tutoring object based on the learner’s preferred learning style. The 
primary selection algorithm uses the task model, tutoring object model, user interface 
component model, and expertise model to provide search criteria to obtain a list of 
suitable tutoring objects. The secondary selection algorithm uses the learning style 
model and a history of tutoring object use to select one object from the list derived by 
the primary selection algorithm.  
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The selection algorithm for the prototype uses a Bayesian belief network. First, the 
user’s current task is identified using the task model and sensed data from the model-
ing component. The algorithm then compares the identified task with the user’s previ-
ous task. If the tasks are the same, the selection algorithm uses this information to 
select the next appropriate tutoring objects for sequential support. The primary selec-
tion algorithm then uses the tutoring object model to create a list of suitable tutoring 
objects. Next, the user interface model is used to identify tutoring objects that will 
assist the user to learn to use the required interface components for the current task, or 
to direct the user to a more appropriate interface component if necessary. Finally, the 
expertise model is used to select tutoring objects to match the application and domain 
expertise of the user.  

The secondary selection algorithm chooses the most appropriate tutoring object 
from the list given the learning style model of the user. If more than one suitable tu-
toring object remains after considering the learning style, the algorithm selects the one 
that has been used the least for the current user.  

3   Adaptive Hints for Debugging 

The Eclipse proof of concept implementation was evaluated with eighteen partici-
pants, each of whom was a Java programming expert and a novice with respect to the 
Eclipse Debug Perspective. The participants were provided with the task of debug-
ging a memory game for which the Eclipse project and source code was provided. 
Participants were given intentionally buggy code and were told to use the Debug 
Perspective, the requirements for the game (supplied to them), and their own testing 
strategies to identify and correct errors in the code. They were not required to use the 
debugging tools, just the perspective. 

Participants were randomly assigned to one of two groups, each of which was pro-
vided with hints at regular intervals during the debugging session. The first group 
(Adaptive Hints Group) was provided with hints selected by the prototype implemen-
tation of the hint/tip architecture. The second group (Random Hints Group) was pro-
vided with the same hints; however, the presentation order was selected at random.  

Each participant’s mean weighted-workload was measured using NASA’s Task 
Load Index (TLX)[9]. Each participant’s performance was calculated by counting the 
number of bugs the user corrected, where five was the highest possible score. The 
Adapted Hints Group demonstrated an overall lower mean weighted-workload, with 
an average score of 56.45. The Random Hints Group demonstrated an average mean 
weighted workload score of 74.58. A student t-test confirmed a statistical difference 
between the two participant groups with a p-value of 0.0312, confirming that the 
Adapted Support Group had a reduced workload.  

The second metric for this experiment was participant performance. Overall the 
Adapted Hints Group was generally a bit more successful in correcting errors than the 
Random Hints Group and contained the top three performers. Individuals in the Ran-
dom Hints Group corrected at most 2 errors, whereas individuals in the Adapted Hints 
Group corrected up to 4 errors.  

A post-experiment survey indicated that Adaptive Hints Group felt the hints pri-
marily targeted the error they were trying to fix whereas the Random Hints Group did 
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not. This is interesting because the hints given to the Random Hints Group had a 
reasonable chance of being relevant to the task on which the participant was working, 
since there were only five tasks in the experiment. 

4   Discussion 

This architecture notably does not require a model of the domain in order to effec-
tively tutor the software user. The domain is immaterial as long as the adaptive tip 
system has a model of the user’s goal, and the required subtasks for meeting that goal 
with respect to the user’s activity within the software package. A domain-independent 
system is flexible and can easily meet the help requirements of a variety of users. The 
architecture presented here accommodates the learning style preferences of users, 
which might permit them to learn to use the software application more quickly than 
otherwise would be possible. We have demonstrated that an automated tip system can 
be a useful assistant for expert users who wish to accomplish a particular task with a 
complex software package, and have provided users with the ability to explore soft-
ware while accomplishing their goals- trial without error replaces trial and error. 
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Abstract. In this paper, we introduce a novel approach for modelling
user interests. Our approach captures users’ evolving information needs,
identifies aspects of their need and recommends relevant news items to
the users. We introduce our approach within the context of personalised
news video retrieval. A news video data set is used for experimentation.
We employ a simulated user evaluation.

1 Introduction

Newspapers, television report broadcasts, the WWW and other media supply
the society with a huge allowance of data, an expanding percentage of which is
in digital format. However, facing this excessive resource of information sources
might overwhelm information consumers. Hence, there is a need for providing
personalised access to these data sources. In this paper, we present a person-
alised video recommender system which is designed to capture the user’s evolv-
ing interest in multiple facets of news events. Parameters needed to fine tune
the personalisation model are determined using a simulation-based evaluation
scheme.

The paper is structured as follows: Section 2 provides an overview of related
work. In Section 3, we introduce our approach of exploiting user profiles. In
Section 4, we present a simulated evaluation and discuss the outcome of the
evaluation in Section 5.

2 Related Work

A common approach to capture a user’s interests is user profiling. User profiling
is the process of learning the user’s interest over a long period of time. Chen and
Sycara [2] developed a system in which internet users were asked to explicitly
judge the relevance of the pages they visit. Exploiting the created user profile of
interest, they generate a personalised newspaper containing daily news.

Lee et al. [5] introduced F́ıschlár-News, a news video recommender system that
captured the daily evening news from the national broadcaster’s main TV chan-
nel. The web-based interface of their system provides a facility to retrieve and to
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recommend news stories to the user based on his interest. The recommendation of
F́ıschlár-News is based on personal and collaborative explicit relevance feedback.
The use of implicit relevance feedback as input has not been incorporated.

Though innovative, the above works suffers from some issues: user modelling
is done through explicit means, which is not user friendly. Moreover, the users’
evolving information need is not modelled, which we aim to address in our ap-
proach. Since users tend not to provide explicit relevance feedback, we aim at
exploiting implicit user actions while interacting with a recommender system as
an indicator of user’s interest.

3 Profiling

Our approach to user modelling is to exploit user interaction data to capture the
evolving users’ interests. Users leave a “semantic fingerprint” when they interact
with a result item. We exploit this interaction data to model user interests.
Moreover, we include the ostensive evidence to introduce an inverse exponential
weighting which will give a higher weighting to stories which have been added
more recently to the profile, compared to stories which were added in an earlier
stage. For further details, the reader is referred to [3].

In this work, we aim at investigating how this fingerprint can be used for
recommendations. Our main research questions are:

1. Is it possible to identify and group stories in the profile belonging to a user’s
particular interest?

2. How can a user profile be exploited to recommend other news stories in the
collection which match a user’s interest?

We approach these questions by simulating users’ interactions with a news
video recommender system. Therefore, we capture daily news bulletins from two
different channels and segment these videos into its story units. Moreover, we
use OpenCalais1, a web service provided by Thomson Reuters, to identify the
category of each story. This service categorises each story transcript into one or
more of the following categories: Business & Finance, Entertainment & Culture,
Health, Medical & Pharma, Politics, Sports, Technology & Internet and Other.

Tackling our first research question, we rely on hierarchical agglomerative clus-
tering of stories with the highest story weight at the current iteration. Following
Bagga and Baldwin [1], we treat the transcripts extracted from these stories as
term vectors and compare them using cosine similarity metric. Unlike their ap-
proach, we use the whole transcript rather than sentences linked by coreferences
and use the square root of raw counts as our term frequencies rather than the
raw counts. We use complete-link clustering since this approach results in more
compact clusters. The numbers of clusters k is a parameter. Since each cluster
should contain stories associated with an aspect of the user’s interest, k should
be equal to the number of different interests that a user has.

1 http://www.opencalais.com/

http://www.opencalais.com/
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Aiming at our second research question, we investigated how to recommend
related stories by exploiting the user’s profile. Assuming that each of the k clus-
ters contains stories that cover one or more (similar) aspects of a user’s interest,
the contents of each cluster can be exploited to recommend more documents be-
longing to that cluster. The simplest method is to create a search query based on
the contents of each cluster and to retrieve stories using this query. We identified
three different sources that can be used to create a search query:

– The most frequent terms from all stories within one cluster.
– The most frequent named entities from all stories within one cluster.
– The most frequent nouns from all stories within one cluster.

Extending the second research question, we focus on two different issues:
Which of these sources provides the user with better recommendations and what
is the optimal query length? We approach these questions using a simulation-
based evaluation scheme, which will be introduced in the following section.

4 Evaluation

In this work, we mimic such user interactions by exploiting the log files of an
interactive video retrieval experiment. Underlying assumptions and conditions
for this user simulation are discussed in the remainder of this section.

4.1 Interaction Patterns

As we aimed to mimic the actions that potential users of our recommender
system could perform, we analysed the log files of a user study [4] performed on
a video collection in order to identify statistical user behaviour patterns while
interacting with a similar interface. Table 1 shows the probability values obtained
from this study.

Table 1. Probability and normal distribution measures for observed action types

Independent Action type Probability Dependent Action type µ σ

P (Click|R); P (Click|¬R) 0.8/0.3 Play Interval (3 sec interval) 2 3
P (Tooltip|R);P (Tooltip|¬R) 0.8/0.4 Browsing through keyframes 0.25 1

The left column of the table shows the probabilities associated with standalone
actions, i.e. actions that can be triggered independently from others. The action
types shown in the right column are dependent on the actions listed in the left
column, e.g. as a video cannot be played or navigated if the story has not been
expanded by clicking on it in the result list. The most important action type is
clicking on a story in the result list, as most of the other actions, except tooltip
highlighting, cannot be performed without previously clicking on the story. Once
a story was expanded, the user can browse through the shots (represented by
their keyframes). The video play duration was also monitored, by triggering
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a play interval action every three seconds of video playing. The navigation,
browsing and play interval actions can be characterised by a Normal Gaussian
distribution, with a mean value of µ and a typical deviation of σ. The click
action is defined by the probability that a search result is expanded, conditioned
to the result document being relevant or not to the task at hand, denoted as
P (Click|R) and P (Click|¬R), respectively.

4.2 User Simulation

User simulations allow us to conduct various combinations of experiments and
benchmark different algorithms. In this work, we simulate a user who is interested
in four of the six categories determined by OpenCalais. We therefore set k = 4,
resulting in four clusters which contain the stories associated with the same
category. In a first step, we identified four example stories which were broadcast
on the first day of the data collection and which belong to one of the given
categories of the user’s interest and stored them in the user profile. These four
stories, one for each cluster, are used as the source for the first query expansion.

In a next step, we simulated a user logging in to the system. Since we want
to evaluate how effective the clustering approach is for identifying semantically
related stories (our first research question), we had to assume that a user shows
an equal interest to all categories over the whole duration of the study. Therefore,
we simulated that a user interacted with the results following the previously
introduced interaction patterns. Finally, we simulated the user logging out again.
This step was repeated for all days of the two months. We aimed to evaluate
various parameters of our recommendation approach. Therefore, we repeated
the whole simulation several times; for each of the three query sources and for
different query lengths.

5 Results

An appropriate measure to answer our first research question is to analyse the
coherence of the produced clusters over all iterations. The more coherent each
cluster is, the better the performance of the recommendation model for this
run. Since we have classified each story into one of six categories, we can use
these categories as ground truth to evaluate the coherence of each cluster. For
each iteration, we computed how many stories s (in percentage) in each cluster
belonged to the same category C as the initial story within this cluster, hence
forth referred to as Cs. This can give us an insight into the effectiveness of the
clustering approach.

Figure 1 shows the average of Cs across all four categories used in the sim-
ulation for different query length. In all cases, we observe a fast drop from the
initial 100% cluster coherence. This is expected since our simulation does not
include any judgements about relevance: Our simulated user interacts with ev-
ery result, even with those which are obviously wrong, most of which a real user
would not consider clicking on. This results in very noisy data, a drawback in
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Fig. 1. Simulation results

our simulation. The figure shows similar peaks and tops for various runs, illus-
trating the effect of changing topics within our collection. The results from the
most frequent terms and most frequent nouns seem to be rather random. The
runs using named entities for recommendation however provide a more stable
coherence, suggesting that named entities are a more promising source on which
to base a recommendation technique on.

Table 2. Average coherence over all days

1 2 3 avg

Terms 0.52 0.48 0.50 0.50
Nouns 0.50 0.48 0.46 0.48
NE 0.49 0.60 0.46 0.52

Table 2 shows the average coherence for each run over all days. The runs using
two named entities provide the most coherent clusters, again suggesting that this
feature is the most suitable for recommending similar results. This would answer
our second research question, what is the best way to exploit the content of the
clusters to recommend similar results.

The low percentage of coherent clusters can be partly explained by the high
number of unclassified stories within the collection, which results in low values in
our evaluation. Moreover, we considered only four out of six possible categories
in order to achieve a more realistic user behaviour. This increases the chance to
get noisy data though. Therefore, conclusions about the quality of the clusters
are not possible, answering the first research question is hence difficult under a
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simulation-based evaluation scheme. Nevertheless, since all runs are effected by
the same problem, the results indicate that our clustering approach can be used
to identify similar stories. These findings should be confirmed by a succeeding
user experiment where participants are asked to judge the quality of each cluster.

6 Conclusion

In this work, we investigated two different research questions: First of all, we
were interested in identifying different aspects within a user’s profile. Finally, we
wanted to study if these aspects can be exploited to recommend similar stories
to the user. Under an interactive evaluation scheme, we would have to rely on a
large numer of participants interacting over a long period of time with our system
to evaluate these research questions. It is expensive and it would not be possible
to benchmark various components. Therefore, we relied on a simulation-based
evaluation. This scheme can be used to experiment with various parameters
to identify the optimal settings for a personalised video recommender system.
Nevertheless, our analysis also highlighted some limitations of a user simulation
and argue that some findings should be confirmed by a real user study.
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Abstract. User behaviors on a system vary not only among individu-
als but also within the same user when he/she gains experience on the
system. We empirically investigated how individual users changed their
behaviors on the basis of long-term data, which were collected by our
telephone-based spoken dialogue system deployed for the open public
over 34 months. The system was repeatedly used by citizens, who were
each identified by their phone numbers. We conducted an experiment
by using these data and showed that prediction accuracy of utterance-
understanding errors improved when the temporal change was taken into
consideration. This result showed that modeling temporally changing
user behaviors was helpful in improving the performance of spoken dia-
logue systems.

Keywords: Spoken dialogue system, temporal change, real user behav-
ior, habituation, barge-in, deployed system.

1 Introduction

User behaviors are an important factor that should be considered when design-
ing a spoken dialogue system and improving its performance. We empirically
investigated how individual users became skilled in using the system. We used
long-term data collected by our telephone-based spoken dialogue system [1] used
by the general public. We assumed each individual is identified by their telephone
number. We analyzed several user behaviors per individual including barge-in
rate. A barge-in is a situation in which a user starts speaking during a system
prompt and is a characteristic feature of spoken dialogue systems. The barge-in
rate reveals in what manner a user uses the system to complete a task.

Our study is characterized by capturing temporal changes of individual users
as they acquire experience in using the system. Walker et al. developed a user
model that applies to general users and constructed a spoken dialogue system
adapted to them [2]. We constructed an individual user model in spoken dialogue
systems, based on the classification of Jameson and Wittig [3], after investigating
real user behaviors. Another characteristic of our study is that we exploit the
barge-in rate as a new profile at the dialogue level. Some studies have used
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dialogue-level features to detect ASR errors [4,5,6]. With respect to the barge-in
in spoken dialogue systems, Ström and Seneff discussed how to manage barge-
in detection errors [7], and Rose and Kim showed an experimental study how
barge-in detection errors affected user utterances [8]. However, the locutionary-
act-level phenomenon, barge-in, has not been exploited to detect ASR errors.

We used the barge-in rate to predict errors for “barge-in utterances,” where
a user barges in with an utterance during the system prompt. We set a window
when calculating the barge-in rates to reflect temporally changing user behaviors
by discarding their old histories. We show how the prediction accuracy improved
when we took the temporal change into consideration.

2 Target Data from Deployed Spoken Dialogue System

We developed the Kyoto City Bus Information System [1] that received user
utterances and provided information all by voice. The system locates a bus that
a user wants to catch and tells him/her how long it will be before the bus arrives.
The system was open to the public and was accessible by telephone, including
cellular phones. It operated on a product of Nuance Communications, Inc.

We used data collected by the system between May 2002 and February 2005.
The data contained 7,988 valid calls from 671 users. Callers’ phone numbers
were recorded for 5,927 of the 7,988 calls. We analyzed behaviors of individual
users based on these phone numbers. Each utterance was transcribed, and then
the language understanding result, whether correct or not, was given manually.
We assumed that a language understanding result for an utterance was correct
if all content words in its transcription were correctly included in the result.
It was regarded as an error if any content words were not correctly recognized
in automatic speech recognition (ASR). As with the language understanding
results, a task success was also determined manually.

We counted how many times each user called the system. The result is listed
in Table 1. Note that the numbers of tasks are not equal to the number of calls
multiplied by the number of users because some users completed several tasks
during a single call or hung up before completing tasks. We can see a tendency
that task success rates were higher as the number of calls per user increased.
The number of users who used the system only once during this period was 306,
representing 45.6% of total users. Twelve users, meanwhile, called the system
over 50 times. All of the twelve phone numbers were those of mobile phones,
which are generally not shared, so we can expect that each number corresponds
to individuals.

3 Analyzing Temporal Transitions of User Behaviors

Users are expected to change their behaviors, such as how often they barge-
in, until they get sufficiently accustomed to the system. We analyzed temporal
transitions of user behaviors including barge-in rates. Results for ASR accuracy
and task success rate and their relations can be found in [9]. The barge-in rate
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Table 1. Number of users per number of
calls and their task success rates

# of # of Task success rate (%)
calls users (#Succeeded/#Tasks)

1 306 76.4 (191/250)
2 130 76.1 (169/222)
3 69 72.1 (124/172)
4 31 71.4 ( 85/119)

5-9 61 77.0 (285/370)
10-19 39 84.1 (419/498)
20-29 13 92.3 (251/272)
30-39 8 92.7 (229/247)
40-49 2 88.9 ( 72/ 81)
50-99 6 88.9 (408/459)

100-199 1 94.5 (137/145)
200-299 1 97.1 (298/307)
300-399 1 90.8 (314/346)
400-499 2 95.7 (900/940)
500-599 1 94.2 (491/521)

Total 671 88.4 (4347/4949)

Table 2. Temporal transitions of
barge-in rates for frequent users

User ID f(1) ∆ xI MSE

#1 .11 0 - 2.3E-4

#2 .19 0 - 1.9E-3

#3 .60 .60 > 1 6.4E-4

#4 .17 0 - 7.2E-4

#5 .74 .74 .58 4.6E-4

#6 .10 .06 < 0 1.1E-4

#7 .04 .04 .06 1.6E-4

#8 .71 0 - 1.0E-3

#9 .49 .47 .62 4.6E-4

#10 .10 .10 .29 1.3E-4

#11 .15 .04 .13 9.8E-4

#12 .23 0 - 2.6E-3

Average .30 .17 - -
Stdev .24 .26 - -

MSEs: mean square errors

was defined as the ratio of the number of utterances in which a user barges-in
on system prompts and the number of total utterances performed by the user.

Temporal transitions of the barge-in rates for users #1 and #5 are shown
in Figure 1 as examples. As a temporal axis, we calculated the ratios using the
number of utterances up to a certain point and the number of total utterances by
the user, and plotted them on the x-axis. Therefore, 0 < x ≤ 1. Average barge-in
rates per user to a certain time x were plotted on the y-axis. The examples show
that barge-in rate of user #1 was nearly static, whereas the barge-in rate of
user #5 increased as they became used to the system. As highlighted by these
examples, variations in barge-in rates depended on individual users.

We then approximated the plotted values by using the following function:
f(x) = c − a · exp(−bx). These parameters were calculated by using the least
squares method. We assumed a ≥ 0. To describe rough shapes of the approx-
imation functions, three values were calculated such as f(1), ∆, and xI . Here,
f(1) represents an average of each measure in this period. ∆ was defined as
f(1) − f(0), which represents the change of each measure for the user in this
period. We calculated xI as {x|df(x)

dx = 0.1}, which means that the change of
f(x) converges near xI . Note that xI is not defined when ∆ is zero because
there is no change in f(x). Table 2 summarizes temporal transitions of the 12
users who used the system more than 50 times. The table shows that barge-in
rates of some users, such as users #3, #5, and #9, increased steeply, whereas
the rates of the other users did not change very much. Standard deviations of the
averages (f(1)) and the amount of change (∆) were rather large, which showed
the diversity of the user behavior.
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Fig. 1. Temporal transition of barge-in rate for users #1 and #5

4 Predicting Errors by Using Temporally-Changing
Barge-in Rate

We conducted an experiment to verify whether the model of temporal change of
user behaviors was helpful for improving performance of a spoken dialogue sys-
tem. We considered the model when predicting utterance-understanding errors
of barge-in utterances on the basis of each user’s barge-in rate.

Barge-in utterances are prone to containing more ASR errors than those with-
out barge-ins. The barge-in utterances amounted to 26.8% (7,940/29,580) of all
utterances, and about half of those contained utterance-understanding errors
caused by ASR errors [11]. These were caused by background noise, disfluencies
in user utterances, or the user’s unfamiliarity with the system. ASR errors often
occur in fragments of utterances, especially when novices use the system [10]
and cause utterance-understanding errors as a result. An example is when users
were not accustomed to the timing when to speak and stopped their utterances
when they noticed the system prompt continued. Disfluencies are another reason
as Rose and Kim reported that more disfluencies appeared when users barged
in compared to when users waited until the prompt ended [8].

4.1 Predicting Errors on the Basis of Barge-in Rate

We had confirmed the relationship between the average barge-in rate per user
and the corresponding utterance-understanding accuracy of barge-in utterances
[11]. For users whose barge-in rates were high, that is, they frequently barged-
in, the utterance-understanding accuracy of barged-in utterances was high. This
suggests that the barge-ins were done intentionally. On the other hand, for users
whose barge-in rates were low, their utterance-understanding accuracies of such
utterances were low, too. This suggests that the barge-ins might be unintentional.

To predict utterance-understanding errors from the barge-in rate, we used a
logistic regression model. Denoting a probability that an utterance-understanding
result of a barge-in utterance is correct as P , the regression function is written as:

P =
1

1 + exp(−(a1x1 + a2x2 + b))
.
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Table 3. Best prediction accuracy
and corresponding window width

(i) (ii) (iii) Maj.
68.9% 72.3% 66.4% 50.4%

(w=30) (w=50) (-) (-)

Figures in () are window width.

The independent variables are x1 and x2, which represent the average and stan-
dard deviation of barge-in rates, respectively. The dependent variable is a binary
value indicating whether the utterance-understanding result is correct or not.
The coefficients a1, a2, and b are obtained after fitting by using training data.

In order to take the temporal transition of user behaviors into consideration,
we set a window for calculating barge-in rates at each point of the dialogue. That
is, barge-in rates are calculated by using N utterances before the current one.
We call this N the window width. When too wide a window is used, the average
barge-in rate does not reflect the temporal change of user behaviors. When a
window is too narrow, the average barge-in rate is not reliable as a user profile.
Standard deviations of barge-in rates are also calculated within the window.
Small standard deviations mean that the barge-in rate has already converged,
and accordingly its average can be used as a reliable profile.

4.2 Experimental Verification

We set the following three experimental conditions: (i) only used average barge-
in rates (x1), and (ii) used both averages and standard deviations of barge-in
rates (x1, x2) within each window width. Condition (iii) used the average barge-
in rate per individual calculated by using all utterances and did not take into
consideration temporal transition of user behaviors.

We calculated the prediction accuracy by using all 7,940 barge-in utterances.
The fitting and prediction processes were performed by a 10-fold cross validation.
When a window width exceeded the number of all utterances by the user, barge-
in rates were calculated by using the all utterances. Figure 2 shows the prediction
accuracies when the window width varies. Accuracies and window widths when
the best performance was obtained are listed in Table 3. “Maj.” in this table
means the majority baseline, that is, when all utterances were classified to either
binary value.

Prediction accuracies for (i) and (ii) with appropriate window widths were
better than (iii) (i.e., when the average of all utterances were used), as shown
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in Figure 2. The use of the standard deviation, as shown in Condition (ii),
also improved the prediction accuracy. The window discarded the users’ old
histories and thus reflected temporal transitions of their behaviors. Consideration
of temporal transitions improved the performance of (i) and (ii), because the
barge-in rates were not constant but varied as the users got accustomed to the
system, as shown in Figure 1. Figure 2 also shows that prediction accuracy
leveled off for window widths larger than around 30. This means that several
dozens of utterances at least need to be used to calculate the average barge-in
rate. Each call contained 2-6 utterances, so reliable histories are formed when a
person used the system more than about 10 times.

As a conclusion, the temporal model was effective and should be considered
for improving the system performance. We will further investigate users’ actual
intentions when they barge in a system prompt. Integration with other measures
such as ASR confidences are also included in our future work.
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Abstract. Ideally designed software allow users to explore and pursue
interleaving plans, making it challenging to automatically recognize user
interactions. The recognition algorithms presented use constraint satis-
faction techniques to compare user interaction histories to a set of ideal
solutions. We evaluate these algorithms on data obtained from user in-
teractions with a commercially available pedagogical software, and find
that these algorithms identified users’ activities with 93% accuracy.

1 Introduction

Computer systems often serve to aid human professionals and care-givers [1]. In
these settings, a key requirement is the recognition of user activities, which is
important for (1) informing care-givers about user performance, (2) facilitating
machine-generated support, and (3) understanding how software is used.

Traditional plan recognition approaches assume agents who form a single,
correct plan to achieve their goal. In contrast, flexible software allows users to
experiment; users may make mistakes and pursue multiple, interleaving plans.
Reasoning about every way that a user can interact in such systems is infeasible.

This paper presents two recognition algorithms for flexible software that use
constraint satisfaction techniques to compare user interactions to ideal solu-
tions designed by domain experts. We evaluate our algorithms empirically using
a commercially-available pedagogical software, and we show that our methods
outperform a recently proposed approach for inferring users’ activities [2].

Many past recognition approaches query the user for clarification to reduce
the search space of possible plans [3,4]. However, interrupting users impedes their
satisfaction and performance, and user replies cannot be assumed correct. Some
non-intrusive approaches use machine learning to predict user intentions given
past behavior [5,6]. These assumptions do not hold in pedagogical domains,
where students continuously solve new problems. Our work is also distinguished
from probabilistic approaches that predict future user actions given recent inter-
actions [7,8]. We address a different problem, that of recognizing complete plans
given entire interaction histories.

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 415–421, 2009.
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2 The TinkerPlots Domain

Our study involves TinkerPlots, a commercial software used worldwide to teach
students in grades 4 through 8 about statistics and mathematics [9]. TinkerPlots
is flexible, providing users with a “construction kit” for data to be modeled,
generated, and analyzed in many ways using an open-ended interface [10].

(a) Two Possible Sampler Models

(b) Generating Sampler Data

Fig. 1. Solving the RAIN Problem with TinkerPlots

Our empirical studies focused on four problems for which students used Tin-
kerPlots to estimate probabilities. As an example, we will use one of these prob-
lems, called RAIN: “The probability of rain on any day is 75%. Use TinkerPlots
to compute the probability that it will rain on the next four consecutive days.”

Two approaches to solving RAIN are shown in Figure 1. The first model
in Figure 1a shows a sampler containing a “spinner” device with two possible
events, “rain” and “sun”. The distribution mass, or surface area, of the “rain”
event is three times that of “sun”. Each spin of this sampler samples the weather
for one day. The number of spins is set to four, making the sampler a stochastic
weather model for four consecutive days. A second model is shown in Figure 1b.
This sampler contains four devices, each modeling a single day, and is spun once.
Many other approaches are not shown. Figure 1b shows data as generated by a
valid sampler and then organized into a histogram to infer likelihoods.



Recognition of Users’ Activities Using Constraint Satisfaction 417

3 Actions, Recipes and Restrictions

Actions can be basic or complex. Basic actions are achieved directly, often with
a single mouse or menu operation. TinkerPlots interactions are recorded as a
sequence of basic actions, each with an ID and parametrized. Figure 2 shows a
partial interaction for creating a device of Figure 1a, with parameters omitted for
simplicity. Actions are abbreviated: ADS (Add Device to Sampler), AED (Add
Event to Device), AS (Add Sampler), CPD (Change Probability in Device).

. . . , ADS, AED, AS, AED, CPD, ADS, . . .

Fig. 2. Partial Interaction History

Complex actions are achieved indirectly through the completion of other ac-
tions, called sub-actions, which are themselves basic or complex actions [11].
Examples of complex actions include solving RAIN or fitting data to a plot.

A recipe for a complex action contains a set of sub-actions for achieving that
complex action and a set of restrictions on those sub-actions [12]. Restrictions
may limit the ordering of sub-actions or enforce relations among actions’ pa-
rameters. We further require recipes to be non-recursive. Figure 3 provides one
recipe for the complex action CCD (Create Correct Device), with constraints
omitted for simplicity. This recipe includes the basic sub-actions ADS and CPD

and the complex sub-action AE (Add Event).

CCD −→ ADS, AE , AE , CPD

Fig. 3. A Recipe for Creating a Device for the RAIN problem

An expansion of a complex action is a set of basic actions and restrictions that
constitute completing that complex action. That is, an expansion is a recipe
containing only basic sub-actions. Our recognition algorithms consist of two
stages: generating all expansions for the desired complex action and comparing
each expansion to the interaction history.

To generate all expansions for complex action a, we create a recipe tree con-
taining all recipes for a. This structure has two types of nodes: “AND” nodes,
whose children represent actions that must be carried out to complete a recipe;
and “OR” nodes, whose children represent a choice of recipes for completing an
action. The root, action a, is an OR node. For each recipe Ra of a there is an
AND child node labeled with the sub-actions of Ra. The children of this AND
node are the recipe trees of each sub-action. A partial recipe tree for the CCD
action is shown in Figure 4. Dotted leaves denote unfinished sub-trees. The first
line of Figure 5a shows the CCD expansion found by selecting the leftmost child
at each OR node.



418 S. Reddy, Y. Gal, and S.M. Shieber

Node Type
OR

AND

OR

AND

OR

CCD

{ADS, AE , AE , CPD}

ADS AE

{AED}

AED

{AED, DCE}
AED CEL

AE

{AED}

AED

{AED, DCE}
AED CEL

CPD

{ADS, AE , AE , CDT, CPD}

. . .

{ADS, AE , AE , AE , AE }

. . .

Fig. 4. A Partial Recipe Tree for the Create Correct Device (CCD) Action

(a) Expansion and Match (b) Plan

Fig. 5. Expansion, Match, and Plan for the CCD Action

We say that a match exists between an interaction and expansion if each
action in the expansion can be mapped to a distinct user action with this subset
of user actions satisfying all restrictions. Figure 5 shows a match between a
CCD expansion and the partial interaction from Figure 2. Note that two user

actions, AS and ADS, were deemed redundant based on the match.
Planning is the process by which users use recipes to compose basic and

complex actions in order to complete tasks. A plan for complex action a is a
hierarchical composition of actions such that each complex action is decomposed
into sub-actions from a corresponding recipe. The set of basic actions in a plan
are an expansion of a. Figure 5b shows one plan for completing the CCD action.

4 From Recipes to Constraint Satisfaction Problems

We now explain how to combine an expansion and user interaction to create a
constraint satisfaction problem (CSP). A solution to this CSP gives an expla-
nation of a user’s activities by providing a match between the expansion and
interaction. A CSP is a triple (X, Dom, C). X = {x1, ..., xn} is a finite set of
variables with respective domains Dom = {D1, ..., Dn}, each a set of possible
values for the corresponding variable, Di = {v1, ..., vk}, and a set of constraints
C = {c1, ..., cm} that limit the values that can be assigned to any set of variables.
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First, we create variables and domains for our CSP. Let S = {s1, . . . , sn} and
R be the set of sub-actions and restrictions in the expansion, respectively. Each
action in S becomes a unique variable in the CSP.

Each variable’s domain is derived from the user’s interaction. For each occur-
rence os of action s at index i in the interaction, an element (os, i) is added to
the domain of s in the CSP. Referring to the interaction of Figures 2 and 5a, the
domain of the ADS variable, Dom(ADS), is {(ADS, 0), (ADS, 5)}.

We now create our CSP constraints. For each restriction in R over actions
(s1. . . . , sm) ∈ S, we add a constraint over the corresponding CSP variables.

5 Recognition Algorithms

We provide two algorithms that use CSPs to output a plan for complex action
a in interaction history h given a database of recipes R. Both algorithms rely
on the recipe tree of a to inform their recognition process. The first approach,
the Brute-Force algorithm traverses the recipe tree and solves a CSP for every
expansion of a or until a match is found. A solution for a CSP provides a match
between an expansion and interaction history. The path traversed on the recipe
tree to generate that expansion is effectively the user’s plan towards completing
a task in TinkerPlots.

Use the recipes in R to construct the recipe tree for complex action a.
Traverse the tree bottom-up. For each OR node representing action s,

If s has not been cached,
Use the Brute-Force algorithm to recognize s.
Cache s as failed or successful.

If s is cached as failed,
Prune the parent of s from the tree.

Call the Brute-Force algorithm to recognize a.

Fig. 6. Pruning Recognition Algorithm

The second algorithm is a more sophisticated, bottom-up approach. The Prun-
ing algorithm builds CSPs for sub-actions, pruning nodes from the recipe tree
for a if their descendants cannot be explained by the user’s interaction. This
process narrows the search space of expansions for root action a.

6 Empirical Methodology

We collected interaction histories from 12 adults with backgrounds spanning
some high school to some post graduate education. Subject were given identical
30-minute TinkerPlots tutorials and asked to complete four problems in succes-
sion. Five of 48 interactions were discarded due to a logging bug causing crucial
user actions to be unregistered. Results are based on the remaining 43 instances.

We compared the performance of three recognition algorithms: the Brute-
Force and Pruning algorithms and the algorithm proposed by Gal et al. [2],
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denoted the “Greedy” algorithm. For a plan output by an algorithm to be “cor-
rect”, a domain expert had to agree on both whether the user solved the problem
and which actions played a salient part in the user’s solution.1

Overall, both CSP algorithms inferred correct solutions for 40 of 43 (93%)
interactions, while the Greedy algorithm inferred correct solutions for 27 of 43
(63%) interactions. In all cases, incorrect inferences were “false-negatives,” mean-
ing the algorithms were unable to find solutions identified by the domain expert.
For the CSP algorithms, all “false-negatives” resulted from limitations of recipe
expressiveness, such as the requirement for non-recursive recipes.

For both problems, scalability issues were linked to recipe tree complexity
rather than the length of user logs. Correlated to the number of distinct ex-
pansions, recipe tree complexity is exponential in both the maximum number of
recipes for any action and the maximum number of constituents for any recipe in
the recipe database. We find that increased recipe tree complexity for a problem
corresponds to increased average run-time. In contrast, the longest user log for
each problem experienced among the shortest run-time for that problem, and the
average log size for a problem did not correspond to increased average run-time.

User logs ranged in size from 14 to 80 actions, and plans ranged from 16 to 34
actions. The average user log and plan were 35 and 21 actions, respectively. 29
of 43 interactions (70%) contained a solution. Further details and a comparison
of both CSP algorithms can be found in a technical report [13].

7 Conclusion and Future Work

This work provided a comprehensive study of the use of constraint satisfaction
techniques towards automatic recognition of users’ interactions with computer
software. Given a comprehensive recipe database, we showed this approach to
provide a robust solution. We evaluated our techniques in “real-world” condi-
tions, recognizing users’ activities in commercial pedagogical software. These
algorithms outperformed a related approach from the literature for inferring
user-software interaction. In future work, we wish to evaluate these techniques
in other software and to use plans output by our algorithms to construct a
collaborative pedagogical agent that generates support to guide student users.
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Abstract. Recommender systems have explored a range of implicit feedback 
approaches to capture users’ current interests and preferences without interven-
tion of users’ work. However, current research focuses mostly on implicit posi-
tive feedback. Implicit negative feedback is still a challenge because users 
mainly target information they want. There have been few studies assessing the 
value of negative implicit feedback. In this paper, we explore a specific ap-
proach to employ implicit negative feedback and assess whether it can be used 
to improve recommendation quality.  

Keywords: Negative preference, implicit feedback, recommendation. 

1   Introduction 

Modern recommender systems rely on user feedback to provide high quality recom-
mendations. User feedback communicates information about user interests and it can 
be provided either explicitly through users’ ratings or implicitly through various user 
activities such as browsing, reading, or bookmarking. While explicit feedback is 
sometimes considered as more reliable, implicit feedback requires less intervention to 
users, captures short-term interest, and continuously updates user preference. Modern 
approaches to implicit feedback analysis make the quality of recommendation based 
on implicit feedback comparable to those based on explicit feedback. One aspect, 
however, where implicit feedback still differs from explicit is its predominant positive 
focus. It has been argued that negative preferences are hard to acquire through im-
plicit channel [3] because users mainly pursue information they consider as interest-
ing. Therefore, there has been little work done to test implicit negative preference to 
personalize information. 

This paper introduces a relatively simple mechanism to infer negative feedback and 
test the feasibility of the feedback as a way to represent what users want in the context 
of a job recommender system. In this study, to assess the effectiveness of implicit 
negative feedback, not only the negative feedback, but two kinds of positive feedback 
(users’ saved jobs and search options) were collected. The collected information was 
compared with a list of recommended jobs which are evaluated by users as the ground 
truth. The quality of feedback was measured in several settings – positive preference 
only, negative preference only and compound preference. 
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2   Implicit Feedback as a Way to Indicate User’s Preferences 

Implicit feedback as a source of information for recommendation has been explored 
in a range of projects. Some projects [6, 8, 12] utilized browsing history (click-
through) to provide personalized search or recommendation Other projects [2, 10] 
examined time spent on information items and found a strong positive correlation 
between implicit feedback and time spent.  

Implicit feedback techniques were overviewed in [7] and [3]. Both papers showed 
that almost all personalized systems and approaches rely on positive implicit feedback. 
In [7], only 4 out of the 27 techniques could be used to represent negative feedback, for 
instance, deleting, skipping forward, editing existing contents or rating negatively. 
Even further, none of the studies that are introduced in the paper utilized negative 
preference in implicit feedback. The same is true for the classification by [3].  

The decrease of the discriminative power of positive-only implicit feedback is cer-
tainly a concern. Morita and Shinoda’s study [10] indicated that the quality of positive-
only implicit feedback may decrease with the increased flow of positive judgments. 
When subjects read a series of related papers, the power of the reading time-based 
feedback became weaker to discriminate the positive and negative preferences [10]. An 
empirical study in [4] also suggested that if a recommender system includes one single 
item that a user dislikes, the system become untrustworthy, even if it provides a set of 
favorable items as well. 

Holland et al. [5] examined the personalization using both positive and negative 
feedback. Based on users’ web log, the user preferences were expressed as a compari-
son, such as, “A is better than B.” This is effective in calculating categorical or nu-
merical preference. Nevertheless, the personalization needed an adequate amount of 
log data and detecting negative preferences was founded on the assumption that the 
users know all possible values. If they did not select them, they could be defined as 
negative. [1] and [11] actively collected negative implicit feedback sources such as 
skipping or blocking a song. In the former study, only the songs users did not want to 
hear were taken into account in a recommendation for background music for a group 
of users. In the later study, the researchers counted for positive and negative prefer-
ence, and the skipped behavior of users decreased.  

3   Job Recommendation Mechanism in Proactive  

The study presented in this paper was performed using the recommender system Pro-
active [9], which helps its users to find information technology jobs. The users can 
explore jobs available in the system by browsing a full list of jobs (which can be 
sorted by several properties) or searching by keywords and desired job properties 
(Figure 1). Both full list and search result list offer a summary of each job. Once the 
job summary looks promising, users can click the job title to see the detailed informa-
tion in a separate window. If the job is really interesting, they can save (bookmark) 
the job into “my jobs” list along with a rating (relevant, good, very good). Issuing a 
query with specific parameters and bookmaking a job case send two kinds of positive 
feedback to the system, which are used by a job recommender component of Proac-
tive. If the job turns out not worthy to save, users just close the window. In the new 
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version of the system we considered this action as implicit negative feedback and 
used the properties of ignored job cases to elicit negative preferences. 
 

To compare different 
jobs, Proactive uses job 
properties encoded using 
several taxonomies. Job 
category and company 
information are defined by 
the Yahoo! HotJobs 
taxonomy. The geographic 
information of jobs is 
gathered from Google Map 
to calculate the neighboring 
area. Special taxonomies are 
also defined for educational 
level, experience, position 
type and salary levels. Every 
property is assigned a 
certain weight representing its position in the taxonomy. When jobs are crawled, the 
properties of each job case are automatically classified using taxonomies and receive 
the corresponding weight values. To recommend jobs, Proactive calculates a distance 
between each new job case and user job preference (profile). The smaller is the dis-
tance, the closer is the job to the user preferences [9]. Proactive uses the following 
formula to calculate the distance. 

 
eq. (1) 

 
eq. (2) 

A set of saved jobs represents user’s explicit positive preference. In the equations 
(1,2), s is a saved job and c is a candidate job which are recently added. i take values 
form 1 to I, where I is the total number of a user’s saved jobs and j takes values from 
1 to J, where J is the total number of candidate jobs. The weight distance between a 
saved job and a candidate job counts the distance ∆ of each job property in both jobs. 
si1 is the weight value of the first property in ith saved job and cj1 is the weight values 
of the first property in jth candidate job. Every job case has 8 properties (job category, 
company industry and size, job location, educational level, experience level, salary, 
and position type). ri is the ratings of each saved job as additional power. As the equa-
tion shows, if two job cases are semantically closer, the weight distance between them 
is smaller. In addition, as the rating of a saved job is higher, the overall distance gets 
smaller. Comparison between search options and candidate jobs was also based on 
this equation. Finally, in order to decide the total distance of a certain candidate job, 
each weight distance between every saved job and the corresponding candidate job is 
summed up as shown in eq. (2). 

Fig. 1. Advanced Search in Proactive 
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4   The Study 

The goal of the reported study was to assess the value of implicit negative feedback. 
The subjects in this study were 17 Information Science students (10 males, 7 females) 
at the University of Pittsburgh who expressed interest in looking for information 
technology-related jobs. The structure of a study session was simple: after a brief 
introduction of the system, each subject was asked to use the system to find jobs of 
interest. It was explained that they had to click the job title in either a comprehensive 
job list or search results list to see job detail. It was also explained that to receive 
good recommendations, they had to save only interesting jobs. After participants 
explored the system thoroughly and saved several jobs, the system generated a list of 
recommended jobs, which were simply the jobs most similar to the saved jobs. Par-
ticipants had to rate the recommended jobs using three point Likert scale (1 = bad, 3 = 
neutral, 5 = good). In total, 237 job cases were rated by 17 subjects.  

The collected user ratings served as the ground truth for the analysis presented  
below. During this analysis, we employed users’ saved jobs and search options as 
positive job preferences and jobs that were opened but not saved as negative job pref-
erences. To judge which source of feedback represents user preferences best, we com-
pared weight distance between the ground truth and user preferences elicited using four 
kinds different groups of sources – one positive feedback source, two positive feedback 
sources, positive and negative feedback, and compound feedback. 

4.1   Positive Preferences  

As in the first result, explicit positive feedback – user’s saved jobs – was tested to 
measure how it works well to represent users’ preferences. We grouped recommended 
jobs according to three levels of user evaluation (good-neutral-bad). Then the distances 
between each group of recommended jobs and the users’ saved jobs were compared. If 
classic explicit positive preferences work well, the distances from user profile to jobs 
rated as ‘good’ should be significantly smaller the distances to jobs rated as ‘bad’. 
Unfortunately, there was no significant difference between three groups of recom-
mended jobs and saved jobs, Kruskal-Wallis H = .595, df = 2, p = .537. The result 
suggests that one kind of positive feedback, even explicit, may not be sufficient to 
reliably distinguish good and bad jobs.  

Table 1. Mean Values of Weight Distance & Mean Difference Tests 

 

Rating 
Profile 

Good Neutral Bad Sig. 

User’s saved jobs 47.70 60.67 47.55 .537 
User’s saved jobs + search options  40.01 42.79 57.66 .477 
User’s saved jobs + negative prefs 34.09 97.08 78.21 .003* 
Compound profile 31.44 94.04 59.40 .005* 
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Our first attempt to improve the distinguishing power of the user profile was to 
construct a more precise user profile by adding another source of positive implicit 
feedback: search options. The advanced search interface of Proactive (as shown in 
Figure 1) provides all properties of existing jobs as drop-down menus. Once a user 
specified the search options, it could be assumed that the user is interested in jobs 
with these properties. Both saved jobs and search options were compared with rec-
ommended jobs respectively using equation (2) and the result distances were summed 
up together. While the ability of the recommender engine to discriminate good and 
bad jobs has visibly improved, still, there was no significant difference in weight 
distance among the level of ratings, Kruskal-Wallis H = .743, df = 2, p = .477. The 
addition of another source of positive feedback for recommendations wasn’t helpful 
to distinguish good and bad jobs reliably. 

4.2    Adding Negative Preferences 

As explained, when participants click the job title in a summarized list, they can see 
job details in a separate window. If they find the job interesting, they can rate and 
save it to generate recommendations. Otherwise, they just close the window without 
saving. It can be hypothesized that some of the properties in the job did not match to 
their interests and the user doesn’t want to receive recommendations relevant to the 
job. Therefore, the properties of the opened but not saved jobs were elicited and add-
ed to the user profile. Since there is no way to determine which specific property 
made the job uninteresting to the user, we counted the job properties as a whole. Since 
uninteresting jobs had no explicit rating, the ratings were simply marked as ‘bad.’ The 
distances between the profile extended with rejected jobs and three groups of ground 
truth jobs were compared. The result shows significant differences in weight distance 
among three levels of rating, Kruskal-Wallis H = 11.951, df = 2, p = .003. 

Although weight distances evaluated as ‘neutral’ jobs have the highest values  
(M = 97.08), compared with the weight distance of ‘bad’ jobs (M = 78.21), the weight 
distance of ‘good’ jobs are much smaller (M = 34.09). Implicit negative preference 
makes it possible to reliably distinguish ‘good’ jobs. 

4.3   Compound Preferences 

As [13] pointed, to suggest better recommendation, it is important to use various me-
thods to see various aspects of users’ preferences. Hence, the previous three methods 
– saved jobs, search options and rejected job cases – were merged to test whether 
compounded profile outperformed either of the individual methods. There was sig-
nificant difference in the recommended jobs according to the three levels of ratings 
using compounded profile, Kruskal-Wallis H = 10.52, df = 2, p = .005. In this method, 
the results are similar with user profile extended with just uninteresting job cases. The 
weight distance evaluated as ‘neutral’ jobs have the highest values (M = 94.04), the 
weight distance of ‘bad’ jobs are the second highest (M = 59.40), and the weight dis-
tance of ‘good’ jobs are the lowest (M = 31.44). Compared with the weight distance 
values only using not-interesting job cases, the mean weight distance of ‘good’ jobs 
are smaller, although the mean weight distance of ‘bad’ jobs also decreased. There-
fore, it is concluded that understanding implicit negative preferences can be an effec-
tive method to distinguish jobs, which users like and jobs they don’t. 
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5   Conclusion 

This study showed how implicit negative feedback affects recommendation quality. 
Compared with the cases using just positive preferences, the distinction between good 
and bad jobs was significantly clear when negative preferences were used. As an 
additional way to reinforce positive preference, search options did not benefit person-
alization. This study shows that negative preferences, as it was inferred, can increase 
recommendation quality. In particular, the implicit feedback used in this study can be 
applied to make recommendation on-the-fly without accumulating a certain amount of 
information. Due to the semantic infrastructure of the recommender system, it is pos-
sible to have richer user profile than the system without semantic structure. 
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Abstract. This paper describes the evaluation of a Scrutable User Modelling 
Infrastructure. SUMI is intended to form a service to allow users to share their 
user models from social e-networking and e-commerce providers to educational 
systems. The model is scrutable, meaning users can inspect and correct the data 
that is held about them, and implements privacy policies so that users can  
control how their models are accessed by other users. This evaluation was con-
ducted with 107 users, which were exposed to a prototype service, for determin-
ing whether the proposed scrutability and privacy privileges were acceptable to 
the users, whether the users were able to achieve the desired outcome, and 
whether they understood the consequences of their interactions with the system. 
The conclusions show that the users expressed their general approval of the 
proposed privileges while making useful suggestions regarding improvements 
to the presentation and interface to the system. 

1   Introduction 

Our research has revolved around gathering the requirements for adopting a Scrutable 
User Modelling Infrastructure (SUMI) for the e-commerce and social e-networking 
domains, in order to enable exchanging of user models among these domains and 
educational personalization systems, in an attempt to enrich the various sets of user 
information which are being used for adaptation purposes. We have focused on three 
key User Modelling ‘ingredients’ - interoperability, scrutability and privacy. In this 
paper we present our work on scrutability and user privacy while attempting to an-
swer the following research question: To what extend is it possible for such an infra-
structure to allow users to scrutinize the modelling process and express their data 
privacy preferences? 

2   Key User Modelling Components and Identified Problem 

Lifelong User Modelling: User Modelling (UM) is the ‘heart’ of educational person-
alization services such as AHA!, which offers adaptive content through fragment vari-
ants and adaptive link presentation [1]. By keeping a model for each user, it allows 
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unique adaptation and presentation of the available resources based on these models, 
thus enabling successful interactions between users and personalization systems. Life-
long UM was introduced in an attempt to model users’ daily-lifelong interactions with 
several services on the World Wide Web (WWW) while offering to the users the abil-
ity to scrutinize and control the whole personalization process [2].  

Scrutability: The term scrutability in user modelling signifies that every user’s model 
can be inspected and altered by its owner in order to determine what should be mod-
elled about him/her and how that modelling and following personalization process 
will be conducted. Scrutable solutions allow users to inspect and alter the value of any 
single inference that is used for drawing conclusions about them [3]. 

Privacy-Enhanced Personalization: An area that aims at merging together the tech-
niques and goals of UM with privacy considerations and apply the best possible per-
sonalization inside the boundaries set by privacy rules. As the research shows, there is 
no ideal solution while attempting to combine these two crucial elements. Instead, 
numerous small enhancements can be implemented, depending on the user and appli-
cation domains in each case, in order to achieve the best possible solution[4].  

Identified Problem: The area of UM is undoubtedly progressing. But, while we find 
UM in a state of transition, is still been applied single-dimensionally: Most adaptive 
systems developed, are only using their internal models when offering personalization 
services to their users. In addition, newly introduced frameworks and architectures, 
while offering a solution in achieving interoperability across peer systems, do not 
involve systems beyond the educational domain. Furthermore, User Modelling Serv-
ers, a client-server architecture for allowing central information storing and simulta-
neously data access and retrieval, although are considering and offering scrutability 
and privacy options to their users, are mostly designed and developed to meet com-
mercial requirements [5]. We are loosing user information, which is flowing on the 
WWW, because we are not thinking multi-‘domain’sionally. We can enrich UM if we 
find a way to model our every day (life-long) interactions with services from the so-
cial e-networking and the e-commerce domains, in order to enrich user information 
sets which are used in the educational domain for personalization purposes. Recent 
data portability announcements from two key players in the social e-networking do-
main [6, 7] which revealed these providers’ initiatives to pass user data back to their 
‘owners’ have made this multi’domain’sional vision even more feasible.  

3   SUMI User Evaluation 

SUMI’s goal is to allow users to gather their various models which they hold with 
several social e-networking and e-commerce providers, and interact with these models 
via a SUMI service, using a set of offered scrutability and privacy privileges. Special 
consideration has been given to collecting the requirements for employing such an 
infrastructure in an attempt to enrich the current picture in UM [8]. 

Achieving Interoperability: In this paper we have focused on presenting our work 
on scrutability and user privacy, thus we will not expand on our solution for achieving 
interoperability across the social e-networking and e-commerce domains, which is 
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undoubtedly as important as considering scrutability and privacy user privileges. We 
will just briefly mention that this has been achieved using a 4-category models’ archi-
tecture which resulted after comparative evaluations of representatives of both do-
mains, a SUMI ontology [9], which uses dictionary concepts to define meaning and a 
RESTful approach as communication protocol. Providers of user models can describe 
their data model inside SUMI, in order to allow users to import them in SUMI and for 
educational services to express interest by subscribing to them.  

Proposed Scrutability & Privacy Privileges: In this paper, emphasis is given in our 
work on scrutability and user privacy which the first user evaluation is based on.  
More specifically we have proposed: 

Three SCRUTABILITY user privileges for SUMI which were exposed to users in the 
form of three tasks: Task 1: Users were asked to add at least one social e-networking 
and e-commerce model to their SUMI collection. Users were exposed to the 4-
category SUMI model’s architecture. Task 2: In this task users were asked to import 
the content of their previously added models in two ways, dynamically-meaning real-
time HTTP GET requests and retrieval of real-time data from the provider of the user 
model using the provider’s API, and statically-meaning the cache copy that was taken 
when the last dynamic import request was generated by the user, and will be retrieved 
from the SUMI database using SQL queries. Network failures or busy network traf-
fics, are some reasons that users could take advantage of the static import option. Task 
6: During this task users were asked to respond to a request and export the content of 
one of their models to a group formation system, while inspecting and approving, 
during the export process, all transaction details. 
Three PRIVACY user privileges for SUMI which were exposed to users in the form of 
three tasks: Task 3: During this task, users had to set the privacy status of all 4 catego-
ries of at least one of their models using the proposed 3 privacy settings: public-others 
can see that the model exists and anyone can view its content, private-others can see 
that the model exists but they have to place a request to the model’s owner for viewing 
the model’s content, and hidden-others can not see that the model exists, therefore the 
model’s content is accessed only by the model’s owner. Task 4: Users had to respond 
to another user’s viewing request and allow the requester to view the content of the 
requested model. Task 5: Users were asked to visit another user’s SUMI collection of 
models and place a request on one private category of that user’s models.  

Evaluation Objectives: In order to properly evaluate our work, we prepared a proto-
type SUMI service which has been designed for evaluation and demonstration pur-
poses [10]. The objective of the evaluation was to evaluate if the proposed scrutability 
and privacy user privileges are appropriate to be offered in SUMI and accepted by 
SUMI users. For the purposes of this evaluation we have defined the terms “appropri-
ate” and “accepted” as follows: Appropriate-Adequate to satisfy a user need; fit for 
purpose. Accepted-Generally approved or recognized. In order to evaluate if the pro-
posed privileges were appropriate to be offered in SUMI we took into account the 
combination of: a) users’ competence on completing each presented task which ex-
posed the proposed privileges (we compared the actual outcome after the completion  
 



 Evaluating Three Scrutability and Three Privacy User Privileges for a SUMI 431 

of the tasks with the users’ answers to the evaluation questions – have they done it 
VS. do they think they have done it) and b) users’ understanding of the consequences 
of their decisions while interacting with each task- thus interacting with the proposed 
privileges. In addition, in order to evaluate if the proposed privileges were accepted 
by SUMI users we tested users’ acceptance of the proposed privileges by asking them 
directly what they think about them and if they would like SUMI to offer them to its 
users. 

Participants & Evaluation Structure: Our target audience was any undergraduate 
and postgraduate student of any study discipline and age range. Participants were 
approached via online forums and social networking groups. A sample size of 107 
participants was achieved during a 30-day evaluation process. The evaluation con-
sisted of three parts: First, a pre-questionnaire allowed us to classify how much users 
knew about their scrutability and privacy options while interacting with various social 
e-networking and e-commerce providers on the WWW. Second, six tasks exposed to 
the participants all proposed scrutability and privacy privileges. Users were asked to 
complete all 6 tasks, while answering some questions during their interaction with 
each one of them. Furthermore, after the completion of all 6 tasks, users were asked to 
complete a series of 3-questions-per-task which helped us identify the degree of com-
petence, understanding of consequences, and acceptance for each proposed privilege. 
Third, a post-questionnaire revealed valuable conclusions regarding: how much users 
valued scrutability and privacy after the completion of the evaluation, users’ propos-
als for any new scrutability and privacy privileges, what users think about SUMI as a 
service, and finally what users think about the fact that SUMI is keeping a copy of 
their data while interacting with it. 

4   Evaluation Results 

Pre-Questionnaire: The pre-questionnaire exposed some useful lessons regarding the 
users’ familiarity with the terms scrutability and user privacy. Results have shown 
that 89% of students do not know what the term scrutability means, although 38% can 
easily identify some scrutability privileges once they have been explained to them. 
Furthermore, 80% of users have found the idea of having scrutability privileges avail-
able when interacting with various providers to be a very good idea, which shows the 
recognition of how important scrutability is to users, once explained to them. User 
privacy is a term more familiar to users than scrutability. It is something 64% of users 
understand and recognize when interacting with several providers, although 32% of 
participants choose not to take advantage of it. But, at the suggestion of not having 
any privacy privileges available, 91% of users expressed their concerns. 

Scrutability & User Privacy Privileges – Comparison of Results: Table 1 summa-
rizes the results and conclusions regarding which privileges have been successful in 
which category – competence, consequence and acceptance. The  symbol means 
“not satisfactory”, where  marks “success”. 
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Table 1. Results (% of successful responses) & conclusions for the proposed user privileges 

 Task1: 
Adding 
models 

Task2: 
Importing 

content 

Task6: 
Exporting 

content 

Task3: 
Setting 
privacy 
status 

Task4: 
Responding 
to viewing 
request 

Task5: 
Placing 
viewing 
request 

Competence 
Consequence 
Acceptance 
During  

100/100( ) 
77( ) 
89( ) 
73 

79/60( ) 
67( ) 
100( ) 
78, 70 

91/100( ) 
60( ) 
94( ) 
72 

76/68( ) 
100( ) 
100( ) 
71 

88/74( ) 
100( ) 
99( ) 
N/A 

84/100( ) 
79( ) 
83( ) 
100 

Competence’s results show: % of users who answered positively to the question “do you think 
you have managed to complete the task?” / % of actual successful outcome  

 
Competence: It was clear from the results of the competence questions combined with 
the results of the during-task questions, that scrutability tasks 1 and 6 and privacy task 
5 can be completed successfully by our target audience. It is also clear that scrutabil-
ity task 2 and privacy tasks 3 and 4, although the responses were satisfactory, users’ 
confidence % did not meet the actual outcome % and this begs the question of how 
much our presentation format affected these results.  
Consequence: A different picture appears when we compare the successful responses 
on the consequence questions. All 3 tasks of privacy have returned acceptable per-
centages, where the results for the 3 scrutability tasks show that users require further 
education regarding those privileges. This can be explained from the fact that all to-
day’s social e-networking providers, such as Facebook and MySpace offer similar 
privacy privileges to their users. On the other hand, scrutability privileges are not so 
popular among providers thus users do not have the same level of familiarity and 
knowledge. In addition, some technical terminology which was presented to the users 
may be found too abstract and difficult to understand.  
Acceptance: The most important conclusions were revealed after our comparative 
evaluation of the results on the acceptance questions. All 6 privileges were accepted 
by an average of 94% of our targeted audience. The confidence interval for a confi-
dence level of 95% is 4.44. This is a very important conclusion which proves our 
acceptance hypothesis.  

Post-Questionnaire: Finally the post-questionnaire revealed participants’ highly posi-
tive attitude about the SUMI service which they were exposed to. 92% of users ap-
proved our work which was reflected in the evaluation, although 39% of them did not 
fully agree with the feature of SUMI keeping a copy of their information inside its 
databases. Two important results of this evaluation can be identified in the participants’ 
responses on the last two questions. 85% and 79% chose the best answer available 
when asked, after the completion of the evaluation, how much they valued scrutability 
and user privacy respectively. If these percentages were to be compared with the re-
sponses in the pre-questionnaire, and specifically with the responses in the questions 
regarding how much users were familiar with the two terms before the evaluation, we 
observe a significant raise of percentages in both occasions; familiar with scrutability 
options in pre-questionnaire: 10%, appreciation percentage in post-questionnaire: 85%, 
familiar with privacy options in pre-questionnaire: 64%, appreciation percentage in 
post-questionnaire: 79%. 
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5   Main Conclusion and Future Work 

As our results have shown, although the proposed infrastructure meets the require-
ments to be considered as the solution to the identified problem, technical complexity 
and inadequate presentation formats caused the low percentages of successful re-
sponses in some tasks. This will be the starting point of our upcoming schedule. In 
addition, many useful suggestions came out from the evaluation:  

Scrutability: 22% of users raised an important issue when they asked us to find a 
way so that subscribed services would inform users how their data would be used 
before users deciding if they would go through with the export transaction or not. 
Moreover, 43% of users expressed their concerns regarding SUMI keeping a copy of 
their information when initiating a dynamic import of their content. Some of them 
asked us to introduce an on/off switch so they could set which imported attributes 
SUMI will be allowed to keep internally, while others requested the option of deleting 
attributes’ values from SUMI after inspection of their SUMI collection of models. 

User Privacy: The main suggestion we received for user privacy from 37% of the 
participants was to allow them to create groups of users and assign a common privacy 
status. In addition, 13% of participants requested two more privacy settings, “block” 
and “ignore”, which could be added to SUMI’s current set of privacy settings. Finally, 
31% of users wanted to be allowed to take back the viewing access they have granted 
to another user when they responded to the viewing request in task 4.  

After we go through this already-set agenda, we will conduct a second SUMI user 
evaluation in order to properly test any changes we decide to make. Results should 
expose a significant improvement of the identified weak areas and the percentages of 
successful responses should be higher in order to confidently claim that we have 
proven all of our hypotheses. 
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Abstract. To provide personalized health recommendations concerning dis-
abled persons, an adaptive system needs a detailed user model that can account 
for the peculiar aspects of the many existing disabilities. This paper describes 
how we built such a user model and illustrates the Web-based system that al-
lows all interested stakeholders to access and provide user model data.   

Keywords: personalized health services, user model, disabled patients, adaptive 
instructions, first responders. 

1   Introduction 

Emergency medical services (EMS) rely on well established procedures that apply to 
the most frequent cases a first responder encounters in her practice, but often do not 
include special cases concerning (sensory, motor or cognitive) disabled persons. In 
these cases, first responders may end up applying suboptimal or possibly wrong 
procedures or lose precious time trying to adapt on-the-fly to the special case. 
Adaptive systems could thus be employed to generate personalized instructions for 
medical first responders, taking into account a model of the disabled person involved. 
For example, an adaptive system could consider the presence of chronic pain or 
paralysis in specific parts of the body to instruct first responders – while they are 
traveling in the ambulance to the patient location – about changes to the standard 
procedures, e.g. the question “Do you feel pain here?” could have to be substituted 
with “Do you feel more pain than usual here?”, and manual procedures to immobilize 
the patient and to transfer her to a stretcher should treat paralyzed body parts with 
extra care (e.g., loads and tractions). 

In general, to provide personalized health recommendations concerning disabled 
persons, an adaptive system needs a detailed user model that can account for the pecu-
liar aspects of the many existing disabilities. This paper describes how we built such a 
user model and illustrates the Web-based system that enables all the identified stake-
holders (disabled users, their families, clinicians, and medical first responders) to con-
tribute and receive personalized data and knowledge. 
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2   Related Work 

Adaptive systems have been applied successfully in medicine to inform patients about 
their conditions, enable them to take decisions, persuade them to be compliant with 
care plans. Different diseases, such as diabetes [9], cardiovascular disease [1], cancer 
[2], and asthma [3], have been addressed. The PULSE project [1] combines patient 
data acquired from paper-based medical records with adaptive Web-based presentation 
techniques to provide personalized education materials about cardiovascular risk. The 
personalized materials address medical and psychosocial aspects together with clinical 
guidelines to motivate people to take care of their health. The PIGLIT [9,2] system 
also focuses on health education materials, aiming at providing users with personalized 
hypertext explanations of their conditions, exploiting information from the patient’s 
health record, a medical knowledge base and a natural language generator.  

Many Computer Decision Support Systems (CDSS) have been proposed to support 
physicians in their activities (for a survey, see [4]), and share with adaptive systems 
the need for integrating medical knowledge bases, electronic medical records and 
computer-interpretable clinical guidelines. Relevant patient data can be acquired from 
Electronic Health Records (EHR), which unfortunately still have usage and adoption 
issues as discussed in [4]. While EHRs are typically managed by clinicians and staff 
of health care institutions, the idea of Personal Health Record (PHR) - i.e. an health 
record that conforms to recognized standards and is managed by the individual – is 
becoming popular, also thanks to Web-based applications such as Google Health [6] 
and Microsoft Health Vault [7]. Web-based PHRs are particularly interesting from a 
personalization point of view, since they offer: (i) standards upon which to build user 
models and health personalization applications, (ii) more access and control on what 
personal information is contained in and shared by the PHR, thus contributing to 
address some of the crucial privacy and trust issues highlighted in [9]. 

3   Modeling Disabled Users 

Identifying and modeling all the impairments of each disabled patient to personalize 
EMS operations is a challenging task because severely disabled patients can be 
affected by many different and unrelated conditions which are not taken into account 
by generic disability stereotypes (e.g., blind, deaf, …). Moreover, current EHR and 
PHR standards do not support the detailed specification of disabilities. However, 
starting from scratch without relying on any standard makes it much more difficult to 
propose a medical user profile as well as having it adopted by clinicians. 

3.1   The International Classification of Functioning, Disability and Health 

The International Classification of Functioning, Disability and Health (ICF) [10] is an 
initiative that is particularly relevant for our project, because it focuses specifically on 
disabilities. The ICF is the World Health Organization (WHO) international standard 
for measuring health and disability at both individual and population levels, and is  
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endorsed by all WHO member states since 2001. The ICF organizes information in 
two parts. Part 1 concerns Functioning and Disability, and is structured into two 
components:   

• Body Functions and Structures, to classify functions of body systems (e.g., Mental 
Functions, Sensory Functions, and Pain) and body structures (e.g., the Nervous 
System, The Eye, Ear and Related Structures); 

• Activities and Participation, to cover functioning from both an individual (e.g., 
Communication, Mobility) and a societal (e.g., Interpersonal Interactions and Rela-
tionships) perspective. 

Part 2 covers Contextual Factors, and is structured into two components:  

• Environmental Factors, organized from the individual’s most immediate environ-
ment (e.g., Products and Technology) to the general environment (e.g. Services, 
Systems and Policies); 

• Personal Factors: they include gender, age, race, fitness, lifestyle, habits, coping 
styles, and other such factors.  

Each of the above components consists of various domains (e.g. Sensory Functions 
and Pain is a domain of Body Functions and Structures). Within each domain, 
categories are the units of classification and are arranged hierarchically (e.g. for the 
domain of Sensory Functions and Pain, examples of nested categories are: Seeing 
Functions, Quality of Vision, Light Sensitivity). Health and health-related states of an 
individual are recorded by selecting the appropriate category code and then adding 
qualifiers, which are numeric codes that specify the extent or the magnitude of the 
functioning or disability in that category, or the extent to which an environmental 
factor is a facilitator or barrier. For instance, the code b210.4 indicates a complete 
impairment of seeing functions: the “b” prefix identifies the ICF component of Body 
Functions, the “210” code identifies the Seeing Functions category of the Sensory 
Functions and Pain domain, and the “.4” identifies the “complete impairment” value 
of the impairment category qualifier. 

Since the ICF contains over 1400 categories, efforts to facilitate its use in clinical 
practice are underway. In particular, the ICF Checklist [11] consists of a selection of 
125 ICF categories of more frequent use in clinical practice, and provides a 
questionnaire that can be filled out by a health professional to generate a disability 
profile of a patient.  

3.2   Disabled User Profile (DUP) 

In our first meetings with medical experts (3 clinicians working with disabled patients 
and 1 emergency medicine doctor), the ICF Checklist was identified as a starting point 
to develop a Disabled User Profile (DUP) that describes the disabilities of an 
individual which are most relevant in the context of EMS. We asked domain experts to 
carefully analyze each category of the ICF Checklist and evaluate its appropriateness 
for the EMS context. The analysis pointed out that the DUP could be built by making 
some changes and extensions to the ICF Checklist. Our DUP contains: 
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• Twenty categories1 of the ICF Checklist, selected by the domain experts based on 
relevance in the context of EMS. 

• Some PHR fields (allergies, medications, diagnoses) to capture medical data not 
strictly related to disabilities, but relevant in EMS operations for any individual. 

• For some specific diagnosis (e.g., autism), additional associated fields (e.g., self in-
jurious or aggressive behavior) recommended by experts. 

• Personal data (e.g. social security number, name and surname, address), to identify 
the disabled person. 

• Contact information of relatives and/or representatives to be called or who may call 
in case of emergency, and a free text field where particular notes about the pa-
tient’s needs can be stored. 

With respect to ICF categories and qualifiers, we made the following changes:  

• Since some ICF categories (e.g., b280-Pain, b710-Mobility of joints, b730-Muscle 
power, b735-Muscle tone, b765-Involuntary movements) do not include the pre-
cise identification of the body parts affected by impairments, which is needed for 
our purposes, we extended them using a 27-parts anatomical representation. 

• The qualifiers used to specify the magnitude of an impairment in the different 
categories have been simplified, by including only 4 of the 7 ICF values: we kept 
the values No impairment, Moderate impairment, Complete impairment and Not 
specified, while we discarded the values Mild impairment and Severe impairment 
to reduce subjectivity in the assignment and interpretation of impairment, and Not 
applicable, since it is useless in our considered categories. 

• For the qualifiers of some categories, domain experts identified the need of using 
specific terms (e.g. Hypoventilation, Normal, Hyperventilation for the category 
b440 Respiration) to make the values more precise for physicians and first re-
sponders, in particular where the above ICF values could lead to ambiguous inter-
pretations (e.g. a Moderate impairment of Blood pressure could mean Hypotension 
as well as Hypertension). 

4   Building and Using DUPs 

PRESYDIUM is a Web application that provides a Web Portal allowing disabled 
users, their relatives and physicians to access DUPs through a user interface that 
adapts to user category and user disabilities, by exploiting stereotypes. The system 
also includes a Web Service, which is accessed by EMS center phone operators 

                                                           
1 MENTAL FUNCTIONS: Consciousness, Orientation (time, place, person), Intellectual (incl. 

Retardation, Dementia), Language; SENSORY FUNCTIONS AND PAIN: Seeing, Hearing, 
Vestibular (incl. Balance functions), Pain; FUNCTIONS OF THE CARDIOVASCULAR, 
HAEMATOLOGICAL, IMMUNOLOGICAL AND RESPIRATORY SYSTEMS: Heart, 
Blood pressure, Respiration (breathing); GENITOURINARY AND REPRODUCTIVE 
FUNCTIONS: Urination functions; NEUROMUSCULOSKELETAL AND MOVEMENT 
RELATED FUNCTIONS: Mobility of joint, Muscle power, Muscle tone, Involuntary move-
ments; COMMUNICATION: Communicating with - receiving - spoken messages, Commu-
nicating with - receiving - non-verbal messages, Speaking, Producing non-verbal messages; 
MOBILITY: Walking, Moving around using equipment (wheelchair, skates, etc.). 
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through a desktop client and by first responders through a mobile client to retrieve 
tailored instructions for specific patients, EMS personnel (e.g. professional nurses, 
volunteers) and operational contexts.  

PRESYDIUM has been built using the opensource JBoss Web application frame-
work (jboss.org), which includes Drools (jboss.org/drools), a Rule Management Sys-
tem which is used as the personalization engine. 

 

 

Fig. 1. User interface of the PRESYDIUM Web portal: inspecting a DUP section 

The Web portal allows managing DUPs through a shared initiative between physi-
cians, who contribute typical EHR data, and the disabled (or their relatives), who con-
tribute personal information more typical of PHRs. Moreover, disabled users can  
access their own full DUP so that they can inspect all the data the system stores about 
them (also to address trust issues). The Web portal adapts the interface of the system 
(illustrated by the screenshot in Figure 1) by changing the presentation of elements of 
the user interface (e.g. bigger font size and inverted contrast for users with low vision), 
and by form adaptations during data entry of a DUP, to show or hide parts of the form 
(e.g. fields, schematic representations of human body), based on the values entered for 
specific fields.  

Besides usual password-based access, the Web portal supports user identification 
based on the European Health Insurance Card (the most recent version of which in-
cludes a memory that contains identification data and can be read by a PC card reader 
which in our region is freely distributed to all households). 
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5   Conclusions 

The PRESYDIUM system is currently going through a process of clinical validation. 
In particular, the present stage of validation is focusing on DUP data entry. A set of 
reference disabled patients has been selected and each member of a pool of clinicians 
(with different backgrounds) is separately entering DUPs for all cases. This will allow 
us both to detect possible misunderstandings in the DUP forms and to analyze 
consistency among clinicians in filling the DUP of a same patients.  
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Abstract. This paper proposes a novel trail sharing system for mobile
devices that deals with context information collected by sensors, as well
as users’ personal opinions (e.g., landscape beauty) specified by ratings.
To help the user in finding trails that are more suited to her, the system
exploits a collaborative filtering approach to predict the ratings users
may give to untried trails, and applies a similar approach also to context
information that can significantly vary among users (e.g., lap duration).

1 Introduction

Regularly performing physical activities such as jogging provides a variety of
benefits: it improves physical fitness, it helps to prevent pathologies such as
obesity, it may be an opportunity to meet other people, and it may also be fun.

Since people, especially those who do not exercise regularly, may need support
before, during, and after physical activity, we recently proposed [1,2] a wearable
training system to support users with tailored advice during sessions, and a
visual tool to help them with post-session performance analysis.

This paper focuses instead on a users’ need that precedes the actual jogging
activity, i.e. finding trails that satisfy specific requirements such as suitability for
the current physical fitness of the user, possibility to meet other people, purity
of the environment or beauty of the landscape.

While motivating and training people requires knowledge that can be elicited
from domain experts such as physiologists and personal trainers, fulfilling the
above need requires information about the different available trails and their
features, including users’ personal opinions on them. Since there are millions
of possible trails spread around the world, it would be very difficult and ex-
pensive for a small group of people to collect all the required information. On
the contrary, a Web 2.0 approach would allow a community of users to gener-
ate that content, possibly using mobile devices equipped with sensors such as
GPS and heart rate monitor. For this reason, some communities, companies,
and researchers (e.g., [3,4,5]) have proposed trail sharing systems which invite
users to collect context information about themselves (e.g., heart rate) and the
trails where they jog (e.g., waypoints), and share such content with other users
through the Web.

G.-J. Houben et al. (Eds.): UMAP 2009, LNCS 5535, pp. 441–446, 2009.
� Springer-Verlag Berlin Heidelberg 2009
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Position information about trails, represented as the latitude and the longi-
tude of a set of waypoints, has been the first kind of user-generated content
considered in the fitness domain. Waypoint information can be enhanced with
altitude and timestamp, if available, and can be generated by asking users to
manually place the waypoints on a map [3], by automatically collecting position
information in the field by means of a GPS device [4], or by combining the two
approaches [5].

Besides position, users’ heart rate is an important information associated to
fitness trails, and is indicative of users’ physical fitness as well as trail difficulty.
Two of the existing proposals allow to record such information: Nokia Sport
Tracker [4] allows users only to manually add average heart rate to the automat-
ically collected position information, while SlamXR [5] can automatically acquire
heart rate information, together with synchronized information about position,
acceleration, atmospheric pressure, and temperature, by means of a dedicated
wrist-wearable device which integrates different sensors.

Unfortunately, existing systems do not consider users’ personal opinions on
trail features, such as the beauty of the landscape or the purity of the environ-
ment. To overcome such limitation, we propose a trail sharing system for mobile
devices that deals with data collected by sensors (GPS and heart rate monitor)
as well as users’ personal opinions, and employs a collaborative filtering approach
to help the user in finding the trails that are more suited to her.

2 Our Proposal

The mobile trail sharing system we propose deals with two different types of
trail features:

– Objective features are those features directly measured by means of sensors
or derivable from sensor measurements. Our system exploits (i) a GPS device
to collect waypoints, (ii) a Bluetooth pulse oximeter to measure users’ heart
rate at each waypoint, and (iii) the internal time of the mobile device to mea-
sure the duration of a jogging session (total duration) and the duration of
a lap (lap duration). From the collected information, the system can derive:
(i) total length (by summing waypoint-to-waypoint distances), (ii) lap length
(by summing waypoint-to-waypoint distances in a lap), (iii) mean slope (by
calculating the ratio between the sum of waypoint-to-waypoint differences
in altitude and the total length), (iv) mean speed (by calculating the ratio
between the total length and the total duration), (v) mean heart rate (by
averaging collected heart rate values), and (vi) difficulty (by calculating the
ratio between mean heart rate and mean speed). Moreover, the system com-
putes the popularity of trails (by considering how many times users jogged
there), and the distance between a trail and the current location of a user.

– Subjective features are those features that depend on users’ personal opin-
ions. The system explicitly asks users to specify them using numeric ratings
on a 1 to 5 scale. Considered subjective features are: (i) beauty of the land-
scape (e.g., is there anything the user likes to see while jogging such as trees
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or rivers?), (ii) crowding (e.g., how many people will the user meet while jog-
ging?), (iii) purity of the environment (e.g., is there waste or smog around
the trail or is it a clean open-air environment?), and (iv) safety (e.g., can
cars cross the trail? is it a crime-related area?).

We further classify objective features in: (i) user independent features, such
as waypoints and lap length, and (ii) user dependent (UD) features, such as lap
duration and difficulty, that can significantly vary according to the user.

Our system provides the user with a mobile tracking application to measure
objective features of the trail where she jogs, collect her ratings about trail
subjective features, and access a password-protected Web service for sharing
trails. Besides storing content, the Web service calculates derivable objective
features from the measured ones.

To search for a shared trail, existing systems ask users to specify some objec-
tive features. However, a search based only on objective features is not enough
to find the trails that are most suited for each individual user, since users may
like or dislike trails based on their personal opinions. A real-life scenario where
users’ opinions are fundamental to find the most suited trail may be the follow-
ing (Scenario 1): two users (User 1 and User 2), who live in the same town, are
looking for a nearby trail with a desired lap length and mean slope. User 1 likes
trails with beautiful trees, while User 2 prefers jogging near clean rivers. Among
the nearby trails satisfying the specified objective features, there is a trail (Trail
T) with several beautiful trees, but no rivers at all. Since existing systems do not
consider users’ personal opinions, recommended trails for both users will include
Trail T. As a result, if both users decide to try that trail, User 1 will appreciate
the recommendation, while User 2 will be dissatisfied.

To deal with users’ personal opinions, we adopt an approach based on collab-
orative filtering (see [6] for a recent survey about collaborative filtering), i.e. we
collect the ratings that different users give to the subjective features of trails,
and exploit such ratings to predict how much each user would like a trail she
never tried. More precisely, our system is inspired by the GroupLens architecture
[7] and the item-based recommendation algorithm proposed by [8]. We predict
the rating a particular user would likely give to a subjective feature of an untried
trail by proceeding as follows:

– for each subjective feature f , the system computes, on a regular basis, the
adjusted-cosine similarity (Equation 1) between each possible pair of trails
(i, j) by considering ratings for f given by the users who have tried both
trails (we denote this set of users as RBi,j,f) as well as the mean rating of
each user u ∈ RBi,j,f for f (we denote this mean as ru,f );

– for each user u, trail i, subjective feature f , where u has not rated f of i,
the system calculates the rating u would likely give to f of i as the weighted
average of the ratings u has given to f of other trails (we denote the set of
trails for which u has rated f as Ru,f ), where weights are the adjusted-cosine
similarities between i and the other trails for f (Equation 2).
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AdjCosSim(i, j, f) =

∑
u∈RBi,j,f

(ru,i,f − ru,f ) (ru,j,f − ru,f )√∑
u∈RBi,j,f

(ru,i,f − ru,f )2
√∑

u∈RBi,j,f
(ru,j,f − ru,f )2

(1)

PredRat(u, i, f) =

∑
j∈Ru,f

AdjCosSim(i, j, f) · ru,j,f∑
j∈Ru,f

AdjCosSim(i, j, f)
(2)

Applying this technique to Scenario 1 will produce the following results: since
users who like trees are likely to give high ratings to the beauty of Trail T (and
of other trails with beautiful trees), and users who instead prefer rivers are likely
to give low ratings to the beauty of Trail T (and of other trails without rivers),
the similarity among T and other trails with beautiful trees and no rivers for the
beauty feature will be very high. As a result, the predicted rating of the beauty
feature of Trail T for User 1 (who likes trees) will be strongly influenced by the
ratings she gave to other trails with beautiful trees and so it is likely to be high.
For User 2 (who likes rivers), the predicted rating of Trail T will be influenced by
those she gave to other trails without rivers, and is likely to be low. Therefore,
if both users query the system for a trail with the specified objective features
and a high rating for beauty, recommended trails for User 1 will include Trail
T, while recommendations for User 2 will not.

UD features, such as lap duration and difficulty, are strongly dependent on
users’ physical fitness. As a result, if a user looks for a trail with a particular
value for one of these features in existing trail sharing systems, she may be misled
by the shown value, since it may have been derived from content collected by
users with completely different physical fitness. Consider the following scenario
(Scenario 2): an untrained user (User 3) has shared a trail (Trail R) whose lap
duration, as measured by her, is 25 minutes, and a well trained user (User 4) is
looking for a trail with that particular lap duration. Since existing systems do not
personalize recommendations based on users’ physical fitness, the recommended
trails for User 4 will include Trail R. However, since differently trained users are
likely to take an amount of time inversely proportional to their physical fitness
to complete a lap of the same trail, User 4 will likely be disappointed after trying
Trail R, because she will have taken much less than the shown 25 minutes to
complete a trail lap.

To adapt the values of UD features to the individual users, we applied the col-
laborative filtering technique also to information collected by means of sensors.
However, while ratings of subjective features can be considered stable over time,
values of UD features are likely to change even within a few months. For exam-
ple, with appropriate training a user can increase her mean speed or exercise at
a lower heart rate without reducing the speed. Therefore, the collaborative fil-
tering technique, which would consider all the collected values, is not well suited
for these features. To overcome this problem, we consider only the most recent
trails for each user (last 6 months) in the computation of the similarities and the
predicted values for UD features, and we invite users to share their information
associated to each trail everytime they jog in it. As an additional benefit, regular
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update allows us to count how many times each user has jogged in each trail, so
that we can compute the total number of visits for each trail and determine its
popularity.

By applying collaborative filtering to UD features, recommendation in Sce-
nario 2 changes as follows: the system considers lap durations of the same users
in different trails to compute the adjusted cosine similarity for the lap duration
feature among all the possible pair of trails. Then, the system predicts lap dura-
tion of Trail R for User 4 as the weighted average of the values measured for User
4 in similar trails, where weights are the adjusted cosine similarities for the lap
duration feature. Since User 4 is more trained than User 3, lap durations mea-
sured by her in trails similar to Trail R are likely to be lower than 25 minutes,
so predicted lap duration of Trail R for User 4 will be lower than 25 minutes
as well. As a result, recommended trails for User 4 will not include Trail R, but
other trails whose lap duration is well-suited to User 4’s request and physical
fitness.

To test the proposed technique, we developed a mobile application (Figure 1)
to browse filtered content by specifying a range of values for each feature.

Fig. 1. The proposed mobile application to browse filtered content



446 F. Buttussi, L. Chittaro, and D. Nadalutti

3 Discussion and Future Work

As any collaborative filtering system, our system is affected by the cold start
problem, i.e. users can be reluctant to share their content and give ratings,
expecially during the initial phase after the deployment of the system. Once the
system has collected enough content, the users who share more are rewarded with
more tailored predictions for their untried trails, but during the initial phase the
system may not be able to predict some feature values even for the users who
have shared more. To motivate users to share their trails, we are integrating our
proposal in a mobile fitness game to provide fun, training, and motivation, while
generating content for the trail sharing system.

We will also extend our system to consider more context information. At
present, the system filters the content by considering current location and col-
lected information about heart rate and position. Moreover, it implicitly collects
also timestamp information about the waypoints, that can be exploited to de-
termine the season and the time of the day. Considering also current season and
time of the day in the prediction of ratings will allow the system to further tailor
the filtering of the content.
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Abstract. Clustering of search results has been shown to be advantageous over
the simple list presentation of search results. However, in most clustering in-
terfaces, the clusters are not adaptive to a user’s interaction with the clustering
results, and the important question “how to optimize the benefit of a clustering
interface for a user” has not been well addressed in the previous work. In this
paper, we study how to exploit a user’s clickthrough information to adaptively re-
organize the clustering results and help a user find the relevant information more
quickly. We propose four strategies for adapting clustering results based on user
actions. We propose a general method to simulate different kinds of users and lin-
earize the cluster results so that we can compute regular retrieval measures. The
simulation experiments show that the adaptation strategies have different per-
formance for different types of users; in particular, they are effective for “smart
users” who can correctly recognize the best clusters, but not effective for “dummy
users” who follow system’s ranking of results. We further conduct a user study
on one of the four adaptive clustering strategies to see if an adaptive clustering
system using such a strategy can bring users better search experience than a static
clustering system. The results show that there is generally no significant differ-
ence between the two systems from a user’s perspective.

1 Introduction

The main goal of a search engine is to rank relevant documents above non-relevant
ones. There has been a lot of research in developing effective retrieval models to help
achieve this goal. However, an equally important goal of a search engine is to present
the search results effectively so that a user can find the relevant information from the
results quickly. Indeed, most search engines present a ranked list of documents with
brief summaries. However, due to the inevitable mismatches between a query and doc-
uments, the search results are more often non-optimal. It is quite common that a user
may not find any relevant document among the top ranked ones. In such a case, the user
would have to go through the many non-relevant documents in the list until eventually
finding some relevant ones. Intuitively, a clustering view of the search results would be
much more useful in such a case.

Clustering of search results has been shown to be an effective way to present the
search results [7,2], and has been adopted by some search engines such as vivisimo 1.
Although clustering of search results has been studied, in most existing work, the clus-
ters are generally not adaptive to a user’s interaction with the clustering results. In

1 http://vivisimo.com/
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Scatter/Gather[1,3], the authors proposed that re-clustering can be performed on the
user-selected clusters, which can be regarded as attempting to adapt the clustering re-
sults to a user. Unfortunately, this is as far as the work goes, and to the best of our
knowledge, there has been no work that attempts to seriously study the important ques-
tion “how to optimize the benefit of a clustering interface for a user.” With non-adaptive
clustered results, a user would generally select a cluster and examine the results in it.
Thus the utility of the results is largely determined by the clustering algorithm. Intu-
itively, however, the clustering results may be improved as the system sees more user
interactions when the user examines the results.

In this paper, we study how to exploit a user’s clickthrough information, which is
naturally available when a user is interacting with a clustering interface, to adaptively
reorganize the clustering results and help a user find the relevant information more
quickly. Specifically, we propose four strategies for adapting clustering results based
on user actions, which are (1) reranking documents based on a selected cluster, (2)
reranking documents based on a viewed document, (3) merging unselected clusters,
and (4) promoting “near-miss” documents. Evaluation of the utility of a cluster pre-
sentation of results is a challenging task. We propose a general method to simulate
different kinds of users and linearize the cluster results so that we can compute regu-
lar retrieval measures. The simulation experiments show that the adaptation strategies
have different performance for different types of users; in particular, they are effec-
tive for “smart users” who can correctly recognize the best clusters, but not effective
for “dummy users” who simply follow system’s ranking of results. Among the four
proposed adaptation strategies, the strategy of reranking based on viewed document is
shown to be most effective, but other strategies are also beneficial. We further conduct
a user study to see if an adaptive clustering system can bring improved search expe-
rience to users, compared with a static clustering system. We focus on the strategy of
promoting near-miss documents. The results show that there is generally no significant
difference between the two systems from a user’s perspective. Specifically, more users
say that they like the adaptive system better but users saved more relevant documents
with the static interface than with the adaptive interface. Overall, our study shows that
adaptive clustering has a good potential for improving search utility for users, but a user
may not perceive any significant difference in the system.

2 Four Adaptive Strategies

We propose four strategies for adapting clustering results based on user actions, includ-
ing reranking documents based on a selected cluster, reranking documents based on a
viewed document, merging unselected clusters, and promoting “near-miss” documents.

The first is reranking based on cluster selection. When a user selects a cluster to view,
we may infer that the user likes the selected cluster better than un-selected cluster(s).
This information is exploited to improve the ranking of documents within a cluster. The
information about the selected cluster can be combined with the original query to rerank
documents in other (unselected) clusters.

The second is reranking based on document selection. When a user clicks on a doc-
ument to view after selecting a cluster, the viewed document can presumably provide



Adaptive Clustering of Search Results 449

more information about what the user is interested in to the retrieval system and can
thus be exploited to improve search results. The query will be updated with selected
document and used to rerank the documents within each cluster.

The third is merging unselected clusters. When the user selects a cluster or views a
document, the adaptive clustering algorithm can also restructure the clusters. In [1,3],
the retrieval system merges several relevant clusters according to a user’s selection.
After seeing a user selecting a cluster, it would be reasonable to assume that the user
may not be so interested in the partitioning of search results in other clusters. Thus,
the retrieval system can merge all unselected clusters into a big cluster and put this big
cluster below the selected cluster. Then according to the updated query, the retrieval
system can rerank all the documents in the big cluster.

The fourth is promoting “near miss” documents. In this strategy, when the user clicks
on a cluster, the adaptive clustering algorithm presents not only the documents in the
clicked cluster to the user, but also some (borderline) documents which were originally
scattered into unselected clusters. Specifically, the retrieval system would select those
documents from each unselected cluster that are most similar to the updated query vec-
tor, and then insert these “near miss” documents into the bottom of the selected cluster.

The first and second strategies do not change the cluster structure while the third and
fourth do.

3 Simulation Study

Following the use of the simulation strategy in some previous work [3,6], we also use
the simulation strategy to evaluate the proposed adapatation strategies. But different
from previous work, our simulation distinguishes two different types of extreme users.
One is “smart users”, who can always make intelligent decisions. Such a user would
be assumed to always select the best cluster among several clusters according to the
description of the cluster labels and always select a relevant document among a set of
documents to view according to the snippet of each document. We simulate the interac-
tion of the smart user as follows. We compute the percentage of relevant documents in
each cluster, sort clusters according to the percentage of relevant documents in a clus-
ter. We assume the smart user will select the top (also the best) cluster. We linearize
or expand these clusters into a ranked list and evaluate the expanded ranked list with
regular retrieval performance measures. We refer to the retrieval performance of this
ranked list as the smart baseline. After a smart user selects the cluster with the highest
percentage of relevant documents, the retrieval system can update the user’s informa-
tion need and rerank documents in each cluster. We evaluate the performance of the new
ranked list and refer to the result as the smart adaptive. After the documents of the best
cluster are presented, the smart user would select the best document in the best cluster
to view. We simulate this behavior by selecting the top ranked relevant document in
the best cluster. Immediately after the smart user selects the best document in the best
cluster to view, the retrieval system will further update the user’s information need and
rerank documents in each cluster again. We refer to this result as the smart reranking.
The other type of extreme users is “dummy users.” A dummy user would always select
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top ranked cluster and top ranked document to view. Such a user would just passively
follow a system’s ranked result. In real web search, it is found that a user’s behavior has
a view bias and clickthrough can be biased according to the presented ranking order by
a search engine. The user tends to view or click on documents from the top. As in the
case of a smart user, we can also define dummy baseline, dummy adaptive, and dummy
reranking similarly. In the real world, a user can be considered as a mixture of smart
user and dummy user. We can use the probability of being smart user, which varies from
0.0 (dummy user) to 1.0 (smart user) to control the user interaction behavior.

We use TREC8 ad hoc track data set for empirical evaluation. For each query, we
use vector space model to obtain baseline retrieval results. We then use K-Medoids
clustering algorithm to cluster the top 100 documents into 6 clusters. We employ a
linearization method to “convert” any clustering results into a perceived ranked list. In
each cluster, the documents will be sorted by the retrieval scores. The idea is to simulate
the perceived order of documents by a user when the user is browsing a clustering
result. This way, we can evaluate a clustering result in the same way as evaluating a
regular ranked list of result. We use the mean average precision (MAP), precision at
0.1 (pr@0.1) and 0.2 (pr@0.2) recall levels, and precision at top 10 (pr@10d) and 20
(pr@20d) documents as the evaluation metrics.

Table 1. Experiment Results of Simulation Study

Method MAP pr@0.1 pr@0.2 pr@10d pr@20d
baseline 0.230 0.459 0.355 0.398 0.356

smart baseline 0.283 0.529 0.413 0.531 0.465
smart adaptive 0.282 0.559 0.418 0.539 0.470
smart reranking 0.294 0.580 0.428 0.551 0.467
dummy baseline 0.205 0.410 0.324 0.357 0.318
dummy adaptive 0.196 0.414 0.324 0.349 0.326
dummy reranking 0.202 0.418 0.331 0.353 0.320

regroup adaptive 0.261 0.557 0.401 0.533 0.45
regroup reranking 0.270 0.578 0.407 0.539 0.453

promotion adaptive (q) 0.282 0.561 0.421 0.537 0.457
promotion reranking (q) 0.293 0.583 0.434 0.545 0.460

promotion adaptive (q
′
) 0.287 0.575 0.428 0.527 0.471

promotion reranking(q
′
) 0.291 0.582 0.428 0.549 0.452

Row 3-8 of Table 1 shows the retrieval performance of the experiment results for
two types of extreme users at different stages. We can see that for the smart user, the
adaptive clustering strategy is effective and the performance of smart baseline is much
better than that of baseline. For the smart user, smart reranking is apparently better than
smart adaptive and smart baseline while smart adaptive has a better pr@10d than smart
baseline does. For the dummy user, however, the adaptive clustering strategy appears
to be ineffective. The dummy baseline is not as good as the baseline, which means
clustering presentation is not effective for dummy users. Dummy adaptive and dummy
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reranking have similar performances to dummy baseline. Thus the adaptive clustering
representation is generally not effective for the dummy user.

In the cluster regrouping strategy, when the smart user selects one cluster, we will
merge other clusters into one cluster so that there will be only two clusters – the active
cluster and the unopened cluster. Immediately after the smart user selects a cluster to
view, the retrieval system will update the user’s information need and use the updated
query to rerank the documents in each cluster. We call this result the regroup adaptive.
When the user selects the best document to view, we can then rerank the documents
in each cluster; the corresponding result will be called regroup reranking. Row 9-10 of
Table 1 shows the retrieval performance of regroup adaptive and regroup reranking. We
find that the retrieval performance of regroup adaptive and regroup reranking is not as
good as the corresponding smart adaptive and smart reranking.

When we apply the promotion strategy to select a subset of documents from clusters
other than the best cluster, we can use the original query to rank and select documents.
We can also use the updated query, which is interpolated with the best cluster term
vector, to rank and select documents. We tried both queries to promote documents. We
promote one document from each cluster other than the best cluster and append it to
the bottom of the best cluster. Row 11-14 of Table 1 shows the experiment results us-
ing this near miss promotion strategy. We can see that promotion reranking consistently
has better retrieval performance than the promotion adaptive strategy. The better perfor-
mance of promotion reranking over promotion adaptive clearly comes from reranking
documents based on the viewed document; this observation is consistent with what we
observed in the performance comparison of smart adaptive and smart reranking.

4 User Study

We further conduct a user study by deploying two clustering systems to real users and
study whether adaptive clustering strategy can bring better user experience in interact-
ing with the search results than the static clustering strategy. Among the four adaptive
clustering strategies, the strategy of promoting “near-miss” strategy has shown some
promising results. Thus we use this strategy in the adaptive clustering system.

We implement the clustering result presentation functionality in the UCAIR tool-
bar [4], which is an Internet Explorer plugin. The adaptive clustering strategy is also
implemented in the UCAIR toolbar. Thus we evaluate two systems with clustering
result presentation, i.e. Adaptive System (AS) and Static System (SS). We randomly
select 6 query topics from TREC8 ad-hoc track topics. After the subjects submit title
query to UCAIR toolbar, the UCAIR toolbar will return clustered results to the user
by clustering top ranked 100 documents from Google into 6 clusters. We use the cen-
troid document to represent each cluster. Subjects browse clusters and click one cluster
to view snippets of documents which belong to the selected cluster. Subjects browse
document snippets and then click the most interesting one to view the content of the
document. If it is relevant, subjects will save it on the local disk. After a pilot study, 24
subjects partcipated in the formal study.

We collect the exit questionnaires and compare two systems by overall experiences
including difference of two systems, helpfulness of systems in completing tasks, easi-
ness of learning to use, easiness of using, and overall preference. The results are listed
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Table 2. Comparison of Overall Experience of Two Clustering systems

Comparison AS is better SS is better No difference
Helpfulness 10 6 8

Easy to Learn 1 3 20
Easy to Use 7 2 15

Overall Preference 11 5 8

as Table 2. From Table 2, we can see that System AS is a little better than SS in the
aspect of being helpful in completing tasks and easy to use. Both systems are equally
easy to learn since their interface is nearly identical. For the overall preference, System
AS seems to be better than System SS. However, there is no clear indication that System
AS is better than System SS. For more detailed analysis of simulation study and user
study, please refer to [5].

5 Conclusion and Future Work

In this work, we explore adaptive clustering presentation in interactive information re-
trieval and propose four adaptation strategies to improve clustering results based on a
user’s implicit feedback information. We propose a stochastic way to simulate a user’s
browsing behavior and propose a method for evaluating clustering results quantitatively
based on user simulation. We evaluate the proposed adaptation algorithms with simula-
tion experiments and show that adaptive clustering, especially reranking of documents
based on viewed document is effective for smart users who would intelligently identify
and view a high precision cluster and pick a relevant document to view, though such
strategies are not effective for dummy users who simply follow a system’s ranking of
clusters and documents. We further conduct a user study to see if an adaptive clustering
system can bring improved search utility and/or experience to users, compared with a
static clustering system. The results show that there is generally no significant differ-
ence between the two systems from a user’s perspective. Specifically, more users say
that they like the adaptive system better but users saved more relevant documents with
the static interface than with the adaptive interface. Overall, our study shows that adap-
tive clustering has a good potential for improving search utility for users, but a user may
not perceive any significant difference in the system.

There are two particularly interesting directions to explore. One direction is to look
into other factors to affect the user experience. Although the user study comparing
one method of adaptive clustering to static clustering showed no significant user per-
formance or preference differences, this could be due to a variety of factors which we
were unable to investigate in this study. Such factors include suitability of the clustering
technique to the specific retrieval task; combining user behavior evidence for ranking as
well as clustering; and combining several adaptation strategies, rather than using only
one. The other one is to do a larger-scale of user study with more topics and multiple
iterations of interaction to draw more reliable conclusions.
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Abstract. When developing an Adaptive Learning System (ALS), users
are generally consulted (if at all) towards the end of the development
cycle. This can limit users’ feedback to the characteristics and idiosyn-
crasies of the system at hand. It can be difficult to extrapolate prin-
ciples and requirements, common to all ALSs, that are rated highly by
users. To address this problem, we have elicited requirements from learn-
ers and teachers across several European academic institutions through
explorative, semi-structured interviews [1]. The goal was to provide a
methodology and an appropriate set of questions for conducting such
interviews and to capture the essential requirements for the early itera-
tions of an ALS design. In this paper we describe the methodology we
employed while preparing, conducting, and analyzing the interviews and
we present our findings along with objective and subjective analysis.

1 Introduction

The development of an Adaptive Learning System (ALS) is a challenging task
[2, 3]. There exist many prototypical systems with domain-specific adaptive func-
tionality. However, there is no established strategy for incorporating adaptivity
in a system. This makes the process of requirements elicitation quite difficult.
To address this problem, we have collected and aggregated the needs of users in-
volved in higher education (learners and teachers) in a systematic form through
interviews. Our approach is to illustrate the concept of adaptivity during the
interviews through a hypothetical scenario involving a learner, a teacher (author
and tutor), and a fully-functional ALS. A semi-structured interview allows the
interviewees to evaluate an ALS’s potential merits, short-comings and usefulness
with respect to their individual needs.

Prototypical ALSs are often assessed through user evaluations during or after
the system development stage [4, 5]. However, this can frame the user’s eval-
uation; they comment on what has been developed and offer criticisms. Our
� This work was performed within the EU FP7 GRAPPLE (Generic Responsive Adap-

tive Personalized Learning Environment) Project.
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hypothetical scenario is intentionally vague to promote a ‘green fields approach’.
It is the intention of this work to involve the users before any design or develop-
ment commences and to later assess the utility of their input through user trials
when a system is being developed. An accompanying technical report1 provides
an expanded version of the sections herein, including the full text of the interview
summaries.

2 The Requirements Elicitation Methodology

Interviewees are first divided into three groups: learners, teachers, and others.
An interview guide and protocol is produced and distributed to all interviewers
to ensure consistency. The interviews are documented in two forms: interview
summaries (having a narrative character) and interview data sheets (for quan-
titative and statistical analysis). The interview questions are both quantitative
(closed questions with a predefined choice of answers) and qualitative (open-
ended questions that try to gather information in an unbiased manner).

Before conducting the interviews, a hypothetical scenario involving a learner,
a tutor, a content author, and a fully-functional ALS is distributed to the inter-
viewees. The scenario illustrates typical and possible usage of an ALS. It pro-
vides the interviewees with a basic understanding of adaptivity. Respondents are
encouraged to estimate the relevance of each use case to their own personal con-
text and work. The technical report provides an example of one such scenario.
We followed the above methodology when conducting the interviews reported
below.

3 The Interviews

There were 27 interviews conducted in June 2008 across seven European institu-
tions (see Table 1). The sample size was predominantly due to the data collection
instrument and the involved effort.

Table 1. Summary of the interviews

Learner Teacher Other Total
Open Universiteit Nederland 2 6 2 10
Technische Universiteit Eindhoven 0 4 0 4
Trinity College Dublin 1 2 0 3
Università della Svizzera Italiana 1 2 0 3
Universität Graz 2 1 0 3
University of Warwick 1 1 0 2
Vrije Universiteit Brussel 1 1 0 2

Total 8 17 2 27

1 https://www.cs.tcd.ie/publications/tech-reports/reports.09/TCD-CS-2009-06.pdf
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3.1 Current Usage of Learning Systems

The first section of the interview gauged the current usage of learning systems
and ALSs by the interviewees.

A1. Do you use any learning systems? Out of 27 interviewees, 25 were using
or had used learning systems. All of the teachers had experience with learning
systems. Only two learners indicated that they had no experience. Questions
A2-A5 were answered by the 25 interviewees with experience; the remaining
questions, unless otherwise indicated, were answered by all 27.

A2. Which learning systems have you used? This was an open-ended question; we
did not provide a list of learning systems to choose from. In the case of customized
or heavily modified systems, we grouped these under the category ‘in-house’.
Other than in-house systems, Moodle and Blackboard were the most popular
learning systems (see Table 2). We note that the most popular Open-Source and
commercial LMSs feature. This question also provided us with information as
regards the number of learning systems in use by each interviewee. On average,
each interviewee used two learning systems (mean = 2.04, s.d. = 1.26). Teachers
indicated that they use significantly more learning systems (t(23) = 2.699, p =
0.013), with teachers listing on average 2.5 (s.d. = 2.47) systems and learners
listing on average 1.1 (s.d. = 0.9) learning systems.

Table 2. The learning systems used by interviewees (in descending order by use)

In-House 13
Moodle 12
Blackboard 9
Sakai 3
WebCT 3
Others (AHA!, ALEKS, Dokeos, Educativa, Ilias) 6

A3. How often do you use a learning system? The majority of the teachers used
learning systems daily or once to several times a week, whereas learners used
them less frequently.

A4. How long have you been using learning systems? The teachers had long-term
experience in using learning systems (13 had many years’ experience, 3 had one
year’s experience, and 1 had several months’ experience), whereas learners had
considerably less (only 1 has many years’ experience, 2 has one year’s experience,
and 3 had several months’ experience).

A5. Do the learning systems you have used so far provide any adaptive features
to users? The responses to this question show that the majority of learning
systems have no adaptive features (no = 15, yes = 10). The weak support of
adaptation by Open Source and commercial LMSs has been confirmed in the
literature [6].
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3.2 Adaptivity – Needs and Preferences

The second section of the interview focused more on adaptivity and the purposes
and benefits of an ALS (whether the interviewee had previously used one or not).

B1. What do you think are the purposes or tasks for which an ALS is especially
suited? Table 3 summarizes the results. The top two answers were individualized
teaching and guided, individualized learning. These can be considered the same,
but from opposing viewpoints, i.e. the teachers’ and learners’.

Table 3. The top seven purposes or tasks for which ALSs are especially suited (in
descending order by the number of interviewees who said so)

Individualized Teaching 6
Guided and Individualized Learning 5
Details of Technical Material 4
Clearly Defined Knowledge Domains 2
Identification of Strengths and Weaknesses in a Learner 2
Monitoring 2
Procedural and Vocational Training 2

B2. What are the benefits of using an ALS? Do you think adaptivity in a learning
system brings added value to the user? The results are summarized in Table 4.

Table 4. The top seven benefits of ALSs (in descending order by the number of inter-
viewees who said so)

Efficiency 11
User Specificity 9
Relevant Learning Material 4
Personalization 3
Re-Usability 3
Learner Motivation 3
Avoids Information and Cognitive Overload 2

B3/B4. I list features that are reported in the literature to function as sources of
adaptation, i.e. characteristics of the learner or environment that may be con-
sidered by an ALS when adapting to the individual learner. Please indicate your
opinion on the importance of adaptation to each of these features on a scale
from 1 to 10 (1 being unimportant and 10 being very important). The listed fea-
tures and the results are shown in Table 5. All adaptation criteria were judged
quite important; each criterion reached at least a mean importance of 5. The
criteria judged to be the most important were adaptation to learner knowl-
edge (mean = 8.85, s.d. = 1.19) and adaptation to learning goals and tasks
(mean = 8.7, s.d. = 1.82). A correlation analysis showed that the judgment of
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learner knowledge is highly correlated with learning goals and tasks (r = 0.606,
p = 0.001), and features medium correlations with language, learner qualifica-
tions, user role, background, and experience in the hyperspace. The importance
rating of learner knowledge was not correlated with any other criterion. The
least importantly judged aspects, although still characterized by a mean impor-
tance of about 5, were background (mean = 5.3, s.d. = 2.37), learner personality
(mean = 5.07, s.d. = 2.37), and experience in the hyperspace (mean = 5.0,
s.d. = 2.56).

Table 5. Specific features of adaptivity as rated by the interviewees (in descending
order by mean ratings)

No. Min. Max. Mean S.D.

Learner Knowledge 26 6 10 8.85 1.190
Learning Goals and Tasks 27 4 10 8.70 1.815
Language 26 5 10 7.96 1.455
Platform 26 3 10 7.77 1.583
Interests 27 2 10 7.22 2.136
Learning and Cognitive Style 27 2 10 7.19 2.403
Learner Qualifications 26 3 10 7.15 1.974
User Role 27 1 10 7.00 2.370
Motivation 27 1 10 6.96 2.682
Learner Preferences 27 1 10 6.26 2.474
Location 27 1 10 6.04 2.361
Background 27 1 10 5.30 2.367
Learner Personality 27 1 8 5.07 2.368
Experience in Hyperspace 26 1 10 5.00 2.561

B5/B6. I list dimensions that can be the subject of adaptation, i.e. methods and
techniques that may be used for adapting the learning process to the individual
learner. Please indicate your opinion on the importance of each of these dimen-
sions on a scale from 1 to 10 (1 being unimportant and 10 being very important).
The list of dimensions and the results are shown in Table 6. As was the case
for the features of adaptivity, all the dimensions have quite high ratings, with
minimum means between 5 and 6. The dimensions judged to be most important
were learning activity selection (mean = 8.37, s.d. = 2.02) and content selection
(mean = 8.33, s.d. = 2.25) in general – and within this dimension, the techniques
of additional explanations (mean = 8.37, s.d. = 1.04) and prerequisite explana-
tions (mean = 8.19, s.d. = 1.98). Furthermore, adaptive testing (mean = 8.22,
s.d. = 1.63) was considered very important. The dimensions judged to be least
important, but still featuring a medium mean importance score, were hiding
(mean = 5.22, s.d. = 2.55) and service provision (mean = 5.85, s.d. = 2.71).
Hiding is less popular and desirable in comparison with other techniques within
adaptive navigation support. The learner is deprived of information in this way,
which was explicitly criticized by some interviewees.
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Table 6. Specific dimensions of adaptivity as rated by the interviewees (in descending
order by category mean ratings (bold terms) and then individual mean ratings)

No. Min. Max. Mean S.D.

Learning Activity Selection 27 1 10 8.37 2.022
Content Selection 27 1 10 8.33 2.253
Additional Explanations 27 7 10 8.37 1.043
Prerequisite Explanations 27 1 10 8.19 1.981
Comparative Explanations 27 5 10 7.56 1.121
Explanation Variants 27 5 10 7.44 1.625
Sorting 27 1 10 7.26 2.177
Problem Solving Support 27 5 10 7.93 1.299
Intelligent Analysis of Solutions 27 5 10 7.74 1.631
Example-Based Problem Solving 27 3 10 7.67 1.687
Interactive Problem Solving Support 27 3 10 7.37 1.822
Assessment 27 1 10 7.89 2.082
Testing 27 3 10 8.22 1.625
Questions 27 1 10 6.52 2.376
Learner Model Matching 27 1 10 7.56 1.888
Collaboration Support 27 3 10 7.78 1.805
Intelligent Class Monitoring 27 6 10 7.70 0.953
Presentation 27 1 10 7.52 2.242
Multimedia Presentation 27 1 10 7.41 2.635
Text Presentation 27 1 10 6.81 1.882
Customization of the Interface 27 1 10 6.63 2.041
Navigation Support 27 1 10 7.33 2.760
Link Generation 27 1 10 7.56 2.225
Sorting 27 1 10 7.04 2.488
Link Annotation 27 1 10 7.00 2.000
Map Annotation 27 1 10 6.96 2.244
Direct Guidance 27 1 10 6.70 2.267
Hiding 27 1 10 5.22 2.547
Service Provision 27 1 10 5.85 2.713

4 Analysis and Conclusions

The views of our interviewees, comprising learners, teachers and others (re-
searchers and developers) can be summarized as follows. They require an ALS
that provides individualized teaching and learning. In particular, it should be
capable of providing details of technical material that cannot be covered ade-
quately in a class or lecture. They expect such a system to be efficient with
respect to the learners, tutors and authors, by providing users with relevant
learning material. Table 5 and Table 6 provide a ‘most-wanted’ list of specific
features and dimensions of adaptivity as ordered by their mean ratings.

In addition, ALSs are considered particularly suited to well explored and struc-
tured content. However, this is only one part of what a learner needs to learn.
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They must also learn more abstract and complex competencies, e.g. social and
relational skills, creative problem solving (where the ‘correct’ or ‘best’ solution is
possibly unknown), independent critical thinking, etc. The interviewees propose
some areas where an ALS can add value in the academic context: the acquisition
of basic knowledge, the acquisition of technical details that are too cumbersome
to cover in lectures and classes, adaptive testing of basic knowledge, and lan-
guage skills. Many interviewees insist that learners should be made aware of the
adaptation; they should be able to set adaptation parameters and always feel
in control. There is also a potential conflict between a learner’s preferred learn-
ing style and an optimal learning strategy. It appears to be a delicate trade-off
between pleasing the learner and doing what’s best for them from a pedagogi-
cal standpoint. The accompanying technical report draws some more subjective
conclusions from specific remarks and suggestions made by the interviewees.
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Abstract. Traditional websites have long relied on users revealing their pref-
erences explicitly through direct manipulation interfaces. However recent rec-
ommender systems have gone as far as using implicit feedback indicators to
understand users’ interests. More than a decade after the emergence of recom-
mender systems, the question whether users prefer them compared to stating their
preferences explicitly, largely remains a subject of study. Even though some stud-
ies were found on users’ acceptance and perceptions of this technology, these
were general marketing-oriented surveys. In this paper we report an in-depth user
study comparing Amazon’s implicit book recommender with a baseline model of
explicit search and browse. We address not only the question “do people accept
recommender systems” but also how or under what circumstances they do and
more importantly, what can still be improved.

1 Introduction and Related Work

Twenty years ago, the classical buying-scheme was that when a user entered a shop,
a knowledgeable seller would be available to advise and inform him/her on products.
With the emergence of the Internet, online shops started to appear, proposing interfaces
where the users had a high level of control, and where actions triggered predictable
results. Classical interface have allowed people to express their preferences by brows-
ing along a set of well defined categories. For Books these might be poems, romance
or thriller. In addition search tools rapidly appeared allowing users to more quickly
navigate to their target items. Later on, recommender systems (RS) were introduced,
often relying on explicitly expressed ratings of items. More recently, there has been a
lot of research on indirect ways for users to reveal their preferences (e.g. through their
purchase history), paving the way to behavioral recommenders. This difference from
search & browse to today’s behavioral recommenders follows very well a more general
and long standing debate, central to the UM community, about automation and direct
manipulation which was voiced in [11]: to what extent should users give up control of
their interaction with interfaces in favor of depending on intelligent “agents” that learn
the likes and dislikes of a user?

In this paper we compare traditional user-controlled interfaces with more recent per-
sonalized systems using recommendations. A lot of research has been done on ways for
users to reveal their preferences, and experiments such as [10] suggest that when users
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implicitly give feedback, the performance of the RS can be close to the more traditional
ones using explicit feedback. But the work is highly incremental and there are no stud-
ies directly comparing both extremes. For these reasons, we decided to evaluate how
recommendations based on implicit preference feedback compare with results provided
to users who explicitly reveal their preferences in a traditional user controlled way. We
chose to conduct this study on Amazon.com 1 and set up a comparative between-group
user-study where users were instructed to search for five books. One group of users
tested Amazon without the benefit of the RS, by searching and browsing. This repre-
sented the baseline measure for the experiment. Two other groups tested Amazon’s rec-
ommendations which were based on their past purchase history. One group had a small
purchase history whereas the second group had a larger profile. The experiment was
conducted online and users’ opinions were collected through a post-study assessment
questionnaire, evaluating multiple dimensions from satisfaction to intention to return.

2 Background and Related Work

In content-based recommenders, users specify their needs explicitly in terms of content
or features [8]. Similarly, in user involved RS, ratings are used to determine like-minded
users through collaborative filtering. More recently, unit or compound critiquing tech-
niques, rather than single valued ratings, were proposed to improve accuracy [2]. Such
direct feedback is the most common interest indicator, offering a fairly precise way to
measure users’ preferences, but suffers from several drawbacks [3]. These include the
fact that a user must stop to enter explicit ratings, which alters browsing and reading
patterns. Users may not be very motivated to provide ratings unless this effort is per-
ceived to be beneficial [9], or because the user might not yet know his preferences as he
just started to use the system, and often changes them in different contexts [6,8].

In behavior based RS, a user’s purchase history or his reading time on a page can be
used to infer interests and preferences. In Nichols’ seminal paper on implicit rating and
filtering [7], he identifies several types of data that can implicitly capture a user’s in-
terest, including past purchases, repeated uses, and decisive actions (printing, marking,
examining). Since then, several of these indicators have been used like in [10] where
Shapira et al. showed that mouse movements normalized by reading time were a good
preference indicator, or as in [3] where the time spent on a page is shown as a poten-
tially good indicator. Unfortunately, research work measuring the progress of RS, with
few exceptions, has concentrated on improving the accuracy of algorithms, the most
common metric being the mean average error (MAE) [5]. The earliest paper evaluating
six RS in depth, with real users is [12] where the central concern was to compare the
performance and acceptance of such systems against human recommenders (friends).
A recent marketing survey [1] reported that consumers strongly preferred sites that
provide personalized product recommendations, with 45% claiming that they are more
likely to shop at sites with personalized recommendations than at sites without them.

Our work is the first significant in-depth user study that reports on the users’ per-
ceptions of today’s behavioral recommender systems compared to classical search &
browse patterns.

1 We chose Amazon because it has a well-established RS; we have no affiliation with Amazon.
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3 Hypotheses

We established three simple hypotheses. First, we expected that, when a user just starts
using a website, a user-controlled solution would be more effective at supporting his in-
formation needs than an indirect one. If a user has a small purchase history, for example,
there is perhaps not enough information to infer his preferences, most certainly resulting
in an inadequate recommendation. We thus propose hypothesis H1. Second, we consid-
ered how recommendation quality might evolve. When a user controls a search, he may
only cover a specific subset of all his preferences, whereas information gathered over
time gives a much broader view of these preferences. We highlight this with hypothesis
H2 where we fix an arbitrary cut-off level of twenty books. Finally, since an indirect
profile should cover multiple aspects of a user’s real profile, we hypothesized H3.

H1 for users with a small profile size, search & browse should provide higher recom-
mendation accuracy than indirect feedback.

H2 there exists a profile size as of which indirect feedback should propose a better
accuracy than the baseline explicit elicitation.

H3 non-expert users are likely, overall, to significantly benefit from recommendations
based on indirect feedback.

4 Real-User Evaluation

The experiment was limited to the domain of books. We designed a between-group
experiment of three user groups, with 20 users in each: the baseline search & browse
group, and two recommendation-receiving groups with small and big purchase profiles
respectively. All users were told to find five books to purchase, similar to what they
would do on the real website.

4.1 Evaluation Setup and Procedure

We implemented a user study with a wizard-like online web application containing all
the instructions, interfaces and questionnaires so that subjects could remotely partici-
pate in the in-depth evaluation. The general procedure consists of the following steps.

Step 1. Based on how many books a participant bought in the past on Amazon (profile
size), he is oriented to the adequate experiment (baseline or recommendations).
Step 2. Basic background information is collected (gender, age, etc.)
Step 3. After reading a brief scenario, the user is given detailed instructions: The tester
of the search & browse interface is instructed to go to Amazon.com, make sure he is
not logged in, and then to browse through the available categories of literature, until he
finds a book which he likes. The tester of the implicit RS system is asked to head to
Amazon.com and log in to his account. He is then asked to go the “my recommenda-
tions” section and to navigate through the book section of the recommendations until
he finds a book that he likes.
Step 4. The user starts the experiment. He is asked to select five books; for each one, he
must fill in a template-questionnaire allowing him to rate the book on the spot.
Step 5. To conclude the study, the user is asked to complete a nine questions assessment
questionnaire to evaluate the system he has just tested.



464 N. Jones, P. Pu, and L. Chen

4.2 Measured Variables

All questions in this study are statements to which a user can indicate his level of agree-
ment on a five-point Likert scale, ranging from −2 (strongly disagree) to +2 (strongly
agree); 0 is neutral. Not having access to Amazon’s interaction logs, we recorded users’
opinion about the recommendation quality through a template, immediately after select-
ing each book (novelty, appreciation, intention to buy). Then, once five books had been
selected, an overall appreciation was recorded through a set of nine questions, measur-
ing experience (satisfaction, effort, trust, confidence, novelty, diversity) and decision
(acceptance of a recommended book, future usage, sharing with friends). Because of
the setup of the experiment, each question was adapted into two variants such as to dif-
ferentiate between the baseline and recommendation experiments, but tested identical
dimensions.

4.3 Participants

The user study was carried out over a period of three weeks and an incentive was pro-
posed. The study was taken by off-campus users (half of the participants), students (7%)
and academic researchers in Switzerland. The study collected 60 users, resulting in a
sample size of twenty participants per group. There were 17 female and 43 male, with
66% being aged between 25 and 30; 18% were younger, and 15% older. The group of
baseline users showed slightly less familiarity with Amazon as 25% more users dis-
agreed that they “read a lot of books”, and 30% of them had never surfed on Amazon
before. We accepted this potential bias as such users have a fresh view of Amazon, less
influenced by the evolution of the site.

5 Evaluation Results

Results are reported in Figure 1. An Anova analysis showed that five questions conveyed
statistically significant different averages across all three groups of users. The question
S2 shows an increase in results from baseline elicitation to recommendation users with
a large profile, who found that the system required less effort (with an average of 1).
The recommendation users with a small profile scored 0.6 on average. The difference
between all three groups is significant (p = 0.02). S5, the question on trust, shows the
same general tendency, albeit a smaller increase between the first two groups (signif-
icant, p = 0.05). S3, the confidence about making the best choice, presents a base-
line average around 0.5 and one of -0.5 for the recommendation small group, with the
recommendation big being amid (significant, p = 0.02). Diversity S4 shows a very sim-
ilar pattern, but with an increased score from the baseline users, around 1 (significant,
p < 0.01). One of the template questions also shows a significant difference: T3, the
intention to buy where the recommendation small is much lower than both other groups
(p = 0.04).

For S1, satisfaction, the 0.5 difference between the first two groups is significant
(p = 0.02). T2, on perceived accuracy, gives much higher averages around 1.0, with
a significant difference (t-test, p = 0.02) between the two recommendation groups. Fi-
nally, the special question for recommendation users about them having “already used”
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Fig. 1. Detailed Graph of Users’ Preferences

this recommendation feature showed S10 the expected trend with a score close to 0 for
the recommendation small group, and above 1 for the recommendation big group (sig-
nificant, p < 0.01). These results reveal that although a recommender interface provides
users with an overall satisfaction and perceived benefits like a lower effort required, most
users have to wait until their profile reaches a certain size to enjoy the full benefits.

6 Discussion and Conclusions

Through our hypotheses H1 and H2, we predicted that at first a controlled search would
be more accurate but that this would rapidly change, seeing the accuracy of recommen-
dations increase with the profile size. The direct assessments of perceived accuracy, S6
and T2, are not strongly conclusive. This twist-and-turn between hypotheses and results
is surprising. However, we would like to point out that if “accuracy” does not reveal it-
self as imagined, other dimensions do demonstrate some parallels with the predictions.
Elements like confidence and diversity, show us that search & browse methods are more
efficient at the beginning, but that larger recommendation profiles actually start to catch
up. Nevertheless, and this brings us to H3, there are not many measures where an im-
plicit large profile strongly beats an explicit one (only trust S5 and low effort S2).

The results point out that the two types of interface mechanisms being compared
can provide quite similar overall satisfaction for the users. The difference in the amount
of effort required to operate in both systems is highly noticed by users, and clearly in
favor of the RS (which required lower effort). On the other hand, users clearly found
the baseline as proposing a much more diverse set of books, which is problematic for
the recommender engine. It is also disappointing to see such low scores for the novelty
(T1) from the recommender. Measures of confidence show that users are more confi-
dent about their choices in the search & browse scheme. However, people are trusting
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the system’s implicitly generated recommendations, as soon as their profile reaches a
certain size, which is encouraging. This was further reflected in users’ comments. When
compared to books that friends might have proposed, neither methods were perceived
as being very accurate; nevertheless users’ opinions were positive as in all groups they
thought they would like the five selected books. Contrary to purchase intentions, de-
cision variables about future usage of the system or introduction to a friend, were not
very high on average, but all three showed good correlations with satisfaction.

A decade has passed since the recommender technology was invented [4]. Today’s
systems based on this technology are in the mainstream practice of e-commerce and
social websites. Even though some surveys demonstrate that acceptance and perception
of this technology are showing good sings, we should not take them for granted. Our
paper demonstrates that investigating users issues pays off, and that several traditional
problems remain unsolved. It gives a clear idea how to improve the current technology
and points out design guidelines. Additionally, the challenge of motivating initial users
until they build a large profile (hence user loyalty) remains.
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Abstract. Web usability has been considered as a key issue to the suc-
cess of the Web. However, Web readers typically face difficulties since
Web pages are presented according to the local contexts of Web authors.
Web authors and readers follow their own local contexts to represent
and interpret Web contents as they originate from different communi-
ties. Hence, there is a need to transform Web contents created according
to the authors’ contexts into the different contexts of their readers.

In this paper, we aim at presenting a solution that provides Web
contents according to the reader’s context. Our solution is based on an
explicit representation of the authors’ and readers’ local contexts. We
rely on RDFa to annotate contents with the author’s context and we
provide an adaptation process on the client-side that generates contex-
tualized Web contents according to the readers’ contexts. We validate
our approach through a Firefox extension.

1 Introduction

Recently, the Web has successfully evolved into a “semantic” Web, where Web
authors can describe Web contents with semantic information such that soft-
ware applications (e.g., Web browser) can interpret them and hence handle Web
readers’ requests more effectively. For instance, a Web author may describe
Web contents such as events with semantic information such as starting date
and ending date, location, etc. Accordingly, a reader application can search,
aggregate, or export any events with respect to a specific day or a location.

Open Data in XHTML is a bottom-up approach towards the semantic Web
(called small-s semantic Web). small-s reuses the current Web as it is and re-
lies on the authors to annotate their contents with semantic metadata, so that
the former become machine interpretable. In this field, the main emerging tech-
nologies are RDFa and microformats [10]. Our previous work concluded that
microformats are inextensible as they propose a finite set of specifications [8].

RDFa provides an abstract solution that aims at expressing RDF statements
in XHTML documents. More precisely, RDFa provides a collection of XHTML
attributes (reuses existing attributes such as content and rel and introduces new
ones such as about and property) to embed RDF statements in XHTML, and
provides processing rules to extract these statements.
� Supported in part by the Programme for Palestinian European Academic Coopera-

tion in Education (PEACE).
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1.1 Web Usability and Local Context

The evolution of the Web raises new challenges, notably regarding Web usabil-
ity. Our understanding of Web usability is derived from the ISO 9241-110:20061

specification. Web usability is defined as the effectiveness, efficiency, and satisfac-
tion of the interaction between Web readers and Web pages. Effectiveness refers
to the extent Web readers interpret Web contents accurately and completely.
Efficiency refers to the efforts expended (e.g., time) to interpret Web contents
effectively. Satisfaction refers to the readers’ acceptance of the interaction.

In this sense, interactions between Web readers and Web contents are typ-
ically ineffective and inefficient. Indeed, authors and readers of Web contents
originate from different communities. Web authors follow their local contexts for
representing Web contents. This leads to an additional effort for the readers as
they need to interpret these contents according to their own local contexts.

By local context, we mean a set of common knowledge shared by members
of a community [11,2], like common language and common local or cultural
conventions, such as measurement units, keyboard configurations and notational
standards for writing time, dates, numbers, currency, etc. For instance, let us
assume a French reader who needs to register to a summer school course on
a Web site which is authored by a British author. In this context, the course
price is in British Pound and follows the British currency format (e.g.: 1,234.50).
As the French currency is Euro and uses a different format (e.g.: 1 234,50), the
course price must be converted from British Pound to French Euro by the reader.
Note that the situation can be even worse as the reader can misinterpret the
attendance date of the course. For example, he could interpret the attendance
date (e.g.: 07/08/2008) as the 7th of August 2008 (following the French format)
instead of the 8th of July 2008 (following the British format).

1.2 Objectives

To enhance Web usability, we aim at resolving semantic discrepancies between
contexts of Web authors and readers and at adapting context-sensitive contents
(called adaptable Web contents) according to readers’ contexts.

This paper is structured as follows. Section 2 presents our approach to anno-
tate adaptable Web contents with authors’ contexts and adapt them to readers’
contexts. Section 3 discusses related works and Section 4 concludes the paper.

2 A Semantic Context-Based Approach with RDFa

This paper proposes a semantic context-based approach that relies on RDFa
to annotate and adapt Web contents. This approach firstly introduces a set of
adaptable concepts and a set of contextual attributes to specify the semantics of
adaptable Web contents and the local contexts of Web authors and Web readers,
respectively. Secondly, it exploits the idea of semantic object, which was detailed

1 http://www.iso.org/

http://www.iso.org/


Towards Web Usability: Providing Web Contents 469

in [9], to represent adaptable Web contents together with adaptable concepts
and contextual attributes. Thirdly, it takes advantages of RDFa technology to
annotate adaptable Web contents with these metadata. Finally, we propose an
adaptation process implemented as a Firefox extension. This extension adapts
the semantic objects according to the readers’ contexts.

2.1 Adaptable Concepts and Contextual Attributes

This section distinguishes between adaptable and non-adaptable Web contents.
Adaptable Web contents refer to the contents that might be represented and
interpreted differently from different authors and readers, according to their
local contexts. In order to specify the semantics of adaptable Web contents, we
identified in our previous work a list of adaptable concepts [8]. These concepts
address the main concerns that rose up from our experience while browsing the
Web. Here are some examples:

– Date/time are described in different formats, styles, and different time
zones according to the user’s language and country.

– Price are expressed in different formats, currencies2, VAT rates, etc.
– Measure units are used to quantify the values of physical quantities (e.g.,

weight and length). Countries use different measure systems (e.g., Imperial
and Metric systems), different unit prefixes, and different error percentages.

– Telephone number identifies telephone endpoint. Based on ITU3 plan
E.164, each country has a different international call prefix and country
calling code. Also, each country uses a different telephone number format.

For these concepts, we propose a context ontology that attempts to identify a
set of contextual attributes. These attributes make explicit the contexts of Web
authors and Web readers. We do not aim at identifying an exhaustive list of
contextual attributes, but we try to address the needs of the above adaptable
concepts. In this sense, contextual attributes are mainly grouped into two broad
categories: country and language. Each country has a set of local conventions such
as currency, value added tax, measure system, etc. Also, each country has many
cities, sometimes located in different timezones. The language attribute specifies
the local natural language. One country may have one or more communities
(e.g., French and Dutch speaking communities in Belgium). Each community
usually uses a common natural language and a set of conventions related to that
community (e.g., writing formats). Fig. 1 presents an excerpt of the proposed
context ontology4.

2.2 Semantic Object

In [9], semantic objects are used to annotate data objects exchanged between
Web services with semantic metadata so that it enables automatic data media-
tion during Web service composition. In our approach, we use our own definition
2 See ISO 4217 for used currency list.
3 International Telecommunication Union: http://www.itu.int/
4 Context ontology is designed using TopBraid composerTM modeling environment.

http://www.itu.int/
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Fig. 1. An excerpt of the Context Ontology

of semantic object to annotate adaptable Web contents with a semantic concept
and one or more contextual attributes to support automatic adaptation. A se-
mantic object SemObj is a 3- tuple represented as follows:

SemObj = 〈S, V, C〉

Where S represents the adaptable concept that the SemObj adheres to, V is
the physical representation (the value) of the adaptable Web content. C specifies
the local context of SemObj. This context is represented as a finite set of con-
textual attributes. In addition, contextual attributes themselves are represented
as semantic objects, which may also have contextual attributes. This provides
a recursive means for context description. Technically, adaptable concepts and
contextual attributes are represented using RDF (See Fig. 2.B5).

For the needs of our approach, we categorize contextual attributes into two
subsets: static and dynamic. Static attributes are the minimum contextual at-
tributes that are used to describe the context of a semantic object and hence,
their values must be specified explicitly. On the other hand, dynamic attributes,
if they are not specified explicitly, can be inferred from other attributes (static
or dynamic) that belong to that semantic object and its contextual attributes.

As an example of a semantic object, Fig. 2.A represents the attendance date
of the summer course presented in Section 1.1. Date refers to the Date/Time
adaptable concept. 08/07/2008 is the value of the attendance date. Finally,
Context represents the set of contextual attributes. Here, the date SemObj
has DateStyle as static attribute; DateFormat and T imeZone as dynamic
attributes. The other part of context further describes the context of other se-
mantic objects (DateFormat, T imeZone). The value of DateFormat is inferred
from the country, language and dateStyle and the value of T imeZone is inferred
from the country and city. Fig. 2.B presents the summer course XHTML excerpt
annotated with the Date semantic object using RDFa syntax6.

5 The namespaces, inside html tag, represent the URL references of the RDF.
6 More information available on http://www.w3.org/TR/rdfa-syntax/

http://www.w3.org/TR/rdfa-syntax/
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<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML+RDFa 1.0//EN"
    "http://www.w3.org/MarkUp/DTD/xhtml-rdfa-1.dtd">
<html xmlns:ns="http//www.example.org/" xmlns:cxt="http://localhost/context"

xmlns:dc="http://purl.org/dc/elements/1.1/" >
  <head>. . .</head>
  <body>

<div about="ns:SummerCourse" >
<h2 property="dc:title">knowledge is the power</h2>

   <h3>Attendance Date 
         <span rel= "[#attendance-date]">
           <span property="dc:Date"> 07/08/2008 </span> 

<span property= “ctx:dateStyle” content=”Short” />
<span property= “cxt:language” content=”English”/>

            <span property= “cxt:country” content=”UK”/>
            <span property=”cxt:city” content=”London”/>

   </span>
   </h3>
   <h3>Course Price<span property="ns:price"></span>£1,234.50 </span>...</h3>

     </div> . . .
  </body>

B: XHTML and Annotated Date Web Content

<Date, “07/08/2008”, Context > 

Context ‘C’

TimeZone 
= “00:00” 

DateFormat = 
“mm/dd/yyyy”

DateStyle 
= “Short” 

Country 
= “UK”

Language 
= “English”

Concept ‘S’ Web Content ‘V’

City = 
“London”

Dynamic

Static 

A : Date Semantic Object Sample

Fig. 2. An excerpt of annotated XHTML Code and Date Semantic Object

2.3 Adaptation of Semantic Objects

Representing Web contents as semantic objects provides a way to adapt a
SemObj from one local context C to another local context C′ (and vice versa).
To this end, we specify a conversion function F as follows:

F ( <S, V, C >, C’) = < S, V’, C’ >

F for instance can adapt the above date semantic object (e.g., D) from the
British author’s context to the French reader’s context (e.g., D1) as follows.

D =<Date, 07/08/2008, Timestyle=short, City=London, Country=UK, Lang=EN>

D1 = <Date, 08/07/2008, Timestyle=short, City=Paris, Country=FR, Lang=FR>

We implemented an adaptation engine as a Firefox extension. This engine
enables the reader to describe his local context and adapts the semantic objects
from author’s to reader’s contexts. In addition, this provides a way to adapt
semantic objects from several server-side contents. More details can be obtained
at the following address: http://perso.fundp.ac.be/~maljabar/RDFa/.

3 Related Work

Space limitations allow us to only discuss some major works related to Web us-
ability, Web adaptation, and semantic contents’ annotations. Firstly, enhancing
Web usability has been acknowledged as an important issue in many works. How-
ever, most initiatives propose practical studies [2] or design guidelines to help
enhancing Web usability [11,6]. Secondly, our approach describes the contexts of
both Web authors and readers explicitly and adapts the presentation of Web con-
tents according to the reader’s contexts. However, most adaptation approaches

http://perso.fundp.ac.be/~maljabar/RDFa/
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acquire and aggregate users’ contexts into context models, mostly based on as-
sumptions derived from Web authors (e.g., stereotyping), and provide different
contents to different readers accordingly [5,4,11]. Also, the adaptation process in
most of these approaches is deployed on the server-side. Server-side deployment
can only adapt contents hosted on the server-side itself. Finally, several works
have used semantic annotation and/or proposed client-side extensions such as
transcoding (e.g., SADIe [3]) and semantic aggregators (e.g., Kalpana [7] and
Piggy Bank [1]). However, they do not address Web usability and local context.
Transcoding approaches aim at restructuring annotated Web contents, based on
a transcoding ontology, to make them accessible to visually impaired readers.
Semantic aggregators aim at aggregating personal information in RDF form and
enable server-side and/or client-side applications to query that information.

Finally, to our best knowledge, there is no approach that uses RDFa to anno-
tate Web contents with contextual information as defined in this paper.

4 Conclusion

This paper presents an approach to enhance the Web usability for Web readers.
We explicitly describe the contexts of Web authors and readers with a solution
that relies on the notion of semantic object, which includes a tree-structured
set of context attributes. Then, we use RDFa to annotate adaptable Web con-
tents with metadata (concepts and context attributes). Hence, Web contents
can be adapted into different readers’ contexts. We implement an adaptation
engine as a Firefox extension. Our future work aims at evaluating Web usability
by testing the readers’ satisfactions. In addition, we aim at extending our ap-
proach to enhance the Web usability of Web authors when they annotate Web
contents.
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Abstract. Plan recognition of movement by car or foot is generally intractable 
because of the huge number of potential destinations and routes. However in re-
stricted areas with limited ingress/egress and few places to go such as a military 
base, plan recognition of movement can be done. The ABM system uses RFID 
and Lidar to track the movement of vehicles and people, infer their plans/goals, 
and distinguish threat from normal behavior. ABM represents plans as a series 
of polygons that abstract important road/terrain features such as intersections 
and driveways. ABM’s keyhole plan recognition algorithm handles unobserved 
steps caused by insufficient data rates or deficient sensor coverage and handles 
position inaccuracies due to limited sensor precision or multi-path reflections 
from buildings. ABM guards privacy by storing only a person’s role (e.g., visi-
tor, office worker, grounds keeper) on the military base. 

Keywords: plan recognition, RFID, Lidar, movement, behavior analysis. 

1   Introduction 

If one follows a random car around for a time in any metropolitan area, it is pretty 
much impossible to tell where that driver is going or why he/she is going there. So 
whereas plan recognition of user intentions using computers has been commercialized 
(e.g., Microsoft’s Office Assistant [3]), plan recognition of movement has seen little 
basic research. Previous research in plan recognition of movement includes some 
work in the robot soccer domain [4, 6, 7] to infer the intention of robot soccer players 
based on movement relative to the ball and relative to the end lines and possibly rela-
tive to other players. Plans include set-plays and tactical movements. Plan recognition 
for vehicle movement has looked at plans such as passing, preparing to exit, or move 
into the slower-moving lane based on observations of the relative speeds and posi-
tions of vehicles and lanes, vehicle signals, and vehicle acceleration [5]. [2] predicts 
future traffic jams, but does not consider individual cars. None of these plan recogni-
tion systems consider complete end-to-end plans for movement or try to infer why the 
person is going there. 

The ABM (Agent-Based Modeling) system is the first plan recognition system to 
tackle start-to-end movement plans and goals. ABM is able to infer movement plans 
because it is applied in the restricted domain of a military base where there are very 
limited ingress/egress points and few reasonable destinations. ABM is one of three 
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behavior analysis algorithms implemented for SAIC’s BPL (Base Protection Labora-
tory) project [1] at PMRF (Pacific Missile Range Facility). PMRF is a 5 mile long 
military base along the southwest shore of Kauai, Hawaii with only two controlled 
access points, only one of which is open at any time. BPL is a testbed that covers a 
significant portion of PMRF with various sensors including cameras, RFID tag read-
ers, optical license plate readers, Lidar, microwave, infrared, and seismic sensors.  
ABM uses data from the RFID sensors, which triangulate the location of the RFID tag 
and Lidar, which positions objects within range of the lasers to locate vehicles and 
pedestrians. The ABM algorithm will work with any sensor that gives positional data.  
ABM infers whether the agent is following a normal or threat plan. 

2   Plan Representation 

Plans in ABM are represented as a sequence of polygons associated with a goal such 
as “Going fishing at Major’s Bay” (goals are text strings because they are purely for 
human consumption) and constraints. Polygons are chosen to abstract important fea-
tures of roads such as intersections, driveways and bridges. Alternative representa-
tions such as line segments were considered and rejected because of the nature of the 
problem. Line segments allow computing the likelihood that someone is following a 
plan by measuring deviation from the path. This works well in open areas, but in 
urban areas, people tend to travel on roads and when someone moves off a road, then 
they are certainly deviating from the plan. On a single lane road, a deviation of 5 
meters would be off-road and mean a plan deviation. On the other hand, a deviation of 
25 meters from the center of a multi-lane superhighway could still be on the highway 
and would not be a plan deviation at all. Fig. 1 shows the polygons for the plan of 
“Going fishing at Major’s Bay.” The inset shows intersection polygons connected by 
road segment polygons. 

ABM plans also have constraints on agent roles, time/date, environmental condi-
tions, and special events. For example, the plan of “Going to work at Bldg. 282” is 
only available for agents whose role is “office worker.” The plan of “Going to eat at 
Shenanigans” (a restaurant on base) is only valid shortly before Shenanigans is open 
up to closing time and only on those days of the week that it is open. The plan of 
“Going surfing at Major’s Bay” is only valid when surf conditions are between 2' 
(typical high) and 15' (typical low). Surf of 0-1' is too calm for surfing and surf above 
15' is too strong for any but a few professionals to surf. The plan of “Watching a mis-
sile launch” is only valid for the period right before a launch is scheduled.  

ABM’s Plan-Base contains plans for both normal base activities and for potential 
threat activity sequences such as surveillance of potential targets. Normal plans are 
observed by sensors and their goals are determined by interviewing the travelers.  
Threat plans are predicted by base security experts. Plans also include observation 
likelihoods. For normal plans, these are calculated based on how often the plan is  
actually observed. For threat plans, the security experts estimate the likelihoods. 
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Fig. 1. Plan for “Going fishing at Major’s Bay” 

As a vehicle enters the base, the agent is tracked by ABM. Initially the possible 
plans for the agent includes all plans whose constraints are satisfied. As the agent 
moves through the base, plans whose steps are not being followed are eliminated until 
only a single plan is left. It is possible that no plans match when the agent is lost or is 
pursuing a novel plan. The plans are organized in order of likelihood. ABM can gen-
erate alerts to base security if any threat plans match the current path with the degree 
of alert depending on whether the threat plan is the only matching plan (high alert), 
the highest likelihood matching plan (medium alert) or just a high likelihood plan 
(low alert). Alerts can also be generated if no plans match the path at all, indicating a 
lost visitor or anomalous/erratic behavior. 

3   Practical Problems and Solutions 

The ABM algorithm needed to be modified to handle certain practical problems due 
to real world sensor limitations. For example, both RFID and Lidar sensors only gave 
locations once per second, there were gaps in coverage of sensors, sensors had limited  
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accuracy (up to ±4 meters), sensors were sometimes wildly inaccurate due to multi-
path reflections off metal buildings (shifting locations by up to 20 meters) and often 
gave false readings from wind-blown trees/shrubs. 

The limited data rate and gaps in coverage meant that polygons were sometimes 
skipped in plans. For example, a vehicle traveling at 45 mph would travel 66 feet in 
one second, much further than the length of many intersections. To limit search, the 
maximum speed limit of the road plus a percentage was used to predict which poly-
gons might have been skipped. This saved matching about a hundred plan steps in the 
longer plans. To ease calculations, the length of the polygon in the direction of motion 
of the plan is included with the plan step. 

The limited accuracy meant that locations were sometimes reported as the wrong 
polygon. For example, if a car is near the edge of a road, then even a small half meter 
inaccuracy in position can put the car off the road. With road lanes about 3.5 meters 
wide, the ±4 meters accuracy easily puts a car off road much of the time.1 ABM 
solved this problem by looking for all polygons that intersected with a circle centered 
around the reported location with radius 4 meters using PostGIS. For efficiency, this 
was done only if the reported polygon did not match any of the currently active plans.   

A related problem occurs when a car moves through an intersection.  Let’s call the 
four road segments that connect to a four-way intersection N, S, E and W. A car mov-
ing from N to S may be reported as being in the E or W road segment instead of in the 
intersection due to the inaccuracy of the sensors. If there are plans that go from N to E 
or N to W, then the N to S plans will be eliminated under the assumption that the car 
has turned right or left, when in fact the car is traveling straight. Following the effi-
ciency optimization of only searching for polygon intersections when no plans match, 
ABM would not even notice the problem until the following point. To handle this 
problem, ABM kept plans active until at least two locations did not match the plan 
and backtracked to check for inaccurately reported polygons if no plans match. 

Wildly inaccurate locations and false readings were handled by ignoring location 
reports that jumped farther than the current speed of the agent would allow. 

4   Privacy Concerns 

In the USA, people do not like to be under constant surveillance. So even though 
PMRF already had many surveillance cameras in place before BPL, base personnel 
had concerns about possible misuse of the additional data. Considerable public rela-
tions communications were needed to alleviate their concerns. The BPL system was 
designed from the start for privacy. The system never records names, identifying 
numbers or any other information that can be used to trace back to the individual.  
Even the output of the optical license plate readers is obfuscated with a one-way hash 
so that the original license plate cannot be reconstructed from the identifier used in 
BPL. The only information about people stored in the system is their role on the base. 

                                                           
1 This accuracy limitation led to eliminating the distinction between directions on two lane 

roads, so that all road polygons include both lanes instead of having separate parallel poly-
gons for each direction. 
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5   Evaluation 

ABM can be evaluated using a number of different metrics: 

1. Plan-Base Coverage 
2. Prediction Accuracy over Time (% time that highest likelihood plan is correct) 
3. False Positive Rate 
4. Average Alert Response Window 
5. Simulated Attack Detection Rate 
6. Latency 

Because the completeness of the Plan-Base affects how well plan recognition 
works, an important metric is the percent coverage of the Plan-Base. A key metric is 
ABM’s prediction accuracy over time. The initial prediction may start with a lower 
accuracy, but as the agent moves through the base, more and more plans should be 
pruned so accuracy should increase over time. Ideally at some point, only one plan 
will be active and that should be the correct plan. Because a system that generates too 
many false alerts will become ignored (only a few is probably too many), another key 
measure is the false positive rate for alerts. If an alert is generated by simulated attack, 
an important measure is the time between alert generation and security response onset 
for thwarting the threat. The alert must come in time for security to respond effec-
tively. The final metric is the latency of ABM, that is, how much time passes between 
ABM being informed of an agent’s position and ABM’s output. 

Unfortunately not enough normal plan observations have been collected and thus 
ABM lacks a reasonable plan base of normal plans. So the only metric that can be 
evaluated currently is Latency. This was evaluated by running ABM, the Blackboard 
software with the Blitz JavaSpaces JINI software underlying the Blackboard, Post-
greSQL for PostGIS geographic database queries and the NetBeans IDE all on a sin-
gle laptop computer with a single-core AMD Turion 64 2.0 GHz CPU with 2GB of 
DDR 333 SDRAM. The average time for ABM to process a sensor position report on 
a test 121 polygon plan was 166 milliseconds, of which 148 ms was taken up by 
propagation through the Blackboard software. That means ABM itself takes only 18 
ms on average to process a position. The timing data also showed a large start-up 
latency.  Removing the first 6 track points lowers the average latency to 98 ms and the 
ABM portion to 17 ms. ABM’s average latency of less than 1/10th second proves that 
the ABM algorithm is capable of near real-time performance. 

5   Future Work 

Although ABM has been shown to work with live sensors in real-time, there is still 
much work to be done to develop the ABM algorithm. The primary task is to analyze 
and encode normal plans from volunteer data. There is also a need to encode addi-
tional threat plans from security experts. Due to the lack of normal data, only one of 
the evaluation metrics for ABM has been assessed. The other five metrics should also 
be assessed. Finally, all of the knowledge in ABM is currently laboriously hand-
coded. To make ABM deployable, we must address the knowledge acquisition bottle-
neck with semi-automatic generation of plans for any military base: 
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1. Use local AutoCAD drawings for layout 
2. User-assisted labeling of building/location purposes 
3. Knowledge base of where people go, when and why 
4. Automatic normal plan generation from observation data 
5. User-assisted explanations for unknown normal plans 
6. Security/covert-ops domain experts enter threat plans 

The idea behind semi-automatic generation of plans is to start with a knowledge-
base of where people go on a typical military base, why they go there and when they 
might go there. Combining this knowledge-base with local AutoCAD drawings and 
user-assisted labeling of the purposes of buildings and locations on the AutoCAD 
drawings, ABM could automatically generate normal plans for the specific military 
base. ABM can verify these auto-generated plans with observation data and seek 
assistance in classifying plans that do not match any auto-generated plans. Finally, an 
intelligent user interface could be designed to guide security/covert-ops experts to 
directly enter threat plans specific to the local base into ABM. With such a knowledge 
acquisition system, ABM could be deployed on a new military base by personnel 
without intimate knowledge of the ABM algorithm. 
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Abstract. Users have become accustomed to a web that is more than
an interactive hypermedia but is a complex mix of rich multimedia ser-
vices and hypermedia content. Users are now contributors and active
participants on the web. However, Pesonalisation technologies, such as
Adaptive Hypermedia, have so far focused almost exclusively on adap-
tive content delivery resulting in their failure to become a high impact
technologies. The absence of rich multimedia services in the current gen-
eration of Adaptive Hypermedia Systems means that they do not live up
to the expectations of users. By providing personalised web experiences
that combine both services and content in a seamless environment such
systems could not only live up to the expectations of users but could
exceed them. This paper presents a system that supports the adaptive
selection and sequencing of both content and services in a unified manner.
By applying techniques used in content based Adaptive Hypermedia to
services with making use of the state of the art in service composition,
this system delivers personalised web experiences that combine adap-
tively selected and sequenced content and services. The integration of
appropriate content with services can improve the experience of the user
as well as making the activity more efficient.

1 Introduction

Users have become accustomed to a web that is more than an interactive hyper-
media but is a complex mix of rich multimedia services and hypermedia content.
Users are now contributors and active participants on the web, communicating
with each other using a range of content sharing and collaborative tools e.g.
Gmail, MSN Messenger, Flickr, YouTube, wikis and blogs. They are no longer
simply consumers of content but are also content creators and publishers.

In this environment, users seamlessly move between interacting with services,
for example voting, rating, annotating, communicating, etc, to content interac-
tion, e.g. viewing, navigating, etc. Furthermore, users frequently combine avail-
able services and related content in order to carry out complex activities. An
example of such an activity, within an educational context, is a peer review ac-
tivity, which not only requires access to appropriate content but also requires
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services to support authoring, submission, annotation and discussion. Not only
do these services need to be made available but they must be presented in a
specific order according to the requirements of the activity.

Pesonalisation technologies, such as Adaptive Hypermedia [1], have so far
focused almost exclusively on the adaptive delivery of interactive content, e.g.
AHA! [2], KnowledgeTree [1] and PersonalReader [3]. As we move to next gen-
eration web technologies, there is a need to provide a combination of adaptive
selection and sequencing of multimedia content with adaptive selection and se-
quencing of user centric services. We define the notion of a personalised web
experience (PWE) as an experience that involves the integration of the person-
alised selection and presentation of content, personalised service adaptation and
personalised service composition. Thus the personalised web experience provides
a significant engagement of the user in carrying out activities on the web.

Presented in this paper is a radical rethink of Adaptive Engines (AE), where
the AE supports adaptive composition of web services as well as multimedia
web content. Such next generation AEs effectively generate adaptive service
workflows and adaptively compose content, seamlessly integrating the adaptive
selection, composition and presentation of content and services. This work builds
upon existing AE technology and integrates portal and semantic web business
process and planning techniques to support the unified AE.

The rest of this paper is structured as follows, the current state of the art
in the adaptive composition of content and services is discussed as well as an
analysis of the key differences between content and service composition. This
is followed by the design and implementation of a system that combines these
techniques to deliver PWEs. Finally, an example use case that has been built
using this system is then presented.

2 State of the Art

Adaptive Hypermedia Systems (AHS) can be characterised as systems that dy-
namically compose multimedia content based on the needs of the user. Such
systems often personalise the delivery of content based on the interests of the
user, tasks that they are undertaking or contextual information such as network
bandwidth or screen size.

Systems such as APeLS [4] and AHA! [2] use separate models to represent
the user, application domain, available content and the adaptation rules. These
systems are all content centric with no support for the composition of services.
Another AHS that does take a step towards addressing this limitation is Knowl-
edgeTree [1]. It supports the integration of ‘intelligent content’ [5] into the per-
sonalised hypermedia that it generates. Pieces of intelligent content are Java
applets that are embedded into the content resources used by KnowledgeTree
and integrate directly with KnowledgeTree’s user modelling service, Cumulate
[1]. Although this approach does allow for a richer level of user interaction, it
does not allow for the composition of computationally complete services. This
would require, for example, support for the parameterisation of the services
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(both inputs and outputs), the management of the information flow between
services and support for error handling.

The techniques used to select and sequence services [8] typically fall into two
categories, namely workflow and AI Planning. Workflow based techniques allow
services to be composed into a flow of execution that explicitly links services
together. Such workflow compositions are typically built manually via rule bases
or scripting using technologies such as BPEL [6] and YAWL [7]. Such composi-
tions can be considered to be static as there is limited scope for the workflow
sequencing to change and references to the services are explicitly embedded in
the workflow. The CAWE framework[11] attempts to apply adaptivity to work-
flow execution through the use of an abstraction mechanism that allows the
workflow to refer to abstract services Information about the user is then used
to select appropriate concrete services or pre-existing service compositions on a
just in time basis. This approach supports the adaptive selection of services but
not the adaptive composition as the workflow remains unchanged.

The second category of composition techniques are those taken from the AI
Planning [8] domain. These attempt to dynamically compose services to satisfy
a set of goals using techniques such as Hierarchical Task Networks (HTN) [8] or
situation calculus. In such systems, the services are modeled in terms of the input
parameters, the conditions under which the services can be invoked and the effects
that the invocation would have. Examples of systems that compose Web Services
(WS) using AI planning techniques include XPlan [9] and Shop2 [10].

3 Comparing Content and Service Composition

Unlike content, the behaviour of services in a composition can also be influenced
by the adaptive selection of appropriate parameters. Parameterisation of con-
tent, although possible, is very seldom offered. This is in contrast to services,
which nearly always have heterogeneous input and output requirements and data
flow imperatives. Through parameterisation, it is also possible to provide a level
of adaptation with respect to the behaviour and functionality of a service. This
provides an additional layer of adaptivity when selecting services in comparison
to the selection of content. In order to take advantage of this added flexibility, it
is important that the mechanism used to select services is aware of the param-
eterisation of the available services and is capable of configuring some of these
parameters so as to modify the behaviour of the service to better suit the needs
of the user.

Another important difference between content and service composition is that
service compositions have an explicit information flow between the services. This
information flow is fundamental to the correct operation of a service composition.
If it is broken in some way then the composition will not behave as intended.
There exists an information flow between resources in a content composition.
However, this flow is more conceptual as it relates to the sequencing of the
topics covered by the content. This information flow, although important, for
example in an educational context, is not critical for the system to support as



Personalised Web Experiences 483

it is typically performed by the user. This is especially illustrated in AHS such
as APeLS and AHA! in which users have freedom to jump between different
content resources.

In addition to allowing the behaviour of a service to be modified, the param-
eterisation of services also allows more complex services to be created though
the composition of many individual services. The careful management of the
information flowing into and out of services can be utilised in order to provide
functionalities that were not previously available from existing services.

4 Architecture

A high level view of the system architecture is provided in figure 1. As can be seen
from the diagram, the Adaptive Engine is the central component of the system. It
is responsible for the reconciliation of the available metadata models through the
execution of the narrative (adaptive sequencing rules), which strategically guides
the adaptation process. The metadata models describe the available content
and services as well as providing information about the learner. The narrative’s
encapsulation of the strategy for composing a PWE allows a designer to describe
the sequencing for a PWE and how it can be adapted.

Fig. 1. Diagram representing a high level view of the system architecture

The AE and the narrative that it executes support a basic set of five patterns
for describing the sequencing of services. These patterns have been adopted from
the work of van der Aalst et al[13] and provide a sufficiently rich range of be-
haviours to describe the progression between tasks within a PWE. The five pat-
terns supported are: sequence, parallel split, conditional branch, synchronisation
and simple merge.

As the AE adaptively sequences the necessary content and services, it makes
use of an AI planner to dynamically select appropriate services. The use of the
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AI planner allows for the adaptive selection of appropriate services as well as the
composition of new services when an appropriate service does not already exist.
Service selection can be influenced by the AE as it is responsible for setting the
selection criteria for the planner.

As a result of the narrative execution, the AE produces an ‘experience model’.
This model represents an instantiated PWE in which the appropriate content and
services have been identified. In order to make a PWE available to the user, the
personalised service composition is instantiated as a BPEL process and deployed
to a workflow engine. This brings together the necessary services and controls
the users access to those services in order to maintain the sequencing as part of
the PWE. The user can then access the PWE through a portal interface that
combines the appropriate content and services in a single environment.

5 Case Study

As part of the evaluation of this system, several PWEs were developed. One such
PWE was developed based on a personalised eLearning course used to teach
undergraduate students. This PWE combines personalised multimedia content
covering topics relating to the use of SQL to create, populate and retrieve in-
formation from relational databases. The services in this PWE are quiz’s that
correspond to the different sections of the course. The learner must get a pass-
ing score in a quiz before they can move on to the next quiz. In the case of the
Database Retrieval quiz, the learner is also provided with an example database
service. This service allows the learner to retrieve information from a database
on a topic that they are interested in (the learners are given a choice between
two subject domains) in order to answer the questions.

The PWE consists of the delivery of personalised content in parallel with
services that have been adaptively sequenced, selected and composed for the
learner. The learner is free to browse the content that has been selected and
sequenced for them so that they can jump around the hypertext document as the
wish. This is not the case with the services. The strategy guiding the sequencing
of the services requires that the learner can only access the appropriate services.
When answering the Database Retrieval Quiz, the learner has access to both the
quiz service and the example database service in parallel.

6 Conclusions

This paper discussed how users on the web are moving from being purely content
consumers to being active participants in web based activities. Also discussed was
how personalisation technologies such as AHS can enhance the user experience by
supporting the adaptive selection and sequencing of services as well as content.

To illustrate how this could be achived, this paper considered the issues that a
AHS would need to address in order to support this functionality and presented
the architecture for a system capable of providing the user with a personalised
web experience combining both hypermedia content and multimedia services.
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